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We develop a methodology for performing approximate optimal control simulations for quantum
systems with multiple interacting degrees of freedom. The quantum dynamics are modeled using
the first-order Magnus approximation in the interaction picture, where the interactions between
different degrees of freedom are treated as the perturbation. We present a numerical procedure for
implementing this approximation, which leverages the separability of the zeroth-order time evolution
operator and the pairwise nature of common interactions for a reduced computational cost. This
formulation of the first-order Magnus approximation is suitable to be combined with gradient-free
methods for control field optimization; to this end, we adopt a Stochastic Hill Climbing algorithm.
The associated computational costs are analyzed and compared with those of the exact simulation in
the large N limit. For numerical illustrations, we perform approximate optimal control simulations
for systems of two and three dipole-dipole coupled molecular rotors under the influence of a global
control field. For the two rotor system, we optimize fields for both orientation and entanglement
control objectives. For the three rotor system, we optimize fields for orienting rotors in the same
direction as well as in opposite directions.
I. INTRODUCTION
There is considerable interest in using optimally
shaped fields to control the dynamics of quantum sys-
tems [1–5]. Such fields can be found using iterative opti-
mization methods, including gradient [6–9] and gradient-
free methods [10–12], and have potential applications in
a wide range of areas, such as quantum information pro-
cessing [13–15], chemical reactions [16], semiconductor
electron states [17], nanostructured materials [18], and
high-harmonic generation [19].
From a theoretical perspective, the study of controlling
quantum systems with interacting degrees of freedom is
particularly challenging, since the dimensionality of the
state space scales exponentially with the number of de-
grees of freedom [1, 20, 21]. This fact can render exact
optimal control simulations for many-body quantum sys-
tems computationally intractable. To address this issue,
a variety of approximate methods have been employed,
including classical and semiclassical Gaussian wave-
packet approximations [22, 23], the Time-Dependent
Hartree (TDH) approximation [12, 24, 25], the Multi-
configurational Time-Dependent Hartree (MCTDH) ap-
proximation [26–28], and the time-dependent density ma-
trix renormalization group (tDMRG) [21]. For example,
the MCTDH method was applied to simulate the imple-
mentation of a CNOT quantum gate in a six-dimensional
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model of ammonia [26], and the tDMRG method was ap-
plied to simulate control of the superfluid-Mott insulator
transition [21].
In this paper, we take an alternative approach by con-
sidering the Magnus expansion, a series expansion that
can be used to approximate the time evolution operator.
A common implementation of the Magnus expansion is
to split the Hamiltonian governing the quantum system
into an unperturbed term and a perturbative term, and
then apply the expansion in the interaction picture [29].
The Magnus expansion has been applied to a variety of
problems in physics and chemistry [29]. In particular,
the first-order Magnus approximation in the interaction
picture has been used in the study of molecular align-
ment and orientation in short laser fields [30], and in the
study of molecular collisions in the sudden regime [31].
We develop a methodology for approximate simula-
tions of quantum dynamics in the context of quantum
optimal control of interacting systems. Specifically, we
adopt the first-order Magnus approximation in the inter-
action picture, treating the interactions between differ-
ent degrees of freedom as the perturbation, and evalu-
ating the expansion only once at the final time T . This
approximation can be suitably integrated with gradient-
free algorithms for control field optimization; to this end,
we combine it with a Stochastic Hill Climbing algorithm.
The methodology is designed for weakly-interacting sys-
tems regardless of control field strength, and it has two
main computational benefits: (1) it eliminates the need
for expensive gradient computations and the evaluation
of the system state at intermediate time steps, and (2)
the pairwise interactions of common Hamiltonians allows
for an accelerated implementation of the first-order Mag-
nus approximation (as described in Section III B 2). We
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2analyze its computational scaling mathematically in the
many-body large N limit. We numerically illustrate the
range of problems that the methodology can handle, as
well its accuracy, for optimal control of few-body sys-
tems. Specifically, we consider systems of two and three
dipole-dipole coupled molecular rotors subject to a global
control field. We explore a few scenarios: the orientation
of all rotors in the same direction, the orientation of ro-
tors in opposing directions, and entanglement between
rotors. An adequate model of the interactions is essen-
tial for the latter two cases, as those objectives cannot
be reached in the zeroth-order limit. Previously, optimal
control of quantum rotors has also been studied using
an exact model for one-rotor [32–34] and two-rotor [35–
37] systems, as well as using the TDH approximation for
systems of up to nine rotors [12].
The remainder of this paper is organized as follows.
Section II provides relevant theoretical background for
the methodology we develop. Section III presents our
methodology for approximate quantum optimal control
of interacting systems based on the first-order Magnus
approximation, including both the mathematical formu-
lation and the numerical implementation procedure. Sec-
tion IV presents an analysis of the computational cost
and scaling of our methodology. Section V gives a the-
oretical description of the model rotor systems and cor-
responding control objectives. Section VI presents the
numerical simulation results. We close in Section VII
with conclusions and a discussion of future work. Ad-
ditionally, Appendices A to D respectively present nu-
merical/computational details for the first-order Magnus
approximation, a discussion of the second-order Magnus
approximation, benchmark simulations at varying sepa-
rations for the rotor systems, and an analytical proof of
physical symmetries in the three-rotor system.
II. THEORETICAL BACKGROUND
In this section, we review the relevant background un-
derlying the methodology we introduce in Section III.
A. Quantum Optimal Control Theory
Quantum optimal control theory seeks to identify a
time-dependent control field ε(t), t ∈ [0, T ], that maxi-
mizes a given objective functional J [T, ε(·)] at the final
time T [1, 3, 5]. In principle, J [T, ε(·)] can depend on
the control target (e.g. orientation of a molecule) as well
as terms that favor certain field characteristics [1]. Al-
though the methodology developed in Section III can be
used for any J that depends explicitly on both the sys-
tem state at the final time and the control field at all
times, for clarity we will restrict ourselves to cases where
J represents the expected value of an observable O at the
final time T , i.e.
max
ε(·)
J [T ] = max
ε(·)
〈Ψ(T )|O |Ψ(T )〉 , (1)
where |Ψ(t)〉 is the solution to the time-dependent
Schro¨dinger equation
i~
∂
∂t
|Ψ(t)〉 = H(t) |Ψ(t)〉 , (2)
given the initial state |Ψ(0)〉. The Hamiltonian H(t) can
be written as the sum
H(t) = H0 + V (t), (3)
where H0 is the time-independent field-free Hamiltonian,
and V (t) is the time-varying potential arising from the
applied control field ε(t). For example, within the dipole
approximation
V (t) = −µ · ε(t), (4)
where µ is the total system dipole moment.
B. Numerically Exact Simulation of the
Schro¨dinger Equation
The exact solution |Ψ(t)〉 to Eq. (2) is given by
|Ψ(t)〉 = U(t) |Ψ(0)〉 , (5)
where U(t) ≡ U(t, 0) is the time evolution operator from
0 to t, given by
U(t) = T
(
exp
(
− i
~
∫ t
0
H(t′)dt′
))
, (6)
where T is the time ordering operator. This can be
solved numerically by directly substituting the Hamil-
tonian H(t) into Eq. (6), and then using small time
step propagators for the evolution. For discretization of
[0, T ] into n equally-spaced, sufficiently-small time steps
∆t ≡ tn , this yields
|Ψ(n∆t)〉 =
( n∏
k=1
exp
(
− i
~
H(k∆t)∆t
))
|Ψ(0)〉 , (7)
taken to be in time order, which converges to the exact
solution for n→∞. In this paper we will refer to Eq. (7)
with sufficiently large n (see [38]) as the exact simulation.
The numerical implementation of Eq. (7) requires the ex-
ponentiation [39] of the matrix
(− i~H(k∆t)∆t) at every
time step, which can be computationally prohibitive for
systems with interacting degrees of freedom.
3C. Magnus Expansion in the Interaction Picture
Here we discuss solving Eq. (2) using the Magnus ex-
pansion in the interaction picture (see e.g. [29] for more
details). In the interaction picture, the Hamiltonian H(t)
is decomposed into an unperturbed term H(0)(t) and a
perturbation term H(1)(t), i.e.
H(t) = H(0)(t) +H(1)(t). (8)
The time evolution operator U(t) (see Eq. (6)) is then
factored into the product
U(t) = U (0)(t)UI(t), (9)
where
U (0)(t) ≡ T
(
exp
(
− i
~
∫ t
0
H(0)(t′)dt′
))
(10)
is the time evolution operator corresponding to the evo-
lution generated by H(0)(t) alone, and
UI(t) ≡ T
(
exp
(
− i
~
∫ t
0
H
(1)
I (t
′)dt′
))
(11)
is the interaction picture time evolution operator, with
H
(1)
I (t) ≡ U (0)(t)†H(1)(t)U (0)(t). (12)
The Magnus expansion for UI(t) is given by
UI(t) = exp(ΩI(t)), (13)
where
ΩI(t) ≡
∞∑
k=1
ΩI,k(t), (14)
with ΩI,k(t) being the k-th order term in the expansion.
The first and second order terms in Eq. (14) are given
respectively by
ΩI,1(t) = − i~
∫ t
0
H
(1)
I (t1)dt1 (15)
and
ΩI,2(t) = − 1
2~2
∫ t
0
dt1
∫ t1
0
dt2[H
(1)
I (t1), H
(1)
I (t2)]. (16)
Convergence conditions of Eq. (13) are given in [29],
but for practical purposes a k-th order approximation is
given by truncating the series in Eq. (14) after the term
ΩI,k(t). In particular, the zeroth order Magnus approxi-
mation is given by
U(t) ≈ U (0)(t), (17)
and the first order Magnus approximation is given by
U(t) ≈ U (0)(t) exp(ΩI,1(t)), (18)
which amounts to neglecting the time ordering of the in-
teraction propagator UI(t) in Eq. (11). Note that Eq.
(18) still contains partial contributions from all orders
of H(1)(t) due to its exponential form. Importantly, fi-
nite order truncations of the Magnus expansion preserve
unitarity of U(t), which guarantees conservation of total
probability [29].
The first-order Magnus approximation can be calcu-
lated with a single propagator (containing an integral
over all time steps), by evaluating Eq. (18) at the final
time t = T to directly compute the final state from the
initial state without computing intermediate states:
|Ψ(T )〉 ≈ U (0)(T ) exp(ΩI,1(T )) |Ψ(0)〉 , (19)
cf. Eq. (5). We expect this approximation to be ap-
propriate when the perturbation strength H(1)(t) is suf-
ficiently weak and the propagation time T is sufficiently
short.
III. GENERAL METHODOLOGY
In this section, we present our general methodology for
approximate optimal control simulations of interacting
quantum systems, with a focus on systems with pairwise
interactions. We first describe the mathematical formu-
lation of the approximate dynamics in Section III A, fol-
lowed by the associated numerical implementation in Sec-
tion III B. We then explain how to combine the quantum
dynamics approximation with gradient-free algorithms
for control field optimization in Section III C.
A. Dynamics of Interacting Quantum Systems in
the First-Order Magnus Approximation
Here we apply the first-order Magnus approximation in
the interaction picture, described in Section II C, to inter-
acting quantum systems under the influence of a control
field.
We consider quantum systems with N degrees of free-
dom governed by a Hamiltonian of the form
H(q1, q2, ..., qN , t) =
N∑
i=1
(
T (qi) + Vi(qi, t)
)
+W (q1, q2, ..., qN ),
(20)
where qi is the coordinate for the i-th degree of freedom,
Ti(qi) is the kinetic term for the i-th degree of freedom,
Vi(qi, t) is the local potential that acts only on the i-
th degree of freedom, and W (q1, q2, ..., qN ) contains the
interactions that couple different degrees of freedom (as-
sumed time-independent). The time-dependence of each
Vi(qi, t) term arises as a result of an external control field
ε(t).
In this paper, we are concerned with the regime where
the interactions W (q1, q2, ...qN ) are weak and can be
4treated as a perturbation. As such, we begin by decom-
posing the Hamiltonian (Eq. (20)) into a perturbation
term
H(1)(q1, q2, ..., qN ) = W (q1, q2, ..., qN ) (21)
and an unperturbed Hamiltonian
H(0)(q1, q2, ..., qN , t) =
N∑
i=1
Hi(qi, t), (22)
where
Hi(qi, t) ≡ Ti(qi) + Vi(qi, t) (23)
is the coupling-free Hamiltonian for the i-th degree of
freedom (i = 1, 2, ..., N). We then apply the first-order
Magnus approximation in the interaction picture by sub-
stituting into Eq. (19).
In this particular scenario H(1) is time-independent,
and H(0)(t) is a sum of time-dependent terms Hi(qi, t)
that each acts on only a single degree of freedom i.
As a result, the zeroth-order time evolution operator
U (0)(q1, q2, ..., qN ; t) (cf. Eq. 10) is fully separable into
U (0)(q1, q2, ...; t) =
N⊗
i=1
Ui(qi, t), (24)
where
⊗
denotes a tensor product and
Ui(qi, t) ≡ T
(
exp
(
− i
~
∫ t
0
Hi(qi, t
′)dt′
))
(25)
is the coupling-free time evolution operator associated
with Hi(qi, t) (i = 1, 2, ..., N).
Therefore, Eq. (19) can be expressed as
|Ψ(T )〉 ≈ ( N⊗
i=1
Ui(qi, T )
)
exp(ΩI,1(T )) |Ψ(0)〉 , (26)
where
ΩI,1(T ) = − i~
∫ T
0
dt′
( N⊗
i=1
Ui(qi, t
′)†
)
W (q1, q2, ..., qN )
× ( N⊗
i′=1
Ui′(qi′ , t
′)
)
.
(27)
Our choice of how to decompose H into H(0) and H(1)
contrasts with [30] and [40], which both choose V (t), as
defined in Eq. (4), as the perturbation. Our choice is
intended to address two important, yet competing, goals:
(1) good accuracy beyond the weak-field limit and (2) low
computational cost. The former is justified because for
weak interactions, the first-order Magnus approximation
is likely a reasonable approximation to the full Magnus
expansion. This is especially true when the total time T
is also short, since this reduces the effects of neglecting
time-ordering. Additionally, including the effects of the
control field in H(0) allows for strong control fields ε(t)
without compromising accuracy. The latter is justified
because U (0) is fully separable, cf. Eq. (24). This allows
for a fast computation of U (0)(t); it also allows for a fast
computation of ΩI,1(T ) if W consists only of pairwise
terms (cf. Section IV).
This mathematical formulation can also be adapted
(with greater computational cost) to include higher order
terms in the Magnus expansion (Eq. (14)) or a multi-step
Magnus scheme [41]. In particular, in Appendix B, we de-
scribe the second-order Magnus approximation applied to
interacting quantum systems, including the mathemati-
cal formulation, a numerical procedure, and a bound on
computational cost.
B. Numerical Implementation
Here we present the procedure for numerically imple-
menting the formulation described in Section III A. We
first outline the procedure for arbitrary multi-degree of
freedom Hamiltonians, and then overview a specific im-
plementation with reduced computational cost for Hamil-
tonians with generic pairwise interactions. Implementa-
tion details as well as a computational cost analysis are
presented in Appendix A. In what follows, the coordinate
arguments are suppressed for conciseness.
1. General Implementation
Here we present a three-part procedure for numerically
implementing the first-order Magnus approximation (i.e.
Eq. (26)), for the multi-degree of freedom Hamiltonian
given in Eq. (20). We discretize the time uniformly into
n time steps of size ∆t = Tn (where ∆t is sufficiently
small compared to the characteristic time scales of the
system, see e.g. [38]).
Part I: Ui(k∆t) (see Eq. (25)) is computed, for all 1 ≤
i ≤ N and 1 ≤ k ≤ n, recursively starting with Ui(0) = I:
Ui(k∆t) = exp
(
− i
~
Hi(k∆t)∆t
)
Ui((k − 1)∆t), (28)
where the short-time propagator exp
(− i~Hi(k∆t)∆t) is
invoked at each time step (here from the (k − 1)-th step
to the k-th step).
Part II: Using the results of Part I, ΩI,1(T ) is com-
puted, for T = n∆t, by numerically integrating Eq. (27)
from t = 0 to t = T , i.e.:
ΩI,1(n∆t) = − i~
n∑
k=1
∆t
( N⊗
i=1
Ui(k∆t)
†)W ( N⊗
i′=1
Ui′(k∆t)
)
,
(29)
where we have invoked the n-point rectangular quadra-
ture for the integration with respect to time t over the in-
terval [0, T ]. For Hamiltonians whose interactions are all
5pairwise, Eq. (29) can be rearranged to allow for an im-
plementation with reduced computational cost (see Sec-
tion III B 2).
Part III: Using the results of Part I and II, the final
state at time T = n∆t is computed as per Eq. (26), by
evaluating the approximate equation:
|Ψ(n∆t)〉 ≈ ( N⊗
i=1
Ui(n∆t)
)
exp(ΩI,1(n∆t)) |Ψ(0)〉 .
(30)
This implementation of the first-order Magnus approx-
imation computes the final state without explicitly com-
puting the state |Ψ(k∆t)〉 or time evolution operator
U(∆t, (k−1)∆t) at each intermediate time step. Instead,
a numerical integral is carried out over all of the time
steps, i.e. Eq. (29) in Part II. As such, the first-order
Magnus approximation is particularly computationally
convenient when combined with gradient-free optimiza-
tion methods, for which the objective functional evalu-
ated only at the final time T is typically all that is called
for.
2. Implementation for Hamiltonians with Pairwise
Interactions
For many physical quantum systems, the Hamilto-
nian’s interaction terms are all pairwise. It is possible to
exploit this property, together with the fact that U (0)(t)
is always fully separable (see Eq. (24)), to reduce the
cost of computing ΩI,1(T ) in Part II of Section III B 1.
Here we consider the general case of pairwise interac-
tions of the form
W =
∑
1≤i<j≤N
Wij , (31)
where Wij couples the i-th and j-th degrees of freedom.
We assume for simplicity that the state of each individual
degree of freedom is represented using D dimensions. In
what follows, we will denote the finite-dimensional com-
putational representation of the i-th state space as H˜i,
which is a suitably truncated version of the true Hilbert
space Hi if Hi is infinite-dimensional. We will also use
the notation H˜ ≡⊗Ni=1 H˜i.
Computing ΩI,1(T ) requires evaluating the numerical
integral in Eq. (29). Without exploiting the pairwise
property of W given in Eq. (31), the naive approach is
to directly multiply together the DN ×DN dimensional
matrices
⊗N
i=1 Ui(k∆t)
†, W and
⊗N
i′=1 Ui′(k∆t) at each
time step, and then sum the results from all time steps
(see Appendix A 2 for details).
When W assumes the pairwise form given in Eq. (31),
we can rewrite Eq. (29) by substituting Eq. (31) into
Eq. (29) and making some further rearrangements, as
follows:
ΩI,1(T ) =
∑
1≤i<j≤N
γij , (32)
where
γij ≡ − i~∆t
n∑
k=1
( N⊗
i′=1
Ui′(k∆t)
†)Wij( N⊗
i′′=1
Ui′′(k∆t)
)
.
(33)
Since Wij acts non-trivially only on the i-th and j-th
degrees of freedom, Eq. (33) can be cast as
γij = − i~∆t
n∑
k=1
(
Ui(k∆t)
† ⊗ Uj(k∆t)†
)
Wij
× (Ui(k∆t)⊗ Uj(k∆t)), (34)
where the tensor products with identity are suppressed.
Hence, each γij only contains terms that act non-trivially
only on the i-th and j-th degrees of freedom, and so
we can evaluate Eq. (34) for each (i, j) within the D2-
dimensional state space H˜i ⊗ H˜j . At the end, we add
together all of the γij to get ΩI,1(T ).
A detailed numerical implementation as well as an
analysis comparing the computational costs of the naive
method and the method leveraging pairwise interactions
are presented in Appendix A 2. The result is that leverag-
ing pairwise interactions reduces the complexity of Part
II of the numerical procedure from exponential to polyno-
mial scaling with respect to N . This improvement arises
from the fact that the computing ΩI,1(T ) in this man-
ner eliminates the need to compute products in the full
DN -dimensional state space, together with the fact that
there are at most N(N−1)2 distinct γij . Additionally, we
note that analogous approaches for exploiting separabil-
ity can also be developed for an interaction term W that
features sums of three-body interactions, sums of four-
body interactions, etc.
C. Control Field Optimization within the
First-Order Magnus Approximation Framework
For optimal control simulations with the first-order
Magnus approximation, it is necessary to combine our
quantum dynamics approximation (see Sections III A and
III B) with an optimization algorithm that does not re-
quire knowledge of the system state or time evolution
operator at intermediate times, such as a gradient-free
algorithm. For this purpose we adopt a Stochastic Hill
Climbing algorithm [12, 43] as an example algorithm.
1. Stochastic Hill Climbing Optimization Algorithm
In this section we denote J(T ) as J . We define Hε(t)
as the Hamiltonian associated with the control field ε(t),
εbest(t) as the best control field found so far in the opti-
mization, Jbest as the corresponding objective value, and
Jthresh as the desired objective value. The control field
ε(t) is optimized iteratively as follows:
1. Start with a trial field εtrial(t).
62. Compute |Ψapprox(T )〉 from the initial state
|Ψ(0)〉 = |Ψ0〉 using the first-order Magnus approx-
imation (Eq. (26)), with the Hamiltonian Hεtrial(t).
Then compute the corresponding objective func-
tional Jtrial. Set εbest(t) to εtrial(t) and Jbest to
Jtrial.
3. Suitably choose a sequence of small random
changes δε(tk) for each time step k, where tk = k∆t
(k = 1, 2, ..., n; n∆t = T ).
4. Compute |Ψapprox(T )〉 from the same initial state
|Ψ0〉 using the first-order Magnus approximation
with the Hamiltonian Hεbest+δε(t). Then compute
the corresponding objective functional Jεbest+δε.
5. If Jεbest+δε > Jbest, then update Jbest to Jεbest+δε
and εbest(t) to εbest(t) + δε(t). Otherwise, do not
update Jbest or εbest(t).
6. If Jbest ≥ Jthresh, then terminate the optimization
and set the optimized field as εopt(t) = εbest(t).
Otherwise, return to step 3.
IV. COMPUTATIONAL COST AND SCALING
The total computational cost of solving a quantum op-
timal control problem is mainly determined by two fac-
tors: (1) the number of iterations to converge to the opti-
mal field and (2) the cost per iteration. The latter takes
into account the cost of simulating the whole dynam-
ics for t ∈ [0, T ], plus some overhead cost (for example,
generating the random changes δε(t) in the control field
(t)). Here we restrict our analysis to the cost per itera-
tion only (ignoring the overhead cost), for systems with
pairwise interactions (i.e. Eq. (31)).
We analyze the computational cost and scaling by
counting the number of complex number multiplications,
as is conventional for estimating the cost of matrix com-
putations [45, 50]. In our notation, we use big O to de-
note an upper bound on computational complexity (up to
a constant), and when we do not use the big O we denote
the exact computational cost using the currently-known
best methods. For simplicity, we assume that the state
space of each individual degree of freedom is represented
by the same number of dimensions D. Additionally, we
make use of the fact that the computational cost of com-
puting eAv given a d × d matrix A and a d-dimensional
vector v is C1d
α, where C1 and 2 < α ≤ 3 are constants
(note this computation can be performed without explicit
computation of eA) [44, 45, 51]. Henceforward, we will
refer to this operation as a ”d-dimensional computation
of the form eAv”.
For the first-order Magnus approximation, the com-
putational cost of each part of our numerical imple-
mentation (outlined in Section III B) is analyzed in Ap-
pendix A. In brief, the cost of Part I is O(nND3), the
cost of Part II is O(nN2D6), and the cost of Part III is
C1D
αN +2D2N +O(DN+1). Therefore, the total compu-
tational cost of one whole simulation of the dynamics can
be calculated as C1D
αN+2D2N+O(DN+1)+O(nN2D6).
The actual costs will be highly problem-dependent,
so we will now compare the relative costs of the first-
order Magnus approximation with the exact simulation,
in the large N limit. In this limit, the dominant cost of
the first-order Magnus approximation is C1D
αN , which
arises exclusively from a single DN -dimensional com-
putation of the form eAv (i.e. exp(ΩI,1(T )) |Ψ(0)〉, cf.
Eq. (30)). The dominant cost of the exact simula-
tion is C1nD
αN , which arises exclusively from n to-
tal DN -dimensional computations of the form eAv (i.e.
exp
(− i~∆tH(k∆t)) |Ψ((k − 1)∆t)〉 for all k = 1, 2, ...n,
cf. Eq. (7)). Therefore, at large N , the computational
cost of the first-order Magnus approximate simulation is
roughly 1n times the cost of the exact simulation [52].
This is a significant improvement since the number of
time steps n is generally a very large number [38] (for
reference, n is on the order of 103 to 104 for our nu-
merical simulations in Section VI). Moreover, it is evi-
dent that this 1n computational improvement of the first-
order Magnus approximation arises from not computing
the system state at the intermediate time steps, which
is enabled by the fact for a gradient-free optimization
algorithm knowledge of the intermediate states is unnec-
essary.
For truly large N , eventually both the first-order Mag-
nus approximation and the exact simulation are com-
putationally intractable, and so we should concern our-
selves with how realistic the 1n improvement estimate
is for practical problems. An important practical issue
is pushing the upper limit on the number of degrees of
freedom N for which the simulation is not computation-
ally prohibitive. In the regime of N near this upper
limit, since intractability arises from exponential scal-
ing with respect to N , it is reasonable to assume that
the terms O(DN+1) + O(nN2D6) are dominated by the
terms C1D
αN + 2D2N . However, it is less clear whether
2D2N is truly negligible. Nevertheless, even accounting
for these two terms, the order of magnitude of the 1n es-
timate is not likely to be significantly changed (similarly,
adding in the cost of actually computing the objective
functional J given the final wavefunction is unlikely to
affect the order of magnitude of the estimate). Addition-
ally, there are other costs in the exact simulation other
than the n DN -dimensional computations of the form
eAv that may be non-negligible for practical problems,
and accounting for those could potentially give a more
favorable scaling estimate.
Additionally, in Appendix B, we show that, still assum-
ing W has the pairwise form given in Eq. (31), the total
computational cost of one whole simulation of the second-
order Magnus approximation will be C1D
αN + 2D2N +
O(DN+1) + O(n2N3D9). At sufficiently large N , the
term C1D
αN will clearly dominate the term O(n2N3D9).
As such, at sufficiently large N , the dominant compu-
tational costs of the second-order and first-order Mag-
7nus approximations will be the same, and the cost of
simulating the approximate dynamics using the second-
order Magnus approximation will also be roughly 1n times
the cost of simulating the exact dynamics. However,
our upper bound on complexity for computing ΩI,2(T )
(O(n2N3D9)) is significantly greater than our bound for
computing ΩI,1(T ) (O(nN
2D6)), and so further analysis
is needed to determine whether the second-order Magnus
approximation will be useful for practical-sized problems.
The above analysis show that efforts to further reduce
the computational cost of our numerical implementation
for many-body systems should focus on the evaluation
of Eq. (30) in Part III (since Parts I and II scale as a
polynomial with respect to N). For example, it may be
possible to reduce computational cost by taking advan-
tage of matrix/vector sparsity or system-specific physical
symmetries [53–55]. Additionally, one interesting feature
of the Stochastic Hill Climbing approach is that we ex-
pect both Ui(T ) (for each i) and ΩI,1(T ) in Eq. (30) to
only be slightly changed between successive iterations of
the optimization algorithm; we leave open the question
of whether it is possible to leverage on this feature to
reduce computational cost of successive iterations.
V. THEORETICAL DESCRIPTION OF ROTOR
SYSTEM AND CORRESPONDING CONTROL
OBJECTIVES
A. System Description
1. General N-Rotor System
We consider systems of multiple linear OCS (carbonyl
sulfide) molecules under the influence of a linearly polar-
ized electric field. The molecules are modeled as planar
rigid rotors that interact via dipole-dipole coupling. The
Hamiltonian for a system of N rotors is given by:
H(φ1, ..., φN , t) =
N∑
i=1
(BL2i − µε(t) cosφi)
+
∑
1≤i<j≤N
µ2
4pi0R3ij
(
cos(φi − φj)
− 3 cos(φi − θij) cos(φj − θij)
)
,
(35)
where B ≡ ~22I = 4.033 × 10−24J is the rotational con-
stant [46], L2i = − ∂
2
∂φi
is the angular momentum operator
for the i-th rotor, µ ≡ |µi| = 2.36496× 10−30 C m [47] is
the magnitude of the individual dipole moment of each
rotor, ε(t) is the electric field, φi is the angle between
the i-th rotor’s dipole moment µi and the electric field
polarization (in our case oriented in the xˆ-direction), Rij
is the fixed vector between rotor i and rotor j, and θij
is the fixed angle between Rij and the electric field po-
larization [12, 36]. Labeled schematics for N = 2 and
N = 3 are shown in Figs. 1a and 1b respectively.
(a) Two-rotor schematic.
(b) Three-rotor schematic.
FIG. 1: (a) Schematic of two coupled OCS molecules.
The rotors are under the influence of a time-dependent
control electric field ε polarized in the xˆ-direction. φ1
and φ2 are the angles of rotor 1 and rotor 2 with
respect to the polarization direction of the electric field.
θ12 is the angle of the vector between rotors 1 and 2
and the polarization direction of the electric field. (b)
Schematic of three coupled OCS molecules. The rotors
are under the influence of a time-dependent control
electric field ε polarized in the xˆ-direction. φj for
j = 1, 2, 3 is the angle of the j − th rotor with respect to
the polarization direction of the electric field. θij for
1 ≤ i < j ≤ 3 is the angle between the vector between
rotors i and j and the polarization direction of the
electric field. Both figures are reproduced (with
modifications) with permission from [12].
The interactions in the Hamiltonian in Eq. (35) are all
pairwise, and so we can use the numerical implementa-
tion described in Section III B 2. In our framework for
the first-order Magnus approximation, this corresponds
to:
Hi(φi, t) = BL
2
i − µε(t) cosφi (36)
for the coupling-free Hamiltonian and
Wij =
µ2
4pi0R3ij
(
cos(φi − φj)−3 cos(φi − θij) cos(φj − θij)
)
(37)
for the pairwise interaction between rotors i and j.
8Following [12] and [36], we use the basis set given by
{|m1〉⊗|m2〉 · · ·⊗|mN 〉}, where {|mi〉} are the orthonor-
mal eigenstates of the angular momentum operator L2i ,
satisfying:
L2i |mi〉 = m2i |mi〉 , (38)
where mi = −∞, ...,−1, 0, 1, ...,∞. Each |mi〉 is given
explicitly by
|mi〉 =
∫ 2pi
0
|φi〉 〈φi|mi〉 dφi, (39)
where
〈φi|mi〉 =
√
1
2pi
eimiφi . (40)
In this basis set, the operators cosφi and sinφi, re-
spectively, can be represented using the following matrix
element relations:
〈mi| cosφi |m′i〉 =
1
2
(δmi,m′i+1 + δmi,m′i−1) (41)
and
〈mi| sinφi |m′i〉 = −
i
2
(δmi,m′i+1 − δmi,m′i−1). (42)
For numerical simulations we truncate to a sufficiently
large finite basis of 2M + 1 basis elements for each
rotor, such that mi = −M, ...,−2,−1, 0, 1, 2, ...,M (so
D = 2M + 1).
2. Two-Rotor Geometry and Initial State
For our two-rotor system simulations (in Section VI A
and Appendix C), we specialize to the case of the angle
θ12 =
pi
2 and the initial state |Ψ(0)〉 = |0〉 ⊗ |0〉, which
was also considered in [36] (see Fig. 1a). From [36], the
symmetries of this choice of θ makes the two rotors iden-
tical even in the presence of the interaction W12. In Ap-
pendix C, we perform benchmark simulations to analyze
the accuracy versus separation of the first-order Mag-
nus approximation for this system, and in Section VI A,
we perform optimal control simulations for this geome-
try and initial state. These benchmark simulations indi-
cate that the first-order Magnus approximation is better
than the zeroth-order model at all separations, and that
the first-order Magnus approximation accuracy improves
with increasing separation.
3. Three-Rotor Geometry and Initial State
For our three-rotor system simulations (in Section VI B
and Appendix C), we specialize to the case of an equilat-
eral triangle geometry (i.e. θ12 =
pi
3 , θ13 = 0, θ23 =
5pi
3 ,
and R12 = R13 = R23 ≡ R) and an initial state given by
|Ψ(0)〉 = |0〉⊗ |0〉⊗ |0〉, which was also considered in [12]
(see Fig. 1b). In Appendix D, we prove analytically for
this three-rotor geometry and initial state, the following
relations hold at all times t:
〈cosφ1〉(t) = 〈cosφ3〉(t), (43)
〈sinφ1〉(t) = −〈sinφ3〉(t), (44)
and
〈sinφ2〉(t) = 0, (45)
for any (not necessarily optimal) field ε(t), where the
time-dependent expectation value of an observable O is
defined as 〈O〉(t) ≡ 〈Ψ(t)|O |Ψ(t)〉. Note that in general,
〈cosφ2〉 6= 0 is allowed. We remark that the relation-
ships in Eqs. (43) to (45) indicate that rotors 1 and 3
are non-identical, but 〈cosφ1〉 and 〈cosφ3〉 behave iden-
tically, which will be important for our optimal control
simulations. Benchmark simulations analyzing the accu-
racy versus separation of the first-order Magnus approx-
imation for this geometry and initial state are presented
in Appendix D, and optimal control simulations for this
system are presented in Section VI B. As in Section V A 2,
these benchmark simulations indicate that the first-order
Magnus approximation is more accurate at greater sepa-
rations, and is better than the zeroth-order model at all
separations.
B. Control Objectives
1. Two-Rotor Objectives
We define two control objectives for the two-rotor sys-
tem (see Fig. 1a): (i) identical orientations and (ii) en-
tanglement.
(i) For identical orientations of two rotors, we define
the objective functional as
J
[2]
id (T ) ≡ 〈Ψ(T )|
(
cosφ1 + cosφ2
) |Ψ(T )〉 , (46)
which corresponds to the expectation value of orienta-
tion in the polarization direction of the control field (+xˆ-
direction) for both rotors.
(ii) For entanglement control of two rotors, we define
the objective functional as [36]:
J
[2]
ent(T ) ≡ |
〈
Ψ(T )
∣∣ΨMES〉 |2, (47)
corresponding to the expected value of the projection op-
erator
∣∣ΨMES〉 〈ΨMES∣∣, where
∣∣ΨMES〉 ≡√ 1
2M + 1
M∑
m=−M
|m〉 ⊗ |m〉 (48)
is a maximally entangled state (for a basis set truncated
at M). The state
∣∣ΨMES〉 maximizes the von Neumann
entropy SvN [42, 48], such that
SvN (
∣∣ΨMES〉) = ln(2M + 1). (49)
92. Three-Rotor Objectives
We define two control objectives for the three-rotor
system (see Fig 1b): (i) identical orientations and (ii)
opposing orientations.
(i) For identical orientations of three rotors, we define
the objective functional as
J
[3]
id (T ) ≡ 〈Ψ(T )| (cosφ1 + cosφ2 + cosφ3) |Ψ(T )〉 , (50)
which corresponds to the expectation value of orientation
in the direction of the polarization of the control field
(+xˆ-direction) for all three rotors.
(ii) For opposing orientations of the three-rotor system,
we define the objective functional as
J [3]opp(T ) = 〈Ψ(T )| (− cosφ1 + cosφ2) |Ψ(T )〉 , (51)
which is equivalent to J
[3]
opp(T ) = 〈Ψ(T )| (− cosφ3 +
cosφ2) |Ψ(T )〉 (cf. Eq. (43)). Maximization of this objec-
tive corresponds to orienting rotor 2 in the +xˆ-direction,
and orienting rotors 1 and 3 in the −xˆ-direction.
VI. NUMERICAL RESULTS FOR OPTIMAL
CONTROL OF ROTORS
In this section, we numerically investigate the util-
ity of the first-order Magnus approximation, in conjunc-
tion with the Stochastic Hill Climbing optimization al-
gorithm, by performing optimal control calculations for
the coupled molecular rotor systems described in Sec-
tion V A. To evaluate the quality of our approximation
in each case, we apply the optimal field (obtained us-
ing the first-order Magnus approximation) to the exact
dynamics.
For all simulations, we choose our initial trial field
εtrial(t) to have a Gaussian envelope and contain a com-
bination of F characteristic frequencies of the system
(F ≤M), i.e.,
εtrial(t) = a0 exp
(
− (t−
T
2 )
2
( T
2
√
7
)2
)
F−1∑
m=0
bm cos(ωmt), (52)
where ωm =
B(2m+1)
~ is the field-free, interaction-free, in-
dividual rotor transition frequency from |m〉 to |m+ 1〉,
and a0 and the bm are some constants we select for the
respective optimal control calculations. To reduce com-
putational expense in our optimizations, we first opti-
mized the control field in simpler systems (such as lower
M , lower n, or fewer rotors), and then used the result-
ing optimal field on the full system. In what follows, we
present only the results of the final optimizations in the
full systems.
FIG. 2: Plot of 〈cosφ1〉(t) = 〈cosφ2〉(t) vs. time for
exact evolution of two-rotor system driven by ε(t),
which is the optimal field obtained from optimization of
J
[2]
id (T ) using the first-order Magnus approximation. We
observe a somewhat oscillatory behavior at the start of
the time period, and also that the objective rapidly
acquires its final value at the end of the time period.
A. Two-Rotor Optimal Control Simulations
1. Identical Orientations
Here we perform optimal control calculations to maxi-
mize the objective functional J
[2]
id (T ) defined in Eq. (46)
for identical orientation of two OCS rotors (see Fig. 1a).
We choose R = 5 nm and T ≈ 1.306 ns, to be ap-
proximately consistent with the choice made in [36] for
exact optimization of the same objective. Additionally,
we chose M = 8 for the truncated basis set, n = 1998
time steps, and the trial field given by Eq. (52), with
F = 4, b0 = 0.2, b1 = 0.3, b2 = 0.3, b3 = 0.2, and
a0 = 8.5625× 106 V/m.
The optimal field ε(t) for M = 8 (not shown) yielded
J
[2]
id (T ) = 1.96008 within the first-order Magnus approx-
imation. Using this optimal field on a numerically exact
model, we calculated an exact objective of J
[2]
id = 1.94027.
Hence, we are able to achieve a high value of J
[2]
id , and
importantly, we see very little drop-off in objective when
using the optimal field found from the first-order Mag-
nus approximate dynamics on the exact dynamics. For
reference, applying this same field to the exact dynamics
in the M = 9 truncated basis yields an exact objective
of J
[2]
id = 1.94032, indicating that the M = 8 model is
appropriate for this resultant optimal field.
In Fig. 2 the orientation 〈cosφ1〉 = 〈cosφ2〉(t) is plot-
ted versus time for exact dynamics in the presence of ε(t),
the optimal field we found using the first-order Magnus
approximation. It was found that the orientation starts
out with a somewhat oscillatory behavior, and acquires
its final optimal value right at the end of the time range.
This is qualitatively similar to the behavior of the opti-
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mal field found using the exact solution for the identical
orientation of the two-rotor system presented in [36].
2. Entanglement
Here we perform optimal control calculations using the
first-order Magnus approximation to maximize the objec-
tive functional J
[2]
ent(T ) defined in Eq. (47) for entangle-
ment control of two OCS rotors. We choose T ≈ 3.921
ns and R = 7 nm. Additionally, we chose M = 4 for the
truncated basis set, n = 11996 time steps, and the trial
field given by Eq. (52), with F = 4, b0 = 0.2, b1 = 0.3,
b2 = 0.3, b3 = 0.2, and a0 = 4× 106 V/m.
In Fig. 3a, the trial and optimal fields are plotted over
time, and in Fig. 3b, the power spectra of these two
fields are shown. It was found that in addition to sharp
peaks coinciding with the four characteristic transition
frequencies (which were present in the trial field), the
optimal field also contained a sharp peak at a frequency
lying immediately to the right of the first characteristic
transition frequency.
The optimal field ε(t) yielded an objective of J
[2]
ent =
0.9560 within the first-order Magnus approximation. Us-
ing this optimal field on a numerically exact model, we
calculated an exact objective of J
[2]
ent = 0.8247. To further
characterize our result, we calculated the von Neumann
entropies, resulting in SvN = 2.1131 in the first-order
Magnus approximation and SvN = 2.0205 in the exact
dynamics. In comparison, the theoretical maximum pos-
sible entropy in the M = 4 basis is SvN (
∣∣ΨMES〉) =
2.197 (see Eq. 49). Hence, our optimal control simulation
shows that it is possible to optimize to a high objective
J
[2]
ent and drive our system to a state with entropy SvN
close to the theoretical maximum. Importantly, the drop-
off in both objective and entropy when using the optimal
field found from the approximate dynamics on the exact
dynamics is not too large, considering the difficulty of
the objective. We do note, however, that the difference
between the approximate and exact objectives is greater
in this case than for the two-rotor identical orientation
case.
In Fig. 4 the entropy SvN is plotted versus time for
evolution under the exact dynamics in the presence ε(t),
which is the optimal field we found using the first-order
Magnus approximation. It was found that the entropy
increases steadily, and almost linearly, from zero to op-
timal value as time progresses. Our plot in Fig. 4 is
qualitatively similar to the behavior of the system under
the optimal field found using the exact solution for entan-
glement optimization of the two-rotor system presented
in [36].
It is important to emphasize that the first-order Mag-
nus approximation within quantum optimal control con-
text can provide a quantitatively accurate mechanism for
entanglement, which is of central importance for quan-
tum information applications [14, 15, 42, 48], noting that
(a) Electric Field vs. Time
(b) Power Spectrum
FIG. 3: (a) The value of the electric field versus time
for the two-rotor entanglement optimization. We
observe that the optimal field (blue) retains the
Gaussian envelope of the trial field (red) to a reasonable
extent, except that there is increasing amplitude at the
start and end points. (b) The power spectrum
(power/frequency vs. frequency) of the electric field for
the two-rotor entanglement optimization. We observe
that the optimal field (blue) has five sharp peaks. Four
of them are at the same locations as the initial trial
field (red), which correspond to the first four transition
frequencies of the field-free non-interacting planar rotor.
The fifth peak is slightly to the right of the first
characteristic transition frequency ω1.
the zeroth order approximation can only give zero en-
tropy.
B. Three-Rotor Optimal Control Simulations
1. Identical Orientations
Here we perform optimal control calculations to maxi-
mize the objective functional J
[3]
id (T ) defined in Eq. (50)
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FIG. 4: Plot of the von Neumann entropy SvN vs. time
for exact evolution of two-rotor system in the presence
of the optimal field ε(t), which is the field obtained via
optimization of J
[2]
ent(T ) using the first-order Magnus
approximation.
for identical orientation of three OCS rotors (see Fig. 1b).
We choose R = 6.29 nm and T ≈ 1.306 ns, to be ap-
proximately consistent with the choice made in [12] for
Hartree approximation optimization of the same objec-
tive Additionally, we chose M = 5 for the truncated basis
set, n = 1998 time steps, and the same trial field that we
used in Section VI A 1.
The final optimal field ε(t) for the three-rotor sys-
tem yielded 〈cosφ1〉(T ) = 〈cosφ3〉(T ) = 0.9581 and
〈cosφ2〉(T ) = 0.9576, within the first-order Magnus ap-
proximation. Applying this optimal field to the exact dy-
namics, we calculated the exact objectives 〈cosφ1〉(T ) =
〈cosφ3〉(T ) = 0.9516 and 〈cosφ2〉(T ) = 0.9520. Simi-
lar to the two-rotor identical orientations case, we were
able to achieve a high value of J
[3]
id , with very little drop-
off between approximate and exact dynamics. In both
the approximate and exact dynamics, rotors 1 and 3 and
rotor 2 achieve similar orientations at time T (although
there is a slight asymmetry). For reference, applying this
same field the exact dynamics in the M = 6 truncated
basis set yields 〈cosφ1〉(T ) = 〈cosφ3〉(T ) = 0.9482 and
〈cosφ2〉(T ) = 0.9477, indicating that the M = 5 simula-
tion for the final optimal control field is converged with
respect to M .
We also examined how the orientations of each ro-
tor evolve versus time for evolution in the exact sys-
tem in the presence of the optimal field ε(t) found from
the first-order Magnus approximation (not shown). Al-
though slight differences in the orientation of rotors 1
and 3 and rotor 2 were found throughout the evolution,
all three rotors follow roughly the trajectory of time evo-
lution. Additionally these orientation trajectories had
qualitatively similar features as the orientation trajecto-
ries of the two-rotor system subject to its corresponding
identical orientation optimal field (see Fig. 2). Again,
the orientation starts out with a somewhat oscillatory
behavior, and acquires its final orientation right at the
end of the time range.
2. Opposing Orientations
Here we perform optimal control calculations to maxi-
mize the objective functional J
[3]
opp(T ) defined in Eq. (51)
for opposing orientation of the three-rotor system. We
chose R = 8.5 nm for the rotor-rotor separation, T ≈
3.921 ns for the final time, n = 5998 time steps, and the
M = 5 truncated basis set. The trial field given by Eq.
(52), with F = 3, b0 = 0.25, b1 = 0.15, b2 = 0.6, and
a0 = 5.25× 106 V/m.
The optimal field ε(t) yielded the final orientations
〈cosφ1〉(T ) = 〈cosφ3〉(T ) = −0.7347 and 〈cosφ2〉(T ) =
0.8778, within the first-order Magnus approximation.
Using this optimal field on the exact dynamics, we
calculated the exact final orientations 〈cosφ1〉(T ) =
〈cosφ3〉(T ) = −0.5888 and 〈cosφ2〉(T ) = 0.6257. We
note that compared to the identical orientation opti-
mization J
[3]
id , this optimization achieves a lower value
of the objective within the first-order Magnus approx-
imation, and also has a greater drop-off in value be-
tween approximate and exact dynamics. This observa-
tion might be explainable by the difficulty of the ob-
jective: designing a single global field to create oppos-
ing orientations, while relying on interactions that are
treated only as a perturbation. For reference, applying
this same field to the exact dynamics in the M = 6 trun-
cated basis yields 〈cosφ1〉(T ) = 〈cosφ3〉(T ) = −0.5877
and 〈cosφ2〉(T ) = 0.6255, indicating that the M = 5 sim-
ulation for this optimal field is converged with respect to
M .
In Fig. 5, we plot the orientations 〈cosφ1,3〉(t) and
〈cosφ2〉(t) versus time for exact dynamics in the presence
of ε(t), the optimal field we found using the first-order
Magnus approximation. The orientations of all three ro-
tors oscillate throughout the time period. The oscilla-
tions of 〈cosφ1〉(t) = 〈cosφ3〉(t) and those of 〈cosφ2〉(t)
are initially in phase, but are out of phase by roughly
half a period by the end of the time period, at which
time rotor 2 is oriented in the +xˆ direction and rotors 1
and 3 are oriented in the −xˆ direction.
This result is of particular interest, because it illus-
trates that the first-order Magnus approximation can be
used to simultaneously control the rotors in non-identical
ways, using a global field only, noting that in the zeroth-
order approximation all rotors are identical and so non-
identical control is impossible.
VII. CONCLUSIONS
In this paper, we have presented a general methodol-
ogy for simulating the quantum dynamics of systems with
multiple weakly-interacting degrees of freedom within the
framework of quantum optimal control. Specifically, we
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FIG. 5: Plot of 〈cosφ1〉(t) = 〈cosφ3〉(t) and 〈cosφ2〉(t)
vs. time for exact evolution of the three-rotor system in
the presence of ε(t), which is the optimal field obtained
from optimizing J
[3]
opp(T ) using the first-order Magnus
approximation. We observe that the oscillations of
〈cosφ1〉(t) = 〈cosφ3〉(t) and 〈cosφ2〉(t) are initially in
phase, but are out of phase by about half a period by
the end.
use the first-order Magnus approximation in the inter-
action picture, treating the couplings between different
degrees of freedom as the perturbation. For optimal con-
trol simulations of pairwise coupled quantum systems,
the approximation is especially suitable when combined
with a gradient-free optimization algorithm, such as the
Stochastic Hill Climbing algorithm that we adopt. For
sufficiently many degrees of freedom, we expect the asso-
ciated computational cost per iteration to be roughly 1n
times that of the exact simulation, where n is the number
of time steps.
We have demonstrated numerically that this method-
ology can be used to optimize control fields to drive sys-
tems of two and three rotors towards various objectives.
Specifically, for the two-rotor system we provided exam-
ples of optimal control of identical orientations and en-
tanglement, and for the three-rotor system we illustrated
optimal control of identical orientations and opposing ori-
entations. In particular, for two-rotor entanglement and
three-rotor opposing orientations, the dipole-dipole in-
teractions, despite being treated as the perturbation, are
essential for achieving the desired objective.
This work serves as a proof-of-concept demonstration
of a new approximate approach to theoretical quantum
optimal control of systems with multiple interacting de-
grees of freedom. Further research is necessary to char-
acterize the regime of validity, consider different classes
of control objectives, and select the most suitable opti-
mization algorithm to be used in conjunction with the
quantum dynamics approximation. Additionally, apply-
ing our methodology to large many-body systems would
likely require further means for reducing the computa-
tional cost. Towards this end, possible approaches to be
considered in future work may include using more effi-
cient numerical methods for matrix operations, exploit-
ing physical symmetries present in many-body systems,
or introducing further approximations on top of the first-
order Magnus expansion. In the long term, we hope
this work can motivate new approximation methods for
many-body quantum optimal control theory, which is an
open and challenging area of research.
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Appendix A: Detailed Numerical Implementation
and Cost Analysis for the First-Order Magnus
Approximation
Here we present a detailed procedure for numerical im-
plementation of our formulation of the first-order Mag-
nus approximation, as well as an associated computa-
tional cost analysis. We organize this presentation into
the three parts outlined in Section III B 1, corresponding
to evaluating Eqs. (28), (29), and (30) respectively. For
Part II of the numerical implementation, we specialize to
the case where the interactions are all pairwise, and dis-
cuss why our implementation is computationally cheaper
than the naive implementation.
The computational cost analysis is based on our imple-
mentation procedure (i.e. we do not claim that there is
not a more efficient implementation). Our computational
cost model simply counts the number of complex number
multiplications, as stated in Section IV. We use the no-
tation big O to denote an upper bound on computational
complexity (up to a constant).
For the computational cost analyses in each part, we
make use of the following facts and definitions of con-
stants (based on current available matrix algorithms):
The computational cost a computing eAv given a d × d
matrix A a d-dimensional vector v is C1d
α, where C1
and 2 < α ≤ 3 are constants (as stated in Section IV).
The computational cost of computing an explicit matrix
exponentiation (i.e. computing eA given d × d matrix
A) is upper bounded by O(d3) [45]. The computational
cost of multiplying two d × d matrices is C2dβ , where
C2 and 2 < β ≤ 3 are constants [49]. Note that we
have not explicitly specified the constants C1, C2, α and
β, because these constants are algorithm and problem-
dependent (also, we are concerned with practical algo-
rithms, so the true asymptotic complexity is not always
the most relevant).
1. Numerical Implementation Part I
For a given i, we compute Ui(k∆t) for a given k from
Ui((k − 1)∆t) by evaluating Eq. (28) as follows:
1. Form the D ×D matrix − i~∆tHi(k∆t), which has
complexity O(D2).
2. Exponentiate the D × D matrix − i~∆tHi(k∆t),
which has complexity O(D3) [45].
3. Multiply the two D × D matrices
exp
(− i~∆tHi(k∆t)) and Ui((k − 1)∆t), which has
complexity O(D3).
If there are no symmetries, we need to perform this com-
putation for all 1 ≤ i ≤ N and 1 ≤ k ≤ n, so the overall
complexity Part I is O(nND3).
2. Numerical Implementation Part II
In Part II, we compute ΩI,1(T ), which constitutes eval-
uating Eq. (29). Specializing to the case where W has the
pairwise form given in Eq. (31), we can rewrite Eq. (29)
as Eq. (32) (cf. Section III B 2). W is a time-independent
operator that is given, and from the first part of the pro-
cedure we know Ui(k∆t) for all k and i. To leverage the
separability of U (0)(t) and the pairwise structure of W ,
we proceed as follows:
1. For a given i, j, evaluate γij within the D
2-
dimensional subspace H˜i ⊗ H˜j :
(a) At each time step k: first compute the ten-
sor product of two D×D matrices, Ui(k∆t)⊗
Uj(k∆t) (as well as its complex conjugate),
which has a complexity of O(D4). Then,
multiply together the D2 × D2 matrices
Ui(k∆t)
† ⊗ Uj(k∆t)†, Wij , and Ui(k∆t) ⊗
Uj(k∆t), which has a complexity of O(D
6).
(b) Add together the resulting matrices(
Ui(k∆t)
† ⊗ Uj(k∆t)†
)
Wij
(
Ui(k∆t) ⊗
Uj(k∆t)
)
from each time k.
(c) Multiply the resulting D2 × D2 matrix from
part (b) by the constant − i~∆t, which has a
complexity of O(D2).
2. Convert each γij from its representation in the sub-
space H˜i ⊗ H˜j to its representation in the DN -
dimensional state space H˜. (This does not involve
any multiplications.)
3. Finally, in the DN -dimensional state space H˜, add
together all of the γij .
In the worst case, there are a total of N(N−1)2 distinct γij ,
and so the computational of the first step is O(nN2D6).
The second and third steps do not involve any complex
number multiplications. Therefore, the overall computa-
tional cost of this implementation of Part II has an upper
bound of O(nN2D6).
A naive implementation of Part II, without taking ad-
vantage of the pairwise structure of W , would be to di-
rectly evaluate Eq. (29). Without counting the detailed
computational costs, we can see that a direct evalua-
tion would require multiplying the DN × DN matrices(⊗N
i=1 Ui(k∆t)
†), W, and (⊗Ni′=1 Ui′(k∆t)) at every
time step k = 1, 2, ..., n. Therefore, the naive method
has a computational cost of at least 2C2nD
βN . So we
can see that the method leveraging separability and pair-
wise interactions reduces the computational cost of Part
II from exponential with respect to N to polynomial with
respect to N .
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3. Numerical Implementation Part III
In Part III, we compute |Ψ(T )〉 by evaluating Eq. (30)
as follows:
1. Compute exp(ΩI,1(T )) |Ψ(0)〉. This is one DN -
dimensional computation of the form eAv, and so
the computational cost of this step is C1D
αN .
2. Compute the tensor product of N D×D matrices,⊗N
i=1 Ui(T ) from the Ui(n∆t), which has a cost of
D2N +O(DN+1).
3. Multiply together the DN×DN matrix⊗Ni=1 Ui(T )
from step 2 and the DN -dimensional vector
exp(ΩI,1(T )) |Ψ(0)〉 from step 1. This has a cost
of D2N .
Therefore, the overall computational cost of Part III is
C1D
αN + 2D2N +O(DN+1).
Appendix B: Second-Order Magnus Approximation
Here we consider the second-order Magnus approxi-
mation in the interaction picture for simulating an in-
teracting quantum system. We present the mathemati-
cal formulation in Appendix B 1 and the numerical im-
plementation and associated computational cost analysis
in Appendix B 2. Note that we do not implement the
second-order Magnus approximation in any of our nu-
merical simulations.
1. Formulation
We use the same choices of H(1) and H(0) as in Sec-
tion III A (i.e. Eqs. (21) and (22) respectively). The
second-order Magnus approximation wavefunction at fi-
nal time t = T is given by:
|Ψ(T )〉 ≈ ( N⊗
i=1
Ui(T )
)
exp(ΩI,1(T ) + ΩI,2(T )) |Ψ(0)〉 ,
(B1)
where the Ui(t) are given by Eq. (25), ΩI,1(T ) is given
by Eq. (27), and ΩI,2(T ) is given by
ΩI,2(T ) = − 1
2~2
∫ T
0
dt1
∫ t1
0
dt2
[( N⊗
i=1
Ui(t1)
†)W
× ( N⊗
i′=1
Ui′(t1)
)
,
( N⊗
i′′=1
Ui′′(t2)
†)W
( N⊗
i′′′=1
Ui′′′(t2)
)]
,
(B2)
cf. Eq. (16). As with the first-order Magnus approxima-
tion, Eq. (B1) computes the final state without comput-
ing the state at intermediate times.
2. Numerical Implementation and Computational
Cost Analysis
In order to numerically implement the second-order
Magnus approximation, we can simply modify the three-
part procedure for implementing the first-order Magnus
approximation (outlined in Section III B and detailed in
Appendix A). Part I is unchanged. For Part II, in ad-
dition to computing ΩI,1(T ) as was done in the first-
order Magnus approximation, we also need to compute
ΩI,2(T ) and then add it to ΩI,2(T ). For Part III, we
simply replace ΩI,1(T ) with ΩI,1(T ) + ΩI,2(T ) and eval-
uate in the same way. We will use the same computa-
tional cost model as before (i.e. counting the number of
complex number multiplications and ignoring other op-
erations), and so the computational cost of the second-
order Magnus approximation will be equal to the cost
of the first-order Magnus approximation plus the cost of
computing ΩI,2(T ). Below, we detail the steps for com-
puting ΩI,2(T ), assuming that W takes the pairwise form
given in Eq. (31).
After discretization into n uniform time steps, the dou-
ble integral for ΩI,2(T ) is given by
ΩI,2(T ) = − 1
2~2
n∑
k=1
∆t
k∑
k′=1
∆t
[( N⊗
i=1
Ui(k∆t)
†)W
× ( N⊗
i′=1
Ui′(k∆t)
)
,
( N⊗
i′′=1
Ui′′(k
′∆t)†)W
× ( N⊗
i′′′=1
Ui′′′(k
′∆t)
)]
.
(B3)
where we have invoked the n-point rectangular quadra-
ture for the double integration with respect to time t over
the interval [0, T ]. Substituting Eq. (31) into Eq. (B3),
we have
ΩI,2(T ) =
∑
1≤i<j≤N
∑
1≤i′<j′≤N
κiji′j′ , (B4)
where
κiji′j′ ≡ − (∆t)
2
2~2
n∑
k=1
k∑
k′=1
[( N⊗
i′′=1
Ui′′(k∆t)
†)Wij
× ( N⊗
i′′′=1
Ui′′′(k∆t)
)
,
( N⊗
i′′′′=1
Ui′′′′(k
′∆t)†
)
Wi′j′
× ( N⊗
i′′′′′=1
Ui′′′′′(k
′∆t)
)]
.
(B5)
Using the fact that Wij only acts on the i-th and j-th
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degrees of freedom, Eq. (B5) becomes
κiji′j′ = − (∆t)
2
2~2
n∑
k=1
k∑
k′=1
[(
Ui(k∆t)
† ⊗ Uj(k∆t)†
)
Wij
× (Ui(k∆t)⊗ Uj(k∆t)), (Ui′(k′∆t)† ⊗ Uj′(k′∆t)†)Wi′j′
× (Ui′(k′∆t)⊗ Uj′(k′∆t))]. (B6)
Note that for all i, j, and k, the term
(
Ui(k∆t)
† ⊗
Uj(k∆t)
†)Wij(Ui(k∆t)⊗ Uj(k∆t)) is already computed
as an intermediate step when computing ΩI,1(T ) (see Ap-
pendix A 2). κiji′j′ = 0 for {i, j} ∩ {i′, j′} = ∅, so Eq.
(B4) becomes
ΩI,2(T ) =
∑
1≤i<j≤N
∑
1≤i′<j′≤N
i′=i, i′=j, j′=i, or j′=j
κiji′j′ . (B7)
Now, we can compute ΩI,2(T ) by evaluating Eq. (B7)
with the following numerical procedure (note that the fol-
lowing is not intended to be the most efficient procedure,
and is primarily intended to show in a straightforward
way that the computation can be done in polynomial
cost with respect to N):
1. Compute each κiji′j′ in the sum in Eq. (B7) that
i′ = i and j′ = j (i.e. terms of the form κijij) as
follows:
(a) At each combination of k and k′, within the
subspace H˜i ⊗ H˜j , compute the commutator[(
Ui(k∆t)
† ⊗ Uj(k∆t)†
)
Wij
(
Ui(k∆t) ⊗
Uj(k∆t)
)
,(
Ui(k
′∆t)† ⊗ Uj(k′∆t)†
)
Wij
(
Ui(k
′∆t) ⊗
Uj(k
′∆t)
)]
. This involves two D2 × D2 ma-
trix multiplications, which has a complexity
of O(D6).
(b) Add together the result from step (a) at every
combination of k and k′.
(c) Multiply the resulting D2 × D2 matrix from
part (b) by the constant − 12~2 to get κijij ,
which has a complexity of O(D4).
2. Compute each term κiji′j′ in the sum in Eq. (B7)
that were not already computed in Step 1 (i.e.
terms of the form κijij′ , κiji′i, κijjj′ , and κiji′j)
as follows:
(a) At each combination of k and k′,
convert the matrices
(
Ui(k∆t)
† ⊗
Uj(k∆t)
†)Wij(Ui(k∆t) ⊗ Uj(k∆t)) and(
Ui′(k
′∆t)† ⊗ Uj′(k′∆t)†
)
Wi′j′
(
Ui′(k
′∆t) ⊗
Uj′(k
′∆t)
)
(where it is understood, for
example, that for terms of the form κijjj′
that i′ = j in the preceding matrix) into the
corresponding subspace of three degrees of
freedom (e.g. for terms of the form κijjj′ , this
would be H˜i⊗H˜j⊗H˜j′), which has negligible
cost. Then compute the commutator[(
Ui(k∆t)
† ⊗ Uj(k∆t)†
)
Wij
(
Ui(k∆t) ⊗
Uj(k∆t)
)
,(
Ui′(k
′∆t)† ⊗ Uj′(k′∆t)†
)
Wi′j′
(
Ui′(k
′∆t) ⊗
Uj′(k
′∆t)
)]
. This involves two D3 ×D3 ma-
trix multiplications, which has a complexity
of O(D9).
(b) Add together the result from step (a) at every
combination of k and k′.
(c) Multiply the resulting D3 × D3 matrix from
part (b) by the constant − 12~2 to get κiji′j ,
which has a complexity of O(D6).
3. Convert all of the terms κiji′j′ in the sum in
Eq. (B7) (which we have computed in Steps 2 and
3) from the subspace of two or three degrees of
freedom to the full state space H˜ (which involves
no multiplications), and then add them together.
Therefore, the total computational complexity of com-
puting ΩI,2(T ) will be the complexity of computing each
κijij , κijij′ , κiji′i, κijjj′ , and κiji′j . Since there are
O(n2) combinations of k and k′, the complexity of com-
puting each κijij will be O(n
2D6), and the complexity
of computing each κijij′ , κiji′i, κijjj′ , and κiji′j will be
O(n2D9). There are at most O(N2) terms of the form
κijij , and at most O(N
3) terms of the forms κijij′ , κiji′i,
κijjj′ , and κiji′j . Therefore, the total computational
complexity of computing ΩI,2(T ) will be upper bounded
by O(n2N3D9).
Therefore, the total computational cost of one full sim-
ulation with the second-order Magnus approximation will
be C1D
αN + 2D2N +O(DN+1) +O(n2N3D9).
Appendix C: Accuracy vs. Separation of the
First-Order Magnus Approximation for Two and
Three-Rotor Simulations
The purpose of this section is to investigate numeri-
cally how separation R affects the accuracy of the first-
order Magnus approximation. Moreover, we want to un-
derstand the extent to which the first-order Magnus ap-
proximation improves upon the zeroth order approxima-
tion. We specialize to the geometries and initial states
stated in Sections V A 2 and V A 3 for the two and three-
rotor systems respectively.
We compare the zeroth order simulation, first order
Magnus simulation, and exact simulations at different
separations for a collection of arbitrary (not optimized)
test fields. Note that we implement the zeroth order ap-
proximation using small time step operators as well, cf.
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(a) Two-Rotor Overlap vs. Separation Distance
(b) Three-Rotor Overlap vs. Separation Distance
FIG. 6: Overlap | 〈Ψapprox(T )|Ψexact(T )〉 | vs.
separation. In both (a) and (b), the blue curve
corresponds to |Ψapprox〉 being the first order Magnus
expansion, and the red curve corresponds to |Ψapprox〉
being the zeroth order wavefunction, which neglects
interactions between rotors. The values represent the
average value from a collection of five electric fields, and
the error bars are one standard deviation. In (a), we
plot the results for the two-rotor system with θ12 =
pi
2 .
In (b), we plot the results for the three-rotor system
arranged in an equilateral triangle geometry. In both
plots, we observe that the first order Magnus expansion
improves the quality of the approximation over the
zeroth order approximation. We also observe in both
plots that the quality of both the zeroth order and first
order approximations get worse with decreasing
separation.
Eq. (7), i.e.
∣∣∣Ψ(0)(T )〉 = N⊗
i=1
(
Ui(T )
∣∣∣ψ(0)i (0)〉), (C1)
where
∣∣∣ψ(0)i (t)〉 is the wavefunction of the i-th degree of
freedom in the zeroth order approximation and
∣∣Ψ(0)(t)〉
is the full zeroth order wavefunction.
In this Section, we use T ≈ 1.306 ns, M = 4, and
n = 999. We randomly generated five different fields of
the form:
j(t) = a0
3∑
m=0
b˜m cos
(
ωmt+ δ˜m
)
, (C2)
for j = 1, 2, ..., 5, where a0 = 5 × 106NC , b˜m and
δ˜m are random numbers generated between (0,1) and
(0,2pi) respectively, and ωm =
B(2m+1)
~ is the field-free,
interaction-free, individual rotor transition frequency
from |m〉 to |m+ 1〉. For both the two and three-rotor
systems, at each separation R and for each field, we simu-
lated the dynamics using the zeroth-order approximation∣∣Ψ(0)〉, first-order Magnus approximation |ΨMagnus〉,
and exact dynamics |Ψexact〉. We then computed
| 〈Ψ(0)(T )∣∣Ψexact(T )〉 | and | 〈Ψmagnus(T )|Ψexact(T )〉 |,
which are plotted versus separation in Figs. 6a and 6b
for the two and three-rotor systems respectively.
From these figures, we observe that the first order
Magnus approximation improves clearly upon the zeroth
order approximation at all separations, and that as ex-
pected both approximations are better at larger sepa-
rations (since the perturbation strength scales as 1R3 ).
Additionally, the first-order approximation has a much
smaller error bar than the zeroth order approximation
at all separations. We also observe that for the same
separation, both the first-order Magnus and zeroth or-
der approximations have lower overlap in the three-rotor
case than in the two-rotor case (in the three-rotor config-
uration, each rotor feels coupling from two rotors, and so
the total magnitude of the interaction is greater). Finally,
we point out that although this cannot be seen directly
from the plots of the average overlaps for all fields, for
a given field, both the Magnus approximation and the
zeroth order approximation are strictly better at increas-
ing separation. Note that the fields we tested are not
by any means exhaustive, and the quality of approxima-
tion likely depends on other factors that we did not vary,
such as field amplitude and length of time. These tests
are intended only to give a ballpark estimate.
Appendix D: Proof of Three-Rotor Symmetries
In Appendix D, we present an analytical proof of
Eqs. (43), (44), and (45), by first proving a more gen-
eral result.
Theorem 1
Let H(φ1, φ2, φ3; t) be an arbitrary Hamiltonian that
acts on three degrees of freedom with identical Hilbert
spaces V (i.e. H : V ⊗ V ⊗ V → V ⊗ V ⊗ V). Assume
that the system (and thus all observables) are invariant
under the transformations φi → φi + 2pi, for i = 1, 2, 3.
Suppose
H(φ1 → φ3, φ2, φ3 → φ1; t) = H(−φ1,−φ2,−φ3; t),
(D1)
18
and let Ψ0(φ1, φ2, φ3) be an arbitrary state that satisfies
Ψ0(φ1 → φ3, φ2, φ3 → φ1) = Ψ0(−φ1,−φ2,−φ3). (D2)
Let Ψ(φ1, φ2, φ3; t) be the solution to the Schro¨dinger
equation for Hamiltonian H(φ1, φ2, φ3; t), subject to
Ψ(φ1, φ2, φ3; t = 0) = Ψ0(φ1, φ2, φ3). (D3)
Then for any observableA(φi) that acts on a single degree
of freedom, and for all times t,
〈A(φ1)〉(t) = 〈A(−φ3)〉(t) (D4)
and
〈A(φ2)〉(t) = 〈A(−φ2)〉(t), (D5)
where
〈A(φj)〉(t) ≡ 〈Ψ(φ1, φ2, φ3; t)|A(φj) |Ψ(φ1, φ2, φ3; t)〉 .
(D6)
Proof of Theorem 1
Define H˜(φ1, φ2, φ3; t) as
H˜(φ1, φ2, φ3; t) ≡ H(φ1 → φ3, φ2, φ3 → φ1; t)
= H(−φ1,−φ2,−φ3; t).
(D7)
Define Ψ˜0(φ1, φ2, φ3) as
Ψ˜0(φ1, φ2, φ3) ≡ Ψ0(φ1 → φ3, φ2, φ3 → φ1)
= Ψ0(−φ1,−φ2,−φ3).
(D8)
Define Ψ˜0(φ1, φ2, φ3; t) as the solution to the Schro¨dinger
equation for H˜(φ1, φ2, φ3; t), subject to
Ψ˜(φ1, φ2, φ3; t = 0) = Ψ˜0(φ1, φ2, φ3). (D9)
Eqs. (D7) and (D8) indicate that the system governed
by H and Ψ0 and the system governed by H˜ and Ψ˜0 can
be related by simply relabeling the indices φ1 → φ3 and
φ3 → φ1. This implies
Ψ˜(φ1, φ2, φ3; t) = Ψ(φ1 → φ3, φ2, φ3 → φ1; t), (D10)
and so〈
Ψ˜(φ1, φ2, φ3; t)
∣∣∣A(φ3) ∣∣∣Ψ˜(φ1, φ2, φ3; t)〉
= 〈Ψ(φ1, φ2, φ3; t)|A(φ1) |Ψ(φ1, φ2, φ3; t)〉
(D11)
and〈
Ψ˜(φ1, φ2, φ3; t)
∣∣∣A(φ2) ∣∣∣Ψ˜(φ1, φ2, φ3; t)〉
= 〈Ψ(φ1, φ2, φ3; t)|A(φ2) |Ψ(φ1, φ2, φ3; t)〉 .
(D12)
Moreover, we know from taking the change of
variables φ1 → −φ1, φ2 → −φ2, φ3 → −φ3,
that Ψ(−φ1,−φ2,−φ3; t) will be the solu-
tion to the Schro¨dinger equation with Hamil-
tonian H(−φ1,−φ2,−φ3; t) and initial state
Ψ0(−φ1,−φ2,−φ3). From Eqs. (D7) and
(D8), H(−φ1,−φ2,−φ3; t) = H˜(φ1, φ2, φ3; t) and
Ψ0(−φ1,−φ2,−φ3) = Ψ˜0(φ1, φ2, φ3). Therefore, since
the solution to the Schro¨dinger equation is unique,
Ψ˜(φ1, φ2, φ3; t) = Ψ(−φ1,−φ2,−φ3; t), (D13)
and so for i = 1, 2, or 3, by direct computation, we have〈
Ψ˜(φ1, φ2, φ3; t)
∣∣∣A(φi) ∣∣∣Ψ˜(φ1, φ2, φ3; t)〉
= 〈Ψ(φ1, φ2, φ3; t)|A(−φi) |Ψ(φ1, φ2, φ3; t)〉 .
(D14)
Substituting Eq. (D14) for i = 3 into the left hand side
of Eq. (D11) proves Eq. (D4). Substituting Eq. (D14)
for i = 2 into the left hand side of Eq. (D12) proves Eq.
(D5). Q.E.D.
The following corollary follows trivially from Theorem
1.
Corollary 1
Under the same assumptions and definitions stated in
Theorem 1, for all times t,
〈Aeven(φ1)〉(t) = 〈Aeven(φ3)〉(t), (D15)
〈Aodd(φ1)〉(t) = −〈Aodd(φ3)〉(t), (D16)
and
〈Aodd(φ2)〉(t) = 0, (D17)
where Aeven(φi) is any arbitrary observable of a single
degree of freedom that satisfies Aeven(φi) = Aeven(−φi),
and Aodd(φi) is any arbitrary observable of a single degree
of freedom that satisfies Aodd(φi) = −Aodd(−φi).
Theorem 2
Consider the Hamiltonian H defined in Section V A 3
with R12 = R13 = R23 = R and θ12 =
pi
3 , θ13 = 0, and
θ23 =
5pi
3 , and initial state |Ψ0〉 = |0〉⊗ |0〉⊗ |0〉. For any
arbitrary field ε(t) (not necessarily optimal), Eqs. (43),
(44), and (45) hold at all times t.
Proof of Theorem 2
First, we show that H satisfies Eq. (D1). For H(0), it
is trivial that
H(0)(φ1, φ2, φ3; t) = H
(0)(φ1 → φ3, φ2, φ3 → φ1; t)
= H(0)(−φ1,−φ2,−φ3; t).
(D18)
Therefore, it suffices to show that
W (φ1 → φ3, φ2, φ3 → φ1) = W (−φ1,−φ2,−φ3) (D19)
SubstitutingR12 = R13 = R23 = R and θ12 =
pi
3 , θ13 = 0,
and θ23 =
5pi
3 into W and rearranging, we have:
W (φ1, φ2, φ3) = Wsym(φ1, φ2, φ3)+Wanti−sym(φ1, φ2, φ3),
(D20)
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where
W sym(φ1, φ2, φ3) =
µ2
4pi0R3
(1
4
cosφ2(cosφ1 + cosφ3)
− 5
4
sinφ2(sinφ1 + sinφ3)− 2 cosφ1 cosφ3 + sinφ1 sinφ3
)
,
(D21)
and
Wanti−sym = −3
√
3
4
(
cosφ2(sinφ1 − sinφ3)
+ sinφ2(cosφ1 − cosφ3)
)
.
(D22)
As such, we can see that
Wsym(φ1 → φ3, φ2, φ3 → φ1) = Wsym(φ1, φ2, φ3)
= Wsym(−φ1,−φ2,−φ3)
(D23)
and
Wanti−sym(φ1 → φ3, φ2, φ3 → φ1)
= −Wanti−sym(φ1, φ2, φ3)
= Wanti−sym(−φ1,−φ2,−φ3).
(D24)
Eq. (D19) follows, and so Eq. (D1) is satisfied. Addi-
tionally, |Ψ0〉 satisfies Eq. (D2), which can be seen by
the fact that in coordinate space, |0〉⊗|0〉⊗|0〉 = 1
(2pi)3/2
.
Therefore, we can apply Corollary 1, and Eqs. (43), (44),
and (45) follow as specific cases of Eqs. (D15), (D16), and
(D17) respectively. Q.E.D.
