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Abstract
We establish sufficient conditions for obtaining a strong converse inequality of type B in terms of a
unified K-functional for a sequence of linear positive operators (Ln)n1, Ln :C[0,∞) → C[0,∞).
This K-functional, introduced by Guo et al. (see, e.g., [S. Guo, Q. Qi, Strong converse inequalities for
Baskakov operators, J. Approx. Theory 124 (2003) 219–231]), will be considered for more general
weight functions. As applications we investigate the situation for Baskakov type operators and Szász–
Mirakjan type operators.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The direct and converse theorems in the sup-norm for positive linear operators have
been widely studied. Ditzian and Ivanov [4] gave the strong converse inequality of type
B for the Bernstein operator. This result was extended by Totik [11] to a large family of
operators. Recently, Guo and Qi [7] have established a strong converse inequality of type
B in terms of a unified K-functional for Baskakov operators.
The purpose of this paper is to generalize the result of Guo and Qi to a sequence of lin-
ear positive operators (Ln)n1, Ln :C[0,∞) → C[0,∞), using their K-functional under
more general conditions regarding the weight functions. This K-functional allows of the
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Berens–Lorentz type (see Corollary 1 and Theorem 2 below). Both could be considered as
a consequence of the Theorem 1.
In particular we can derive the converse result of Berens–Lorentz type for Baskakov
operators even if the functions ϕ2, φ2 and ϕ2/φ2 are not concave (compare the first case
of the applications with [6, Theorem 4]).
To state our results we consider some notations (cf. [7] or [8]): let CB [0,∞) be the
set of all bounded and continuous functions on [0,∞). For the given weight functions
ϕ,φ : [0,∞) → R and 0 < α < 2 we write
C0B [0,∞) =
{
f ∈ CB [0,∞): f (0) = 0
}
,
‖f ‖∗0 = sup
x>0
∣∣∣∣φα(x)ϕα(x) · f (x)
∣∣∣∣, C0α,φ = {f ∈ C0B [0,∞): ‖f ‖∗0 < ∞}
and
C2B [0,∞) =
{
f ∈ C0B [0,∞): f ′′ ∈ CB [0,∞)
}
,
‖f ‖∗2 = sup
x0
∣∣∣∣ϕ2(x) · φα(x)ϕα(x) · f ′′(x)
∣∣∣∣, C2α,φ = {f ∈ C2B [0,∞): ‖f ‖∗2 < ∞},
respectively. Moreover, let
Kα,φ(f, δ) = inf
{‖f − g‖∗0 + δ‖g‖∗2: g ∈ C2α,φ}, δ > 0.
Let us consider the linear positive operators Ln :CB [0,∞) → CB [0,∞) such that
Ln(f,0) = f (0), (1)
Ln(e0, x) = 1, (2)
Ln(e1, x) = x, (3)
Ln(e2, x) = x2 + C1αnϕ2(x), (4)
where x  0 and
(C2)
−1/n αn  C2/n, n = 1,2, . . . . (5)
Here ej stands for the j th monomial: ej (x) = xj , x  0, and j is a nonnegative integer.
Throughout this paper C1,C2, . . . ,C15 denote absolute positive constants and C > 0 is a
constant independent of n and x, but it can be different at each occurrence.
2. Main results
With the introduced K-functional we have the following strong converse inequality of
type B .
Theorem 1. Let (Ln)n1 be a sequence of linear positive operators satisfying (1)–(5). If
(i) ‖Lnf ‖∗  C3‖f ‖∗, f ∈ C0 ;0 0 α,φ
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∫ t
x
(t − u)2 · ϕα−3(u)
φα(u)
du|, x) C4n−3/2 · ϕα(x)φα(x) , x ∈ [1/n,∞);
(iii) Ln(|
∫ t
x
(t − u)2 · ϕα−2(u)
φα(u)
du|, x) C5n−2 · ϕα(x)φα(x) , x ∈ (0,1/n);
(iv) ‖Lnf ‖∗2  C6n‖f ‖∗0 , f ∈ C0α,φ ;
(v) ‖ϕ3(Lng)′′′‖∗0  C7
√
n‖g‖∗2, g ∈ C2α,φ ; and
(vi) ‖ϕ2(Lng)′′′‖∗0  C8n‖g‖∗2, g ∈ C2α,φ ,
then there exists an absolute constant K > 1 such that
Kα,φ
(
f,
1
n
)
 C l
n
(‖Lnf − f ‖∗0 + ‖Llf − f ‖∗0) (6)
for every f ∈ C0α,φ and l Kn, n = 1,2, . . . . The constant C in (6) can be replaced by
max
{
K−1(1 + C3),
4C2
C1
[
(C3)
2 + 2C3 + 1 + C62 max{C4,C5}(C7K
−3/2 + C8K−2)
]}
.
Proof. Let g ∈ C0α,φ such that ϕ2g′′′, ϕ3g′′′ ∈ C0α,φ. By Taylor’s expansion
g(t) = g(x) + g′(x)(t − x) + 1
2
g′′(x)(t − x)2 + 1
2
t∫
x
(t − u)2g′′′(u) du
and (2)–(4), we obtain
Ln(g, x) = g(x) + C12 αnϕ
2(x)g′′(x) + 1
2
Ln
( t∫
x
(t − u)2g′′′(u) du, x
)
.
Hence, in view of (ii) and (iii),
φα(x)
ϕα(x)
∣∣∣∣Ln(g, x) − g(x) − C12 αnϕ2(x)g′′(x)
∣∣∣∣
 1
2
· φ
α(x)
ϕα(x)
Ln
(∣∣∣∣∣
t∫
x
(t − u)2 · ϕ
α−3(u)
φα(u)
du
∣∣∣∣∣, x
)
· ‖ϕ3g′′′‖∗0 
C4
2n3/2
· ‖ϕ3g′′′‖∗0
for x ∈ [1/n,∞) and
φα(x)
ϕα(x)
∣∣∣∣Ln(g, x) − g(x) − C12 αnϕ2(x)g′′(x)
∣∣∣∣
 1
2
· φ
α(x)
ϕα(x)
Ln
(∣∣∣∣∣
t∫
x
(t − u)2 · ϕ
α−2(u)
φα(u)
du
∣∣∣∣∣, x
)
· ‖ϕ2g′′′‖∗0 
C5
2n2
· ‖ϕ2g′′′‖∗0
for x ∈ (0,1/n), respectively. In conclusion,
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∥∥∥∥
∗
0
 1
2
max{C4,C5} ·
(
n−3/2‖ϕ3g′′′‖∗0 + n−2‖ϕ2g′′′‖∗0
)
. (7)
According to the definition of Kα,φ and (i) we get
Kα,φ
(
f,
1
n
)

∥∥f − L2nf ∥∥∗0 + 1n
∥∥L2nf ∥∥∗2
 (1 + C3)‖f − Lnf ‖∗0 +
1
n
∥∥L2nf ∥∥∗2. (8)
On the other hand,
C1
2
αl
∥∥L2nf ∥∥∗2 = C12 αl
∥∥ϕ2(L2nf )′′∥∥∗0

∥∥Ll(L2nf )− L2nf ∥∥∗0 +
∥∥∥∥Ll(L2nf )− L2nf − C12 αl
(
L2nf
)′′∥∥∥∥
∗
0

∥∥Ll(L2nf − Lnf )+ Ll(Lnf − f ) + Llf − f + f − Lnf + Lnf − L2nf ∥∥∗0
+
∥∥∥∥Ll(L2nf )− L2nf − C12 αl
(
L2nf
)′′∥∥∥∥
∗
0
.
Using (7), (i), (v), (vi) and (iv) we arrive at
C1
2
αl
∥∥L2nf ∥∥∗2

{
(C3)
2 + 2C3 + 1
}‖Lnf − f ‖∗0 + ‖Llf − f ‖∗0
+ 1
2
max{C4,C5}
(
l−3/2
∥∥ϕ3(L2nf )′′′∥∥∗0 + l−2∥∥ϕ2(L2nf )′′′∥∥∗0)

{
(C3)
2 + 2C3 + 1
}‖Lnf − f ‖∗0 + ‖Llf − f ‖∗0
+ 1
2
max{C4,C5}(l−3/2C7
√
n + l−2C8n)‖Lnf ‖∗2

{
(C3)
2 + 2C3 + 1
}‖Lnf − f ‖∗0 + ‖Llf − f ‖∗0
+ 1
2
max{C4,C5}(l−3/2C7√n + l−2C8n)
(∥∥Lnf − L2nf ∥∥∗2 + ∥∥L2nf ∥∥∗2)

{
(C3)
2 + 2C3 + 1
}‖Lnf − f ‖∗0 + ‖Llf − f ‖∗0
+ 1
2
max{C4,C5}(l−3/2C7√n + l−2C8n)C6n‖Lnf − f ‖∗0
+ 1
2
max{C4,C5}(l−3/2C7√n + l−2C8n)
∥∥L2nf ∥∥∗2. (9)
But there exists K > 1 such that for l Kn we have
1
2
max{C4,C5} · (l−3/2C7√n + l−2C8n) C14 αl.
Hence, from (9) we obtain
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4
αl
∥∥L2nf ∥∥∗2

{
(C3)
2 + 2C3 + 1
}‖Lnf − f ‖∗0 + ‖Llf − f ‖∗0
+ 1
2
max{C4,C5}(C7l−3/2n3/2 + C8l−2n2)C6‖Lnf − f ‖∗0

{
(C3)
2 + 2C3 + 1 + C62 max{C4,C5}(C7K
−3/2 + C8K−2)
}
‖Lnf − f ‖∗0
+ ‖Llf − f ‖∗0. (10)
Now (8), (10) and (5) imply
Kα,φ
(
f,
1
n
)
 (1 + C3)‖Lnf − f ‖∗0 +
1
n
· 4
C1
· 1
αl
·
{
(C3)
2 + 2C3 + 1
+ C6
2
max{C4,C5}(C7K−3/2 + C8K−2)
}
‖Lnf − f ‖∗0
+ 1
n
· 4
C1
· 1
αl
· ‖Llf − f ‖∗0
max
{
K−1(1 + C3), 4C2
C1
[
(C3)
2 + 2C3 + 1
+ C6
2
max{C4,C5}(C7K−3/2 + C8K−2)
]}
l
n
(‖Lnf − f ‖∗0 + ‖Llf − f ‖∗0),
which was to be proved. 
Corollary 1. Let f ∈ CB [0,∞) and ϕ : [0,∞) → R be an admissible weight function of
the Ditzian–Totik modulus. Under the assumptions of Theorem 1 we have for some K > 1
the inequality
ω2ϕ(f,n
−1/2) C
(‖Lnf − f ‖ + ‖LKnf − f ‖),
where n = 1,2, . . . , ‖ · ‖ is the sup-norm on CB [0,∞) and
ω2ϕ(f, δ) = sup
0<hδ
sup
x±hϕ(x)∈[0,∞)
∣∣f (x + hϕ(x))− 2f (x) + f (x − hϕ(x))∣∣
is the Ditzian–Totik modulus of smoothness of second order.
Proof. First of all, one can suppose f ∈ C0B [0,∞). Indeed, if f (0) = 0 then let us consider
f˜ (x) = f (x)−f (0), x  0, for which, by (1) and (2) we get f˜ ∈ C0B [0,∞) and Ln(f, x)−
f (x) = Ln(f˜ , x) − f˜ (x).
Furthermore, let φ ≡ ϕ. Then
Kα,φ(f, δ) ≡ K2,ϕ(f, δ) = inf
{‖f − g‖ + δ‖ϕ2g′′‖: g′′, ϕ2g′′ ∈ CB [0,∞)}
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and ω2ϕ(f,n−1/2). Hence, by using Theorem 1 with l = Kn we obtain the desired inequal-
ity. 
The next result will be a converse theorem of Berens–Lorentz type [3].
Theorem 2. Let f ∈ CB [0,∞) and ϕ,φ : [0,∞) → R be two admissible weight functions
of the Ditzian–Totik modulus. Further, let (Ln)n1 be a sequence of linear positive opera-
tors which satisfies besides (1)–(5) and (i)–(vi) the following two conditions:
(vii) the function ϕ/φ is increasing on [0,∞), ϕ(x)C9x for x ∈ [1,∞) and
ϕ(2x)
φ(2x)
 C10
ϕ(x)
φ(x)
, x ∈ [0,∞);
(viii) for h > 0, x  h, and either of (a) 0 < h < 1, (b) x  2h is satisfied, then one has
h/2∫
−h/2
h/2∫
−h/2
ϕα−2(x + u + v)
φα(x + u + v) dudv  C11h
2 ϕ
α−2(x)
φα(x)
.
Then the pointwise approximation
∣∣Ln(f, x) − f (x)∣∣ C12n−α/2 ϕα(x)
φα(x)
, (11)
x ∈ [0,∞), n = 1,2, . . . , implies
ω2φ(f, δ) C13δα, δ → 0+. (12)
Proof. Let us suppose that f ∈ C0B [0,∞). In view of Theorem 1 and (11) we have
Kα,φ
(
f,
1
n
)
 C14n−α/2, n = 1,2, . . . , (13)
where
C14 = K max
{
K−1(1 + C3), 4C2
C1
[
(C3)
2 + 2C3 + 1
+ C6
2
max{C4,C5}(C7K−3/2 + C8K−2)
]}
C12(1 + K−α/2).
In what follows we prove the estimate∣∣∣∣φα(x)ϕα(x)∆2hφ(x)f (x)
∣∣∣∣ C15Kα,φ
(
f,h2
φ2(x)
ϕ2(x)
)
, (14)
where
∆2 f (x) = f (x + hφ(x))− 2f (x) + f (x − hφ(x))hφ(x)
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0 < h 1
2C9
· ϕ(1)
φ(1)
.
By the definition of Kα,φ(f,h2φ2(x)/ϕ2(x)) there exists g ∈ C2α,φ such that
‖f − g‖∗0 + h
φ2(x)
ϕ2(x)
‖g‖∗2  2Kα,φ
(
f,h2
φ2(x)
ϕ2(x)
)
. (15)
On the other hand,∣∣∆2hφ(x)f (x)∣∣ ∣∣∆2hφ(x)(f − g)(x)∣∣+ ∣∣∆2hφ(x)g(x)∣∣ (16)
and, by (vii), we get∣∣∆2hφ(x)(f − g)(x)∣∣

∣∣(f − g)(x + hφ(x))∣∣+ 2∣∣(f − g)(x)∣∣+ ∣∣(f − g)(x − hφ(x))∣∣
 ‖f − g‖∗0 ·
(
ϕα(x + hφ(x))
φα(x + hφ(x)) + 2
ϕα(x)
φα(x)
+ ϕ
α(x − hφ(x))
φα(x − hφ(x))
)
 ‖f − g‖∗0 ·
(
ϕα(2x)
φα(2x)
+ 3ϕ
α(x)
φα(x)
)
 ‖f − g‖∗0 ·
(
(C10)
α + 3) · ϕα(x)
φα(x)
(17)
for x  hφ(x) and x  0.
Further,
∣∣∆2hφ(x)g(x)∣∣
hφ(x)/2∫
−hφ(x)/2
hφ(x)/2∫
−hφ(x)/2
∣∣g′′(x + u + v)∣∣dudv
 ‖g′′‖∗2
hφ(x)/2∫
−hφ(x)/2
hφ(x)/2∫
−hφ(x)/2
ϕα−2(x + u + v)
φα(x + u + v) dudv. (18)
Since x  hφ(x), if x < 1 one has 0 < hφ(x) < 1, which satisfies (a) of (viii); if x  1
then, by (vii),
hφ(x) hϕ(x)φ(1)
ϕ(1)
 hC9
φ(1)
ϕ(1)
x  x
2
for 0 < h (2C9)−1ϕ(1)/φ(1), which satisfies (b) of (viii). Therefore (viii) implies
hφ(x)/2∫
−hφ(x)/2
hφ(x)/2∫
−hφ(x)/2
ϕα−2(x + u + v)
φα(x + u + v) dudv  C11h
2 ϕ
α−2(x)
φα−2(x)
for x  hφ(x) and 0 < h < (2C9)−1ϕ(1)/φ(1). Hence, taking into account (16)–(18), we
obtain
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α−2(x)
φα−2(x)
max
{
(C10)
α + 3,C11
} · ϕα(x)
φα(x)
·
{
‖f − g‖∗0 + h
φ2(x)
ϕ2(x)
· ‖g‖∗2
}
for x  hφ(x) and 0 < h < (2C9)−1ϕ(1)/φ(1). Thus the inequality (15) implies (14),
where the constant C15 in (14) can be replaced by 2 max{(C10)α + 3,C11}.
Furthermore, choose n such that
n−1/2 · ϕ(x)
φ(x)
 h 2n−1/2 · ϕ(x)
φ(x)
,
where x  hφ(x) and 0 < h (2C9)−1ϕ(1)/φ(1). Using (14) and (13) we obtain∣∣∣∣φα(x)ϕα(x)∆2hφ(x)f (x)
∣∣∣∣ C15Kα,φ
(
f,h2
φ2(x)
ϕ2(x)
)
 4C15Kα,φ
(
f,
1
n
)
 4C14C15n−α/2  4C14C15hα
φα(x)
ϕα(x)
.
Thus |∆2hφ(x)f (x)| 4C14C15hα . Hence
ω2φ(f, δ) = sup
0<hδ
sup
x±hφ(x)∈[0,∞)
∣∣∆2hφ(x)f (x)∣∣ 4C14C15δα
if 0 < h δ < (2C9)−1ϕ(1)/φ(1). This means that (12) holds true and C13 can be chosen
4C14C15. 
3. Applications
Our applications are in connection with Baskakov operators
Vn(f, x) =
∞∑
k=0
vn,k(x)f
(
k
n
)
, vn,k(x) =
(
n + k − 1
k
)
xk(1 + x)−n−k
and its modified version
V˜n(f, x) = vn,0(x)f (0) +
∞∑
k=1
vn,k(x)
1
B(k,n + 1)
∞∫
0
tk−1
(1 + t)n+k+1 f (t) dt
(see also [1]); further applications are given for Szász–Mirakjan operators
Sn(f, x) =
∞∑
k=0
sn,k(x)f
(
k
n
)
, sn,k(x) = e−nx (nx)
k
k! ,
for Phillips operators [9,10]
S˜n(f, x) = sn,0(x)f (0) +
∞∑
k=1
sn,k(x)n
∞∫
sn,k−1(t)f (t) dt0
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I = {ki : 0 = k0  k1  k2  · · ·} ⊆ N ∪ {0}.
Then we introduce the following operators:
Un(f, x) =
∞∑
k=0
k∈I
sn,k(x)f
(
k
n
)
+
∞∑
k=0
k /∈I
sn,k(x)n
∞∫
0
sn,k−1(t)f (t) dt.
Applying Theorems 1 and 2 we obtain converse results for the enumerated operators. For
this we have to verify the conditions (1)–(5) and (i)–(viii).
(1) We have Vn(e0, x) = 1, Vn(e1, x) = x and Vn(e2, x) = x2 + x(1 + x)/n. Hence
ϕ2(x) = x(1 + x), x  0. If we consider φ(x) = ϕλ(x), x  0 and λ ∈ [0,1], then we
obtain the converse results of [7]: Theorem 3.1 and Corollary 3.2.
Indeed, the conditions (i)–(vi) are identical with [7, Lemma 2.8], [7, Lemma 2.5,
(2.10)–(2.12)], [7, Lemma 2.5, (2.14)], [7, Lemma 2.1, (2.1)], [7, Lemma 2.4, (2.3)]
and [7, Lemma 2.4, (2.4)], respectively. Because ϕ(x)/φ(x) = (x(1 + x))(1−λ)/2 is in-
creasing on [0,∞), ϕ(x) √2x for x ∈ [1,∞) and ϕ(2x)/φ(2x)  21−λϕ(x)/φ(x) for
x ∈ [0,∞), we arrive at the condition (vii).
To verify (viii) we shall prove the next lemma (see also [8, Lemma 2.5]).
Lemma 1. For h > 0, x  h and either of (a) 0 < h < 1, (b) x  2h is satisfied, then
h/2∫
−h/2
h/2∫
−h/2
ϕ−2(x + u + v)dudv  Ch2ϕ−2(x).
Proof. In the case (a), we have, in view of [2, Lemma 10],
h∫
0
h∫
0
ϕ−2(x + s + t) ds dt Ch2ϕ−2(x + 2h), x  0. (19)
Using the change of variables u = −(h/2) + s, v = −(h/2) + t and (19), one has
h/2∫
−h/2
h/2∫
−h/2
ϕ−2(x + u + v)dudv =
h∫
0
h∫
0
ϕ−2(x − h + s + t) ds dt
 Ch2ϕ−2(x + h) Ch2ϕ−2(x);
if (b) is satisfied, then
x + u + v  x − h 1
2
x. (20)
By [6, (32)], we have
h/2∫ h/2∫
dudv
1 + x + u + v  C
h2
1 + x . (21)
−h/2 −h/2
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h/2∫
−h/2
h/2∫
−h/2
ϕ−2(x + u + v)dudv  2
x
h/2∫
−h/2
h/2∫
−h/2
dudv
1 + x + u + v  Ch
2ϕ−2(x),
which was to be proved. 
For another weight function φ2(x) = xλ(1+x), x  0, λ ∈ [0,1], one can derive similar
results to Theorems 1 and 2. The conditions (i)–(viii) can be proved with same ideas used
in [7] and Lemma 1.
(2) By direct computations we have V˜n(e0, x) = 1, V˜n(e1, x) = x and V˜n(e2, x) =
x2 + 2x(1 + x)/(n − 1). Thus ϕ2(x) = x(1 + x), x  0. For the weight function φ2(x) =
xλ(1 + x)λ, λ ∈ [0,1], one can find the following converse result:
Suppose 0 λ 1, 0 < α < 2, n 18, f ∈ C0λ,α . Then there exists a constant K > 1 such
that, for l Kn,
Kαλ
(
f,
1
n
)
 C l
n
(‖V˜nf − f ‖∗0 + ‖V˜lf − f ‖∗0).
Here C0λ,α and K
α
λ (f, δ) are C
0
α,φ and Kα,φ(f, δ) for φ = ϕλ (see [7]).
To prove this statement we have to verify the conditions (i)–(vi).
(i) For f ∈ C0α,φ , by Hölder’s inequality,
∣∣V˜n(f, x)∣∣ ∞∑
k=1
vn,k(x)
1
B(k,n + 1)
∞∫
0
tk−1
(1 + t)n+k+1 ·
(
t (1 + t)) α2 (1−λ) dt · ‖f ‖∗0

∞∑
k=1
vn,k(x)
(
1
B(k,n + 1)
∞∫
0
tk−1
(1 + t)n+k+1 · t (1 + t) dt
) α
2 (1−λ)
· ‖f ‖∗0

∞∑
k=1
vn,k(x)
(
k(n + k)
n(n − 1)
) α
2 (1−λ) · ‖f ‖∗0

(
n
n − 1
) α
2 (1−λ)
( ∞∑
k=1
vn,k(x)
k
n
(
1 + k
n
)) α2 (1−λ)
· ‖f ‖∗0
 2 α2 (1−λ)
(
x + x2 + 1
n
x(1 + x)
) α
2 (1−λ) · ‖f ‖∗0
 2 α2 (1−λ) · ϕα(1−λ)(x) · ‖f ‖∗0,
x > 0. Hence ‖V˜nf ‖∗  2‖f ‖∗.0 0
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∣∣∣∣∣
t∫
x
(t − u)2ϕ−3+α(1−λ)(u) du
∣∣∣∣∣
 C|t − x|3{(x(1 + x))− 32 + α2 (1−λ) + (x(1 + t))− 32 + α2 (1−λ)}. (22)
On the other hand, by direct computations one has
V˜n
(
(t − x)4, x)= 1
(n − 1)(n − 2)(n − 3)
{
(12n + 84)x4 + (24n + 168)x3
+ (12n + 108)x2 + 11x}. (23)
Hence, for n 6 and x ∈ [1/n,∞) we get
V˜n
(
(t − x)4, x) 1
(n − 1)(n − 2)(n − 3)
{
(12n + 84)x4 + (24n + 168)x3
+ (12n + 108)x2 + 11nx2} C
n2
x2(1 + x)2. (24)
Then, by Hölder’s inequality and (24),
V˜n
(|t − x|3, x) {V˜n((t − x)2, x)}1/2 · {V˜n((t − x)4, x)}1/2

{
2
n − 1x(1 + x)
}1/2
·
{
C
n2
x2(1 + x)2
}1/2
 C
n3/2
(
x(1 + x))3/2, (25)
where x ∈ [1/n,∞). Again, by Hölder’s inequality,
V˜n
(|t − x|3(1 + t)− 32 + α2 (1−λ), x)

{
V˜n
(
(t − x)4, x)}1/2 · {V˜n((t − x)2(1 + t)−3+α(1−λ), x)}1/2

{
V˜n
(
(t − x)4, x)}1/2 · {V˜n((t − x)4, x)}1/4 · {V˜n((1 + t)−6+2α(1−λ), x)}1/4

{
V˜n
(
(t − x)4, x)}3/4 · {V˜n((1 + t)−6, x)} 14 (1− α3 (1−λ)). (26)
But
V˜n
(
(1 + t)−6, x)= vn,0(x) + ∞∑
k=1
vn,k(x) · B(k,n + 7)
B(k,n + 1)
= vn,0(x) +
∞∑
k=1
vn,k(x) · (n + 1)(n + 2) . . . (n + 6)
(n + k + 1)(n + k + 2) . . . (n + k + 6)
= vn−6,0(x) · 1
(1 + x)6 +
∞∑
vn−6,k(x) · 1
(1 + x)6
k=1
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k
n−1 )(1 + kn−2 ) . . . (1 + kn−6 )
(1 + k
n+1 )(1 + kn+2 ) . . . (1 + kn+6 )

(
2
1 + x
)6
for x  0 and n 18. Hence, by (26) and (24) we obtain
V˜n
(|t − x|3 · (1 + t)− 32 + α2 (1−λ), x)

{
C
n2
x2(1 + x)2
}3/4
·
{(
2
1 + x
)6} 14 (1− α3 (1−λ))
 C
n3/2
x3/2(1 + x) α2 (1−λ), (27)
where x ∈ [1/n,∞). Then (22), (25) and (27) imply the desired inequality.
(iii) Using [7, Lemma 2.3], we have
∣∣∣∣∣
t∫
x
(t − u)2ϕ−2+α(1−λ)(u) du
∣∣∣∣∣
 C|t − x|3{(x(1 + x))−1+ α2 (1−λ) + (x(1 + t))−1+ α2 (1−λ)}. (28)
In view of Hölder’s inequality and (23) we obtain for x ∈ (0,1/n) that
V˜n
(|t − x|3, x) {V˜n((t − x)2, x)}1/2 · {V˜n((t − x)4, x)}1/2
=
{
2
n − 1x(1 + x)
}1/2
·
{
1
(n − 1)(n − 2)(n − 3)
· [(12n + 84)x4 + (24n + 168)x3 + (12n + 108)x2 + 11x]}1/2

{
C
n
x(1 + x)
}1/2
·
{
1
(n − 1)(n − 2)(n − 3)
·
[
(12n + 84) · x
2
n2
+ (24n + 168) · x
2
n
+ (12n + 108) · x
n
+ 11 · x
]}1/2

{
C
n
x(1 + x)
}1/2
·
{
C
n3
x(1 + x)
}1/2
 C
n2
x(1 + x). (29)
Further, for x ∈ (0,1/n) we have √x √x(1 + x)√2x. This implies that
(
x(1 + x))−1+ α2 (1−λ) + (x(1 + t))−1+ α2 (1−λ)  (x(1 + x))−1+ α2 (1−λ) + x−1+ α2 (1−λ)
 C
(
x(1 + x))−1+ α2 (1−λ).
Hence, by (28) and (29), we get
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(∣∣∣∣∣
t∫
x
(t − u)2ϕ−2+α(1−λ)(u) du
∣∣∣∣∣, x
)
 C
n2
· x(1 + x) · (x(1 + x))−1+ α2 (1−λ)
 C
n2
ϕα(1−λ)(x),
x ∈ (0,1/n), which was to be proved.
(iv) Because
v′n,k(x) = n
[
vn+1,k−1(x) − vn+1,k(x)
]
, k  1,
and f ∈ C0α,φ , we can write
V˜ ′′n (f, x) = n(n + 1)vn+2,0(x)
{
1
B(2, n + 1)
∞∫
0
t
(1 + t)n+3 f (t) dt
− 2
B(1, n + 1)
∞∫
0
1
(1 + t)n+2 f (t) dt
}
+ n(n + 1)
∞∑
k=1
vn+2,k(x)
·
{
1
B(k + 2, n + 1)
∞∫
0
tk+1
(1 + t)n+k+3 f (t) dt −
2
B(k + 1, n + 1)
·
∞∫
0
tk
(1 + t)n+k+2 f (t) dt +
1
B(k,n + 1)
∞∫
0
tk−1
(1 + t)n+k+1 f (t) dt
}
. (30)
But
1
B(k,n + 1)
∞∫
0
tk−1
(1 + t)n+k+1 ·
∣∣f (t)∣∣dt
 1
B(k,n + 1)
∞∫
0
tk−1
(1 + t)n+k+1 ·
(
t (1 + t)) α2 (1−λ) dt · ‖f ‖∗0

(
1
B(k,n + 1)
∞∫
0
tk−1
(1 + t)n+k+1 · t (1 + t) dt
) α
2 (1−λ)
· ‖f ‖∗0
=
(
k(n + k)
n(n − 1)
) α
2 (1−λ) · ‖f ‖∗0.
Thus, by (30), we have
∣∣V˜ ′′n (f, x)∣∣ n(n + 1)
∞∑
k=0
vn+2,k(x)
{(
(k + 2)(n + k + 2)
n(n − 1)
) α
2 (1−λ)
+ 2
(
(k + 1)(n + k + 1)) α2 (1−λ) +(k(n + k)) α2 (1−λ)} · ‖f ‖∗0. (31)n(n − 1) n(n − 1)
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∞∑
k=0
vn+2,k(x)
(
k(n + k)
n(n − 1)
) α
2 (1−λ)
C
(
x(1 + x)) α2 (1−λ),
∞∑
k=0
vn+2,k(x)
(
(k + 1)(n + k + 1)
n(n − 1)
) α
2 (1−λ)
 C
(
x(1 + x) + 1
n
) α
2 (1−λ)
and
∞∑
k=0
vn+2,k(x)
(
(k + 2)(n + k + 2)
n(n − 1)
) α
2 (1−λ)
 C
(
x(1 + x) + 1
n
) α
2 (1−λ)
,
we get for x ∈ (0,1/n), by (31),
ϕ2−α(1−λ)(x)
∣∣V˜ ′′n (f, x)∣∣ C
(
1
n
)1− α2 (1−λ)
n(n + 1)
(
1
n
) α
2 (1−λ)‖f ‖∗0
 Cn‖f ‖∗0. (32)
Moreover, in view of [5, (9.4.10)], one has
V˜ ′′n (f, x) =
(
x(1 + x))−2 · 2∑
i=0
QVi (x,n)n
i
∞∑
k=1
vn,k(x)
(
k
n
− x
)i
· 1
B(k,n + 1)
∞∫
0
tk−1
(1 + t)n+k+1 f (t) dt, f ∈ C
0
α,φ,
where
∣∣(x(1 + x))−2QVi (x,n)ni∣∣ C
(
n
x(1 + x)
)1+(i/2)
, x ∈ [1/n,∞).
Thus
ϕ2−α(1−λ)(x) · ∣∣V˜ ′′n (f, x)∣∣
 Cϕα(λ−1)(x)
2∑
i=0
n
(
n1/2
ϕ(x)
)i ∞∑
k=1
vn,k(x)
∣∣∣∣ kn − x
∣∣∣∣
i
· 1
B(k,n + 1)
∞∫
0
tk−1
(1 + t)n+k+1 ·
(
t (1 + t)) α2 (1−λ) dt · ‖f ‖∗0
 Cϕα(λ−1)(x)
2∑
i=0
n
(
n1/2
ϕ(x)
)i ∞∑
k=1
vn,k(x)
∣∣∣∣ kn − x
∣∣∣∣
i
·
(
k(n + k)
n(n − 1)
) α
2 (1−λ) · ‖f ‖∗0
 Cnϕα(λ−1)(x)
2∑( n1/2
ϕ(x)
)i
·
( ∞∑
vn,k(x) · k(n + k)
n(n − 1)
) α
2 (1−λ)i=0 k=1
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( ∞∑
k=1
vn,k(x)
∣∣∣∣ kn − x
∣∣∣∣
i/(1− α2 (1−λ))
)1− α2 (1−λ)
· ‖f ‖∗0
 Cnϕα(λ−1)(x)
2∑
i=0
(
n1/2
ϕ(x)
)i(
x(1 + x)) α2 (1−λ) ·(ϕ(x)
n1/2
)i
· ‖f ‖∗0
 Cn‖f ‖∗0. (33)
At the estimation of
∑∞
k=1 vn,k(x) · |(k/n)− x|i/(1−α(1−λ)/2) we used [8, (2.7)]. In conclu-
sion (32) and (33) imply
‖V˜ ′′n f ‖∗2  Cn‖f ‖∗0, f ∈ C0α,φ.
(v) Using the relation
v′n,k(x) = n
[
vn+1,k−1(x) − vn+1,k(x)
]
, k  1,
and the integration by part, one has
V˜ ′′n (g, x) = (n + 1)
∞∑
k=0
vn+2,k(x)
∞∫
0
vn,k+1(t)g′′(t) dt, g ∈ C2α,φ. (34)
Because
ϕ2(x)v′n+2,k(x) = (n + 2)
(
k
n + 2 − x
)
vn+2,k(x),
then in view of (34) we have
ϕ3(x)V˜ ′′′n (g, x) = ϕ(x)(n + 1)(n + 2)
∞∑
k=0
(
k
n + 2 − x
)
vn+2,k(x)
·
∞∫
0
vn,k+1(t)g′′(t) dt
or
ϕ3(x)
∣∣V˜ ′′′n (g, x)∣∣ ϕ(x)(n + 1)(n + 2)
∞∑
k=0
∣∣∣∣ kn + 2 − x
∣∣∣∣vn+2,k(x)
·
∞∫
0
vn,k+1(t)
(
t (1 + t))−1+ α2 (1−λ) dt · ‖g‖∗2. (35)
Simple computations show that
∞∫
vn,k+1(t) ·
(
t (1 + t))−1+ α2 (1−λ) dt0
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(
n + k
k + 1
)( ∞∫
0
tk+1(1 + t)−n−k−1 · (t (1 + t))−1 dt
)1− α2 (1−λ)
·
( ∞∫
0
tk+1(1 + t)−n−k−1 dt
) α
2 (1−λ)
=
(
n
(k + 1)(n + k + 1)
)1− α2 (1−λ) ·( 1
n − 1
) α
2 (1−λ)
 2 α2 (1−λ) · n1−α(1−λ) ·
(
1
k + 1 ·
1
n + k + 1
)1− α2 (1−λ)
. (36)
Hence, by (35) and [7, Lemma 2.2, (2.1)] we have
ϕ3(x)
∣∣V˜ ′′′n (g, x)∣∣ Cϕ(x)n3−α(1−λ)
∞∑
k=0
∣∣∣∣ kn + 2 − x
∣∣∣∣
· vn+2,k(x)
(
1
(k + 1)(n + k + 1)
)1− α2 (1−λ) · ‖g‖∗2
 Cϕ(x)n3−α(1−λ)
{ ∞∑
k=0
vn+2,k(x)
(
k
n + 2 − x
)2}1/2
·
{ ∞∑
k=0
vn+2,k(x)
(
1
(k + 1)(n + k + 1)
)2−α(1−λ)}1/2
· ‖g‖∗2
= Cϕ(x)n3−α(1−λ)
(
x(1 + x)
n + 2
)1/2
·
{ ∞∑
k=0
vn+2,k(x)
(
n−2ϕ−2
(
k + 1
n
))2−α(1−λ)}1/2
· ‖g‖∗2
 Cϕ2(x)
√
n
{ ∞∑
k=0
vn+2,k(x)ϕ−4+2α(1−λ)
(
k + 1
n
)}1/2
· ‖g‖∗2
 Cϕ2(x)
√
n
{ ∞∑
k=0
vn+2,k(x)ϕ−4
(
k + 1
n
)} 12 (1− α2 (1−λ))
· ‖g‖∗2
 Cϕ2(x)
√
n
(
7ϕ−4(x)
) 1
2 (1− α2 (1−λ)) · ‖g‖∗2
 Cϕα(1−λ)(x)
√
n‖g‖∗2,
which was to be proved.
(vi) By (34) and
v′ (x) = (n + 2)[vn+3,k−1(x) − vn+3,k(x)], k  1,n+2,k
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V˜ ′′′n (g, x) = (n + 1)(n + 2)
∞∑
k=0
vn+3,k(x)
∞∫
0
[
vn,k+2(t) − vn,k+1(t)
]
g′′(t) dt.
Using (36) one has
∣∣V˜ ′′′n (g, x)∣∣ (n + 1)(n + 2)
∞∑
k=0
vn+3,k(x)
·
∞∫
0
[
vn,k+2(t) + vn,k+1(t)
](
t (1 + t))−1+ α2 (1−λ) dt · ‖g‖∗2
 Cn3−α(1−λ)
∞∑
k=0
vn+3,k(x)
{(
1
(k + 2)(n + k + 2)
)1− α2 (1−λ)
+
(
1
(k + 1)(n + k + 1)
)1− α2 (1−λ) } · ‖g‖∗2
 Cn3−α(1−λ)
∞∑
k=0
vn+3,k(x)
{(
1
(k + 1)(n + k + 1)
)1− α2 (1−λ)
+
(
1
(k + 1)(n + k + 1)
)1− α2 (1−λ) } · ‖g‖∗2
 Cn3−α(1−λ)
∞∑
k=0
vn+3,k(x)
(
(n + 1)−2ϕ−2
(
k + 1
n + 1
))1− α2 (1−λ) · ‖g‖∗2
 Cn
{ ∞∑
k=0
vn+3,k(x)ϕ−4
(
k + 1
n + 1
)} 12 (1− α2 (1−λ))
· ‖g‖∗2.
By [7, Lemma 2.2, (2.1)] we obtain∣∣V˜ ′′′n (g, x)∣∣ Cn(7ϕ−4(x)) 12 (1− α2 (1−λ)) · ‖g‖∗2  Cnϕ−2+α(1−λ)(x) · ‖g‖∗2.
Hence∥∥ϕ2(V˜ng)′′′∥∥∗0  Cn‖g‖∗2.
In the same way to the application (1) the weight functions ϕ(x) = (x(1 + x))1/2 and
φ(x) = (x(1+x))λ/2 verify the conditions (vii) and (viii). Thus one can state the following
Berens–Lorentz type result:
For 0 < α < 2, 0 λ 1, f ∈ CB [0,∞) the pointwise approximation∣∣V˜n(f, x) − f (x)∣∣= O(n−α/2ϕα(1−λ)(x)), x  0, n 18,
implies ω2λ(f, δ) = O(δα), δ → 0+.ϕ
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Sn(e2, x) = x2 + x/n are known. For the weight functions ϕ(x) = √x and φ(x) = ϕλ(x),
x ∈ [0,1], λ ∈ [0,1], we have the following converse results (cf. [11] and [5, (9.3.3)]):
If 0 λ 1, 0 < α < 2, n 1 and f ∈ C0α,φ then there exists K > 1 such that
Kα,φ
(
f,
1
n
)
 C l
n
(‖Snf − f ‖∗0 + ‖Slf − f ‖∗0)
for l Kn. For 0 λ 1, 0 < α < 2, f ∈ CB [0,∞) the pointwise approximation∣∣Sn(f, x) − f (x)∣∣= O(n−α/2ϕα(1−λ)(x)), x  0, n 1,
implies ω2
ϕλ
(f, δ) = O(δα), δ → 0+.
Again, the proof of the above statements are based upon the conditions (i)–(viii). Since
the computations are similar to those of the preceding section concerning the Baskakov
operator we omit the details.
(4) For the operator S˜n we have S˜n(e0, x) = 1, S˜n(e1, x) = x and S˜n(e2, x) = x2 +2x/n.
Therefore one can consider ϕ(x) = √x and φ(x) = ϕλ(x), λ ∈ [0,1]. In this case the
statements are the following:
If 0 λ 1, 0 < α < 2, n 1 and f ∈ C0α,φ then there exists K > 1 such that
Kα,φ
(
f,
1
n
)
 C l
n
(‖S˜nf − f ‖∗0 + ‖S˜lf − f ‖∗0)
for l Kn. For 0 λ 1, 0 < α < 2, f ∈ CB [0,∞) the pointwise approximation∣∣S˜n(f, x) − f (x)∣∣= O(n−α/2ϕα(1−λ)(x)), x  0, n 1,
implies ω2
ϕλ
(f, δ) = O(δα), δ → 0+.
We have to verify the conditions (i)–(viii). For the proof of (i)–(iii) we shall apply
similar estimations to the case (2). The condition (iv) can be derived from the estimation
of |S˜′′n(f, x) − S′′n(f, x)|, where f ∈ C0α,φ and x  0. Further, (v) and (vi) can be obtained
from the estimation of |S˜′′′n (g, x) − S′′′n (g, x)|, where g ∈ C2α,φ and x  0. In what follows
we shall prove (v), because the proof in the remaining two cases is similar, moreover the
case (v) well illustrates the new ideas and the method is different in comparison with the
case (2).
(v) For g ∈ C2α,φ ,
S′′′n (g, x) =
n3
x3
∞∑
k=1
sn,k(x)g
(
k
n
)
r¯n,k(x) (37)
and
S˜′′′n (g, x) =
n3
x3
∞∑
k=1
sn,k(x)n
∞∫
sn,k−1(t)g(t) dt r¯n,k(x) (38)0
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r¯n,k(x) =
(
k
n
− x
)3
− 3
n
(
k
n
− x
)2
+ 1
n2
(2 − 3nx)
(
k
n
− x
)
+ 2
n2
x.
Using Taylor’s formula
g(t) = g
(
k
n
)
+ g′
(
k
n
)(
t − k
n
)
+
t∫
k/n
(t − u)g′′(u) du (39)
and the relations (37) and (38), one can obtain
ϕ3(x)
∣∣S˜′′′n (g, x) − S′′′n (g, x)∣∣
=
(
n√
x
)3∣∣∣∣∣
∞∑
k=1
sn,k(x)n
∞∫
0
sn,k−1(t)
[
g(t) − g
(
k
n
)]
dt r¯n,k(x)
∣∣∣∣∣
=
(
n√
x
)3∣∣∣∣∣
∞∑
k=1
sn,k(x)n
∞∫
0
sn,k−1(t)
t∫
k/n
(t − u)g′′(u) dudt r¯n,k(x)
∣∣∣∣∣

(
n√
x
)3 ∞∑
k=1
sn,k(x)n
∞∫
0
sn,k−1(t)
∣∣∣∣∣
t∫
k/n
|t − u|u−1+ α2 (1−λ) du
∣∣∣∣∣dt
· ‖g‖∗2 ·
∣∣r¯n,k(x)∣∣

(
n√
x
)3 ∞∑
k=1
n
∞∫
0
sn,k−1(t)
(
t − k
n
)2
dt ·
(
k
n
)−1+ α2 (1−λ) · ‖g‖∗2 · ∣∣r¯n,k(x)∣∣
=
(
n√
x
)3 ∞∑
k=1
sn,k(x) · k
n2
·
(
k
n
)−1+ α2 (1−λ) · ∣∣r¯n,k(x)∣∣ · ‖g‖∗2
 n
2
x3/2
∞∑
k=1
sn,k(x)
(
k
n
) α
2 (1−λ)[∣∣∣∣ kn − x
∣∣∣∣
3
+ 3
n
∣∣∣∣ kn − x
∣∣∣∣
2
+ 1
n2
|2 − 3nx|
∣∣∣∣ kn − x
∣∣∣∣+ 2n2 x
]
· ‖g‖∗2. (40)
On the other hand, by Hölder’s inequality and [5, Lemma 9.4.4] (see also [8, (2.7)]) we
have for x ∈ [1/n,∞),
∞∑
k=1
sn,k(x)
(
k
n
) α
2 (1−λ) ·
∣∣∣∣ kn − x
∣∣∣∣
3
 C
(
x
n
)3/2
· x α2 (1−λ),
∞∑
sn,k(x)
(
k
n
) α
2 (1−λ) · 3
n
∣∣∣∣ kn − x
∣∣∣∣
2
 C
n
· x
n
· x α2 (1−λ),
k=1
178 Z. Finta / J. Math. Anal. Appl. 312 (2005) 159–180∞∑
k=1
sn,k(x)
(
k
n
) α
2 (1−λ) · 1
n2
|2 − 3nx|
∣∣∣∣ kn − x
∣∣∣∣ Cn2 · |2 − 3nx| ·
(
x
n
)1/2
· x α2 (1−λ)
and
∞∑
k=1
sn,k(x)
(
k
n
) α
2 (1−λ) · 2
n2
x  C
n2
xx
α
2 (1−λ).
These estimations and (40) imply
ϕ3(x)
∣∣S˜′′′n (g, x) − S′′′n (g, x)∣∣
 C n
2
x3/2
·
{(
x
n
)3/2
· x α2 (1−λ) + x
n2
· x α2 (1−λ)
+ 2 + 3nx
n2
·
(
x
n
)1/2
· x α2 (1−λ) + x
n2
· x α2 (1−λ)
}
· ‖g‖∗2
 C
{√
n + 1√
x
+
(
2
x
+ 3n
)
·
√
n
n
+ 2√
x
}
x
α
2 (1−λ) · ‖g‖∗2
 C
√
n‖g‖∗2 · ϕα(1−λ)(x), (41)
where x ∈ [1/n,∞). Since in view of (39) we have
∣∣∣∣an,k(g) − g
(
k
n
)∣∣∣∣=
∣∣∣∣∣n
∞∫
0
sn,k−1(t)
t∫
k/n
(t − u)g′′(u) dudt
∣∣∣∣∣ 1n
(
k
n
) α
2 (1−λ)‖g‖∗2,
therefore, by [5, (9.4.3)] we obtain for x ∈ [0,1/n),∣∣S˜′′′n (g, x) − S′′′n (g, x)∣∣
 n3sn,0(x)
∣∣∣∣an,3(g) − g
(
3
n
)
− 3an,2(g) + 3g
(
2
n
)
+ 3an,1(g) − g
(
1
n
)∣∣∣∣
+ n3
∞∑
k=1
sn,k(x)
∣∣∣∣an,k+3(g) − g
(
k + 3
n
)
− 3an,k+2(g)
+ 3g
(
k + 2
n
)
+ 3an,k+1(g) − 3g
(
k + 1
n
)
− an,k(g) + g
(
k
n
)∣∣∣∣
 Cn2
∞∑
k=0
sn,k(x) ·
[(
k + 3
n
) α
2 (1−λ) +
(
k + 2
n
) α
2 (1−λ)
+
(
k + 1
n
) α
2 (1−λ) +
(
k
n
) α
2 (1−λ) ] · ‖g‖∗2
 Cn2
{( ∞∑
sn,k(x)
k + 3
n
) α
2 (1−λ)
+
( ∞∑
sn,k(x)
k + 2
n
) α
2 (1−λ)k=0 k=0
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( ∞∑
k=0
sn,k(x)
k + 1
n
) α
2 (1−λ)
+
( ∞∑
k=0
sn,k(x)
k
n
) α
2 (1−λ)}
· ‖g‖∗2
= Cn2
{(
x + 3
n
) α
2 (1−λ) +
(
x + 2
n
) α
2 (1−λ) +
(
x + 1
n
) α
2 (1−λ) + x α2 (1−λ)
}
· ‖g‖∗2
 Cn2− α2 (1−λ) · ‖g‖∗2.
Hence
ϕ3−α(1−λ)(x)
∣∣S˜′′′n (g, x) − S′′′n (g, x)∣∣
(
1
n
) 3
2 − α2 (1−λ)
Cn2−
α
2 (1−λ)‖g‖∗2
 C
√
n‖g‖∗2 (42)
for x ∈ [0,1/n). In conclusion, (41), (42) and ‖ϕ3(Sng)′′′‖∗0  C
√
n‖g‖∗2 imply the de-
sired inequality.
(vii) Easy computations show the validity of the enumerated properties regarding
ϕ and φ.
(viii) By [6, (32)] and Hölder’s inequality we obtain the desired estimation, which fin-
ishes the proof.
(5) Obviously the conditions (1)–(3) are verified, and for (4) we have Un(e2, x) = x2 +
ϕ2(x)/n, where
ϕ2(x) = x +
∞∑
k=0
k /∈I
sn,k(x) · k
n
.
Because x  ϕ2(x) 2x, x  0, and
Un(f, x) = Sn(f, x) +
∞∑
k=0
k /∈I
sn,k(x)n
∞∫
0
sn,k−1(t)
[
f (t) − f
(
k
n
)]
dt,
therefore we can apply the ideas of the cases (3) and (4) to obtain the next converse results:
If 0 λ 1, 0 < α < 2, n 1, φ(x) = ϕλ(x), x  0 and f ∈ C0α,φ then there exists K > 1
such that
Kα,φ
(
f,
1
n
)
 C l
n
(‖Unf − f ‖∗0 + ‖Ulf − f ‖∗0)
for l Kn. For 0 λ 1, 0 < α < 2, f ∈ CB [0,∞) the pointwise approximation∣∣Un(f, x) − f (x)∣∣= O(n−α/2ϕα(1−λ)(x)), x  0, n 1,
implies ω2
ϕλ
(f, δ) = O(δα), δ → 0+.
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