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Abstract
Line spectral estimation is a classical signal processing problem aimed to estimate the spec-
tral lines of a signal from its noisy (deterministic or random) measurements. Despite a large
body of research on this subject, the theoretical understanding of the spectral line estima-
tion is still elusive. In this paper, we quantitatively characterize the two resolution limits in
the line spectral estimation problem: one is the minimum separation distance between the
spectral lines that is required for an exact recovery of the number of spectral lines, and the
other is the minimum separation distance between the spectral lines that is required for a sta-
ble recovery of the supports of the spectral lines. The quantitative characterization implies a
phase transition phenomenon in each of the two recovery problems, and also the subtle dif-
ference between the two. Moreover, they give a sharp characterization to the resolution limit
for the deconvolution problem as a consequence. Finally, we proposed a recursive MUSIC-
type algorithm for the number recovery and an augmented MUSIC-algorithm for the support
recovery, and analyze their performance both theoretically and numerically. The numerical
results also confirm our results on the resolution limit and the phase transition phenomenon.
Keywords: Line spectral estimation, resolution limit, super-resolution, phase transition,
MUSIC.
1 Introduction
This paper is concerned with recovering the number and supports of a collection of spec-
tral lines from the noisy signals, which is usually termed as line spectral estimation (LSE)
in statistical inference. It is at the core of diverse research fields such as traditional wireless
communications, radar, sonar, seismology, astronomy and NMR imaging, and has received
significant attention over the years. While the LSE was usually cast as a statistical parame-
ter estimation problem with random noises in the measurements, we are interested in the
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case of deterministic noise. To be specific, we consider our mathematical model as follows.
Suppose the collection of spectral lines is a discrete measure:
µ=
n∑
j=1
a jδy j ,
where y j ∈ R, j = 1, · · · ,n are the spectral lines and a j ∈ C, j = 1, · · · ,n the amplitudes. We
assume that |y j | ≤ d for all j . The distances between y j are defined as |yp − y j | where | · | is
the Euclidean distance. We denote the lower bound and upper bound of the amplitude as
mmin = min
j=1,··· ,n
|a j |, m = ||µ||T V =
n∑
j=1
|a j |.
The available measurements are the Fourier transforms of µ sampled at M equispaced
points x1 =−Ω, x2 =−Ω+h, · · · , xM =Ω:
Y(xt )=Fµ(xt )+W(xt )=
n∑
j=1
a j e
i y j xt +W(xt ), 1≤ t ≤M
where h = 2ΩM−1 is the sampling spacing and W(xt ) is the noise with |W(xt )| <σ. Here σ is the
noise level.
Throughout, we assume that M > 2n and that h ≤ pid so that the sampling obeys the classic
Nyquist criterion. Note that the latter assumption also exclude the non-uniqueness of the
spectral lines due to shift by multiples of 2pih .
Denote
Y= (Y(x1), · · · ,Y(xM ))T , [µ]= (Fµ(x1), · · · ,Fµ(xM ))T and W= (W(x1), · · · ,W(xM ))T .
Then the noisy measurements can be written in the following form
Y= [µ]+W.
The LSE problem is to recover the discrete measure µ from the above noisy measurements
Y. We note that this problem is closely related to the deconvolution problem in imaging.
Indeed, let f (x) be a band-limited point spread function. The convolution of f and µ, given
by µ∗ f (t ) = ∑nj=1 a j f (t − y j ), can be viewed as the image of the point sources y j ’s. With
presence of additive noise ²(t ), the measured image is
y(t )=µ∗ f (t )+²(t )=
n∑
j=1
a j f (t − y j )+²(t ).
By taking the Fourier transform on both sides, we obtain
F y(x)=F f (x) ·Fµ(x)+F²(x)=F f (x)(
n∑
j=1
a j e
i y j x )+F²(x), (1.1)
which reduced to our LSE problem.
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It is well-known, since Rayleigh’s work, that two sources or spectral lines can be resolved
if they are separated more than the Rayleigh limit (or Rayleigh length in some literature) piΩ .
On the other hand, as their separation distance decreases and below the Rayleigh limit, it
becomes increasingly difficult to resolve them from the noisy measurements. In the so-called
“super-resolution” problem people are interested in resolving the sources or spectral lines
that are separated below the Rayleigh limit.
Despite much progress over the years, the theoretical understanding of the super-resolution
in LSE is still elusive. A particular puzzle is the gap between the physical (classical) reso-
lution limit and the limit from a mathematical recovery problem view of point. Precisely,
the empirical Rayleigh limit is not a rigorous limit for the LSE problem (see for instance [29]
which discussed that the Rayleigh limit is not well applicable for data subjected to elaborate
processing). To our knowledge, Donoho [15] first addressed this resolution limit question.
He considered measures supported on the lattice {k∆}+∞k=−∞ and regularized by the so-called
“Rayleigh index”. He showed that the minimax error for the amplitude recovery with noise
of size σ scales like SRFασ, where SRF = 1Ω∆ is the super-resolution factor, and α depends
on the Rayleigh index. This result highlights the importance of sparsity and signal-to-noise
ratio (SNR) in the ill-posedness of this inverse problem. Further discussed in [13], Demanet
and Nguyen considered the case of n-sparse signals supported on a grid and showed that the
scaling of the noise level for the minimax error should be SRF 2n−1. See also a similar result
for the multi-clumps case in [24]. In [28], using novel extremal functions, Moitra establishes
a sharp phase transition for the amplitude recovery in the relation between cutoff frequency
(Ω) and separation distance (∆). However, these works mostly deal with the grid setting and
do not address the recovery of source supports. Recently, a novel framework [3, 6] employing
"Prony mapping" and "quantitative inverse function theorem" resolved the puzzle in am-
plitude and support recovery in the off-the-grid setting. It is shown in [3] that the minimum
separation distance required for stable support recovery is of the order O( 1Ω ·( 1SN R )
1
2n−1 ). When
the sources are separated beyond this distance, [6] demonstrated that the minimax error of
support recovery scales as SRF 2n−1 σΩ .
In addition to the above theoretical work, many algorithms are proposed to solve the LSE
and the super-resolution problem. A large group of methods named subspace methods are
shown to have favourable performance. Typical subspace methods, MUSIC and ESPRIT, esti-
mate the spectral lines based on the singular value decomposition of the data matrix. These
approaches usually assume a priori information of the model order (the number of spectral
lines). In the statistical setting, the model order is usually determined by generic informa-
tion theoretic criteria (e.g. AIC [1, 2], BIC [31]) or methods based on eigenvalues of the esti-
mated signal covariance matrix (e.g. SORTE [21]). While the performance of these methods
depends sensitively on the a priori estimate of the model order [20], their advantage is also
evident from their appealing performance in the super-resolution region. See for instance
the theoretical work in [25] for ESPRIT and the numerical work for the Matrix Pencil method
in [6].
In recent years, inspired by the idea of sparse modeling and compressed sensing, many
sparsity promoting algorithms are proposed for the sparse spectral recovery problem, e.g.,
[16, 27]. They restrict the sources or spectral lines to a grid and solve a sparse reconstruc-
tion problem. However, the grid setting will incur the basis mismatch issue [9, 12, 18] and
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the granularity of the grid results in a non-trivial trade-off between accuracy and compu-
tational cost [20]. To remedy these issues, one should consider the off-the-grid setting. In
the work by Candès and Fernandez-Granda [8], it is proved that off-the-grid sources can be
exactly recovered from their low-frequency measurements by TV minimization under a mini-
mum separation condition. It invokes active researches in the off-the-grid algorithms, among
them we would like to mention the BLASSO [4, 17, 30] and the atomic norm minimization
method [33, 34]. Both methods were proved to be able to stably recover the sources under a
minimum separation condition or a non-degeneracy condition. BLASSO (Beurling LASSO)
is an off-the-grid generalization of l 1 regularization (LASSO) and exhibits excellent perfor-
mance in the off-the-grid source recovery [17, 30]. The atomic norm minimization method
(originated from [10]) is shown to form a nearly minimax optimal estimator when tackling
LSE [7, 33] and is an appealing approach for the blind source separation [22, 35]. We refer
to [11] for a comprehensive overview of this method. Despite the abundant success, these
convex optimization algorithms usually require a minimum separation distance of several
Rayleigh limits (see [32], [23], [30]) for the general source recovery, which may limit their ap-
plicability to the super-resolution regime. On the other hand, we note that for the positive
sources, the minimum separation distance may be relaxed, for example, a signal-noise-ratio
scaling like ( 1Ω∆ )
2n−1 leads to stable support recovery in 1-D BLASSO case [14].
In this paper, we investigate a cluster of closely spaced spectral lines without the grid set-
ting and aim to quantitatively characterize the resolution limits to both the number recovery
problem and the support recovery problem in LSE. Our theoretical results address the is-
sue when can one recover the spectral number exactly and when can one stably recover the
supports with a given SNR. They imply a phase transition phenomenon in each of the two
recovery problems, and also the subtle difference between the two. Moreover, they give a
sharp characterization to the resolution limit for the deconvolution problem as well. Finally,
we proposed a recursive MUSIC-type algorithm for the number recovery and an augmented
MUSIC-algorithm for the support recovery, and analyze their performance both theoretically
and numerically. The numerical results also confirm our results on the resolution limit and
the phase transition phenomenon. Compare to the closely related work [3, 6] which focuses
on the support and the amplitude recovery problem, our bounds for the resolution limit to
the support recovery problem is more explicit in the special case of a single cluster of spectral
lines. Moreover, our result shows that the support recovery error scales as SRF 2n−2 σΩ which
is an improvement of the scaling (SRF 2n−1 σΩ ) in [6].
The paper is organized in the following way. Section 2 presents the main results to the LSE
problem and Section 3 the consequence for the deconvolution problem. Section 4 provides
the main technique of the paper, Vandermonde space approximation. Section 5 proposes
the MUSIC-type algorithms for both number recovery and support recovery and numerical
experiments. Section 6 gives a conclusion and Section 7 provides the proofs of the main
results. Finally the Appendix contains some inequalities.
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2 Main results
We present our main results on the resolution limit for the LSE problem in this section. All
the results in this section shall be proved in Section 7. We consider the case when the spectral
lines y j , j = 1, · · · ,n are tightly spaced and form a cluster. To be more specific, we define the
interval
I (n,Ω) := [− (n−1)pi
2Ω
,
(n−1)pi
2Ω
]
and assume that y j ∈ I (n,Ω),1 ≤ j ≤ n. Recall that the Raleigh limit is piΩ . For a discrete
measure µˆ = ∑kj=1 aˆ jδyˆ j , we can only determine if it is the solution to the LSE problem by
comparing the data [µˆ] it generated with the measurements Y. In this principle, we introduce
the following concept of σ-admissible measure.
Definition 2.1. Given measurement Y, we say that µˆ = ∑kj=1 aˆ jδyˆ j is a σ-admissible discrete
measure of Y only if
||[µˆ]−Y||∞ <σ.
The set of σ-admissible measures of Y characterizes all possible solutions to the LSE with
the given measurement Y. A good reconstruction algorithm should give a σ-admissible mea-
sure. If there exists one σ-admissible measure with less than n supports, then one may say
that there are less than n spectral lines, and hence miscalculate the exact number. On the
other hand, if all σ-admissible measures have at least n supports, then one can determine
the number n correctly if one restricts to the sparsest admissible measures. This leads to the
following definition of resolution limit to the number recovery problem in LSE.
Definition 2.2. For measurement Y generated by n spectral lines, the computational resolution
limit to the number recovery problem is defined as the minimum separation distance between
the spectral lines beyond which there does not exist any σ-admissible measure for Y with less
than n supports.
The above resolution limit is termed as “computational resolution limit” to be distinct from
the classic Rayleigh limit. It depends crucially on the SNR in contrast to the latter which
depends only on the available frequency band in the measurement. We now present sharp
bounds for the resolution limit to the number recovery problem.
Theorem 2.1. Let Y be a measurement generated by µ = ∑nj=1 a jδy j which is supported on
I (n,Ω). Let n ≥ 2 and assume that the following separation condition is satisfied
min
p 6= j
∣∣∣yp − y j ∣∣∣≥ 2.22pie
Ω
( 2σ
mmin
) 1
2n−2
. (2.1)
Then there does not exist σ-admissible measures of Y with less than n supports.
Theorem 2.1 gives an upper bound of the resolution limit to recover the spectral number
in the LSE problem. With minimum separation distance greater than the upper bound in
(2.1), the number recovery problem is regularized, and any algorithm targeting at the sparsest
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admissible measures can recover the correct number. Compared with Rayleigh limit piΩ , the
upper bound indicates that super-resolution is theoretically possible for suitable SNR.
We next show that the above upper bound is optimal in the sense that recovering the source
number is theoretically impossible when sources are separated by CΩ
(
σ
m
) 1
2n−2 for some con-
stant C .
Proposition 2.1. For given σ> 0, integer n ≥ 2 and m > 0, choose τ satisfying
τ= 2
e
( (pi(n−1))1/2
e(n−1)τ
) 1
2n−2
( σ
m
) 1
2n−2
. (2.2)
There exist two measures µ =∑nj=1 a jδy j with n supports and µˆ =∑n−1j=1 aˆ jδyˆ j with n−1 sup-
ports such that ||µˆ||T V ≤ ||µ||T V ≤m and
min
p 6= j
|yp − y j | = τ
Ω
.
Moreover,
||[µˆ]− [µ]||∞ <σ.
The above result gives a lower bound for the resolution limit to the number recovery prob-
lem. We emphasize that similar to parallel results in [3, 6, 26], our lower bound is the worst-
case bound, and one may achieve better resolution bound for the case of random noises.
Example of the upper bound and the lower bound:
We calculate the upper and the lower bounds of the resolution limit derived above to show
that super-resolution can be achieved. We set n = 2, M = 20,Ω= 1,σ= 10−3 and the collection
of spectral lines is
µ= δy1 +δy2 .
The noisy measurements are
Y= (Y(x1), · · · ,Y(xM ))T
with the noise W satisfying ||W||∞ < σ. According to Theorem 2.1, the upper bound for the
resolution limit to number recovery is
2.22e
( 2σ
mmin
) 1
2n−2 pi
Ω
= 0.27 pi
Ω
,
which is much better than the Rayleigh limit piΩ . From Proposition 2.1, the lower bound to the
resolution limit is
τ
Ω
= 2
epi
( (pi(n−1))1/2
e(n−1)τ
) 1
2n−2
( σ
m
) 1
2n−2 pi
Ω
= 0.007 pi
Ω
.
We now consider the support recovery problem in the LSE. We first introduce the following
concept of δ-neighborhood of a discrete measure.
Definition 2.3. Let µ =∑nj=1 a jδy j be a discrete measure and let δ > 0 be such that the n in-
tervals (yk −δ, yk +δ),1 ≤ k ≤ n are pairwise disjoint. We say that µˆ =
∑n
j=1 aˆ jδyˆ j is within
δ-neighborhood of µ if each yˆ j is contained in one and only one of the n intervals (yk −δ, yk +
δ),1≤ k ≤ n.
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According to the above definition, a measure in a δ-neighbourhood preserves the inner
structure of the real spectral lines. For any stable support recovery algorithm, the output
should be a measure in some δ-neighborhood. Moreover, δ should tend to zero as the noise
level σ tends to zero. We now introduce the resolution limit for stable support recovery. For
ease of exposition, we only consider measures supported in I (n,Ω) where n is the number of
supports.
Definition 2.4. For measurement Y generated by µ=∑nj=1 a jδy j which is supported in I (n,Ω),
the computational resolution limit to the stable support recovery problem is defined as the
minimum separation distance between the spectral lines beyond which there exists δ> 0 such
that any σ-admissible measure for Y with n supports in I (n,Ω) is within δ-neighbourhood of
µ.
To state the results on the resolution limit to stable support recovery, we need to introduce
one more concept: super-resolution factor, which is usually utilized to characterize the ill-
posedness of the super-resolution problem [8]. It is defined as the ratio between Rayleigh
limit and the grid scale (in the grid setting) or the minimum separation distance (off-the-grid
setting). In our case, since the Rayleigh limit is piΩ , we define the super-resolution factor as
SRF := pi
Ωdmin
,
where dmin =minp 6= j |yp − y j |. We have the following theorem.
Theorem 2.2. Let n ≥ 2, assume that µ =∑nj=1 a jδy j is supported on I (n,Ω) and satisfies the
separation condition that
min
p 6= j
|yp − y j | ≥ 3.07pie
Ω
( 2σ
mmin
) 1
2n−1
. (2.3)
If µˆ=∑nj=1 aˆ jδyˆ j supported on I (n,Ω) is a σ-admissible measure for the measurement gener-
ated by µ, then µˆ is within the dmin2 -neighborhood of µ. Moreover, for 1≤ j ≤ n,∣∣∣yˆ j − y j ∣∣∣≤ C (n)
Ω
SRF 2n−2
σ
mmin
(2.4)
where
C (n)= (2n+1)22n−2e2n+1pi− 12 .
Theorem 2.2 gives an upper bound for the computational resolution limit to stably recover
the supports of spectral lines. It states that when the spectral lines are separate beyond the
upper bound in (2.3) we can stably recover their supports and anyσ-admissible measure pre-
serves the structure of real one. Moreover, it implies that the inverse problem of recovering
the spectral supports can be regularized by the minimum separation condition with separa-
tion distance greater than the upper bound of the resolution limit in Theorem 2.2. In that
case, any algorithm looking for the sparsest admissible measure can achieve stable recovery.
Compared with the Rayleigh limit piΩ , the upper bound indicates achieving super-resolution
is possible under suitable SNR.
We next show that the lower bound for the separation distance to ensure a stable support
recovery is of the order O( 1Ω
(
σ
m
) 1
2n−1 ), which demonstrates that our upper bound is optimal.
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Proposition 2.2. For given σ> 0, integer n ≥ 2 and m > 0, chose τ satisfying
τ= 2
e
( (pi(n− 12 ))1/2
enτ+1
) 1
2n−1
( σ
m
) 1
2n−1
. (2.5)
Then there exist two measures µ and µˆ, supported in {− τΩ ,−2 τΩ ,−n τΩ } and { τΩ ,2 τΩ , · · · ,n τΩ } re-
spectively, such that ||µˆ||T V ≤ ||µ||T V ≤m and
||[µˆ]− [µ]||∞ <σ.
Proposition 2.2 and Theorem 2.2 reveal that the resolution limit of stable support recovery
is of the order O( (1/SN R)
1
2n−1
Ω ).
Example of the upper bound and the lower bound:
We calculate the upper and the lower bounds of the resolution limit derived above to show
that achieving the super-resolution is theoretically possible. We set n = 2, M = 20,Ω = 1,σ =
10−4 and the collection of spectral lines is
µ= δy1 +δy2 .
The noisy measurements are
Y= (Y(x1), · · · ,Y(xM ))T
with the noise W satisfying ||W||∞ < σ. According to Theorem 2.2, the upper bound for the
resolution limit to support recovery is
3.07e
( 2σ
mmin
) 1
2n−1 pi
Ω
= 0.49 pi
Ω
,
which is much better than the Rayleigh limit piΩ . From Proposition 2.2, we calculate the lower
bound that
τ
Ω
= 2
epi
( (pi(n− 12 ))1/2
enτ+1
) 1
2n−1 ( σ
m
) 1
2n−1 pi
Ω
= 0.008 pi
Ω
.
Remark 2.1. We have quantitatively characterized the resolution limit to both the number
recovery and the support recovery problems in the LSE by using the SNR and the sparsity of the
spectral lines. It shows that the number recovery has a better resolution limit than the support
recovery. As a direct consequence, the exact recovery of the number does not guarantee a stable
recovery of supports. This is confirmed in our numerical experiments in Section 5.
Remark 2.2. Our results imply that phase transition may occur in both the number and the
support recovery problems in the LSE. See Section 5.3 for detail.
3 The resolution limit in the deconvolution problem
As an application of the results in the previous section, we consider the resolution limit in
the deconvolution problem which is closely related to the LSE problem in this section. By
sampling the image in the frequency domain, see (1.1), we get
Y(xt )=F f (xt ) ·Fµ(xt )+W(xt )=F f (xt )(
n∑
j=1
a j e
i y j xt )+W(xt ), t = 1, · · · , M .
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where Y(xt ) = F y(xt ) and W(xt ) = F²(xt ) . We assume ||W||∞ < σ with σ being the noise
level.
Assumption 3.1. There exists c0 > 0, such that
|F f (x)| ≥ c0, ∀x ∈ [−Ω,Ω].
Define
G (µ)= (F f (x1) ·Fµ(x1), · · · ,F f (xM ) ·Fµ(xM ))T ,
Definition 3.1. We say that µˆ=∑kj=1 aˆ jδyˆ j is a σ-admissible discrete measure of the measure-
ment Y only if
||G (µˆ)−Y||∞ <σ.
Then we have the following result for the resolution limit to number recovery problem.
Theorem 3.1. Let n ≥ 2. Under Assumption 3.1, if µ=∑nj=1 a jδy j is supported on I (n,Ω) and
satisfies the separation condition that
min
p 6= j
∣∣∣yp − y j ∣∣∣≥ 2.22pie
Ω
( 2σ
c0mmin
) 1
2n−2
,
then there does not exist σ-admissible measure µˆ with less than n supports for the measure-
ment Y generated by µ.
Similarily, we have the following result for the resolution limit to the support recovery prob-
lem.
Theorem 3.2. Let n ≥ 2. Under Assumption 3.1, suppose that µ=∑nj=1 a jδy j is supported on
I (n,Ω) and satisfies the separation condition that
min
p 6= j
|yp − y j | ≥ 3.07pie
Ω
( 2σ
c0mmin
) 1
2n−1
.
If µˆ =∑nj=1 aˆ jδyˆ j supported on I (n,Ω) is a σ-admissible measure of the measurement gener-
ated by µ, then µˆ is within the dmin2 -neighborhood of µ. Moreover, for 1≤ j ≤ n,∣∣∣yˆ j − y j ∣∣∣≤ C (n)
Ω
SRF 2n−2
σ
c0mmin
,
where
C (n)= (2n+1)22n−2e2n+1pi− 12 .
Remark 3.1. The results in Theorem 3.1 and 3.2 improves the upper bounds for the two com-
putational resolution limits derived in [26] by reducing an auxiliary noise amplification factor.
This improvement comes from the special data structure in the frequency space, where the mea-
surements are linear combinations of exponentials. In the time-space as considered in [26], the
structure in the direct measurements is not clear. One has to solve a linear system first to get
the multipole coefficients which have a special structure of being linear combinations of pow-
ers. It is in the process of solving the multipole coefficients that we pick up the auxiliary noise
amplification factor due to the correlation of different multipoles. Therefore, the better bounds
derived here indicate the obvious advantage of solving the deconvolution problem in the fre-
quency space than in the time-space.
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4 Main techniques: Vandermonde space approximation
We present the main techniques used in the paper, the approximation theory in Vander-
monde space in this section. The theory was first introduced in [26] and was restricted to
the case of real vectors. We shall extend the theory to complex vectors. Since most argu-
ments are similar, we shall only highlight the main differences and refer the readers to [26]
for more detail.
We first introduce some definitions. For each ω ∈C, we define the Vandermonde-vector
φs(ω)= (1,ω, · · · ,ωs)T . (4.1)
We also define the Vandermonde space as
Ws = span
{
φs(ω) :ω ∈C
}
,
and k dimensional Vandermonde subspace as
W ks (ω1, · · · ,ωk ) := span
{
φs(ω1), · · · , φs(ωk )
}
.
We consider the following approximation problem in W ks (ω1, · · · ,ωk ):
min
aˆ j ,dˆ j∈C, j=1,··· ,k
∣∣∣∣∣∣ k∑
j=1
aˆ jφs(dˆ j )− v
∣∣∣∣∣∣
2
, (4.2)
where v = ∑k+1j=1 a jφs(d j ) is given. This is a highly non-linear problem. We aim to derive
a lower bound for this minimization problem for a special case that is relevant to our LSE
problem in what follows.
4.1 Notations and Preliminary
We first introduce some notations which are used frequently in subsequent sections. Denote
Γ the unit circle on the complex plane. For d ∈ Γ, we define Arg(d) ∈ [−pi,pi) to be the unique
number such that d = e i Arg(d). For d j ,dp ∈ Γ, we define
∠(d j dp ) := |Arg(d j )−Arg(dp )|. (4.3)
For −pi≤ θ < 0, we define
Γ+(θ)=
{
d j
∣∣∣d j ∈ Γ,Arg(d j ) ∈ [θ,θ+pi]}.
We note that if d j ,dp ∈ Γ+(θ) for some θ ∈ [−pi,0), then
|d j −dp | ≥ 2
pi
∠(d j dp ). (4.4)
We denote for integer n ≥ 1,
ζ(n)=
{
( n−12 !)
2, n is odd,
( n2 )!(
n−2
2 )!, n is even,
ξ(n)=

1
2 , n = 1,
( n−12 )!(
n−3
2 )!
4 , n is odd, n ≥ 3,
( n−22 !)
2
4 , n is even.
(4.5)
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We also define
ηp,q (d1, · · · ,dp , dˆ1, · · · , dˆq )=

|(d1− dˆ1)| · · · |(d1− dˆq )|
|(d2− dˆ1)| · · · |(d2− dˆq )|
...
|(dp − dˆ1)| · · · |(dp − dˆq )|
 . (4.6)
In this section, we consider complex matrices. For complex matrix A, we denote A∗ its
conjugate transpose. A complex vector is viewed as a matrix.
Lemma 4.1. For s×k matrix A of rank k with s ≥ k, we have
min
a∈Ck
||Aa− v ||2 =
√
det(V ∗V )
det(A∗A)
,
where V = (A, v).
Proof: Since V = (A, v), we have
V ∗V =
(
A∗A A∗v
v∗A v∗v
)
.
By column transform we have
det(V ∗V )= det(A∗A)det(v∗v − v∗A(A∗A)−1 A∗v).
Denote the space spanned by columns of A as S(A) and the orthogonal complement of S(A)
as S(A)⊥. We decompose v = v1+ v2 where v1 ∈ S(A) and v2 ∈ S(A)⊥. We have√
det(V ∗V )
det(A∗A)
=
√
det(v∗v − v∗A(A∗A)−1 A∗v)
=
√
det(v∗1 v1+ v∗2 v2− v∗1 A(A∗A)−1 A∗v1).
Note that A(A∗A)−1 A∗ is the orthogonal projection onto the space S(A). Therefore
v∗1 A(A
∗A)−1 A∗v1 = v∗1 v1.
It follows that √
det(V ∗V )
det(A∗A)
=
√
v∗2 v2 =min
a∈Ck
||Aa− v ||2.
This completes the proof.
We denote for positive integers s and n,
Vn(s)=
(
φs(d1), · · · ,φs(dn)
)
, Vn(n−1)=
(
φn−1(d1), · · · ,φn−1(dn)
)
. (4.7)
where φs(ω) is the Vandermonde-vector defined in (4.1). We now present several useful lem-
mas.
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Lemma 4.2. For d j ∈ Γ, j = 1, · · · ,n, we have√
det(Vn(n)∗Vn(n))
det(Vn(n−1)∗Vn(n−1))
≤ 2n .
Proof: Similar to Lemma 3.2 in [26]. Here we used the fact that |d j | = 1.
Lemma 4.3. Let θ ∈ [−pi,0) and let d j ∈ Γ+(θ), j = 1, · · · ,n, be n different complex numbers.
Denote θmin = minp 6= j ∠(dp d j ). For the Vandermonde matrix Vn(n − 1) defined in (4.7), we
have
||Vn(n−1)−1||∞ ≤ pi
n−1
ζ(n)θn−1min
,
where ζ(n) is defined in (4.5).
Proof: Using the properties of Vandermonde matrix in [19], we have
||Vn(n−1)−1||∞ ≤ max
1≤ j≤n
Π1≤p≤n,p 6= j
1+|dp |
|d j −dp |
.
It follows that
||Vn(n−1)−1||∞ ≤ 2n−1 max
1≤ j≤n
Π1≤p≤n,p 6= j
1
|d j −dp |
. (4.8)
On the other hand, note that
Π1≤p≤n,p 6= j
1
|d j −dp |
=Πp< j 1|d j −dp |
Πp> j
1
|d j −dp |
≤(pi
2
)n−1 Πp< j
1
∠(d j dp )
Πp> j
1
∠(d j dp )
(
by (4.4)
)
≤(pi
2
)n−1
1
( j −1)!θ j−1min
1
(n− j )!θn− jmin
= 1
( j −1)!(n− j )! (
pi
2θmin
)n−1 ≤ 1
ζ(n)
(
pi
2θmin
)n−1.
Together with (4.8), we get the desired estimate.
Lemma 4.4. For the Vandermonde matrix Vn(n−1) and Vn(s) in (4.7) with s > n−1, the fol-
lowing estimate on their singular values hold:
1p
n
min
1≤ j≤n
Π1≤p≤n,p 6= j
|d j −dp |
1+|dp |
≤ 1||Vn(n−1)−1||2
≤σmin(Vn(n−1))≤σmin(Vn(s)).
Proof: See [26].
Lemma 4.5. Let k ≥ 1. Assume that θ j ∈ R,1 ≤ j ≤ k +1 are k +1 different real numbers. Let
θmin =minp 6= j |θp −θ j |. Then we have the following estimate
min
θˆ1∈R,··· ,θˆk∈R
||ηk+1,k (θ1, · · · ,θk+1, θˆ1, · · · , θˆk )||∞ ≥ ξ(k)(θmin)k ,
where ηk+1,k (θ1, · · · ,θk+1, θˆ1, · · · , θˆk ) is defined in (4.6).
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Proof: See [26].
Finally, we extend Lemma 4.5 to the complex case.
Lemma 4.6. For distinct d1, · · · ,dk+1 ∈ Γ+(θ) with θ ∈ [−pi,0), if they satisfy the separation con-
dition that minp 6= j ∠(dp d j )= θmin, then for any dˆ1, · · · , dˆk ∈ Γ, we have the following estimate
||ηk+1,k (d1, · · · ,dk+1, dˆ1, · · · , dˆk )||∞ ≥ ξ(k)(
2θmin
pi
)k ,
where ξ(k) is defined in (4.5) and ηk+1,k (d1, · · · ,dk+1, dˆ1, · · · , dˆk ) is defined in (4.6).
Proof: We need to show that
min
dˆ1∈Γ,··· ,dˆk∈Γ
||ηk+1,k (d1, · · · ,dk+1, dˆ1, · · · , dˆk )||∞ ≥ ξ(k)(
2θmin
pi
)k . (4.9)
It is clear that the minimizer to (4.9) exists (may not be unique). Let (dˆ1, · · · , dˆk ) be a min-
imizer to (4.9). Without loss of generality, we may assume that dˆ j ∈ Γ+(θ), j = 1, · · · ,k. For
otherwise, if dˆp 6∈ Γ+(θ) for some p, consider the point d˜p which is the symmetry point of
dˆp with respect to the straight line connecting e iθ and e i (θ+pi). We can check that |d j − d˜p | ≤
|d j − dˆp |,1≤ j ≤ k+1 and hence
||ηk+1,k (d1, · · · ,dk+1, dˆ1, · · · , dˆp , d˜p , dˆp+1, dˆk )||∞ ≤ ||ηk+1,k (d1, · · · ,dk+1, dˆ1, · · · , dˆk )||∞.
This shows that we can choose minimizer (dˆ1, · · · , dˆk ) such that dˆ j ∈ Γ+(θ) for 1≤ j ≤ k. Note
that d j ∈ Γ+(θ) for 1≤ j ≤ k+1, by (4.4), we have
||ηk+1,k (d1, · · · ,dk+1, dˆ1, · · · , dˆk )||∞ ≥ (
2
pi
)k max
j=1,··· ,k+1
|Arg(d j )−Arg(dˆ1)| · · · |Arg(d j )−Arg(dˆk )|
≥( 2
pi
)k min
θˆ1∈R,··· ,θˆk∈R
max
j=1,··· ,k+1
|Arg(d j )− θˆ1| · · · |Arg(d j )− θˆk | ≥ ξ(k)(
2θmin
pi
)k ,
where we used Lemma 4.5 for the last inequality above. This completes the proof of the
lemma.
4.2 Lower bound for space approximation
We derive a lower bound for the non-linear approximation problem (4.2).
Theorem 4.1. Let k ≥ 1 and θ ∈ [−pi,0). Assume that d1, · · · ,dk+1 ∈ Γ+(θ) are k + 1 distinct
points, and |a j | ≥ mmin,1 ≤ j ≤ k + 1. Let θmin = minp 6= j ∠(dp d j ). For q ≤ k, let aˆ(q) =
(aˆ1, · · · , aˆq )T , a = (a1, · · · , ak+1)T and
Aˆ(q)= (φ2k (dˆ1), · · · ,φ2k (dˆq )), A = (φ2k (d1), · · · ,φ2k (dk+1))
where φ2k (ω) is defined as in (4.1). Then
min
aˆp∈C,dˆp∈Γ,p=1,··· ,q
||Aˆ(q)aˆ(q)− Aa||2 ≥
ζ(k+1)ξ(k)mminθ2kmin
pi2k
.
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Proof: Using Lemma 4.1, 4.2, 4.6 and 4.3, the proof is similar to the real case in [26].
Theorem 4.2. Let k ≥ 2 and θ ∈ [−pi,0). Assume that d1, · · · ,dk ∈ Γ+(θ) are k different points
and |a j | ≥mmin,1≤ j ≤ k. Define θmin =minp 6= j ∠(dp d j ). Assume k distinct complex numbers
dˆ1, · · · , dˆk ∈ Γ+(θ) satisfy
||Aˆaˆ− Aa||2 <σ,
where aˆ = (aˆ1, · · · , aˆk )T , a = (a1, · · · , ak )T and
Aˆ = (φ2k−1(dˆ1), · · · ,φ2k−1(dˆk )), A = (φ2k−1(d1), · · · ,φ2k−1(dk )).
Here φ2k−1(ω) is defined as in (4.1). Then for ηk,k (d1, · · · ,dk , dˆ1, · · · , dˆk ) defined in (4.6), we
have
||ηk,k (d1, · · · ,dk , dˆ1, · · · , dˆk )||∞ <
2kpik−1
ζ(k)θk−1min
σ
mmin
.
Proof: Similar to the proof of the parallel result in Vandermone space approximation for
the real case in [26].
5 Algorithms and Numerical experiments
In this section, we propose a MUSIC-type algorithm to recover the number of spectral lines
and an augmented MUSIC algorithm to recover their supports, and analyze their perfor-
mance both theoretically and numerically.
5.1 MUSIC-type number recovering Algorithm
We present a MUSIC-type algorithm in this section to recover the number of spectral lines.
Instead of considering the full measurements Y= (Y(x1), · · · ,Y(xM ))T , we choose partial mea-
surements at zt = x(t−1)r+1 for t = 1, · · · ,2s+1 where s ≥ n and r = (M−1) mod 2s. For ease of
exposition, we assume r = M−12s . Thus zt = x(t−1) M−12s +1 =−Ω+
t−1
s Ω (since x1 =−Ω, xM =Ω),
and the partial measurements are
Y(zt )=Fµ(zt )+W(zt )=
n∑
j=1
a j e
i y j zt +W(zt ), 1≤ t ≤ 2s+1.
We rewrite these measurements into a Hankel matrix
Xˆ =

Y(−Ω) Y(−Ω+ 1sΩ) · · · Y(0)
Y(−Ω+ 1sΩ) Y(−Ω+ 2sΩ) · · · Y( 1sΩ)
· · · · · · . . . · · ·
Y(0) Y( 1sΩ) · · · Y(Ω)
 . (5.1)
We observe that Xˆ has the decomposition that
Xˆ =D ADT +∆,
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where A = diag(e−i y1Ωa1, · · · ,e−i ynΩan) and D =
(
φs(e
i y1
Ω
s ), · · · ,φs(e i yn Ωs )
)
with φs(ω) being
defined in (4.1) and
∆=

W(−Ω) W(−Ω+ 1sΩ) · · · W(0)
W(−Ω+ 1sΩ) W(−Ω+ 2sΩ) · · · W( 1sΩ)
...
...
. . .
...
W(0) W( 1sΩ) · · · W(Ω)
 .
We denote the singular value decomposition of Xˆ as
Xˆ = Uˆ ΣˆUˆ∗,
where Σˆ= diag(σˆ1, · · · , σˆn , σˆn+1, · · · , σˆs+1) with the singular values σˆ j , 1≤ j ≤ s+1, ordered in
a decreasing manner. Note that when there is no noise, X = D ADT . We have the following
estimate for the singular values of D ADT .
Theorem 5.1. Let n ≥ 2, y j ∈ I (n,Ω),1 ≤ j ≤ n, and let UΣU∗ be the singular value decom-
position of the matrix D ADT . Let Σ = diag(σ1, · · · ,σn ,0, · · · ,0). Then the following estimate
holds
σn ≥ mminζ(n)
2(θmin(Ω, s))2n−2
npi2n−2
,
where ζ(n) is defined in (4.5) and
θmin(Ω, s)=min
p 6= j
∣∣∣ypΩ
s
− y j Ω
s
∣∣∣.
Proof: Recall thatσn is the minimum non-zero singular value of D ADT . Let ker(DT ) be the
kernel space of DT and ker⊥(DT ) be its orthogonal complement, we have
σn = min
||x||2=1,x∈ker⊥(DT )
||D ADT x||2 ≥σmin(D A)σn(DT )≥σmin(D)σmin(A)σmin(D).
Since s ≥ n, similar to (7.2), there exists θ ∈ [−pi,0) such that e i y j Ωs ∈ Γ+(θ),1 ≤ j ≤ n. By
Lemma 4.4 and 4.3, we have
σmin(D)≥ 1p
n
ζ(n)(θmin(Ω, s))n−1
pin−1
.
It follows that
σn ≥σmin(A)
( 1p
n
ζ(n)(θmin(Ω, s))n−1
pin−1
)2 ≥ mminζ(n)2(θmin(Ω, s))2n−2
npi2n−2
.
Corollary 5.1. Let µ = ∑nj=1 a jδy j with y j ∈ I (n,Ω),1 ≤ j ≤ n. If the following separation
condition is satisfied
min
p 6= j
|yp − y j | > pis
Ω
(2n(s+1)
ζ(n)2
σ
mmin
) 1
2n−2
, (5.2)
15
then
σˆn > (s+1)σ, σˆ j ≤ (s+1)σ, j = n+1, · · · , s+1.
Especially, when s = n, the separation condition
min
p 6= j
|yp − y j | ≥ 2pie
Ω
( 7
pi
) 1
2n−2
( σ
mmin
) 1
2n−2
, (5.3)
implies that
σˆn > (n+1)σ, σˆn+1 < (n+1)σ.
Proof: Since ||W||∞ ≤σ, we have ||∆||2 ≤ ||∆||F ≤ (s+1)σ. Let
θmin(Ω, s)=min
p 6= j
∣∣∣ypΩ
s
− y j Ω
s
∣∣∣= Ω
s
min
p 6= j
∣∣∣yp − y j ∣∣∣.
The separation condition (5.2) implies
θmin(Ω, s)≥pi
(2n(s+1)
ζ(n)2
σ
mmin
) 1
2n−2
.
By Theorem 5.1 we have
σn ≥ mminζ(n)
2θmin(Ω, s)2n−2
npi2n−2
> 2(s+1)σ≥ 2||∆||2.
By Weyl’s theorem, we have that |σˆn −σn | ≤ ||∆||2. Thus,
σˆn > 2||∆||2−||∆||2 ≥ (s+1)σ.
Similarly, we have for j = n+1, · · · , s+1,
|σˆ j | ≤ ||∆||2 ≤ (s+1)σ.
When s = n, since
min
p 6= j
∣∣∣yp − y j ∣∣∣≥ 2pie
Ω
( 7
pi
) 1
2n−2
( σ
mmin
) 1
2n−2 > npi
Ω
(2n(n+1)
ζ(n)2
σ
mmin
) 1
2n−2
,
by the above argument, we have
σˆn > (n+1)σ, σˆn+1 < (n+1)σ.
This completes the proof of the corollary.
Corollary 5.1 leads to the following number recovery algorithm Algorithm 1, where we also
used a decimation strategy implemented in [5, 26].
Note that for the above algorithm to work, we need to input the integer s which requires
a priori information on the number of spectral lines to be recovered. This information may
not be available in some real applications. To remedy it, we propose a recursive MUSIC-type
algorithm Algorithm 2 below.
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Algorithm 1: MUSIC-type number recovering algorithm
Input: Number s, Noise level σ
Input: Measurements: Y= (Y(x1), · · · ,Y(xM ))T
1: r = (M −1) mod 2s, Ynew = (Y(x1),Y(xr+1), · · · ,Y(x2sr+1))T ;
2: Formulate the (s+1)× (s+1) Hankel matrix Xˆ from Ynew , and compute the singular
value of Xˆ as σˆ1, · · · , σˆs+1 distributed in a decreasing manner;
4: Determine n by σˆn > (s+1)σ and σˆ j ≤ (s+1)σ, j = n+1, · · · , s+1;
Return: n
Algorithm 2: Recursive MUSIC-type number recovering algorithm
Input: Noise level σ, Measurements: Y= (Y(x1), · · · ,Y(xM ))T
Input: nmax = 0,n = 1
if n > nmax then
nmax = n, n = n+1;
r = (M −1) mod 2n;
Ynew = (Y(x1),Y(xr+1), · · · ,Y(x2nr+1))T ;
Input n,σ,Ynew to Algorithm 1, save the output of Algorithm 1 as n;
else
Return n
We next conduct numerical experiments to demonstrate the efficacy of the recursive MUSIC-
type number recovering algorithm.
Experiment: We set n = 4,Ω= 1,σ= 1×10−7 and
µ= δy1 −δy2 −δy3 +δy4
where y1 = −0.5, y2 = 0, y3 = 0.5, y4 = 1. We measure at M = 20 sample points evenly spaced
in [−Ω,Ω]. The noisy measurements are
Y= (Y(x1),Y(x2), · · · ,Y(xM ))T ,
where Y(xt )=∑nj=1 a j e i y j xt +W(xt ) with W(xt ) the noise satisfying ||W||∞ < σ. We apply our
recursive MUSIC-type number recovering algorithm and get the recovered number n = 4.
We then apply the algorithm to spectral lines with different separation distance to find the
minimum separation distance required for the success of the algorithm. Precisely, we set
y1 =−τ, y2 = 0, y3 = τ, y4 = 2τ, and recover the number by Algorithm 2 with τ varies from 0 to
1. We plot Figure 5.1 which illustrates the number recovered when this minimum separation
distance varies. It show that we can exactly recover the source number when they are sep-
arated beyond 0.41 (≈ 0.13 piΩ ). In comparison, the upper bound for the resolution limit we
derived in Theorem 2.1 is 0.462 piΩ .
5.2 Augmented MUSIC algorithm for support recovery
It is well-known that the MUSIC algorithm for recovering the supports is sensitive to a priori
estimate of the model order (the number of spectral lines). With the recursive MUSIC-type
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Figure 5.1: number recovered w.r.t separation distance
number recovery algorithm at hand, we can employ it to assist the traditional MUSIC algo-
rithm to recover the supports of the spectral lines.
The new augmented MUSIC algorithm consists of three steps. In the first step we use Al-
gorithm 2 to recover the number of the spectral lines. In the second step, we assemble the
(s+1)× (s+1) Hankel matrix Xˆ from the measurements Y= (Y(x1),Y(x2), · · · ,Y(xM ))T , where
s = bM−12 c, and perform the following singular value decomposition for Xˆ :
Xˆ = Uˆ ΣˆUˆ∗ = [Uˆ1 Uˆ2]diag(σˆ1, σˆ2, · · · , σˆn , σˆn+1, · · · , σˆs+1)[Uˆ1 Uˆ2]∗,
where Uˆ1 = (Uˆ (1), · · · ,Uˆ (n)),Uˆ2 = (Uˆ (n + 1), · · · ,Uˆ (s + 1)). The orthogonal projection to the
space Uˆ2 is denoted as Pˆ2x = Uˆ2(Uˆ∗2 x). Finally, for a test vector Φ(ω) = (1,e i hω, · · · ,e i shω)T ,
we define the MUSIC imaging functional
Rˆ(ω)= ||Pˆ2Φ(ω)||2||Φ(ω)||2
= ||Uˆ
∗
2Φ(ω)||2
||Φ(ω)||2
,
Jˆ (ω)= ||Φ(ω)||2||Pˆ2Φ(ω)||2
= ||Φ(ω)||2||Uˆ∗2Φ(ω)||2
.
The local minimizers of ωˆ j of Rˆ(ω) (or maximizer of Jˆ (ω)) indicate the location of the spectral
lines. We summarize the augmented MUSIC algorithm in Algorithm 3 below.
Algorithm 3: Augmented MUSIC algorithm
Input: Noise level σ:
Input: Measurements: Y= (Y(x1), · · · ,Y(xM ))T with h the sampling distance
1: Recover the number n of spectral lines by Algorithm 2;
2: Let s = bM−12 c, formulate the (s+1)× (s+1) Hankel matrix Xˆ from Y;
3: Compute the singular vector of Xˆ as Uˆ (1),Uˆ (2), · · · ,Uˆ (s+1) and formulate the noise
space Uˆ2 = (Uˆ (n+1), · · · ,Uˆ (s+1));
4: For real number ω in the searching region, denote the test vector
Φ(ω)= (1,e i hω, · · · ,e i shω)T . Plot the MUSIC imaging functional Jˆ (ω)= ||Φ(ω)||2||Uˆ∗2 Φ(ω)||2 .
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(a) (b)
Figure 5.2: MUSIC imaging function Jˆ (ω)
We now present several numerical experiments to demonstrate the efficiency of the aug-
mented MUSIC algorithm and to confirm the theoretical results in Section 2.
Experiment 1: When the spectral lines are separated beyond the two resolution limits (or
their upper bounds) to both the number and the support recovery in Section 2, we can expect
an exact recovery of the spectral number and stable recovery of the supports. This is indeed
the case in our experiment below.
We set n = 4, M = 20,Ω= 1,σ= 10−7 and the collection of spectral lines is
µ= δy1 −δy2 −δy3 +δy4 ,
where y1 = −0.5, y2 = 0, y3 = 0.5, y4 = 1. We measure at M = 20 sample points evenly spaced
in [−Ω,Ω]. The noisy measurements are
Y= (Y(x1),Y(x2), · · · ,Y(xM ))T ,
where Y(xt )=∑nj=1 a j e i y j xt +W(xt ) with W(xt ) being the noise and satisfying ||W||∞ <σ. We
apply Algorithm 3 to the measurements and we plot the MUSIC imaging function Jˆ (ω), Fig-
ure 5.2:a. This time the number recovered is 4 and we see that MUSIC algorithm locates the
supports very well. The Rayleigh limit is pi, but we can resolve 4 spectral lines separated by
0.5 with high accuracy.
Experiment 2: As is mentioned in Remark 2.1 in Section 2, the resolution limit to the num-
ber recovery problem is better than the one for stable support recovery problem. It indicates
that the separation distance required for Algorithm 2 for the number recovery is smaller than
the one in Algorithm 3 for the support recovery. We demonstrate this by showing in the ex-
periment below that Algorithm 3 may fail to recover the supports even when we can recover
the exact number by Algorithm 2.
We set n = 4, M = 20,Ω= 1,σ= 10−7 and
µ= δy1 −δy2 −δy3 +δy4 ,
where y1 = −0.42, y2 = 0, y3 = 0.42, y4 = 0.84. We measure at M = 20 sample points evenly
spaced in [−Ω,Ω]. The noisy measurements are
Y= (Y(x1),Y(x2), · · · ,Y(xM ))T .
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This time, we can recover the exact number n = 4 by Algorithm 2. However, as is seen from
Figure 5.2:b, the MUSIC algorithm cannot extract all the four spectral lines.
Experiment 3: Algorithm 2 determines the number by comparing the singular value to the
threshold in Corollary 5.1. When this algorithm fails, it means that the n-th singular value σˆn
is buried under the threshold. The corresponding noiseless singular value σn of the matrix
D ADT in Theorem 5.1 will be comparable to some singular value generated from the noise
matrix ∆. This causes the signal vector Uˆ (n) to be indistinguishable to the noise space Uˆ2
and results in the failure of MUSIC algorithm to identify the supports. This is evident from
the experiment below.
We consider the case when the spectral lines are closely distributed that Algorithm 2 fails
to recover the exact number. We set n = 4, M = 20,Ω= 1,σ= 10−7 and
µ= δy1 −δy2 −δy3 +δy4 ,
where y1 = −0.39, y2 = 0, y3 = 0.39, y4 = 0.78. We measure at M = 20 sample points evenly
spaced in [−Ω,Ω]. The noisy measurements are
Y= (Y(x1),Y(x2), · · · ,Y(xM ))T .
The number recovered by Algorithm 2 is n = 3. Figure 5.3:a is the imaging function of Algo-
rithm 3. It only exhibits three sharp peaks and hence fails to recover the four spectral lines.
We now feed the MUSIC algorithm with the exact number n = 4, we plot the imaging function
Figure 5.3:b. It is clear that the four spectral lines cannot be recovered as well.
(a) (b)
Figure 5.3: MUSIC imaging function Jˆ (ω)
5.3 Phase transition
We know from Section 2 that the resolution limit to the number recovery problem is bounded
from below and upper by C1Ω (
σ
mmin
)
1
2n−2 and C2Ω (
σ
mmin
)
1
2n−2 respectively for some constants C1,C2.
We shall demonstrate that this implies a phase transition phenomenon for the number recov-
ery. Precisely, recall that the super-resolution factor is SRF = pidminΩ and the signal-to-noise ra-
tio is SN R = mminσ . From the two bounds for the resolution limit, we can draw the conclusion
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that exact number recovery is guaranteed if
log(SN R)> (2n−2)log(SRF )+ (2n−2)log C1
pi
,
and may fail if
log(SN R)< (2n−2)log(SRF )+ (2n−2)log C2
pi
.
As a consequence, we can see that in the parameter space of logSN R − logSRF , there exist
two lines both with slop 2n−2 such that the number recovery is successful for cases above
the first line and unsuccessful for cases below the second. In the intermediate region between
the two lines, the number recovery can be either successful or unsuccessful from case to case.
This is clearly demonstrated in the numerical experiments below.
We fix Ω = 1 and consider n spectral lines equally spaced in [− (n−1)pi2 , (n−1)pi2 ] by dmin with
amplitudes a j , and the noise level is σ. We perform 5000 random experiments (the random-
ness is in the choice of (dmin,σ, y j , a j ) to recover the number based on Algorithm 2. Figure
5.4 shows the results for n = 2,4 and the two lines of slope 2n − 2 strictly separate the blue
points (successful cases) and red points (unsuccessful cases) respectively, and in-between is
the phase transition region.
(a) success (b) fail (c) phase transition
(d) success (e) fail (f) phase transition
Figure 5.4: phase transition of recursive MUSIC-type number recovering algorithm
We now consider the support recovery. As shown in Section 2, there are lower and upper
bounds for the resolution limit, which implies a phase transition for successful support recov-
ery. Similar to the number recovery, we see that in the parameter space of logSN R− logSRF ,
there exist two lines both with slop 2n − 1 such that the support recovery is successful for
cases above the first line and unsuccessful for cases below the second. In the intermediate
region between the two lines, the support recovery can be either successful or unsuccessful
21
from case to case. This is clearly demonstrated in the numerical experiments below where
used the augmented MUSIC algorithm.
We fix Ω = 1 and consider n spectral lines equally spaced in [− (n−1)pi2 , (n−1)pi2 ] by dmin with
amplitudes a j , and the noise level is σ. We perform 5000 random experiments (the random-
ness is in the choice of (dmin,σ, y j , a j ) to recover the spectral lines and we summarize the
detail of a single experiment in Algorithm 4. As shown in Figure 5.5, two lines with slope
2n−1 strictly separate the blue points (successful cases) and red points (unsuccessful cases)
separately, and in-between is the phase transition region.
Algorithm 4: A single experiment
Input: Sources µ=∑nj=1 a jδy j , Noise level σ
Input: Measurements: Y= (Y(x1), · · · ,Y(xM ))T
1:Compute the imaging function Jˆ (ω) by Algorithm 3;
2:Determine the supports, denoted by RM , by spectrum peak search in Jˆ (ω);
3: Successnumber= 0;
for each 1≤ j ≤ n do
Compute the error for the spectral line y j : e j :=minyˆl∈RM |yˆl − y j |;
The spectral line y j is recovered successfully if
e j <
minp 6= j |yp − y j |
3
;
and
Successnumber= Successnumber+1;
if Successnumber= n then
Return SUCCESS
else
Return FAIl
6 Conclusion
In this paper, we introduced two resolution limit for the number recovery problem and the
support recovery problem respectively in the LSE. We quantitatively characterized the two
limits by establishing their sharp upper and lower bounds for a cluster of spectral lines which
are bounded by multiple of Rayleigh limit. We developed simple MUSIC-type algorithm for
the number recovery problem with theory guarantee. This algorithm is incorporated to the
usual MUSIC algorithm for support recovery. The numerical experiments showed the effi-
ciency of these algorithms, adding one more example to the many success of applying vari-
ous subspace methods to the super-resolution problems. In addition, phase transition phe-
nomenon in both recovery problems are also demonstrated, confirming our theory and also
revealing the subtle difference between the two.
The results offer a starting point for several interesting topics in the future research. First,
the extension to multiple clusters with a fast and efficient algorithm taking advantage of the
separation of clusters. Second, the extension to multiple-dimensions. And finally, a com-
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(a) success (b) fail (c) phase transition
(d) success (e) fail (f) phase transition
Figure 5.5: phase transition of augmented MUSIC algorithm
prehensive comparison, both theoretically and numerically, of various super-resolution al-
gorithms, showing their advantages and disadvantages in various cases.
7 Proofs of main results
7.1 Proof of Theorem 2.1
For ease of explanation, we denote d j = e i y j 2rΩM−1 and dˆ j = e i yˆ j 2rΩM−1 . Recall that h = 2ΩM−1 .
Step 1. We write
M = (2n−1)r +q, (7.1)
where r, q are integers with r ≥ 1 and 0≤ q < 2n−1. We first show that for y j ∈ I (n,Ω),1≤ j ≤
n, there exists some θ ∈ [−pi,0) such that
e i y j
2rΩ
M−1 ∈ Γ+(θ), 1≤ j ≤ n. (7.2)
Indeed, by (7.1) 2rM−1 ≤ 1n−1 . Therefore we have
max
p,q∈I (n,Ω)
|p 2rΩ
M −1 −q
2rΩ
M −1 | ≤pi.
This implies that there exists θ ∈ [−pi,0) such that (7.2) holds.
Step 2. By Lemma 8.2, we have
2.22e
n
≥
( p2n−1
ζ(n)ξ(n−1)
) 1
2n−2
,
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where ζ(n),ξ(n−1) are defined in (4.5). Since M−1r ≤ 2n, we have
2.22pie
Ω
( 2σ
mmin
) 1
2n−2 ≥ pin
Ω
( p2n−1
ζ(n)ξ(n−1)
2σ
mmin
) 1
2n−2 ≥ pi(M −1)
2rΩ
( 2p2n−1
ζ(n)ξ(n−1)
σ
mmin
) 1
2n−2
.
Thus, the separation condition (2.1) implies that
θmin :=min
p 6= j
∣∣∣yp 2rΩ
M −1 − y j
2rΩ
M −1
∣∣∣
≥ 2rΩ
M −1
2.22pie
Ω
( 2σ
mmin
) 1
2n−2 ≥pi
( 2p2n−1
ζ(n)ξ(n−1)
σ
mmin
) 1
2n−2
. (7.3)
Step 3. For µˆ=∑kj=1 aˆ jδyˆ j with k < n. Observe that that
[µˆ]− [µ]= Bˆ aˆ−B a,
where aˆ = (aˆ1, · · · , aˆk )T , a = (a1, · · · , an)T and
Bˆ =

e−i yˆ1Ω · · · e−i yˆkΩ
e−i yˆ1Ω+i yˆ1h · · · e−i yˆkΩ+i yˆk h
...
...
...
e−i yˆ1Ω+i yˆ1(M−2)h · · · e−i yˆkΩ+i yˆk (M−2)h
e−i yˆ1Ω+i yˆ1(M−1)h · · · e−i yˆkΩ+i yˆk (M−1)h
 ,B =

e−i y1Ω · · · e−i ynΩ
e−i y1Ω+i y1h · · · e−i ynΩ+i yn h
...
...
...
e−i y1Ω+i y1(M−2)h · · · e−i ynΩ+i yn (M−2)h
e−i y1Ω+i y1(M−1)h · · · e−i ynΩ+i yn (M−1)h
 .
Extracting row vectors from Bˆ and B respectively, we assemble the following two partial ma-
trices
Bˆ1 =

e−i yˆ1Ω · · · e−i yˆkΩ
e−i yˆ1Ω+i yˆ1r h · · · e−i yˆkΩ+i yˆk r h
...
...
...
e−i yˆ1Ω+i yˆ1(2n−3)r h · · · e−i yˆkΩ+i yˆk (2n−3)r h
e−i yˆ1Ω+i yˆ1(2n−2)r h · · · e−i yˆkΩ+i yˆk (2n−2)r h
 ,B1 =

e−i y1Ω · · · e−i ynΩ
e−i y1Ω+i r h · · · e−i ynΩ+i yn r h
...
...
...
e−i y1Ω+i (2n−3)r h · · · e−i ynΩ+i (2n−3)r h
e−i y1Ω+i (2n−2)r h · · · e−i ynΩ+i (2n−2)r h
 .
It is clear that
min
aˆ∈Ck ,yˆ j∈R, j=1,··· ,k
||Bˆ1aˆ−B1a||∞ ≤ min
aˆ∈Ck ,yˆ j∈R, j=1,··· ,k
||Bˆ aˆ−B a||∞ = min
aˆ∈Ck ,yˆ j∈R, j=1,··· ,k
||[µˆ]− [µ]||∞.
(7.4)
Step 4. We consider the optimzation problem
min
α∈Ck ,yˆ j∈R, j=1,··· ,k
||Bˆ1α−B1a||2,
where a = (a1, · · · , an)T . Note that
Bˆ1 =
(
φ2n−2(dˆ1), · · · ,φ2n−2(dˆk )
)
diag(e−i yˆ1Ω, · · · ,e−i yˆkΩ),
B1 =
(
φ2n−2(d1), · · · ,φ2n−2(dn)
)
diag(e−i y1Ω, · · · ,e−i ynΩ),
(7.5)
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where φ2n−2(ω) is defined as in (4.1). We have
min
α∈Ck ,yˆ j∈R, j=1,··· ,k
||Bˆ1α−B1a||2 = min
α∈Ck ,yˆ j∈R, j=1,··· ,k
||Dˆα−Da˜||2,
where a˜ = (a1e−i y1Ω, · · · , ane−i ynΩ)T , Dˆ =
(
φ2n−2(dˆ1), · · · ,φ2n−2(dˆk )
)
and D = (φ2n−2(d1), · · · ,φ2n−2(dn)).
Using (7.2), we can apply Theorem 4.1 to get
min
α∈Ck ,yˆ j∈R, j=1,··· ,k
||Dˆα−Da˜||2 ≥ mminζ(n)ξ(n−1)(θmin)
2n−2
pi2n−2
,
which yields
min
α∈Ck ,yˆ j∈R, j=1,··· ,k
||Bˆ1α−B1a||2 ≥ mminζ(n)ξ(n−1)(θmin)
2n−2
pi2n−2
.
It follows that
min
α∈Ck ,yˆ j∈R, j=1,··· ,k
||Bˆ1α−B1a||∞ ≥ 1p
2n−1 minα∈Ck ,yˆ j∈R, j=1,··· ,k
||Bˆ1α−B1a||2
≥ mminζ(n)ξ(n−1)(θmin)
2n−2
p
2n−1pi2n−2
≥ 2σ. (by (7.3)) (7.6)
Step 5. Combining (7.4) and (7.6), we get
min
aˆ∈Ck ,yˆ j∈R, j=1,··· ,k
||[µˆ]− [µ]||∞ ≥ 2σ.
Therefore
||[µˆ]−Y||∞ = ||[µˆ]− [µ]−W||∞
≥||[µˆ]− [µ]||∞−||W||∞ ≥ ||[µˆ]− [µ]||∞−σ≥σ,
which shows that µˆ cannot be a σ-admissible measure. This completes the proof of the the-
orem.
7.2 Proof of Proposition 2.1
For γ=∑nj=1 a jδy j ,
F (γ)(x)=
n∑
j=1
a j e
i y j x =
n∑
j=1
a j
∞∑
k=0
(i y j x)k
k !
=
∞∑
k=0
mk (γ)
(i x)k
k !
, (7.7)
where mk (γ)=
∑n
j=1 a j y
k
j (see also [3]). Let t1 =− (n−1)τΩ , t2 =− (n−2)τΩ , · · · , tn = 0, tn+1 = τΩ , · · · , t2n−1 =
(n−1)τ
Ω . Considering the linear system that
Aa = 0 (7.8)
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where A = (φ2n−3(t1), · · · ,φ2n−3(t2n−1))with φ2n−3(ω) defined in (4.1). Since A is underdeter-
mined, we have non-zero a = (a1, · · · , a2n−1) satisfying the above equation. By the linear inde-
pendence of the column vectors in the matrix A, we can show that all a j ’s are not zero. WLOG,
we can suppose
∑n
j=1 |a j | ≥
∑2n−1
j=n+1 |a j |. By scaling a, we may also assume that
∑n
j=1 |a j | =m.
Then we calculate that, for k ≥ 2n−2,
|
2n−1∑
j=1
a j t
k
j | ≤
2n−1∑
j=1
|a j |( (n−1)τ
Ω
)k ≤ 2m(n−1)k ( τ
Ω
)k .
Thus for γ=∑2n−1j=1 a jδt j we have
mk (γ)= 0,k = 0, · · · ,2n−3, |mk (γ)| ≤ 2m(n−1)k (
τ
Ω
)k , k ≥ 2n−2.
Together with Taylor series (7.7), we have for |x| ≤Ω,
|F (γ)(x)| ≤ ∑
k≥2n−2
2m(n−1)k ( τ
Ω
)k
|x|k
k !
≤ ∑
k≥2n−2
2m(n−1)k ( τ
Ω
)k
Ωk
k !
< 2m(n−1)
2n−2τ2n−2
(2n−2)!
+∞∑
k=0
((n−1)τ)k
k !
= 2m(n−1)
2n−2τ2n−2
(2n−2)! e
(n−1)τ
≤ mp
pi(n−1) (
eτ
2
)2n−2e(n−1)τ
(
by Lemma 8.1
)
≤σ (by (2.2)).
Take
µ=
n∑
j=1
a jδt j , µˆ=
2n−1∑
j=n+1
−a jδt j ,
then the above estimate yields
||[µˆ]− [µ]||∞ <σ.
7.3 Proof of Theorem 2.2
For ease of explanation, we denote d j = e i y j 2rΩM−1 , dˆ j = e i yˆ j 2rΩM−1 , and h = 2ΩM−1 .
Step 1. Similar to the proof of (7.2), we first write
M = 2nr +q, (7.9)
where r, q are integers with r ≥ 1 and 0≤ q < 2n−1. We can show that there exists θ ∈ [−pi,0)
such that
d j ∈ Γ+(θ), dˆp ∈ Γ+(θ), 1≤ j , p ≤ n. (7.10)
Step 2. Using the separation condition (2.3), Lemma 8.3 and the fact that M−1r ≤ 2n+1, we
can derive that
θmin :=min
p 6= j
∣∣∣yp 2rΩ
M −1 − y j
2rΩ
M −1
∣∣∣≥pi( 8p2n
ζ(n)λ(n)
σ
mmin
) 1
2n−1
, (7.11)
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where
ζ(n)=
{
( n2 )!(
n−2
2 )!, even n,
( n−12 !)
2, odd n,
λ(n)=
{
1, n = 2,
ξ(n−2), n ≥ 3, ξ(n−2)=

1
2 , n = 3,
( n−32 )!(
n−5
2 )!
4 , n ≥ 5 odd,
( n−42 !)
2
4 , n ≥ 4 even.
Equivalently, we have
(θmin)
2n−1 ≥ pi
2n−18
p
2n
ζ(n)λ(n)
σ
mmin
. (7.12)
Step 3. Denote aˆ = (aˆ1, · · · , aˆn)T , a = (a1, · · · , an)T , and
Bˆ1 =

e−i yˆ1Ω · · · e−i yˆnΩ
e−i yˆ1Ω+i yˆ1r h · · · e−i yˆnΩ+i yˆn r h
...
...
...
e−i yˆ1Ω+i yˆ1(2n−2)r h · · · e−i yˆnΩ+i yˆn (2n−2)r h
e−i yˆ1Ω+i yˆ1(2n−1)r h · · · e−i yˆnΩ+i yˆn (2n−1)r h
 ,B1 =

e−i y1Ω · · · e−i ynΩ
e−i y1Ω+i y1r h · · · e−i ynΩ+i yn r h
...
...
...
e−i y1Ω+i y1(2n−2)r h · · · e−i ynΩ+i yn (2n−2)r h
e−i y1Ω+i y1(2n−1)r h · · · e−i ynΩ+i yn (2n−1)r h
 .
Similar to the argument in the step 3 in the proof of Theorem 2.1, we can show that
||Bˆ1aˆ−B1a||∞ ≤ ||[µˆ]− [µ]||∞.
Since µˆ=∑nj=1 aˆ jδyˆ j is a σ-admissible measure, we have
||[µˆ]−Y||∞ <σ.
On the other hand,
||[µˆ]−Y||∞ = ||[µˆ]− [µ]−W||∞ ≥ ||[µˆ]− [µ]||∞−||W||∞.
Therefore ||[µˆ]− [µ]||∞ < 2σ. It follows that
||Bˆ1aˆ−B1a||∞ < 2σ,
whence we get
||Bˆ1aˆ−B1a||2 ≤
p
2n||Bˆ1aˆ−B1a||∞ < 2
p
2nσ. (7.13)
Step 4. Consider the optimization problem
min
α∈Cn ,yˆ j∈I (n,Ω), j=1,··· ,n
||Bˆ1α−B1a||2.
Using the same decomposition as in (7.5) for Bˆ1 and B1, we have
min
α∈Cn ,yˆ j∈I (n,Ω), j=1,··· ,n
||Bˆ1α−B1a||2 = min
α∈Cn ,yˆ j∈I (n,Ω), j=1,··· ,n
||Dˆα−Da˜||2
where a˜ = (a1e−i y1Ω, · · · , ane−i ynΩ)T , Dˆ =
(
φ2n−1(dˆ1), · · · ,φ2n−1(dˆn)
)
and D = (φ2n−1(d1), · · · ,φ2n−1(dn)).
Note that (7.10) holds. We can apply Theorem 4.2 to get
min
α∈Cn ,yˆ j∈I (n,Ω), j=1,··· ,n
||Dˆα−Da˜||2 ≥ mminζ(n)||η||∞(θmin)
n−1
2npin−1
,
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where θmin =minp 6= j |yp 2rΩM−1 − y j 2rΩM−1 | and
η=

|Πnj=1(d1− dˆ j )|
...
|Πnj=1(dn − dˆ j )|
 . (7.14)
It follows that
min
α∈Cn ,yˆ j∈I (n,Ω), j=1,··· ,n
||Bˆ1α−B1a||2 ≥ mminζ(n)||η||∞(θmin)
n−1
2npin−1
.
Combining this with (7.13), we get
||η||∞ <
p
2n2n+1pin−1
ζ(n)(θmin)n−1
σ
mmin
. (7.15)
Step 5. Recall that (see (4.3))
∠(dp d j )=
∣∣∣yp 2rΩ
M −1 − y j
2rΩ
M −1
∣∣∣. (7.16)
We prove that
∠(dˆ j d j )< 2
n+1pi2n−2
p
2n
ζ(n)(n−2)! (
1
θmin
)2n−2
σ
mmin
, (7.17)
for the case n = 2. We first claim that for each d j , there is one dˆp such that ∠(dˆp d j ) < θmin2 .
Otherwise, WLOG, we assume
∠(dˆ1d1)≥ θmin
2
, ∠(dˆ2d1)≥ θmin
2
.
Using (4.4), the above inequality yields
|(d1− dˆ1)(d1− dˆ2)| ≥ ( 2
pi
)2∠(dˆ1d1)∠(dˆ2d1)≥
( 2θminpi )
2
4
= (θmin)
2
pi2
. (7.18)
On the other hand, letting n = 2 in (7.12), we have
(θmin)
3 ≥ pi
2n−18
p
2n
ζ(n)
σ
mmin
.
Therefore
(θmin)2
pi2
≥ pi
n−18
p
2n
ζ(n)θmin
σ
mmin
.
Recall (7.18), since n = 2, it follows that
||η||∞ ≥ |(d1− dˆ1)(d1− dˆ2)| ≥ (θmin)
2
pi2
≥
p
2n2n+1pin−1
ζ(n)(θmin)n−1
σ
mmin
.
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This contradicts (7.15) and hence proves the claim for d1. Similarly, we can prove the claim
for d2. As a result, we have
∠(dˆ j d j )< θmin
2
, j = 1,2,
which further implies that∠(dˆ2d1)≥ θmin2 . On the other hand,
∠(dˆ1d1)∠(dˆ2d1)≤ (pi
2
)2|dˆ1−d1||dˆ2−d1| ≤ (pi
2
)2||η||∞ ≤
p
2n2pi2n−1
ζ(n)(θmin)n−1
σ
mmin
.
Therefore
∠(dˆ1d1)≤ 1∠(dˆ2d1)
p
2n2pi2n−1
ζ(n)(θmin)n−1
σ
mmin
≤
p
2n2npi2n−1
ζ(n)(θmin)2n−2
σ
mmin
.
Similarly, the inequality holds for∠(dˆ2d2).
Step 6. We prove (7.17) for the case when n ≥ 3 in this step.
Step 6.1. We first claim that for each d j , there is one dˆp satisfies ∠(d j dˆp )< θmin2 . We prove
the claim by excluding two cases.
Case 1: There exists p0 such that∠(d j dˆp0 )≥ θmin2 , j = 1, · · · ,n.
Denote ηˆ= ηn,n−1(d1, · · · ,dn , dˆ1, · · · , dˆp0−1, dˆp0+1, · · · , dˆn). By lemma 4.6, we have
||ηˆ||∞ ≥ ξ(n−1)( 2
pi
θmin)
n−1. (7.19)
Note that η= diag(|d1−dp0 |, · · · , |dn −dp0 |)ηˆ and that |d j − dˆp0 | ≥ 2pi θmin2 , we have
||η||∞ ≥1
2
(
2θmin
pi
)||ηˆ||∞ ≥ ξ(n−1)
2
(
2θmin
pi
)n
(
by (7.19)
)
≥ξ(n−2)
4
(
2θmin
pi
)n ≥
p
2n2n+1pin−1
ζ(n)(θmin)n−1
σ
mmin
,
(
by (7.12)
)
which contradicts to (7.15).
Case 2: There exist p1, p2, and j0 such that∠(d j0 dˆp1 )< θmin2 , ∠(d j0 dˆp2 )< θmin2 .
Then for all j 6= j0, we have∠(d j dˆp1 )∠(d j dˆp2 )≥ (θmin)
2
4 and consequently,
|(d j − dˆp1 )(d j − dˆp2 )| ≥ (
2
pi
)2∠(d j dˆp1 )∠(d j dˆp2 )≥
1
4
(
2θmin
pi
)2. (7.20)
Denote
η˜= ηn−1,n−2(d1, · · · ,d j0−1,d j0+1, · · · ,dn , dˆ1, · · · , dˆp1−1, dˆp1+1, · · · , dˆp2−1, dˆp2+1, · · · , dˆn).
Applying Lemma 4.6 to the n−1 points d1, · · · ,d j0−1,d j0+1, · · · ,dn , we have
||η˜||∞ ≥ ξ(n−2)( 2θmin
pi
)n−2. (7.21)
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Note that the components of η˜ differ from those of η only by the factors |(d j − dˆp1 )(d j −dp2 )|
for j = 1, · · · , j0−1, j0+1, · · · ,n. Using (7.21),(7.20) and (7.12), we have
||η||∞ ≥ 1
4
(
2θmin
pi
)2||η˜||∞
≥ξ(n−2)
4
(
2θmin
pi
)n ≥
p
2n2n+1pin−1
ζ(n)(θmin)n−1
σ
mmin
,
which contradicts to (7.15) and hence proves the claim.
Step 6.2. By the result in step 6.1, we have for 1 ≤ p ≤ n, ∠(dp dˆp ) < θmin2 . Thus for p < j ,
since∠(d j dp )≥ ( j −p)θmin, we have∠(d j dˆp )≥∠(d j dp )−∠(dp dˆp )≥ ( j −p− 12 )θmin. Similar
result also holds for p > j . Therefore
∠(d j dˆp )≥
{
( j −p− 12 )θmin p < j ,
(p− j − 12 )θmin p > j .
(7.22)
We next show that
|(d j − dˆ1) · · · (d j − dˆn)| ≥ |d j − dˆ j |(θmin
pi
)n−1(n−2)!, j = 1,2, · · · ,n. (7.23)
Indeed, for 2≤ j ≤ n−1, we have
|(d j − dˆ1) · · · (d j − dˆn)| = |(d j − dˆ j )|Π1≤p≤ j−1|(d j − dˆp )|Π j+1≤p≤n |(d j − dˆp )|
≥|(d j − dˆ j )| ( 2
pi
)n−1 Π1≤p≤ j−1∠(d j dˆp )Π j+1≤p≤n∠(d j dˆp )
(
by (4.4)
)
≥|(d j − dˆ j )| ( 2
pi
)n−1
(
Π1≤p≤ j−1
2( j −p)−1
2
θmin
)(
Π j+1≤p≤n
2(p− j )−1
2
θmin
) (
by (7.22)
)
=|d j − dˆ j |( 2θmin
pi
)n−1
(2 j −3)!!
2 j−1
(2(n− j )−1)!!
2n− j
≥|d j − dˆ j |(θmin
pi
)n−1(n−2)!.
(
since (2 j −3)!!(2(n− j )−1)!!≥ (n−2)!
)
Similarly, we can prove (7.23) for j = 1 and j = n. Combining (7.23) and (7.15), we further get
|dˆ j −d j |(θmin
pi
)n−1(n−2)!<
p
2n2n+1pin−1
ζ(n)(θmin)n−1
σ
mmin
, j = 1,2, · · · ,n.
Equivalently, we have
|dˆ j −d j | <
p
2n2n+1pi2n−2
ζ(n)(n−2)!(θmin)2n−2
σ
mmin
, j = 1,2, · · · ,n.
It follows that for j = 1, · · · ,n,
∠(dˆ j d j )≤ pi
2
|dˆ j −d j | <
p
2n2npi2n−1
ζ(n)(n−2)!(θmin)2n−2
σ
mmin
. (7.24)
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Step 7. We analyze |yˆ j − y j | in this step. Note that∣∣∣yp 2rΩ
M −1 − y j
2rΩ
M −1
∣∣∣=∠(dp d j ), θmin = 2rΩ
M −1 dmin, (7.25)
where dmin =minp 6= j |yp − y j |. Recall that∠(dˆ j d j )< θmin2 ,1≤ j ≤ n (see Step 6.2), we have
|yˆ j − y j | = M −1
2rΩ
∣∣∣yˆ j 2rΩ
M −1 − y j
2rΩ
M −1
∣∣∣= M −1
2rΩ
∠(dˆ j d j )< M −1
2rΩ
θmin
2
= dmin
2
.
Thus µˆ is within the dmin2 -neighborhood of µ. On the other hand, by (7.24), we have
|yˆ j − y j | < (M −1)
2rΩ
p
2n2npi2n−1
ζ(n)(n−2)!(θmin)2n−2
σ
mmin
, j = 1, · · · ,n.
Together with (7.25), we have
|yˆ j − y j | < ( (M −1)
2rΩ
)2n−1
2n
p
2npi2n−1
ζ(n)(n−2)! (
1
dmin
)2n−2
σ
mmin
= 1
Ω
(
M −1
r
)2n−1
21−n
p
2npi
ζ(n)(n−2)! (
pi
Ωdmin
)2n−2
σ
mmin
≤ 1
Ω
(2n+1)2n−1 2
1−np2npi
ζ(n)(n−2)! (
pi
Ωdmin
)2n−2
σ
mmin
(
M −1≤ (2n+1)r
)
≤ 1
Ω
(2n+1)2n− 12 21−npi
ζ(n)(n−2)! (
pi
Ωdmin
)2n−2
σ
mmin
≤C (n)
Ω
(
pi
Ωdmin
)2n−2
σ
mmin
,
(
by Lemma 8.4
)
where C (n)= (2n+1)22n−2e2n+1pi− 12 . This completes the proof.
7.4 Proof of Proposition 2.2
Proof: Let t1 = −nτΩ , t2 = − (n−1)τΩ , · · · , tn = − τΩ , tn+1 = τΩ , · · · , t2n = nτΩ . Considering the linear
system that
Aa = 0 (7.26)
where A = (φ2n−2(t1), · · · ,φ2n−2(t2n)) with φ2n−2(ω) defined in (4.1). Since A is underdeter-
mined, we have non-zero a = (a1, · · · , a2n) satisfying the above equation. By the linear inde-
pendence of the column vectors in the matrix A, we can show that all a j ’s are not zero. WLOG,
we can suppose
∑n
j=1 |a j | ≥
∑2n
j=n+1 |a j |. By scaling a, we may also assume that
∑n
j=1 |a j | =m.
Then we calculate that, for k ≥ 2n−1,
|
2n∑
j=1
a j t
k
j | ≤
2n∑
j=1
|a j |( nτ
Ω
)k ≤ 2mnk ( τ
Ω
)k .
Thus for γ=∑2n−1j=1 a jδt j , recall Taylor series (7.7), we have
mk (γ)= 0,k = 0, · · · ,2n−2, |mk (γ)| ≤ 2mnk (
τ
Ω
)k ,k ≥ 2n−1.
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Therefore, for |x| ≤Ω,
|F (γ)(x)| ≤ ∑
k≥2n−1
2mnk (
τ
Ω
)k
|x|k
k !
≤ ∑
k≥2n−1
2mnk (
τ
Ω
)k
Ωk
k !
<2mn
2n−1τ2n−1
(2n−1)!
+∞∑
k=0
(nτ)k
k !
= 2mn
2n−1τ2n−1
(2n−1)! e
nτ ≤ me
nτ+1√
pi(n− 12 )
(
e
2
)2n−1
(
by Lemma 8.1
)
≤σ. (by (2.5))
Take
µ=
n∑
j=1
a jδt j , µˆ=
2n∑
j=n+1
−a jδt j ,
then the above estimate yields ||[µˆ]− [µ]||∞ <σ as desired.
8 Appendix
In this Appendix, we present some inequalities that are used in this paper. We first recall the
Stirling approximation of factorial that for n ≥ 1,
p
2pinn+
1
2 e−n ≤ n!≤ enn+ 12 e−n , (8.1)
which will be used frequently in subsequent derivation.
Lemma 8.1. For n ≥ 2, we have
(n−1)2n−2
(2n−2)! ≤
1
2
p
pi(n−1) (
e
2
)2n−2,
n2n−1
(2n−1)! ≤
e
2
√
pi(n− 12 )
(
e
2
)2n−1.
Proof: By (8.1),
(n−1)2n−2
(2n−2)! ≤
(n−1)2n−2
p
2pi(2n−2)2n−2+ 12 e−(2n−2)
= 1
2
p
pi(n−1) (
e
2
)2n−2,
n2n−1
(2n−1)! ≤
n2n−1
p
2pi(2n−1)2n−1+ 12 e−(2n−1)
≤ 1
2
√
pi(n− 12 )
(
e
2
)2n−1
n2n−1
(n− 12 )2n−1
≤ e
2
√
pi(n− 12 )
(
e
2
)2n−1.
Lemma 8.2. For n ≥ 2, we have
( p2n−1
ζ(n)ξ(n−1)
) 1
2n−2 ≤ 2.22e
n
,
where ζ(n) and ξ(n−1) defined in (4.5).
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Proof: For n = 2,3,4, it is easy to check that the above inequality holds. Using (8.1), we have
for odd n ≥ 5,
ζ(n)ξ(n−1)= ( n−1
2
!)2
( n−32 !)
2
4
≥pi2( n−1
2
)n(
n−3
2
)n−2e−(2n−4)
=n2n−2pi
2( n−12 )
n( n−32 )
n−2e−(2n−4)
n2n−2
=pi2e2( n
2e
)2n−2
(n−1)n(n−3)n−2
n2n−2
=pi2e2( n
2e
)2n−2(
n−1
n
)n(
n−3
n
)n−2 ≥ (pi
e
)2(
n
2e
)2n−2,
and for even n ≥ 6,
ζ(n)ξ(n−1)= ( n
2
)!(
n−2
2
)!
( n−22 )!(
n−4
2 )!
4
≥pi2( n
2
)
n+1
2 (
n−2
2
)n−1(
n−4
2
)
n−3
2 e−(2n−4)
=n2n−2pi
2( n2 )
n+1
2 ( n−22 )
n−1( n−42 )
n−3
2 e−(2n−4)
n2n−2
=pi2e2( n
2e
)2n−2
n
n+1
2 (n−2)n−1(n−4) n−32
n2n−2
≥(pi
e
)2(
n
2e
)2n−2.
Therefore, for all n ≥ 5,( p2n−1
ζ(n)ξ(n−1)
) 1
2n−2 ≤ 2e
n
(p2n−1e2
pi2
) 1
2n−2 ≤ 2.22e
n
.
Lemma 8.3. For n ≥ 2, we have ( 4p2n
ζ(n)λ(n)
) 1
2n−1 ≤ 3.07e
n+ 12
,
where η(n),λ(n),ξ(n−2) are as defined in (7.3).
Proof: For n = 2,3,4,5, the inequality holds. By the Stirling approximation (8.1), we have for
even n ≥ 6,
ζ(n)λ(n)= ζ(n)ξ(n−2)≤ ( n
2
)!(
n−2
2
)!
( n−42 !)
2
4
≥pi2( n
2
)
n+1
2 (
n−2
2
)
n−1
2 (
n−4
2
)n−3e−(2n−5)
=(n+ 1
2
)2n−1
pi2( n2 )
n+1
2 ( n−22 )
n−1
2 ( n−42 )
n−3e−(2n−5)
(n+ 12 )2n−1
= ( n+
1
2
2e
)2n−1
pi2e422
(n+ 12 )2
(n)
n+1
2 (n−2) n−12 (n−4)n−3
(n+ 12 )2n−3
≥( n+
1
2
2e
)2n−1
4pi2
e2(n+ 12 )2
,
and for odd n ≥ 7,
ζ(n)λ(n)= ζ(n)ξ(n−2)≤ ( n
2
)!(
n−2
2
)!
( n−42 !)
2
4
≥pi2( n
2
)
n+1
2 (
n−2
2
)
n−1
2 (
n−4
2
)n−3e−(2n−5)
=(n+ 1
2
)2n−1
pi2( n2 )
n+1
2 ( n−22 )
n−1
2 ( n−42 )
n−3e−(2n−5)
(n+ 12 )2n−1
= ( n+
1
2
2e
)2n−1
pi2e422
(n+ 12 )2
(n)
n+1
2 (n−2) n−12 (n−4)n−3
(n+ 12 )2n−3
≥( n+
1
2
2e
)2n−1
4pi2
e2(n+ 12 )2
.
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Therefore, for all n ≥ 6,
( 4p2n
ζ(n)λ(n)
) 1
2n−1 ≤ 2e
n+ 12
(e2(n+ 12 )2p2n
pi2
) 1
2n−1 ≤ 3.07e
n+ 12
.
Lemma 8.4. For n ≥ 2, we have
(2n+1)2n− 12
ζ(n)(n−2)! ≤ (2n+1)2
3n−3e2n+1pi−
3
2 .
where ζ(n) is defined in (4.5).
Proof: By the Stirling approximation formula (8.1), when n is odd and n ≥ 3, we have
(2n+1)2n− 12
ζ(n)(n−2)! =
(2n+1)2n− 12
( n−12 !)
2(n−2)! ≤
(2n+1)2n− 12
(
p
2pi)3( n−12 )
n(n−2)n−2+ 12 e−(2n−3)
≤ (n+
1
2 )2
3n− 12 e2n
(e
p
2pi)3
(n+ 12 )n(n+ 12 )n−
3
2
(n−1)n(n−2)n− 32
≤ (2n+1)2
3n−3e2n+1
(
p
pi)3
When n is even and n ≥ 4, we have
(2n+1)2n− 12
ζ(n)(n−2)! =
(2n+1)2n− 12
( n2 )!(
n−2
2 )!(n−2)!
≤ (2n+1)
2n− 12
(
p
2pi)3( n2 )
n+1
2 ( n−22 )
n−1
2 (n−2)n−2+ 12 e−(2n−3)
≤ (n+
1
2 )2
3n− 12 e2n
(e
p
2pi)3
(n+ 12 )
n+1
2 (n+ 12 )
n−1
2 (n+ 12 )n−
3
2
n
n+1
2 (n−2) n−12 (n−2)n− 32
≤ (2n+1)2
3n−3e2n+1
(
p
pi)3
.
For n = 2, we have
(2n+1)2n− 12
ζ(n)(n−2)! =
245
7
2
1
≤ (2n+1)2
3n−3e2n+1
(
p
pi)3
.
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