Mixtures of skew-t distributions offer a flexible choice for model-based clustering. A mixture model of this sort can be implemented using a variety of forms of the skew-t distribution. Herein we develop a set of mixtures of skew-t factor analyzers models for clustering of high-dimensional data using a comparatively flexible variant of the skew-t distribution. Methodological details of our approach, which represents an extension of the mixture of factor analyzers model to a flexible skew-t distribution, are outlined and details of parameter estimation are provided. Extension of our mixtures of 'unrestricted' skew-t factor analyzers to a family of parsimonious models is also outlined.
Introduction
Mixture models have become an increasingly popular tool for clustering since they were used by Wolfe (1963) , and the term model-based clustering is commonly used to describe the application of mixture models for clustering. Although much of the work on model-based clustering has been based on Gaussian mixtures, recent years have seen extensive work on non-Gaussian mixture model-based approaches. In fact, there has been a veritable explosion of such work over the past three years or so (e.g., Lin, 2010; Frühwirth-Schnatter and Pyne, 2010; Lee and McLachlan, 2011; Vrbik and McNicholas, 2012; Franczak et al., 2013; Morris et al., 2013; Morris and McNicholas, 2013a,b; Murray et al., 2013a,b; Forbes and Wraith, 2013; Lin et al., 2013; McNicholas et al., 2013) . Much of this work has focused on non-elliptical mixtures, including mixtures of skew-normal distributions (e.g., Lin et al., 2007) , mixtures of skew-t distributions (e.g., Lin, 2010) , mixtures of shifted asymmetric Laplace distributions (Franczak et al., 2013) , mixtures of variance-gamma distributions , and mixtures of generalized hyperbolic distributions .
Background

Mixtures of SDB Skew-t Distributions
The density of a finite mixture model is given by
where π g > 0 is a mixing proportion such that G g=1 π g = 1, and f g (x | θ g ) is the gth component density with parameters θ g . The density of the SDB multivariate skew-t distribution is given by
where
is the density of a p-dimensional t-distributed random variable, and
) in (1), leads to a mixture of SDB distributions. A mixture model of this form has previously been used for clustering by Lin (2010) and Lee and McLachlan (2011) .
Mixtures of Factor Analyzers
The factor analysis model (Spearman, 1904) assumes that the variation in p observed variables can be explained by q unobserved or latent variables where q ≪ p. We may write this model as
where X is a p-dimensional observed data vector, Λ is a p × q matrix of factor loadings, U is a q-dimensional vector of latent factors such that U ∼ N (0, I q ), and ǫ ∼ N (0, Ψ), where Ψ is a p × p diagonal matrix with positive entries. It follows that the marginal distribution of X is multivariate normal with mean µ and covariance matrix ΛΛ ′ + Ψ. The mixture of factor analyzers model (Ghahramani and Hinton, 1997; McLachlan and Peel, 2000) of the form
The mixture of factor analyzers model is effective for modelling high dimensional data and has been extended in various ways (e.g., McLachlan et al., 2007; McNicholas and Murphy, 2008, 2010; McNicholas, 2010; Baek et al., 2010; Andrews et al., 2011; Steane et al., 2011; Baek and McLachlan, 2011; McNicholas, 2011a,b, 2012; Murray et al., 2013a ).
The Expectation-Maximization Algorithm
The expectation-maximization (EM) algorithm (Dempster et al., 1977) is an iterative algorithm for finding maximum likelihood estimates when data are incomplete or are treated as such. The EM algorithm has been widely used for parameter estimation in mixture model based-clustering. The EM algorithm alternates between two steps, an expectation (E-) step and a maximization (M-) step. In the E-step, the expected value of the complete-data loglikelihood is computed, i.e., updated, given the current parameter estimates. In the M-step, this expected value is maximized with respect to the model parameters, i.e., the parameter estimates are updated. McLachlan and Krishnan (2008) give a detailed review of EM algorithms and their application to mixture models.
To formulate clustering problems in the complete-data framework, we introduce indicator variables Z ig , where z ig = 1 if x i is in component g and z ig = 0 otherwise. The completedata are then given by the observed x 1 , . . . , x n together with the missing z 1 , . . . , z n , where z i = (z i1 , . . . , z iG ) for i = 1, . . . , n. For the MUSTFA models, there is another source of missing data, i.e., the latent variables (cf. Section 3.2). These latent variables join the observed data and the missing labels to form the complete-data for the MUSTFA models. We fit our MUSTFA models using an alternating expectation-conditional maximization (AECM) algorithm (Meng and van Dyk, 1997) , which allows different complete-data at each conditional maximization (CM) step. Details are given in Section 3.2. Murray et al. (2013a) introduced a family of mixtures of skew-t factor analyzers for clustering high-dimensional data. This family is an extension of the Gaussian family of McNicholas and Murphy (2008) , which comprises the mixture of factor analyzers model and variants thereof. The family of skew-t factor models introduced by Murray et al. (2013a) is based on the skew-t distribution that arises as a special and limiting case of the generalized hyperbolic distribution (cf. Barndorff-Nielsen and Shephard, 2001) , and it is referred to as the parsimonious mixtures of skew-t factor analyzers (PMSTFA) family (Table 1 ). The models in the PMSTFA family are of the general form
Parsimonious Mixtures of Skew-t Factor Analyzers
where ϑ denotes the model parameters and
is the density of the skew-t distribution of Barndorff-Nielsen and Shephard (2001) , where µ is the location, Σ is the scale matrix, α is the skewness, ν is the value for degrees of freedom, and K λ is the modified Bessel function of the third kind with index parameter λ.
A skew-t random variable X with the density in (4) can be written 
where Q ∼ N (0, Σ) and Y ∼ IG(ν/2, ν/2), where IG(·) denotes the inverse Gamma distribution. It follows that X | y ∼ N (µ + yα, yΣ) and
, where GIG(·) denotes the generalized inverse Gaussian (GIG) distribution (Good, 1953; Barndorff-Nielsen and Halgreen, 1977; Blaesild, 1978; Halgreen, 1979; Jørgensen, 1982) . The AECM algorithm described by Murray et al. (2013a) for the fitting of the PMSTFA models requires the computation of the following expected values:
where ψ, χ ∈ R. These expectations lead to a very computationally efficient E-Step relative to that of the EM algorithm for other skew-t mixture models. Note that these attractive closed forms follow from the fact that Y | x has the GIG distribution. Extensive details are given by Murray et al. (2013a) .
Methodology
The MSDBFA Model
We can write a random variable X arising from the SDB skew-t distribution, cf. (2), as
where ∆ = diag(δ) is a skewness parameter and
By introducing a latent variable W ∼ gamma(ν/2, ν/2), it follows that
where HN p (·) denotes the half-normal distribution, and
Thus, we can write
where R ∼ N (0, Σ). Recall that the factor analysis model is written as
where U ∼ N (0, I q ) and ǫ ∼ N (0, Ψ). Substituting (8) into (7) gives
It follows that X | v, w ∼ N (µ + ∆|v|, (1/w)(ΛΛ ′ + Ψ)). Therefore, the density of our MSDBFA model can be written
where γ(·) denotes the density of a gamma distribution, φ(·) denotes the density of a Gaussian distribution, h(·) denotes the density of a half-normal distribution, and ϑ denotes all model parameters.
Parameter Estimation
At each iteration of the AECM algorithm, the expected-value of the complete-data loglikelihood is computed. The complete-data log-likelihood for the MUSTFA model is
The E-steps of our AECM algorithm require the following expected values:
We employ the integral approximation method of Lee and McLachlan (2011) , which we believe offers advantages in terms of accuracy and computation time in evaluating these intractable expectations when compared to the Monte Carlo EM algorithm of Lin (2010) .
At the first stage of our AECM algorithm, our incomplete-data include the labels z ig , the latent variables w ig , and the latent v ig . The location µ g and the skewness ∆ g are updated via
, and
, respectively, and the equation
(e 1,ig − e 4,ig ) + 1 = 0 is solved numerically to obtain the update for ν g . The 'sample covariance' matrix S g is updated by
At the second stage of our AECM algorithm, the incomplete-data include the labels z ig , the latent variables w ig , the latent v ig , and the latent factors u ig . In this step, the factor loading matrix Λ g and the error variance matrix Ψ g are updated via
respectively, where
Parsimonious MSDBFA Models
Following McNicholas and Murphy (2008), we develop a family of parsimonious models by imposing combinations of the constraints Λ g = Λ, Ψ g = Ψ, and Ψ g = ψ g I p . The resulting family of eight parsimonious MSDBFA (PMSDBFA) models will have scale matrices analogous to those used in the PMSTFA models ( Table 1 ). Note that while the constraints used for the scale matrices in the PMSTFA and PMSDBFA families are the same, the underlying densities are different.
Discussion
The mixture of factor analyzers model has been extended to SDB skew-t mixtures. Model development and parameter estimation have been outlined, and parsimonious analogues of the model have been introduced. Work in progress will illustrate the efficacy of our PMSDBFA models for clustering high-dimensional data, and compare the performance of these models to the PMSTFA family. Other work in progress focuses on extending the mixture of common factor analyzers model (Baek et al., 2010) to SDB skew-t mixtures and comparing the resulting model to the common skew-t factor analyzers model of Murray et al. (2013b) .
