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LONG-TIME EXISTENCE FOR YANG-MILLS FLOW
ALEX WALDRON
Abstract. We establish that finite-time singularities do not occur in four-dimensional
Yang-Mills flow, confirming the conjecture of Schlatter, Struwe, and Tahvildar-Zadeh [13].
The proof relies on a weighted energy identity and sharp decay estimates in the neck region.
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1. Introduction
Let E → M be a vector bundle over a four-dimensional Riemannian manifold without
boundary. Recall that a time-dependent connection A = A(t) solves the Yang-Mills flow if
(YM)
∂A
∂t
= −D∗AFA.
Here FA is the curvature, and D
∗
A denotes the adjoint (with respect to a fixed metric) of
the covariant differential on gE-valued forms. The semi-parabolic evolution equation (YM)
is the gradient flow of the well-known Yang-Mills functional
YM(A) =
1
2
∫
M
|FA|2 dV.
For the relevant background, the reader may refer to §1 of the author’s previous paper [20]
or to the superb textbook by Donaldson and Kronheimer [7].
In the case that A is a compatible connection on a holomorphic bundle over a compact
Kahler manifold, owing to early observations of Donaldson [5] and later work of Simpson
[16], (YM) is known to have ideal properties—in particular, the flow exists smoothly for all
time, and converges to a Hermitian-Yang-Mills connection on a stable bundle. The result-
ing correspondence between algebraic and differential-geometric structures is known as the
Donaldson-Uhlenbeck-Yau Theorem [6, 19]. Natural generalizations to the case of unstable
holomorphic bundles have more recently been obtained by Daskalopoulos and Wentworth
[3, 4], Sibley [14], and Sibley and Wentworth [15].
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In a general Riemannian context, the behavior of (YM) is strongly influenced by the
dimension of the underlying manifold. Elementary scaling arguments indicate that blowup
should be ruled out in dimension 3 or lower, and should occur with ease in dimension 5 or
higher. The former was demonstrated formally by Rade [11], and the latter by Naito [10].
Four is the critical dimension, where singularity formation by energy-invariant scaling, or
“bubbling,” may occur.
While bubbling must be expected for a general minimizing sequence of a conformally-
invariant energy functional, the question of whether and how singularities occur under the
corresponding parabolic evolution equation is more complex. The singularity removal the-
orem of Uhlenbeck [18] in the elliptic setting might suggest smoothness of (YM) in the
parabolic domain. However, it was shown by Chang, Ding, and Ye [2] that finite-time sin-
gularities occur quite naturally in the analogous situation of two-dimensional harmonic map
flow.
Nevertheless, Schlatter, Struwe, and Tahvildar-Zadeh [13] found that the same method
in the context of (YM), rather than producing finite-time blowup, instead yields a long-
time solution with energy concentrating exponentially at infinite time. This led them to
conjecture that long-time existence holds for solutions of (YM) in general.
In his thesis [20, 21], the author demonstrated that (YM) in dimension four indeed differs
fundamentally from harmonic map flow in dimension two, in that smallness of half of the
curvature is sufficient to guarantee long-time existence. This paper establishes the following
general result.
Theorem 1.1. Suppose that A(t) is a smooth solution of (YM) over M4 × [0, T ) , with
T <∞, and
(1.1) sup
0≤t<T
∫
M
|F (t)|2 dV +
∫ T
0
∫
M
|D∗F |2 dV dt <∞.
For any ǫ > 0 and x ∈M, there exists λ > 0 such that
(1.2) lim sup
t→T
∫
Bλ(x)
|F (t)|2 dV < ǫ.
Moreover, limt→T A(t) exists in C∞loc.
Over a closed manifold, (1.1) is immediate from the global energy identity. Applying the
short-time existence results of Struwe [17], we may settle the conjecture discussed above.
Corollary 1.2. Assume M4 is compact. Then any classical solution of (YM) extends
smoothly for all time.
For any Sobolev H1 initial connection, there exists a weak solution defined on M × [0,∞)
which attains the initial data, in the sense of Struwe [17], and is smooth modulo gauge for
t > 0.1
1Since the De Turck trick for (YM) depends a priori on the choice of reference connection, uniqueness
is not guaranteed. Struwe [17] proves uniqueness of weak solutions under the assumption of irreducibility,
and Kozono, Maeda, and Naito [8] prove that any sufficiently regular solution is unique modulo gauge.
Uniqueness of classical solutions is folklore.
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The remainder of the paper is devoted to proving our main quantitative result, Theorem
6.5, from which Theorem 1.1 follows straightforwardly. Theorem 6.5 follows chiefly from
Propositions 6.3-6.4, which subsume all of the technical results developed in §4-5 and the
Appendix. The main result of these sections, Theorem 5.1, provides a parabolic general-
ization of Uhlenbeck’s decay estimates [18], and may be of independent interest. In §3,
small-energy regularity results are recalled and adapted for present use.
The next section, §2, contains a derivation of the basic energy identity, (2.12), which will
allow finite-time concentration of the curvature to be ruled out. The idea of the proof, and
some of the main difficulties, are explained in §2.1, p. 6.
Acknowledgements. The author thanks Simon Donaldson, Song Sun, Xiuxiong Chen,
and Yuanqi Wang for their encouragement and for participating in a preprint seminar. He
also thanks Michael Struwe and Toti Daskalopoulos for discussions during the Oberwolfach
workshop “Nonlinear Evolution Problems” in June 2016.
2. Stress-energy identities
Denote the stress-energy tensor
Sij = g
kℓ〈Fik, Fjℓ〉 − 1
4
gijg
kℓgmn〈Fkm, Fℓn〉.
Working in geodesic coordinates centered at an arbitrary point ofM, we apply the divergence
operator
∇iSij = 〈∇iFik, Fjk〉+ 〈Fik,∇iFjk〉 − 1
4
∇j〈Fkℓ, Fkℓ〉.(2.1)
The second Bianchi identity reads
〈Fik,∇iFjk〉 = 〈Fik,∇jFik〉+ 〈Fik,∇kFji〉
=
1
2
〈Fik,∇jFik〉 = 1
4
∇j〈Fik, Fik〉.
Substituting into (2.1) gives
∇iSij = 〈D∗Fk, Fkj〉.(2.2)
Taking another divergence, we obtain
∇j∇iSij = ∇j〈D∗Fk, Fkj〉 = 〈∇jD∗Fk, Fkj〉+ 〈D∗Fk,∇jFkj〉
= −〈DD∗F, F 〉+ |D∗F |2.(2.3)
Recall that under (YM), the curvature F = FA(t) evolves according to(
∂
∂t
+DD∗
)
F = 0.
Taking an inner-product with F and adding (2.3), we obtain the (coordinate-independent)
identity
1
2
∂
∂t
|F |2 + |D∗F |2 = ∇i∇jSij.(2.4)
4 ALEX WALDRON
Integrating (2.4) against χ, compactly supported, yields
1
2
d
dt
∫
|F |2χ dV +
∫
|D∗F |2χ dV =
∫
Sij∇i∇jχ dV.(2.5)
Note that Sij is traceless in dimension four. Further let χ = η · ϕ, and write
X i = ∇iη, ∇iXj = µgij + hij.
for an arbitrary smooth function µ = µ(x). Then
∇i∇jχ = (µgij + hij)ϕ+X i∇jϕ+Xj∇iϕ + η∇i∇jϕ.
Substituting into (2.5), we have
1
2
d
dt
∫
|F |2ηϕ dV +
∫
|D∗F |2ηϕ dV =
∫
Sij
(
hijϕ+
(
2X i + η∇i)∇jϕ) dV.(2.6)
We now let
η =
r2
2
, X = ∇η.
Then by Gauss’s Lemma, we have
X = X i
∂
∂X i
= r
∂
∂r
.
Note further that
∇iXj = gij + hij
with
(2.7) |hij|g ≤ Cgr2.
Here Cg is a constant depending on the covariant derivatives of Rmg, which may be taken
arbitrarily small on a unit ball after rescaling.
Assuming ϕ = ϕ(r), we compute
∇jϕ = X
j
r
ϕ′(r), ∇i∇jϕ = (gij + hij) ϕ′(r)
r
+
X iXj
r2
(
ϕ′′(r)− ϕ
′(r)
r
)
∆ϕ = ϕ′′(r) +
3 + h
r
ϕ′(r)
where h = hijgij. Moreover(
2X i +
r2
2
∇i
)
∇jϕ = (gij + hij) rϕ′(r)
2
+
X iXj
2
(
ϕ′′(r) +
3
r
ϕ′(r)
)
=
(
gij + hij −X iXj h
r2
)
X(ϕ)
2
+
X iXj
2
∆ϕ.
Substituting into (2.6) yields
1
2
d
dt
∫
|F |2ϕ r2dV +
∫
|D∗F |2ϕ r2dV =
∫
X iXjSij∆ϕdV +
∫
H ijϕ Sij dV(2.8)
where
H ijϕ = 2h
ijϕ+
(
hij − X
iXj
r2
h
)
X(ϕ).
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Fix a radial cutoff ϕ1(r) for B1 ⊂ B2, satisfying
|∇ϕ1| ≤ 2, |∆R4ϕ1| ≤ 8
and put ϕλ(r) = ϕ1(r/λ) for λ ≤ 1. Note that |X(ϕλ)| ≤ 4, hence
(2.9)
∣∣H ijϕλ∣∣g ≤ Cgr2
where Cg is a multiple of the constant of (2.7).
With the exception of §3 below, we will assume henceforth that the metric is flat, i.e.
hij = H ij = 0.
The case of a general metric follows by carrying a small error term through the calculations.
Define
(2.10) S(λ, τ1, τ2) = 2
∫ τ2
τ1
∫
X iXjSij∆ϕλ dV dt.
Denote the annulus
Uρλ = B¯ρ \Bλ
and notice the obvious bound
(2.11) |S(λ, τ1, τ2)| ≤ C
∫ τ2
τ1
∫
U2λλ
|F |2 dV dt.
Finally, let ϕ = ϕλ in (2.8), and integrate in time. We obtain the localized and weighted
energy identity:
(2.12)
∫
|F (τ2)|2ϕλr2dV + 2
∫ τ2
τ1
∫
|D∗F |2ϕλr2dV dt =
∫
|F (τ1)|2ϕλr2dV + S(λ, τ1, τ2).
Lemma 2.1. (Baby case of Proposition 6.4, p. 29.) Let
0 ≤ τ1 < τ2 < T, 0 < ǫ ≤ E, λ1 > 0, λ2 = λ1
10
√
ǫ
E
.
Assume
(2.13)
∫
Bλ2
|F (τ2)|2 dV ≤ E,
∫
U
λ1
λ1/2
|F (τ1)|2 dV ≥ ǫ
∫
U
2λ1
λ2
|F (τ2)|2 dV ≤ ǫ
100
, S(λ1, τ1, τ2) ≥ − ǫλ
2
1
100
.
Then ∫ τ2
τ1
∫
B2λ1
|D∗F |2 dV dt > ǫ
100
.
In particular, if M is compact, then
YM(τ2) +
ǫ
100
< YM(τ1).
Proof. Direct from (2.12), with λ = λ1. 
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2.1. Idea of the proof. We sketch the proof of long-time existence, using the above Lemma
as an illustration.
Lemma 2.1 may be summarized as follows: if a certain amount of energy concentrates from
scale λ1 to a smaller scale λ2, then we pay a small “tax” in overall energy. Since the total
energy is nonnegative and decreasing, this could only occur finitely many times under (YM).
Therefore, if the assumptions (2.13) were all justified, the curvature scale (see Definition 6.1
below) would remain bounded away from zero, ruling out blowup.
Unfortunately, the last item of (2.13) may fail; in other words, for small λ, the cutoff term
in (2.12) may be too large. Fortunately, moving the cutoff from λ to
√
λ has just the effect
of solving this problem.
Recall that in her proof of removal of singularities for Yang-Mills fields [18], Uhlenbeck
gave us the following optimal estimate. Supposing that a Yang-Mills connection over U1λ has
energy less than ǫ, its curvature must decay as
(2.14) |F (x)| ≤ C√ǫ
(
λ2
|x|4 + 1
)
(λ ≤ x ≤ 1) .
The original proof directly uses the Yang-Mills equation and Bianchi identity, together with
an eigenvalue estimate for the connection in Coulomb gauge (which is trickier). The gauge
fixing can also be performed separately on S3—see R˚ade [12].
Let us assume that Uhlenbeck’s decay estimate (2.14) holds in the present (parabolic)
situation, with λ = λ1. Note that the curvature at radius
√
λ is bounded by
√
ǫ times a
constant. Then (2.11) reads∣∣∣S (√λ, τ1, τ2)∣∣∣ ≤ C
∫ τ2
τ1
∫
U2
√
λ√
λ
|F |2 dV dt
≤ C (τ2 − τ1) ǫ(
√
λ)4
≤ C (τ2 − τ1) ǫλ2.
Hence, the fourth item of (2.13) would indeed be justified, provided that
τ2 − τ1 < 1
100C
.
However, after moving the cutoff, the weight r2 in (2.12) can no longer be ignored in the
intermediate region λ ≤ r ≤ √λ. This causes the second major difficulty of the proof.
In view of (2.14), the weight is not large enough to affect the first and third terms of
(2.12), and the argument of Lemma 2.1 still yields
(2.15)
∫ τ2
τ1
∫
B
2
√
λ
|D∗F |2 r2dV dt ≥ cǫλ2.
But, thinking of |D∗F | as a subharmonic function on R4, we would only expect |D∗F (x)| ≤
δ/|x|2. In this case, the r2 factor in (2.15) would clearly prevent us from extracting a sub-
stantive lower bound on
∫∫ |D∗F |2 dV dt.
To overcome this second problem, one simply needs another (optimal) estimate. The
identity
D∗D∗F = 0
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suggests that the co-closed 1-form D∗F may decay more strongly than the Green’s function.
Let us assume
(2.16)
(∫ τ2
τ1
|D∗F (x)|2dt
)1/2
≤ Cδλ λ|x|3
(
λ ≤ x ≤ 2
√
λ
)
where
δ2λ =
∫ τ2
τ1
∫
Bλ
|D∗F |2 dV dt.
Both (2.14) and (2.16) will turn out to be essentially justified under (YM).
From (2.16), we then have
∫ τ2
τ1
∫
B2
√
λ
|D∗F |2 r2dV dt =
∫ τ2
τ1
(∫
Bλ
+
∫
B2
√
λ\Bλ
)
|D∗F |2 r2dV dt
≤ δ2λλ2 + Cδ2λ
∫ 2√λ
λ
λ2
r6
r5dr
≤ Cδ2λλ2
∫ 2√λ
λ
dr
r
≤ Cδ2λλ2| logλ|.(2.17)
Combining (2.15) and (2.17), we obtain
Cδ2λλ
2| logλ| ≥
∫ τ2
τ1
∫
B2
√
λ
|D∗F |2 r2dV dt ≥ cǫλ2.
Cancelling λ2 and rearranging yields
(2.18) δ2λ ≥
cǫ
| log λ| .
Now assume, for the sake of contradiction, that blowup occurs at time T < ∞, and put
λi = κ
i → 0 for a small constant κ > 0. Choose times T − c ≤ τi < T at which the curvature
is on the scale λi, and let
δ2i =
∫ τi+1
τi
∫
Bλi
|D∗F |2 dV dt.
The bound (2.18) reads
δ2i ≥
cǫ
| log λi| =
cǫ
i
.
Then
YM(0) ≥
∫ T
0
∫
M
|D∗F |2 dV dt ≥
∑
δ2i ≥ cǫ
∑ 1
i
.
This contradicts the divergence of the harmonic series.
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3. ǫ-regularity
In what follows, ǫ0 > 0 will be a universal constant, which may decrease repeatedly in
the course of the proofs. The constant R0 > 0, which may also decrease, will depend on the
local geometry of M, and also possibly on k ∈ N.
Note that the results of this section do not assume the metric on M to be flat. All later
results may be stated for general metrics in a similar fashion.
Proposition 3.1. Let
x0 ∈M, k ∈ N, 0 < R < R0, R2 ≤ τ < T.
Write BR = BR(x0), and assume
sup
τ−R2≤t≤τ
‖F (t)‖2L2(BR) ≤ ǫ < ǫ0.
Then for
τ − R
2
2
≤ t ≤ τ
there hold
‖∇(k)F (t)‖L∞(BR/2) ≤ CkR−3−k ‖F‖L2(BR×[τ−R2,τ ]) ≤ CkR−2−k
√
ǫ(a)
‖∇(k)D∗F (t)‖L∞(BR/2) ≤ CkR−3−k ‖D∗F‖L2(BR×[τ−R2,τ ]).(b)
Here Ck is a constant depending only on k.
Proof. See [20], Proposition 3.2.2 
Lemma 3.2. For R < R0, assume
sup
0≤t≤τ
‖F (t)‖2L2(BR) ≤ E, ‖D∗F‖L2(BR×[0,τ ]) ≤ δ
and put
γ = 2δ
(
δ + 4
√
τE
R
)
.
(a) For 0 ≤ t ≤ τ, there hold
‖F (τ)‖2L2(BR/2) ≤ ‖F (t)‖2L2(BR) + γ, ‖F (t)‖2L2(BR/2) ≤ ‖F (τ)‖2L2(BR) + γ.
(b) If
(3.1) ‖F (τ)‖2L2(BR) + γ ≤ ǫ < ǫ0
then for R2 ≤ t ≤ τ and k ∈ N, there hold
‖∇(k)F (t)‖L∞(BR/2) ≤ CkR
−2−k√ǫ, ‖∇(k)D∗F (t)‖L∞(BR/2) ≤ CkR−3−k δ.
2The present form of (a) follows by combining the second item in [20], Proposition 3.2, with the local
energy inequality.
Note that previous versions of this article, as well as [20], neglected to mention the dependence of R0
on k. Alternatively, if one allows the constants Ck to depend on the geometry of M, then one may let
R0 = min [inj(M), 1] .
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Proof. Let ϕ = ϕR/2 be a cutoff for BR/2 ⊂ BR with |∇ϕ| ≤ 4/R. Integrating by parts once
in (2.4), we have
1
2
d
dt
∫
|F |2ϕdV +
∫
|D∗F |2ϕdV +
∫
〈D∗F i, Fij∇jϕ〉 dV = 0.(3.2)
Integrating from t to τ and applying Ho¨lder’s inequality on the last term, we obtain∣∣∣∣
∫ (|F (τ)|2 − |F (t)|2)ϕdV ∣∣∣∣ ≤ γ.
This implies both items of (a).
To prove (b), note that (3.1) and (a) imply
‖F (t)‖2
L2(B3R/4)
≤ 2ǫ (∀ 0 < t < τ) .
The result then follows from Proposition 3.1, which may be applied for any R2 ≤ τ ′ ≤ τ. 
Lemma 3.3. Let R, τ as above, and replace γ by 10γ/(1− α), for 0 < α < 1. Write
U1 = U
R
αR(x0), U2 = U
α−1R
α2R (x0)
and assume
sup
0≤t≤τ
‖F (t)‖2L2(U2) ≤ E, ‖D∗F‖L2(U2×[0,τ ]) ≤ δ.
(a) For 0 ≤ t ≤ τ, there hold
‖F (τ)‖2L2(U1) ≤ ‖F (t)‖2L2(U2) + γ, ‖F (t)‖2L2(U1) ≤ ‖F (τ)‖2L2(U2) + γ.
(b) If
‖F (τ)‖2L2(U2) + γ ≤ ǫ < ǫ0
then for R2 ≤ t ≤ τ and k ∈ N, there hold
‖∇(k)F (t)‖L∞(U1) ≤ Ck,αR−2−k
√
ǫ, ‖∇(k)D∗F (t)‖L∞(U1) ≤ Ck,αR−3−k δ.
Proof. As above, letting ϕ be a cutoff for U1 ⋐ U2. 
Proposition 3.4. For R < R0, assume
(3.3) ‖F (0)‖2L2(BR) ≤ ǫ1 < ǫ0, sup
0≤t<T
‖F (t)‖2
L2
(
UR
R/2
) ≤ ǫ2 < ǫ0.
Then
(3.4) ‖F (t)‖2L2(BR/2) ≤ ǫ1e−ct/R
2
+ Cǫ2
(
1− e−ct/R2
)
(0 ≤ t < T ).
Proof. Let η > ǫ0. Define 0 < T0 ≤ T to be the maximal time such that
(3.5) ‖F (t)‖2L2(BR) < η (∀ 0 ≤ t < T0) .
Let v = |F |, and recall the differential inequality
(∂t +∆) v ≤ Av2 +Bv
where A is a universal constant and B is a multiple of ‖Rm‖L∞ .
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Let ϕ = ϕR/2 as above. Multiplying by ϕ
2v and integrating by parts, we obtain
1
2
d
dt
(∫
ϕ2v2
)
+
∫
∇(ϕ2v) · ∇v ≤ A
∫
ϕ2v3 +B
∫
ϕ2v2
1
2
d
dt
(∫
ϕ2v2
)
+
∫
|∇(ϕv)|2 ≤
∫
|∇ϕ|2v2 + A
∫
ϕ2v3 +B
∫
ϕ2v2.
For 0 ≤ t < T0, applying the Sobolev and Ho¨lder inequalities on BR yields
1
2
d
dt
∫
(ϕv)2 +
(
1
CS
− A√η
)(∫
(ϕv)4
)1/2
≤ ‖∇ϕ‖2L∞
∫
UR
R/2
v2 +B
∫
(ϕv)2 .
Applying Ho¨lder’s inequality on the left-hand side, and the assumption (3.3) on the right-
hand side, we obtain
(3.6)
d
dt
∫
(ϕv)2 +
α
R2
∫
(ϕv)2 ≤ 8R−2ǫ2
where
α = c
(
C−1S − A
√
η
)− BR2.
We assume that η and R0 are sufficiently small that α > c/2CS.
Rewrite (3.6) as
d
dt
(
eαt/R
2
∫
(ϕv)2
)
≤ 8R−2ǫ2eαt/R2
and integrate in time, to obtain∫
BR/2
v(t)2 ≤ e−αt/R2
∫
BR
v(0)2 + Cǫ2
(
1− e−αt/R2
)
.
This establishes (3.4) for 0 ≤ t < T0.
Assume, for the sake of contradiction, that T0 < T. For t < T0, (3.4) reads∫
BR/2
|F (t)|2 ≤ ǫ1 + Cǫ2.
Provided that
2 (1 + C) ǫ0 < η
we have
(3.7)
∫
BR
|F (t)|2 =
∫
BR/2
|F (t)|2 +
∫
UR
R/2
|F (t)|2 ≤ ǫ1 + Cǫ2 ≤ 1
2
η.
Since the flow is smooth for t < T, the bound (3.7) persists at t = T0. This contradicts the
maximality of T0 subject to the open condition (3.5); hence T0 = T, and (3.4) is proved. 
LONG-TIME EXISTENCE 11
4. Split evolution of curvature
In this section, we study the system of evolution equations comprised by F and D∗F
under (YM). Following a similar strategy to that of R˚ade [12], we will work in cylindrical
coordinates. However, because the flow (YM) is not preserved by general conformal changes
(unless the solution is static), we must continue to use the Euclidean metric. Hence, in the
parabolic context, cylindrical coordinates are only a computational device.
Under smallness of the curvature in an annular region, we shall find that the full system
(4.6) is governed by the system of three differential inequalities (4.18-4.20).3 These will yield
the optimal decay exponents for both F and D∗F in Theorem 5.1, crucial to the proof.
4.1. Hodge Laplacian under a conformal change. Let ρ(x) be a smooth function on
M = Mn, with n even. Set
g¯ = e2ρg, X = g¯−1dρ.
Lemma 4.1. For ω ∈ Ωk, the Hodge Laplacians for g and g¯ are related by
e−2ρ (∆gω − 2 dρ ∧ d∗ω) = ∆g¯ω + (n− 2k) dιXω + (n− 2(k + 1)) ιXdω
where the adjoint d∗ is with respect to g.
Let n = 4. If α ∈ Ω2 satisfies dα = 0, then
(a) e−2ρ∆gα = ∆g¯α + 2e−2ρdρ ∧ d∗α.
If β ∈ Ω1 satisfies d∗β = 0, then
(b) e−2ρ∆gβ = ∆g¯β + 2 d (β(X)) .
Proof. We write ∗ = ∗g and
∗¯ = ∗g¯ = e(n−2k)ρ∗
on k-forms. Then
∆g¯ω = − (∗¯d∗¯d+ d∗¯d∗¯)ω
= −e(n−2(n−k))ρ ∗ d (e(n−2(k+1))ρ ∗ dω)− d (e(n−2(n−k+1))ρ ∗ d (e(n−2k)ρ ∗ ω))
= −e(−n+2k)ρ ∗ d (e(n−2(k+1))ρ ∗ dω)− d (e(−n+2k−2)ρ ∗ d (e(n−2k)ρ ∗ ω))(4.1)
= −e−2ρ ∗ d ∗ dω − (n− 2(k + 1)) ∗ (e−2ρdρ ∧ ∗dω)
− d ((n− 2k) ∗ (e−2ρdρ ∧ ∗ω)+ e−2ρ ∗ d ∗ ω) .
Note that X = e−2ρg−1dρ, and ∗(dρ ∧ ∗α) = ιg−1dρα. We therefore obtain
∆g¯ω = e
−2ρ∆gω − (n− 2(k + 1)) ιXdω − (n− 2k) d (ιXω) + 2e−2ρdρ ∧ ∗d ∗ ω
as desired. 
Remark 4.2. The previous Lemma is equally valid if we replace d by the covariant differ-
ential D = DA on forms valued in any bundle.
3It is noteworthy that the linear part of these inequalities is precisely the same as in the rotationally
symmetric reduction of (YM) studied by Schlatter et.al. [13]. See also the author’s thesis [21] for a detailed
analysis.
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Lemma 4.3. Let Aθ be a connection on E → S3, with ‖Fθ‖2L2(S3) < ǫ0.
(a) For Ω ∈ Ω2(S3, gE), assume that either dθΩ = 0 or Ω = dθω for ω ∈ Ω1. Then
(∆θΩ,Ω) ≥
(
4− C‖Fθ‖L2(S3)
) ‖Ω‖2L2(S3).
(b) For ω ∈ Ω1(S3, gE), there holds
(∆θω, ω) ≥
(
3− C‖Fθ‖L2(S3)
) ‖ω‖2L2(S3).
(c) For φ ∈ Ω0(S3, gE), assume that φ = d∗θω for ω ∈ Ω1(S3, gE). Then
(∆θφ, φ) ≥
(
3− C‖Fθ‖L2(S3)
) ‖φ‖2L2(S3).
Proof. These are proven as in [12], Lemma 2.1. The proofs depend on the knowledge that
the first eigenvalue of the Hodge Laplacian on real-valued closed 2-forms on S3 is 4, while
the first eigenvalue on 1-forms is 3. 
4.2. Evolution equations in cylindrical coordinates. As stated in §2, in this section
and for the remainder of the paper, we will assume for simplicity that the metric g on M is
flat.
Denote the cylindrical metric
g¯ = r−2g
on B1 \ {0} ≃ R− × S3, and introduce the cylindrical coordinate s = log r. In the notation
of Lemma 4.1, we have
ρ = −s, X = − ∂
∂s
.
Write
α = F = ds ∧ Φ + Ω
β = D∗F = φ ds+ ω
where
φ(s, t) ∈ Ω0(S3, g), ω(s, t),Φ(s, t) ∈ Ω1(S3, g), Ω(s, t) ∈ Ω2(S3, g).(4.2)
The Bianchi identity DF = Dα = 0 is equivalent to
(4.3) dθΩ = 0
(4.4) ∂sΩ = dθΦ
while the identity D∗D∗F = D∗β = 0 reads
(4.5) ∂s(r
2 φ) = r2 d∗¯θω.
All derivatives are covariant with respect to A(t), and d∗¯θ denotes the adjoint with respect
to the round metric on S3.
The Hodge Laplacian with respect to g¯ is computed as follows.
D (ds ∧ Φ) = −ds ∧ dθΦ
D∗¯D (ds ∧ Φ) = ∂sdθΦ + ds ∧ d∗¯θdθΦ
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and
D∗¯ (ds ∧ Φ) = −∂sΦ− ds ∧ d∗¯θΦ
DD∗¯ (ds ∧ Φ) = −ds ∧ ∂2sΦ− dθ∂sΦ+ ds ∧ dθd∗¯θΦ
hence
∆g¯(ds ∧ Φ) = ds ∧
(−∂2s +∆θ)Φ + [∂s, dθ] Φ
= ds ∧ (−∂2s +∆θ)Φ + Φ#Φ.
Here # denotes a contraction involving the cylindrical metric, and similar expressions of the
form ∆g¯ = −∂2s +∆θ + Φ# hold for the other components.
According to Lemma 4.1, the pair of evolution equations
(∂t +∆A)Fij = 0
(∂t +∆A)D
∗Fi = r−2 g¯jk [Fij , D∗Fk]
is equivalent to a system
(4.6)


(i) r2∂tΩ =
(
∂2s −∆θ
)
Ω+ α#α
(ii) r2∂tΦ =
(
∂2s −∆θ
)
Φ+ 2r2ω + α#α
(iii) r2∂tω =
(
∂2s −∆θ
)
ω + 2 dθφ+ α#β
(iv) r2∂tφ =
(
∂2s + 2∂s −∆θ
)
φ+ α#β.
Note the commutation formulae
d2θ = Ω#, [∂t, dθ] = ω#
[dθ,∆θ] = ∇θΩ# + Ω#∇θ,
[
∂2s , dθ
]
= ∂sΦ# + Φ#∂s.
Applying dθ to (iii), we obtain
r2∂tdθω =
(
∂2s −∆θ
)
dθω + Ω#φ + r
2ω#ω + (∂sΦ +∇θα)#β + α#(∂sω +∇θβ)
=
(
∂2s −∆θ
)
dθω + E(iii′).
(iii′)
Also let
ξ(s, θ, t) = r · φ(s, θ, t)
to obtain
r2∂tξ =
(
∂2s −∆θ − 1
)
ξ + rα#β
=
(
∂2s −∆θ − 1
)
ξ + E(iv′).
(iv′)
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Writing | · | = | · |g¯, ∇¯ = ∇g¯, and α = α(s, t), etc., we now let
e(s, t) = sup
S3
(|α|+ ∣∣∇¯α∣∣+ ∣∣∇¯(2)α∣∣) , h(s, t) = sup
S3
(|β|+ ∣∣∇¯β∣∣)
f 2(s, t) =
∫
S3
|α|2 dΘ, g2(s, t) =
∫
S3
|β|2 dΘ
f 21 (s, t) =
∫
S3
|Ω|2 dΘ, g21(s, t) =
∫
S3
|dθω|2 dΘ(4.7)
f 22 (s, t) =
∫
S3
|∂sΩ|2 dΘ, g22(s, t) =
∫
S3
|ξ|2 dΘ
g23(s, t) =
∫
S3
|∂sξ|2 dΘ.
By removing L∞ norms and applying Ho¨lder’s inequality, we may estimate∫
〈dθω,E(iii′)〉 ≤ Cg1
(
eg + r2gh+ hf
)
≤ Ceg1h(4.8)
where we have used r2g ≤ Ce, from the definition. Also
(4.9)
∫
〈ξ, E(iv′)〉 ≤ Cregg2.
Following R˚ade [12], we compute
2f1∂sf1 = ∂sf
2
1 = 2
∫
〈Ω, ∂sΩ〉 ≤ 2f1f2
and
(4.10) (∂sf1)
2 ≤ f 22 .
Also
(4.11) 2
(
(∂sf1)
2 + f1∂
2
sf1
)
= ∂2s
(
f 21
)
= 2
(
f 22 +
∫
〈Ω, ∂2sΩ〉
)
.
Subtracting (4.11) from (4.10) yields
(4.12) f1∂
2
sf1 ≥
∫
〈Ω, ∂2sΩ〉.
Note lastly that
(4.13) 2f1∂tf1 = ∂tf
2
1 = 2
∫
〈Ω, ∂tΩ〉.
Subtracting (4.13) from (4.12) yields
f1
(
r2∂t − ∂2s
)
f1 ≤
∫
〈Ω, (r2∂t − ∂2s)Ω〉 =
∫
〈Ω,−∆θΩ + α#α〉
≤ − (4− Cf(s)) f 21 + e(s)ff1
≤ (−4 + Ce(s)) ff1
(4.14)
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by (4.3) and Lemma 4.3a, provided
(4.15) e2(s, t) < ǫ0
as we assume henceforth.
Define the heat operator
(4.16)  = ∂t −
(
∂2r +
1
r
∂r − 4
r2
)
.
Dividing by r2f1 in (4.14) yields
4
f1(r, t) ≤ Ce
r2
f.
The same calculation, using (4.8-4.9) as well as Lemma 4.3c together with the fact
(4.17) ξ = rφ = d∗¯θ
(−r−1Φ)
yields similar evolution equations for g1 and g2. Overall, having only assumed (4.15), we
obtain the system of differential inequalities
f1 ≤ Ce
r2
f(4.18)
g1 ≤ Ce
r2
h(4.19)
g2 ≤ Ce
r
g.(4.20)
4.3. Size of curvature components. Finally, we record the relationship between the com-
ponent functions and the size of the curvature in the Euclidean metric g. Redefining e and
h up to constants, we have
e(r, t) = r2 sup
S3
(
|F |g + r |∇F |g + r2
∣∣∇(2)F ∣∣
g
)
h(r, t) = r sup
S3
(
|D∗F |g + r |∇D∗F |g
)
(4.21)
f 2(r, t) = r4
∫
S3
|F |2g dΘ, g2(r, t) = r2
∫
S3
|D∗F |2g dΘ.
Note from the definition that
r2h(r, t) ≤ e(r, t).
If we assume that (r, t) is such that
sup
t−r2≤τ≤t
‖F (τ)‖2
L2
(
U2r
r/2
) < ǫ0
then Lemma 3.3 implies
f1(r, t) + f2(r, t) ≤ Ce(r, t) ≤ Cr−1‖F‖L2(U2r
r/2
×[t−r2,t]
)
g1 + r
−1 (g2 + g3) ≤ Ch ≤ Cr−2‖D∗F‖L2(U2r
r/2
×[t−r2,t]
).
4This is valid in the sense of distributions, as can be shown by replacing f2
1
by f2
1
+ ǫ and letting ǫ→ 0.
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On the other hand, by (4.4), (4.17), and Lemma 4.3b, we have
f ≤ f1 + C (f2 + rg2) .
Moreover, the identity (4.5) may be rewritten
d∗¯θω = r
−2∂s
(
r2φ
)
= r−1 (∂s + 1) ξ
which implies ∫
S3
|d∗¯θω|2 ≤ Cr−2
(
g22 + g
2
3
)
.
Again by Lemma 4.3b, this yields
g(r, t) ≤ C (g1 + r−1 (g2 + g3)) .(4.22)
We adopt the convention ∫ R
ρ
dV =
∫
URρ
dV.
Proposition 4.4. Assume e2 < ǫ0, and let 0 < α < 1. Then
(a) e(r, t) ≤ Cα sup
Uα−1rαr ×[t−(1−α)r2,t]
(f1 + rg2)
r6 sup
t1≤t≤t2
h(r, t)2 + r4
∫ t2
t1
h(r, t)2 dt ≤ Cα
∫ t2
t1−r2
∫ α−1r
αr
(
g21 + r
−2g22
)
dV dt.(b)
Proof. We prove only (b), since (a) is similar. Let α = 1/e for simplicity.
Choose a smooth cutoff ψ0(s, t) ≥ 0 with
ψ0(s, t) ≡ 1 (−1/2 ≤ s ≤ 1/2, t ≥ 0)
suppψ0 ⊂ (−1, 1)× (−1,∞)
|∂sψ0|+ |∂tψ0| ≤ 4
and put
ψ(s, t) = ψσ,τ (s, t) = ψ0
(
s− σ, e−2σ (t− τ)) .
Let σ = log r, take an inner product with ψ2ξ in (iv′), and integrate in space and time, to
obtain
1
2
∫
ψ(·, τ)2 |ξ(·, τ)|2 r2 dV¯ +
∫ τ
−∞
∫
ψ2
(|ξ|2 + |∂sξ|2 + |dθξ|2) dV¯ dt
≤
∫ τ
−∞
∫ (
r2ψ∂tψ|ξ|2 + 2ψ |∂sψ| |ξ| |∂sξ|+ ψ2〈ξ, E(iv′)〉
)
dV¯ dt
Applying Young’s inequality and absorbing ψ|∂sξ|, while noting that r2∂tψ ≤ C, we obtain∫ τ
−∞
∫
ψ2
(|ξ|2 + |∂sξ|2 + |dθξ|2) dV¯ dt ≤ C
∫ τ
τ−r2
∫ σ+1
σ−1
(|ξ|2 + ψ2〈ξ, E(iv′)〉) dV¯ dt
and from (4.9)
(4.23)
∫ τ
τ−r2
∫
ψ2g23 dsdt ≤ C
∫ τ
τ−r2
∫ σ+1
σ−1
g2
(
g2 + ψ
2reg
)
dsdt.
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Integrating (4.22) and inserting (4.23) yields∫ τ
τ−r2
∫
ψ2g2 dV¯ dt ≤
∫ τ
τ−r2
∫
ψ2
(
g21 + r
−2 (g22 + g23)) dV¯ dt
≤ C
∫ τ
τ−r2
∫ σ+1
σ−1
(
g21 + r
−2g2
(
g2 + ψ
2reg
))
dV¯ dt
Now apply Young’s inequality
r−1egg2 ≤ r−2g22 + e2g2
and rearrange, to obtain∫ τ
τ−r2
∫
ψ2
(
1− Ce2) g2 dV¯ dt ≤ C ∫ τ
τ−r2
∫ σ+1
σ−1
(
g21 + r
−2g22
)
dV¯ dt.
For Ce2 < Cǫ0 < 1/2, in view of Proposition 3.1b, we have
(4.24) r6h2(r, τ) ≤ C
∫ τ
τ−r2
∫ α−1/2r
α1/2r
g2 dV dt ≤ C
∫ τ
τ−r2
∫ α−1r
αr
(
g21 + r
−2g22
)
dV dt.
This bounds the first term of (b). To bound the second term, we integrate (4.24) and use
Fubini’s Theorem:
r6
∫ t2
t1
h(r, τ)2 dτ ≤ C
∫ t2
t1
∫ τ
τ−r2
∫ α−1r
αr
(
g21 + r
−2g22
)
dV dtdτ
≤ C
∫ t2
t1−r2
∫ t+r2
t
dτ
∫ α−1r
αr
(
g21 + r
−2g22
)
dV dt(4.25)
≤ Cr2
∫ t2
t1−r2
∫ α−1r
αr
(
g21 + r
−2g22
)
dV dt.
This completes the proof of (b). 
5. Decay estimates
Theorem 5.1. Let A(t) be a smooth solution of the Yang-Mills flow on U1ρ × [0, T ) . Choose
0 ≤ ǫ1, ǫ2 ≤ ǫ < ǫ0, 0 ≤ δi (i = 1, . . . , 4)
0 ≤ α1, α2 ≤ α < 1/2, 0 < β1 < 1
0 ≤ β2 < 2− α2, β2 6= 1
such that
ǫ1ρ
3 ≤ ǫ2 ≤ ǫ1ρ−3, √ρδ4 ≤ δ3 ≤ δ4(5.1)
δ23 ≤ min
[
δ21, ǫ1
]
, δ24 ≤ min
[
δ22, ǫ2
]
.(5.2)
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In the notation of (4.21), assume that for ρ ≤ r ≤ 1, there hold:
(1) sup
0≤t<T
e(r, t) ≤ √ǫ1
(ρ
r
)2−α1
+
√
ǫ2r
2−α2
(2) sup
0≤t<T
r2h(r, t) ≤ δ1
(ρ
r
)1−β1
+ δ2r
3−β2
(3) sup
ρ≤r≤2ρ
∫ T
0
h(r, t)2 dt ≤ δ23ρ−2, sup
1/2≤r≤1
∫ T
0
h(r, t)2 dt ≤ δ24 .
Let β+ = (β2 − 1)+ , and
wa(r, t) =
(
r2
r2 + t
)a/2
.
Then for all
ρ ≤ r1 ≤ r ≤ r2 ≤ 1, 0 ≤ t1 ≤ t < t2 ≤ T(5.3)
and an appropriate C1 depending on αi, βi, there hold:
(1′) e(r, t) ≤ C1

√ǫ1
(ρ
r
)2−α1 (
w3(r, t) +
(ρ
r
)α1)
+
√
ǫ2r
2−α2 (wα2(r, t)w3−α2(1, t) + rα2)


(2′) r2h(r, t) ≤ C1


(ρ
r
)1−β1(
δ1w
3(r, t) + δ3
(ρ
r
)β1)
+ r3−β2
(
δ2w
β2(r, t)w3−β2(1, t) + δ4rβ2
)


∫ t2
t1
∫ r2
r1
h2 dV dt ≤ C1ρ2
(
δ21
(
r2
ρ
)2β1 t2 − t1
t2 + r22
w4(r2, t1) + δ
2
3 log
(
1 +
r2
r1
))
+ C1r
6−2β+
2
(
δ22w
2β+(r2, t1)w
4−2β2(1, t1) + δ24r
2β+
2
)
.
(3′)
Proof. Let e, f, f1, etc., be as in §4. From (4.18) and (1), we have
f1(r, t) ≤ C
r2
(√
ǫ1
(ρ
r
)2−α1
+
√
ǫ2r
2−α2
)2
≤ C
r2
(
ǫ1
(ρ
r
)4−2α1
+ ǫ2r
4−2α2
)
=: η.
(5.4)
Per the Appendix, we construct a comparison function
u = uϕ + uψ + uξ + uη(5.5)
with
(5.6) uϕ = uψ = uξ = 0, uη = η
and where uϕ, uψ, uξ agree with f1 at t = 0, r = ρ, and r = 1, respectively, and uη vanishes
on the parabolic boundary. By the comparison principle, we have
(5.7) f1 ≤ u.
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By Proposition A.2, we have
(5.8) |uϕ(r, t)| ≤ C
(√
ǫ1ρ
2−α1rα1−2w4−α1(r, t)w2+α1(1, t) +
√
ǫ2r
2−α2wα2(r, t)w6−α2(1, t)
)
.
Proposition A.5a implies
|uψ(r, t)| ≤ C
(√
ǫ1 +
√
ǫ2ρ
2−α2) (ρ
r
)2
≤ C√ǫ1
(ρ
r
)2(5.9)
where we have used (5.1). Proposition A.7a implies
|uξ(r, t)| ≤ C
(√
ǫ1ρ
2−α1 +
√
ǫ2
)
r2
≤ C√ǫ2r2
(5.10)
where we have again used (5.1). Since 4− 2αi > 2, we may apply (5.4) and Proposition A.8,
to obtain
(5.11) |uη(r, t)| ≤ C
(
ǫ1
(ρ
r
)2
+ ǫ2r
2
)
≤ C√ǫ
(√
ǫ1
(ρ
r
)2
+
√
ǫ2r
2
)
.
In view of (5.7-5.11), we have shown that f1 obeys (1
′).
To prove (2′) and (3′), we use induction on time (the continuity method). Let
w0(r, t) =
1
r2
(
δ1
(ρ
r
)1−β1
w3(r, t) + δ2r
3−β2wβ2(r, t)w3−β2(1, t)
)
.
For a given 0 ≤ τ ≤ T, we make the hypothesis
(5.12)
∫ τ
0
∫ 2r
r
(h− C1w0)2+ dV dt ≤ C1
(
δ23ρ
2 + δ24r
6
)
(∀ ρ ≤ r ≤ 1/2) .
Note from (2) that
(5.13) h(r, t) ≤ 3w0(r, t)
(
0 ≤ t ≤ r2) .
Hence for C1 ≥ 3 and τ ≤ r2, (5.12) is trivially satisfied. Also note that for r = ρ and
r = 1/2, (5.12) follows automatically from (3).
We claim that for ǫ < ǫ0 and an appropriate choice of C1, (5.12) is satisfied for τ = T.
Since h(r, t) is continuous, it suffices to establish the implication
(5.14) (5.12) holds for C1 ⇒ (5.12) holds for C1/2
for arbitrary τ < T. For, the set of τ satisfying (5.12) must then be a nonempty subinterval
of [0, T ) which is both open and closed, hence equal to the entire interval.
To prove (5.14), fix 0 ≤ τ < T and assume (5.12). Write
h0 = min [h, C1w0] , h1 = (h− C1w0)+
h = h0 + h1.
According to (4.19-4.20) and (1-2), we have
g1(r, t) ≤ C
√
ǫ
((ρ
r
)2−α
+ r2−α
)
h0 + h1
r2
=: η0 + η1
g2(r, t) ≤ C
√
ǫ
((ρ
r
)2−α
+ r2−α
)
h0 + h1
r
= r (η0 + η1) .
(5.15)
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As in (5.5-5.6), we construct comparison functions
v = vϕ + vψ + vξ + v0 + v1, v˜ = v˜ϕ + v˜ψ + v˜ξ + v˜0 + v˜1
for g1 and g2, respectively, where
v0 = η0, v1 = η1
v˜0 = rη0, v˜1 = rη1.
By the comparison principle, we have
(5.16) g1 ≤ v, g2 ≤ v˜
on U4(ρ, 1)× [0, τ ] .
By Propositions A.2, A.5b, d, and A.7, we have
r2vϕ(r, t) ≤ C
(
δ1
(ρ
r
)1−β1
w5−β1(r, t)w1+β1(1, t) + δ2r3−β2w1+β2(r, t)w5−β2(1, t)
)
(5.17)
r6v2ψ(r, t) +
∫ τ
0
∫ 2r
r
v2ψ dV dt ≤ Cδ23ρ2, r4v2ξ (r, t) +
∫ τ
0
∫ 2r
r
v2ξ dV dt ≤ Cδ24r8(5.18)
rv˜ϕ(r, t) ≤ C
(
δ1
(ρ
r
)1−β1
w4−β1(r, t)w2+β1(1, t) + δ2r3−β2wβ2(r, t)w6−β2(1, t)
)
(5.19)
r4v˜2ψ(r, t) +
∫ τ
0
∫ 2r
r
v˜2ψ rdrdt ≤ Cδ23
ρ4
r2
, r2v˜2ξ (r, t) +
∫ τ
0
∫ 2r
r
v˜2ξ rdrdt ≤ Cδ24r6.(5.20)
According to (5.15), η0 satisfies
r2η0(r, t) ≤ CC1
√
ǫw0(r, t) ≤ CC1
√
ǫ
(
δ1
ρ1−β1
r3−β1
w3(r, t) + δ2r
1−β2wβ2(r, t)w3−β2(1, t)
)
.
Applying Proposition A.8, we immediately have
(5.21) |v0(r, t)| ≤ CC1
√
ǫw0(r, t).
Next, to estimate v˜0, note that
r2 (rη0(r, t)) ≤ CC1
√
ǫ
((ρ
r
)2−α1
+ r2−α2
)
rw0(r, t)
≤ CC1
√
ǫ
(
δ1
ρ1−β1
r2−β1
w3(r, t) + δ2
(
ρ2−α1rα1−β2 + r4−α2−β2
)
wβ2(r, t)w3−β2(1, t)
)
.(5.22)
Provided that β1 < 1, and α2 + β2 < 2, Proposition A.8 implies
|v˜0(r, t)| ≤ CC1
√
ǫ
(
δ1
ρ1−β1
r2−β1
w3(r, t) + δ2
(
ρ2−α1rα1−β2wβ2(r, t)w3−β2(1, t) + r2w3(1, t)
))
≤ CC1
√
ǫ
(
δ1
ρ1−β1
r2−β1
w3(r, t) + δ2r
2−β2wβ2(r, t)w3−β2(1, t)
)
≤ CC1
√
ǫrw0(r, t).(5.23)
By (5.12), η1 satisfies∫ τ
0
∫ 2r
r
r4η21 dV dt ≤ CC1ǫ
((ρ
r
)4−2α1
+ r4−2α2
)(
δ23ρ
2 + δ24r
6
)
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≤ CC1ǫ
(
δ23
(
ρ6−2α1r−4+2α1 + ρ2r4−2α2
)
+ δ24
(
ρ4−2α1r2+2α1 + r10−2α2
))
.(5.24)
By Proposition A.9a, c, we have
(5.25) r6v21(r, t) +
∫ τ
0
∫ 2r
r
v21 dV dt ≤ CC1ǫ
(
δ23
(
ρ2 + ρ2r2
)
+ δ24
(
ρ4−2α1r2 + r8
))
.
Provided that α1 ≤ 1/2 and δ4ρ ≤ δ3, we may rewrite the third term
δ24ρ
3r2 ≤ δ24
(
ρ4 + r8
) ≤ δ23ρ2 + δ24r8.
Then (5.25) becomes ∫ τ
0
∫ 2r
r
v21 dV dt ≤ CC1ǫ
(
δ23ρ
2 + δ24r
8
)
(5.26)
r2v1(r, t) ≤ C
√
C1ǫ
(
δ3
ρ
r
+ δ4r
3
)
.(5.27)
Returning to (5.24), we also have∫ τ
0
∫ 2r
r
r4(rη1)
2 dV dt
≤ CC1ǫ
(
δ23
(
ρ6−2α1r−2+2α1 + ρ2r6−2α2
)
+ δ24
(
ρ4−2α1r4+2α1 + r12−2α2
))
.(5.28)
Proposition A.9c implies
(5.29)
∫ τ
0
∫ 2r
r
v˜21 dV dt ≤ CC1ǫ
(
δ23
(
ρ4 + ρ2r4
)
+ δ24
(
ρ3r4 + r8
))
.
Assuming also that ρδ4 ≤ δ3 ≤ δ4, we may simplify
δ23ρ
2r4 ≤ δ23ρ4 + δ24r8
δ24ρ
3r4 ≤ δ24
(
ρ6 + r8
) ≤ δ23ρ4 + δ24r8.
Then (5.29) becomes
(5.30)
∫ τ
0
∫ 2r
r
v˜21 dV dt ≤ CC1ǫ
(
δ23ρ
4 + δ24r
8
)
.
From (5.28) and Proposition A.9a, provided that α2 ≤ 1/2, we also have
(5.31) r6v˜21 ≤ CC1ǫ
(
δ23
(
ρ4 + ρ2r5
)
+ δ24
(
ρ4−2α1r4 + r10
))
.
Note that
δ23ρ
2r5 ≤ δ23ρ4 + δ24r10.
Since α1 ≤ 1/2, we have ρ
4−5α1
3 δ4 ≤ √ρδ4 ≤ δ3, and
δ24ρ
4−2α1r4 ≤ δ24
(
ρ
5
3
(4−2α1) + r10
)
≤ δ24
(
ρ
2
3
(4−5α1)ρ4 + r10
)
≤ δ23ρ4 + δ24r10.
Hence (5.31) simplifies to
r6v˜21 ≤ CC1ǫ
(
δ23ρ
4 + δ24r
10
)
rv˜1 ≤ C
√
C1ǫ
(
δ3
(ρ
r
)2
+ δ4r
3
)
(5.32)
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Using the abbreviation
−
∫
Pr,t
= r−6
∫ t
t−r2
∫ 3r/2
3r/4
dV dt
we now define
v′0(r, t) =
(
−
∫
Pr,t
v2ϕ + v
2
0
)1/2
, v˜′0(r, t) =
(
−
∫
Pr,t
v˜2ϕ + v˜
2
0
)1/2
v′1(r, t) =
(
−
∫
Pr,t
v2ψ + v
2
ξ + v
2
1
)1/2
, v˜′1(r, t) =
(
−
∫
Pr,t
v˜2ψ + v˜
2
ξ + v˜
2
1
)1/2
.
In view of (5.17), (5.19), (5.21), and (5.23), we have
(5.33) v′0 + r
−1v˜′0 ≤ C
(
1 + C1
√
ǫ
)
w0.
For 2ρ ≤ r ≤ 1/4, from (5.18) and (5.26), we have∫ τ
r2
∫ 2r
r
(v′1)
2 dV dt ≤ C
∫ τ
0
∫ 3r
3r/4
v2ψ + v
2
ξ + v
2
1 dV dt
≤ C (1 + C1ǫ)
(
δ23ρ
2 + δ24r
8
)
(5.34)
where the first line follows by Fubini’s Theorem as in (4.25). Similarly, by (5.20) and (5.30),
we have
(5.35)
∫ τ
r2
∫ 2r
r
(v˜′1)
2 rdrdt ≤ C (1 + C1ǫ)
(
δ23ρ
2
(ρ
r
)2
+ δ24r
6
)
.
Lastly, by (5.18), (5.20), (5.27) and (5.32), we have
(5.36) r2v′1 + rv˜
′
1 ≤ C
(
1 +
√
C1ǫ
)(
δ3
ρ
r
+ δ4r
3
)
.
By Proposition 4.4, (5.16), and (5.33), there holds
h(r, t) ≤ C
(
−
∫
Pr,t
g21 + r
−2g22
)1/2
≤ C
(
−
∫
Pr,t
v2 + r−2v˜2
)1/2
≤ C (v′0 + v′1 + r−1 (v˜′0 + v˜′1))
≤ C (1 + C1√ǫ)w0 + C (v′1 + r−1v˜′1) .(5.37)
To close the bootstrap, we now assume
(5.38) C
(
1 + C1
√
ǫ
)
< C1/2.
Then (5.37) becomes
(5.39) h(r, t)− C1
2
w0(r, t) ≤ C
(
v′1 + r
−1v˜′1
)
.
Noting (5.13) and applying (5.34-5.35), for r2 ≤ τ, we obtain∫ τ
0
∫ 2r
r
(
h− C1
2
w0
)2
+
dV dt ≤ C
∫ τ
r2
∫ 2r
r
(v′1)
2 + r−2(v˜′1)
2 dV dt
≤ C1
2
(
δ23ρ
2 + δ24r
6
)
.
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This concludes the proof of (5.14), from which we deduce (5.12) with τ = T.
Finally, (2′) follows from (5.36-5.37), while (3′) follows by integrating (5.37) and applying
(A.7-A.8), together with (5.34-5.35).
To complete the proof of (1′), we must modify slightly the bounds on g2. Recall that
rg2 ≤ r2h ≤ e.
In light of (5.2), in all of the above estimates, we may let
β1 = α1, β2 = α2 + 1
δ1 = δ3 =
√
ǫ1, δ2 = δ4 =
√
ǫ2.
In lieu of (5.19), we have
(5.40) rv˜ϕ(r, t) ≤ C
(√
ǫ1
(ρ
r
)2−α1
w5−α1(r, t)w1+α1(1, t) +
√
ǫ2r
2−α2w1+α2(r, t)w5−α2(1, t)
)
.
Returning to (5.22), we have
r2 (rη0(r, t)) ≤ C
(√
ǫ1
(ρ
r
)2−α1
+
√
ǫ2r
2−α2
)
rw0(r, t)
≤ C√ǫǫ1ρ
3−2α1
r4−2α1
w3(r, t)
+ C
√
ǫǫ2
(
ρ1−α1rα1−α2 + ρ2−α1rα1−β2 + r4−α2−β2
)
wβ2(r, t)w3−β2(1, t).
Proposition A.8 implies
|v˜0(r, t)| ≤ C
√
ǫ
(√
ǫ1
ρ2−α1
r3−α1
w3(r, t) +
√
ǫ2r
1−α2wβ2(r, t)w3−β2(1, t)
)
r|v˜0(r, t)| ≤ C
√
ǫ
(√
ǫ1
(ρ
r
)2−α1
w3(r, t) +
√
ǫ2r
2−α2wα2(r, t)w3−α2(1, t)
)
.(5.41)
Combining (5.20), (5.32), (5.40), and (5.41), we conclude from (5.16) that rg2 satisfies (1
′), as
was shown earlier for f1. Proposition 4.4a now implies that e(r, t) obeys (1
′), as desired. 
Lemma 5.2. For ǫ, λ, τ > 0, there exists δ0 = δ0(ǫ, λ, τ) > 0 as follows. Let A(t) be a
smooth solution on U1λ × [0, T ) , with
sup
λ≤ρ≤1/2
0<t<T
∫ 2ρ
ρ
|F (t)|2 dV ≤ ǫ < ǫ0(5.42)
∫ T
0
∫ 1
λ
|D∗F |2 dV dt < δ20.(5.43)
Then
(5.44) sup
τ≤t<T
e(r, t) < C
√
ǫ
((
λ
r
)2
+ r2
)
(2λ ≤ r ≤ 1/2) .
Proof. By [18] or [12], there exists a universal constant C0 such that any Yang-Mills connec-
tion on U
3/4
3λ/2 satisfying (5.42) also obeys (5.44).
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Assume that the claim fails for a sequence δi ց 0. Then for each i, there exists a solution
Ai(x, t) on [0, Ti) , with Ti > τ, satisfying (5.42) and∫ Ti
0
∫ 1
λ
|D∗FAi|2 dV dt ≤ δ2i
but such that
(5.45) e(ri, ti) ≥ C0
√
ǫ
((
λ
ri
)2
+ r2i
)
for a certain radius ri and time τ ≤ ti < Ti. Translating in time and choosing a subsequence,
we may assume that ti = τ and
ri → r0 ∈ [2λ, 1/2] .
According to Lemma 3.3b, each derivative of the curvature ofAi(x, τ) is uniformly bounded.
We may therefore apply the Coulomb-gauge-patching argument5 of [7], §4.4.2, to conclude
that
Ai(x, τ)→ A¯(x) in C∞
(
U
3/4
3λ/2
)
after changing gauges and choosing a subsequence. Since D∗FAi → D∗FA¯ and
‖D∗FAi‖L∞(U3/4
3λ/2
) ≤ Cδi → 0
it follows that A¯ is Yang-Mills. But (5.42) and (5.45), at radius r0, are again satisfied by A¯.
This is a contradiction. 
Corollary 5.3. For ǫ, λ > 0, there exists δ0 = δ0(ǫ, λ) > 0 as follows. Let A(t) be a smooth
solution on U1λ × [0, 1] , with
sup
λ≤ρ≤1/2
∫ 2ρ
ρ
|F (1)|2 dV ≤ ǫ < ǫ0,
√
λδ ≤ δλ(5.46)
∫ 1
0
∫ 2λ
λ
|D∗F |2 dV dt ≤ δ2λ,
∫ 1
0
∫ 1
λ
|D∗F |2 dV dt ≤ δ2 < δ20 .
Then
e(r, 1) ≤ C√ǫ
((
λ
r
)2
+ r2
)
(2λ ≤ r ≤ 1/2)(a)
r2h(r, 1) ≤ C
(
δλ
λ
r
+ δr3
)
(2λ ≤ r ≤ 1/2) .(b)
Proof. For δ0 sufficiently small, Lemma 3.3a implies (5.42), so Lemma 5.2 immediately gives
sup
1
3
≤t≤1
e(r, t) < C
√
ǫ
((
λ
r
)2
+ r2
)
.
Lemma 3.3b also gives
sup
r2
3
≤t≤1
r2h(r, t) < Cδ.(5.47)
5To give a proof without gauge fixing, one can observe that the weak inequality (4.18) is preserved by C0
convergence, with ∂tf1 −→ 0, and rerun the estimates of the previous Theorem with T =∞.
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In view of (5.47), we may then apply Theorem 5.1 on the time interval [1/3, 2/3] , with
β1 = 1/2 and
δ1 = δλ
−1/2, δ2 = 0, δ3 = δ4 = δ.
This yields
sup
2/3≤t≤1
r2h(r, t) ≤ C
(
λ
r
)1/2(
δλ−1/2r3 + δ
(
λ
r
)1/2)
+ Cδr3 ≤ Cδ
(
λ
r
+ r5/2
)
.
Again applying the Theorem over [2/3, 1] , with β2 = 1/2 and δ3 = δλ, yields (b). 
6. Proof of Main Theorem
Let x ∈M, and write BR = BR(x). As above, we will assume for simplicity that the metric
g is flat, and B1 ⋐M.
Throughout this section, A(t) will denote a smooth solution of the Yang-Mills flow on
B1 × (−1, T ) , with T > 0. Let
0 < ǫ < ǫ0, 0 < λ¯ < λ
2
0, E ≥ ǫ.
Here ǫ0 > 0 is a universal constant which may decrease in the course of the proofs, and
0 < λ0 < 1 will be fixed by Lemma 6.2 below.
Definition 6.1. Given 0 ≤ τ < T, define the curvature scale λ(τ) to be the minimal number
0 ≤ λ ≤ 1 such that
(6.1) sup
λ<ρ<1
τ≤t<T
∫ ρ
ρ/2
|F (t)|2 dV < ǫ.
By convention, also let
λ(τ) =
{
λ(0) (τ ≤ 0)
limτ ′ր T λ(τ ′) (τ ≥ T ) .
The function λ(τ) is decreasing and continuous from the left, and strictly decreasing at time
τ only if
(6.2)
∫ λ(τ)
λ(τ)/2
|F (τ)|2 dV = ǫ.
Notice that for a given time τ, if no scale λ < 1 satisfies (6.1), then λ(τ) = 1 fulfills the
definition vacuously.
Our basic assumptions on A(t) will be as follows:
sup
−1<t<T
∫
B1
|F (t)|2 dV ≤ E(6.3)
∫ T
−1
∫
B1
|D∗F |2 dV dt ≤ δ2 < δ20(6.4)
λ¯ ≤ λ(0) ≤ λ0.(6.5)
Here δ0 > 0 is to be determined.
For suitable ρˆ ≤ 1, we will often perform the parabolic rescaling
(6.6) Aρˆ(x, t) = ρˆA
(
ρˆx, ρˆ2t+ t0
)
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which preserves (YM), as well as the basic assumptions (6.3-6.5), after choosing t0 ≥ 0 to
preserve (6.5) if necessary.
Lemma 6.2. There exists a universal constant λ0 > 0 as follows. Let
0 ≤ τ1 < T, λ1 = λ(τ1), τ2 = τ1 + (ǫλ0λ1)
2
Eδ2
.
Assume (6.3-6.5), with δ0 depending only on ǫ. Then
λ(τ) > λ0λ1 (τ ≤ τ2).
Proof. Assume, without loss of generality, that (6.2) is satisfied at time τ1.
Let τ1 ≤ τ ≤ τ2. By Lemma 3.3a, we have
(6.7) ǫ =
∫ λ1
λ1/2
|F (τ1)|2 dV ≤
∫ 2λ1
λ1/4
|F (τ)|2 dV + γ
where
γ = Cδ
(
δ +
√
(τ − τ1)E
λ1
)
≤ C (δ2 + λ0ǫ) .
Assuming that δ2 < ǫ/4C and λ0 ≤ 1/4C, we have
γ < ǫ/2.
Rearranging (6.7) yields
(6.8)
ǫ
2
< ǫ− γ ≤
∫ 2λ1
λ1/4
|F (τ)|2 dV.
Assume, for the sake of contradiction, that
λ(τ) ≤ λ0λ1
or in particular that
(6.9) sup
λ0λ1≤ρ≤1
∫ ρ
ρ/2
|F (τ)|2 dV ≤ ǫ.
By Lemma 3.3a, for δ sufficiently small (depending only on λ0, ǫ), for any ρ, t with
2λ0λ1 ≤ ρ ≤ λ1/2λ0, λ21 ≤ t ≤ τ
we have ∫ ρ
ρ/2
|F (t)|2 dV ≤
∫ 2ρ
ρ/4
|F (τ)|2 dV + γ
≤ 3ǫ+ γ ≤ 4ǫ.
(6.10)
We now let ρˆ = λ1/2λ0, and define the rescaled solution
Aρˆ(x, t) = ρˆA
(
ρˆx, ρˆ2 (t− τ) + τ) .
Then from (6.10), this solution satisfies
sup
2λ20≤ρ≤1/2
τ−4λ20≤t≤τ
∫ 2ρ
ρ
|FAρˆ(t)|2 dV ≤ 4ǫ.
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Applying Lemma 5.2, (5.44) now reads
sup
τ−4λ20≤t≤τ
eAρˆ(r, t) < C
√
ǫ
((
2λ20
r
)2
+ r2
)
,
(
4λ20 ≤ r ≤ 1/2
)
.
Scaling back, we have
e(s, τ) ≤ C√ǫ
((
2λ20
ρˆ−1s
)2
+ ρˆ−2s2
)
,
(
4λ20ρˆ ≤ s ≤ ρˆ/2
)
which, for all λ0 ≤ r ≤ 1/4, implies a bound∫ λ1r/λ0
λ1λ0/r
|F (τ)|2 dV ≤ C
∫ λ1r/λ0
λ1λ0/r
e(s, τ)2
ds
s
≤ Cǫ
∫ λ1r/λ0
λ1λ0/r
((
λ0λ1
s
)4
+
(
λ0s
λ1
)4)
ds
s
≤ Cǫr4.
(6.11)
Assume
λ0 ≤ 1
4(2C)1/4
.
Letting r = 4λ0 in (6.11), we obtain∫ 4λ1
λ1/4
|F (τ)|2 dV ≤ Cǫ
2C
≤ ǫ
2
which contradicts (6.8). 
Proposition 6.3. Let
0 < α < 1/2, 0 ≤ β ≤ 1 + α
0 ≤ τ0 ≤ τ1 ≤ τ2 ≤ T, 0 < ρ < λ0
0 < κ ≤ κ0, κ1 = κ
√
ǫ
E
, ρ
2
3
(1−α) ≤ κ2 ≤ κκ21
ρ¯ = κ
−1/4
2
√
ρ, τ¯ = κ
−1/2
2 ρ
1−α
0 < ρδ2 ≤ δ2ρ ≤ δ2 ≤ κ22ǫ.
Here 0 < κ0 ≤ λ0 is a universal constant.
Suppose that for ρ ≤ r ≤ 1, A(t) satisfies
(1) sup
τ0≤t<τ2
r2
(|F |+ r|∇F |+ r2|∇(2)F |) ≤ √ǫ((ρ
r
)2−α
+ κ2r
2−α
)
(2) sup
τ0≤t<τ2
r3 (|D∗F |+ r|∇D∗F |) ≤ δ
((ρ
r
)1−α
+ r3−β
)
(3)
∫ τ2
τ0−ρ2
∫
B2ρ
|D∗F |2 dV dt ≤ δ2ρ ,
∫ τ2
τ0−1
∫
B1
|D∗F |2 dV dt ≤ δ2.
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Then for τ0 ≤ t < τ2 and ρ ≤ r ≤ 1, there hold:
r2
(|F (t)|+ r|∇F (t)|+ r2|∇(2)F (t)|) ≤
C1
√
ǫ
((ρ
r
)2−α ((ρ
r
)α
+ w3(r, t− τ0)
)
+ κ2r
2−α (rα + wα(r, t− τ0))
)
(1′′)
r3 (|D∗F (t)|+ r|∇D∗F (t)|) ≤
C1
(
δρ
ρ
r
+ δ
((ρ
r
)1−α
w3(r, t− τ0) + r3−βwβ(r, t− τ0) + r3
))
(2′′)
∫ τ2
τ0+τ¯
∫
B2ρ¯
r2|D∗F |2 dV dt ≤ C1ρ2
(
δ2ρ |log ρ|+ δ2| log κ2|
)
(3′′)
∫ min[τ1+1,τ2]
τ1
∫ 2r
r
|F |2 dV dt ≤ C1ǫ
((ρ
r
)4
+ κ22r
4
)
.(4′′)
Here C1 depends on α and β.
Proof. Let
α1 = α2 = β1 = α, β2 = β
δ1 = δ2 = δ4 = δ, δ3 = δρ
ǫ1 = ǫ, ǫ2 = κ
2
2ǫ.
With these choices, (1-3) imply the corresponding items in Theorem 5.1 (see §4.3), and the
conclusions (1′′-2′′) are equivalent to (1′-2′).6
The inequality (3′) of Theorem 5.1 above reads
(6.12)
∫ τ2
τ0+τ¯
∫ 2ρ¯
ρ
h2 dV dt ≤ C
(
ρ2δ2ρ log
ρ¯
ρ
+ δ2
(
ρ2−2αρ¯2αw4 (ρ¯, τ¯) + ρ¯6−2αw2α (ρ¯, τ¯)
))
.
We have
log
ρ¯
ρ
= −1
2
log ρ− 1
4
log κ2.
Note that τ¯ = ρ¯2ρ−α, so
w2(ρ¯, τ¯) =
ρ¯2
ρ¯2 + τ¯
=
1
1 + ρ−α
≤ ρα.
Then (6.12) reads∫ τ2
τ0+τ¯
∫ 2ρ¯
ρ
h2 dV dt ≤ C (−δ2ρ ρ2 (log ρ+ log κ2) + δ2 (ρ2−2αρ¯2αρ2α + ρ¯6−2α))
≤ Cρ2
(
δ2ρ |log ρ|+ δ2
(
ρα
κ
α/2
2
+
ρ1−α
κ
(3−α)/2
2
+ | log κ2|
))
.
Since ρ1−α ≤ κ3/22 , this implies (3′′).
To prove (4′′), we integrate (1′′) in time using (A.7-A.8). This yields
(6.13)
∫ min[τ1+1,τ2]
τ1
∫ 2r
r
e2 dV dt ≤ Cǫ
((ρ
r
)4
+
(ρ
r
)4−2α
r2 + κ22r
4
)
(∀ ρ ≤ r ≤ 1/2) .
6Strictly speaking, one should rescale by a factor of 3/4 before applying Theorem 5.1.
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Note that (ρ
r
)4−2α
r2 ≤
(ρ
r
)3
r2 =
(ρ
r
)5/2 ρ1/2
κ
3/4
2
κ
3/4
2 r
3/2.
Since by assumption
ρ1/2
κ
3/4
2
≤ ρ
1−α
κ
3/2
2
≤ 1
we have (ρ
r
)4−2α
r2 ≤
(ρ
r
)5/2
κ
3/4
2 r
3/2 =
(ρ
r
)5/2 (
κ2r
2
)3/4
.
Applying Young’s inequality, we obtain(ρ
r
)4−2α
r2 ≤ 5
8
(ρ
r
)4
+
3
8
κ22r
4.
Hence (6.13) implies (4′′). 
Proposition 6.4. Let
α = 1/4, β = 5/4
0 < κ ≤ κ0, κ1 = κ
√
ǫ
E
, κ2 = κκ
2
1
0 < µ ≤ 1, ρ ≤ κ2µ3
τ¯ = κ
−1/2
2 ρ
3/4.
Let τ0, τ1, τ2 ≥ 0 be three times satisfying
τ0 + τ¯ ≤ τ1 ≤ τ2 ≤ τ1 + 1.(6.14)
Assume that A(t) satisfies (6.3-6.4), with δ0 depending on E, ǫ, κ, and µ, as well as (1-3)
of Proposition 6.3. Suppose further that λ(τ0) = ρ, and the curvature scales at τ1 and τ2
satisfy
(6.15) λ(τ1) ≥ µρ
and
λ(τ2) ≤ κ1
λ0
λ(τ1).(6.16)
Then
(6.17)
∫ τ2
τ0−ρ2
∫
B2ρ
|D∗F |2 dV dt > cµ
2ǫ
| log ρ | .
Proof. Write
ρ = λ(τ0), λ1 = λ(τ1), λ2 = λ(τ2)
ρ¯ = κ
−1/4
2
√
ρ.
By advancing τ1, we may assume without loss that (6.2) is satisfied at τ = τ1. Then∫ λ1
λ1/2
|F (τ1)|2 dV = ǫ
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and
(6.18)
ǫλ21
4
≤
∫
B2ρ
|F (τ1)|2r2dV.
Note from (4′′) and (2.11) that
|S(ρ¯, τ1, τ2)| ≤ C
∫ τ2
τ1
∫ 2ρ¯
ρ¯
|F |2 dV dt
≤ Cǫ (κ2ρ4/ρ2 + κ22ρ2/κ2)
≤ Cκ2ǫρ2
where we have also used (6.14). Provided Cκ ≤ λ20/10, we have
Cκ2 = Cκκ
2
1 ≤
(λ0κ1)
2
10
and, from (6.15)
(6.19) |S(ρ¯, τ1, τ2)| ≤ ǫλ
2
1
10
.
Next, Lemma 6.2 asserts that λ(τ) can jump at most by λ0 at a discontinuity. We may
therefore assume, without loss of generality, that
κ1λ1 ≤ λ2 ≤ κ1λ1
λ0
.
For δ sufficiently small (depending only on ǫ, κ1, and µ), Lemma 3.3a implies∫ 2r
r
|F (t)|2 dV < 2ǫ
∀ τ2 − λ22 ≤ t ≤ τ2, 2λ2 ≤ r ≤
ρ
κ1µ5/2
.
We may therefore apply Lemma 5.2, to obtain
(6.20) r2|F (τ2)| ≤ C
√
ǫ
(
λ22
r2
+
κ21µ
5r2
ρ2
)
.
Let ρ1 = ρ/κ
1/3
1 µ
4/3. Combining (6.20) with (1) above, we obtain∫
B2ρ¯
|F (τ2)|2r2dV ≤
(∫
B2λ2
+
∫ ρ1
2λ2
+
∫ 2ρ¯
ρ1
)
|F (τ2)|2 r2dV
≤ 4Eλ22 + Cǫ
(∫ ρ1
2λ2
(
λ42
r2
+ κ41µ
10 r
6
ρ4
)
dr
r
+
∫ 2ρ¯
ρ1
(
ρ4−2α
r2−2α
+ κ22r
6−2α
)
dr
r
)
≤ 4λ−20 κ2ǫλ21 + Cǫ
(
κ21λ
2
1 + κ
4
1µ
10ρ2
(
ρ1
ρ
)6
+ ρ2
((
ρ
ρ1
)3/2
+ κ
5/8
2 ρ
3/4
))
≤ Cκ2ǫλ21 + Cǫ
(
κ21µ
2ρ2 + ρ2
(
κ
1/2
1 µ
2 + κ2µ
2
))
.
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Using (6.15), this simplifies to∫
B2ρ¯
|F (τ2)|2r2dV ≤ Cǫλ21
(
κ2 + κ1/2 + κ3
)
.
Assuming C
√
κ ≤ 1/10, we then have
(6.21)
∫
B2ρ¯
|F (τ2)|2 r2dV ≤ ǫλ
2
1
10
.
Finally, we apply the weighted energy identity (2.12), with cutoff at ρ¯ :∫
|F (τ1)|2ϕρ¯r2dV + S(ρ¯, τ1, τ2) =
∫
|F (τ2)|2ϕρ¯r2dV + 2
∫ τ2
τ1
∫
|D∗F |2ϕρ¯r2dV dt.
Inserting (6.18), (6.19), (6.21), we have
ǫλ21
(
1
4
− 1
10
− 1
10
)
≤ 2
∫ τ2
τ1
∫
B2ρ¯
|D∗F |2r2dV dt.
Let
(6.22) δ¯2ρ = max
[
ρδ2,
∫ τ2
τ0−ρ2
∫
B2ρ
|D∗F |2dV dt
]
.
In view of (6.14), we may apply (3′′) above, to further obtain
ρ2
(
µ2
20
ǫ− Cδ2| log κ2|
)
≤ Cδ¯2ρ ρ2| log ρ|.
For δ sufficiently small, depending on E, ǫ, κ, and µ, this simplifies to
(6.23)
µ2ǫ
C| log ρ | < δ¯
2
ρ .
Then, we must have δ¯2ρ =
∫ τ2
τ0−ρ2
∫
B2ρ
|D∗F |2dV dt in (6.22); hence (6.23) implies (6.17), as
desired. 
Theorem 6.5. Assume that A(t) satisfies (6.3-6.5), with δ0 > 0 depending on E, ǫ and λ¯.
Let
δτ =
√∫ τ+1
τ−1
∫
B2λ(τ)
|D∗F |2 dV dt, δ¯τ = sup
{√
λ(τ) δ, δτ ′
}
τ≤τ ′<T−1
.
For all
0 ≤ τ + 1 ≤ t < T, λ(τ) ≤ r ≤ 1/2, k ∈ N
there hold
r2+k
∣∣∇(k)F (t)∣∣ ≤ Ck√ǫ
((
λ(τ)
r
)2
+ r2
)
(6.24)
r3+k
∣∣∇(k)D∗F (t)∣∣ ≤ Ck
(
δ¯τ
λ(τ)
r
+ δr3
)
(6.25)
(6.26) λ (τ + 1) > κ1λ(τ)
1+K1δ2τ .
Here K1, κ1 > 0 depend on E and ǫ.
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Remark 6.6. Before giving the proof of Theorem 6.5, it is worth pointing out the main
technical difficulty which was omitted from the sketch in §2.1. While the curvature scale
λ(τ) may be decreasing very rapidly in a potential finite-time blowup, the decay estimates
require a minimal waiting time, called τ¯ in Propositions 6.3-6.4, before taking effect. In
the proof below, this will require us to carry out a bootstrap argument in which the decay
estimates allow for sufficient control of λ(τ) and vice-versa.
The key step of the argument, beginning with (6.33), lies in establishing (6.26) from the
other bootstrap assumptions. If the hypotheses of Proposition 6.4 were always satisfied,
then (6.26) would follow immediately from the standard proof of divergence of the harmonic
series, in keeping with §2.1. However, one cannot assume that (6.14) is satisfied in general;
indeed, the times τi may well be accumulating in such a way that (6.14) fails for almost all
terms in the series.
Fortunately, time is on our side. In the event that (6.14), or rather its time-rescaled
version (6.37) below, is violated over a string of time intervals—the set of such intervals is
called Jc in the proof—the interval just beforehand, on which (6.37) is satisfied, must be
extremely short. After rescaling, Proposition 6.4 will imply that enough energy has already
been spent on this interval to cover the whole gap—see (6.42) below.
Proof of Theorem 6.5. We proceed by descending induction on the curvature scale.
As a base case, the Theorem may be established for all solutions A(t) which, in addition
to the stated hypotheses, satisfy
(6.27) λ¯ ≤ λ(τ) ≤ λ0.
Since κ1 ≤ κ0 ≤ λ0, and
δ ≤ ǫλ0λ¯√
E
the estimate (6.26) follows from Lemma 6.2. The estimates (6.24-6.25) follow from Corollary
5.3 and Lemma 3.3b. This completes the base case.
We now wish to establish the Theorem for all 0 ≤ λ(τ) ≤ λ¯, and a fixed δ0 > 0. By the
base case, we have the freedom to assume that λ¯ is arbitrarily small, which we shall use
repeatedly.
Let
(6.28) κ1 = κ0
√
ǫ
E
, κ2 = κ0κ
2
1, K1 =
3
cκ41ǫ
.
Here κ0 is the universal constant determined above, and c is a universal constant to be
determined below.
Before proceeding to the induction step, we rescale by a factor ρˆ =
√
κ2, and make the
following alternative set of hypotheses:
∀ 0 ≤ τ ≤ t < T, 2λ(τ) ≤ r ≤ 1/2
(a) e(r, t) < C0
√
ǫ ·max
[(
λ(τ)
r
)7/4
, κ2r
7/4
]
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r2h(r, t) < C0δ ·max
[(
λ(τ)
r
)3/4
, r7/4
]
(b)
(c) λ (τ + 1) > κ1λ(τ)
1+K1δ2τ .
Here C0 > 1 is a universal constant, for which (a-b) hold in the base case. By Proposition 6.3,
with α = 1/4 and β = 5/4, and Lemma 3.3, (a-b) clearly imply (6.24-6.25). The hypothesis
(c) implies (6.26), after undoing the rescaling and redefining constants. Hence it suffices to
establish the induction hypotheses (a-c).
For induction, we assume that λc < λ¯ is the largest scale on which the Theorem fails, i.e.,
there exists a solution A(t) satisfying (6.3-6.5), and a time τ = τc with
λ0λc < λ(τc) ≤ λc
for which (a-c) are not all satisfied. We will argue, provided that δ is sufficiently small—
depending on E, ǫ, and λ¯, but independently of λc—that this presents a contradiction.
Note first that λc > 0. If λc = 0, then the Theorem holds for all solutions and times τ
with λ(τ) > 0. But then (c) implies an a priori bound7
| log λ(τ)| < | log λ¯|+K2eK2τ (τ < T ) .
Therefore all solutions as in (6.3-6.5) satisfy λ(τ) > 0 for τ < T, and we are done. Hence it
suffices to assume λc > 0.
Under the operation (6.6), the curvature scale λρˆ of Aρˆ becomes
λρˆ(ρˆ
−2τ) = ρˆ−1λ(τ).
Rescaling, we may assume that λc = λ(τc), and that τc is the latest time with this property.
Then, after rescaling further by any λ−10 λc ≤ ρˆ < 1, the induction hypotheses hold.
We first claim that (a-b) will automatically hold as long as
(6.29) λ(τ) ≥ λ1+γc
where γ > 0 is a sufficiently small universal constant, in particular γ ≤ 1/50. Let
ρc =
λ
1/2
c
κ
2/7
2
.
By induction, (a) is trivially satisfied for r ≥ λ−10 ρc and all τc ≤ t < T.
Given any τ ≥ τc as in (6.29), we can rescale by a factor ρˆ = λ0λγc < 1, and again apply
the induction hypothesis (a). Noting the scale-invariance of the first term on the LHS, we
immediately have that (a) holds for r ≤ λ0λγcρc and all τ ≤ t < T. Hence, to prove (a) for τ
satisfying (6.29), it remains to check the interval
(6.30) λ0λ
γ
cρc ≤ r ≤ λ−10 ρc.
Assume
(6.31) K1δ
2 ≤ γ.
By the induction hypothesis (c), we have
λc > κ1λ(τc − 1)1+γ
7See Corollary 6.7 for a sharper bound.
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and
λ(τc − 1) < (λc/κ1)1/(1+γ) .
Applying Proposition 6.3 with ρ = λ(τc − 1) and τ0 = τc − 1, we obtain
e(r, t) ≤ CC0
√
ǫ


(
(λc/κ1)
1/(1+γ)
r
)2
+ r2

 (t ≥ τc) .
Then, for r as in (6.30), we have
e(r, t) ≤ CC0
√
ǫ

((λc/κ1)1−γ
λγcρc
)2
+ ρ2c


≤ C1C0
√
ǫ
(
λ1−4γc + λc
)(6.32)
where C1 depends on κ1. Since 1− 6γ > 7/8, we have
C1
(
λ1−4γc + λc
) ≤ C1λ2γ+7/8c ≤ C1λ¯γ/4 (λ2γ+1c )7/8 < κ2 (λ0λγcρc)7/4
provided λ¯ is sufficiently small. Hence, (6.32) implies that (a) is also satisfied in the range
(6.30). This completes the proof of (a) for τ as in (6.29), and the proof of (b) is similar.
It remains to assume that the hypothesis (c) fails, or
(6.33) λ(τc + 1) ≤ κ1λ1+K1δ
2
τc
c .
Writing log = logκ−11 , let
L = − log λc, N = ⌈K1δ2τcL⌉
which then obey 1 ≤ N ≤ γL+ 1, by (6.31). For i = 1, . . . , N + 1, let τi be the latest time
with
(6.34) λi = λ(τi) ≥ κi−11 λc
Then τ1 = τc, and by Lemma 6.2
κi−11 λc ≤ λi ≤ κi−11 λ−10 λc.
This implies
κ1λ0λi ≤ λi+1 ≤ κ1λ−10 λi
for 1 ≤ i ≤ N, which shows that (6.15-6.16) are satisfied, with µ = λ0κ1, for each triple of
times τi−1, τi, τi+1, with 2 ≤ i ≤ N. Recall from (6.29) that since
λi ≥ λ1+γc
the assumptions (a-b) are also satisfied for each τi. Hence (1-3) of Proposition 6.3, with
δρ = δi, are satisfied for each triple of times, as required to apply Proposition 6.4.
To ensure a contradiction, we also define τ0 as follows. If λ(τc − 1/2) ≥ λc/λ0κ21, then let
τ0 ≥ τc − 1/2 be the latest time with this property; otherwise, let τ0 = τc − 1/2. With this
choice, (6.15-6.16) also hold, with µ = (λ0κ1)
2 , for the triple τ0, τ1, τ2.
Let
σi = τi+1 − τi (i = 0, . . . , N)
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ρi =
λi−1√
σi
(i = 1, . . . , N)(6.35)
δ2i =
∫ τi+1
τi−1−λ2i−1
∫
B2λi−1
|D∗F |2 dV dt (i = 1, . . . , N) .
The assumption (6.33) implies
1 ≥ τN+1 − τ1 =
N∑
i=1
σi
and in particular, σi ≤ 1. For δ sufficiently small, by Lemma 6.2, we may also assume
(6.36) ρi ≤ κ102 .
Let J = {ij}Mj=1 ⊂ {1, . . . , N} be the set of all i such that
ρ
3/4
i ≤
√
κ2
σi−1
σi
.(6.37)
Note that after rescaling by
√
σi, (6.37) is precisely (6.14), and Proposition 6.4 can be
applied. Also let iM+1 = N +1 for notational purposes. Let J
c denote the complement of J
in {1, . . . , N}.
Letting N0 = ⌊34N⌋, we first claim that J ∩ {1, . . . , N0 + 1} is nonempty. Assuming the
contrary, we have k ∈ Jc for all 1 ≤ k ≤ N0 + 1. The negation of (6.37) reads
ρ
3/4
k =
λ
3/4
k−1
σ
3/8
k
> κ
1/2
2
σk−1
σk
and
σk−1 < κ
−1/2
2 λ
3/4
k−1σ
5/8
k ≤ λ2/3c .(6.38)
Hence
τN0+1 − τ0 =
N0∑
i=0
σi ≤ λ2/3c (N0 + 1) ≤ λ2/3c | log λc| ≤ λ1/2c
for λ¯ sufficiently small. Rescaling by
ρˆ =
√
τN0+1 − τ0 ≤ λ1/4c
and writing τˆi for the rescaled times, we have
(6.39) λρˆ(τˆ0) ≥ λc
λ0κ21ρˆ
≥ λc
λ0κ21λ
1/4
c
> λ3/4c .
But
λρˆ(τˆ0 + 1) = λρˆ(τˆN0+1) =
λN0+1
ρˆ
≤ λc
λ0ρˆ
κN01 .
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Note from (6.39) that λc
λ0ρˆ
≤ κ21λρˆ(τˆ0). Then
λρˆ(τˆ0 + 1) ≤ κN0+21 λρˆ(τˆ0) ≤ κ
3
4
N+1
1 λρˆ(τˆ0)
≤ κ1λ
3
4
K1δ2τc
c λρˆ(τˆ0)
≤ κ1λρˆ(τˆ0)1+K1δ
2
τˆ0 .
Since λρˆ(τˆ0) > λc, this contradicts the induction hypothesis (c), establishing the claim.
Next, note from (6.35) that
ρi+1
ρi
=
√
σi
σi+1
λi
λi−1
≤
√
σi
σi+1
(λ0κ1)
−2 .(6.40)
If k ∈ Jc with k ≥ 2, the negation of (6.37) again reads
ρ
3/4
k > κ
1/2
2
σk−1
σk
≥ κ1/22 (λ0κ1)4
(
ρk
ρk−1
)2
where we have substituted (6.40). Using (6.36), we have
ρ2k−1 ≥ κ1/22 (λ0κ1)4 ρ5/4k ≥ κ5/22 ρ5/4k ≥ ρ3/2k
ρk−1 ≥ ρ3/4k .
Hence, if 1 ≤ i1 < i2 ≤ N + 1 are such that {i1 + 1, . . . , i2 − 1} ⊂ Jc, then
log ρi1 ≥
(
3
4
)i2−i1−1
log ρi2−1 ≥ −
(
3
4
)i2−i1−1
(1 + γ)L.(6.41)
We now claim that
(6.42) δ2ij > cκ
4
1ǫ
ij+1 − ij
L
(ij ∈ J) .
If ij+1 = ij + 1, this follows directly from Proposition 6.4, with µ = (λ0κ1)
2 . In general, by
(6.41), we have
log ρij ≥ −
(
3
4
)(ij+1−ij−1)
(1 + γ)L.
Applying Proposition 6.4 again yields
δ2ij >
cµ2ǫ
− log ρij
≥
(
4
3
)(ij+1−ij−1) c (λ0κ1)4 ǫ
(1 + γ)L
≥ cκ41ǫ
ij+1 − ij
L
as claimed.
Finally, note from Lemma 6.2 that[
τi − λ2i , τi+2
] ⊂ [τi−1, τi+2]
for δ sufficiently small. Hence, by (6.35), the domains of integration of the δi’s overlap at
most 3 times. Using (6.42), we obtain
3δ2τc ≥
N∑
i=1
δ2i ≥
M∑
j=1
δ2ij >
cκ41ǫ
L
M∑
j=1
(ij+1 − ij) ≥ cκ
4
1ǫN
4L
≥ cκ
4
1ǫ
(
K1δ
2
τcL
)
L
≥ cK1κ41ǫδ2τc .
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In view of (6.28), this simplifies to
3 > cK1κ
4
1ǫ = 3
which is a contradiction.
We have established (a-c), which imply (6.24-6.26). 
Corollary 6.7. Assume (6.3-6.5), with δ0 depending on E, ǫ, and λ¯. For τ ≥ 0, the curvature
scale satisfies
λ(τ) > ce−K2τ · λ(0)
for a constant K2 depending on E and ǫ.
Proof. Let k1 = − log κ1. For n ∈ N, write
ℓn = − log λ(n)
and let
δn = δτ=n
be as in the statement of Theorem 6.5 (but different from (6.35)). Applying logarithms to
(6.26) yields
ℓn+1 < k1 +
(
1 +K1δ
2
n
)
ℓn
ℓn+1 − ℓn < k1 +K1δ2nℓn.(6.43)
We claim
(6.44) ℓn ≤ 2k1n+ ℓ0.
The base case n = 0 is trivial. For induction, assume (6.44) for a fixed n ≥ 0. Summing
(6.43), we obtain
ℓn+1 − ℓ0 =
n∑
m=0
(ℓm+1 − ℓm) ≤ (n + 1)k1 +K1 (2k1n+ ℓ0)
n∑
m=0
δ2m
≤ (k1 + 2K1 (2k1 + ℓ0) δ2) (n+ 1).
Assuming 2K1
(
2k1 + | log λ¯|
)
δ2 ≤ k1, this proves the claim for n+1, completing the induc-
tion.
Exponentiating (6.44) gives the desired result. 
Proof of Theorem 1.1. According to Proposition 3.1, it suffices to prove (1.2) for ǫ0, the
universal constant of the above theorems.
Assume, for the sake of contradiction, that
(6.45) lim
λ→0
lim sup
t→T
∫
Bλ
|F (t)|2 dV = E0 ≥ ǫ0.
The outer limit exists because the lim sup is finite, by (1.1), and decreasing with respect to
λ.
For δ > 0 arbitrary, we may choose λ1 > 0 and τ1 < T such that
sup
τ1≤t<T
∫
Bλ1
|F (t)|2 dV ≤ E0 + δ.
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Since |D∗F |2 is integrable, by (1.1), we may further assume∫ T
τ1
∫
Bλ1
|D∗F |2 dV dt < δ2.
After rescaling, we may assume that λ1 = 1, τ1 = −1, and T > 0. Hence, the basic assump-
tions (6.3-6.4) are satisfied.
Note first that
(6.46) λ(τ) > 0 (τ < T )
provided that in Definition 6.1, we choose
ǫ <
ǫ0
2C
.
For, assume that λ(τ) = 0 for some τ < T. Since A(τ) is smooth, we may choose 0 < λ < 1
such that ∫
Bλ
|F (τ)|2 dV ≤ ǫ0
2
.
Applying Proposition 3.4, with ǫ1 = ǫ0/2 and ǫ2 = ǫ, we have
sup
τ≤t<T
∫
Bλ/2
|F (t)|2 dV ≤ ǫ0
2
+ Cǫ < ǫ0.
This contradicts (6.45), establishing (6.46).
On the other hand, we must have
(6.47) λ(τ) −→ 0 (τ → T ).
If not, since λ(τ) is decreasing, we have λ(τ)→ λ > 0. Hence there exists τ with
(6.48) T − λ2 ≤ τ < T
for which, letting U = U
λ(τ)
λ(τ)/2, there holds∫
U
|F (τ)|2 dV ≥ ǫ.
But then ∫
Bλ/2
|F (τ)|2 dV ≤
(∫
B1
−
∫
U
)
|F (τ)|2 dV ≤ E0 + δ − ǫ.
In view of Lemma 3.2a and (6.48), provided that
δ ≤ ǫ
100(
√
E0 + 1)
we have
sup
τ≤t<T
∫
Bλ/4
|F (t)|2 dV ≤ E0 − ǫ/2.
This contradicts (6.45), establishing (6.47).
But in view of (6.46-6.47), we may choose 0 ≤ τ0 < T such that 0 < λ(τ0) ≤ λ0. Rescaling
so that τ0 = 0 and λ(0) = λ0, the basic assumption (6.5) is now satisfied. Since T < ∞,
Corollary 6.7 implies that λ(τ) 6−→ 0 as τ → T, which in turn contradicts (6.47).
Hence (6.45) is impossible; the limit must be less than ǫ0, as desired. 
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Appendix A. Annular heat equation
Recall the heat operator
 = ∂t −
(
∂2r +
1
r
∂r − 4
r2
)
defined in (4.16) above. In this appendix, we study a general solution of the inhomogeneous
heat equation
u(r, t) = η(r, t)
on [ρ, R]× [0,∞) , where 0 < ρ < R, with boundary conditions
u(r, 0) = ϕ(r) (ρ ≤ r ≤ R)
u(ρ, t) = ψ(t), u(R, t) = ξ(t) (t > 0).
Propositions A.2-A.7 estimate separately the initial and boundary components of the homo-
geneous solution, while Propositions A.8-A.9 estimate the particular solution. The proof of
Theorem 5.1 relies on these results.
For the sake of completeness, we will sometimes include more detailed formulae than are
strictly needed above.
A.1. Radial heat kernel. Denote the annulus
Un(ρ, R) = {ρ < r < R} ⊂ Rn
and let Hn(ρ,R)(r, s, t) be the radial Dirichlet heat kernel on U
n(ρ, R).
By the comparison principle, Hn(ρ,R) is dominated by the spherical average of the full heat
kernel of Rn. An elementary computation with the latter shows
0 ≤ Hn(ρ,R)(r, s, t) ≤ Cn
e−(r−s)
2/4t
t
1
2 (rs+ t)
n−1
2
.
Let  be the heat operator (4.16). Note that
u(r, t) = 0 ⇐⇒ (∂t +∆R6) u(r, t)
r2
= 0.
The solution uϕ of the Dirichlet problem
(A.1) uϕ(r, t) = 0
uϕ(r, t) = ϕ(r) (ρ ≤ r ≤ R)
uϕ(ρ, t) = uϕ(R, t) = 0 (0 < t <∞).(A.2)
is therefore given by
uϕ(r, t)
r2
=
∫
ϕ(s)
s2
H6(ρ,R)(r, s, t) s
5ds
and
uϕ(r, t) =
∫
ϕ(s) r2H6(ρ,R)(r, s, t) s
3ds
≤ C
∫ R
ρ
|ϕ(s)| e−(r−s)2/4t r
2s3
(rs+ t)5/2
ds
t1/2
.
(A.3)
The following Lemma will be used repeatedly below.
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Lemma A.1. Let
s > 0, 0 < r1 ≤ r2, 0 ≤ t1 < t ≤ t2, a, b, c, d ≥ 0
wm(s, t) =
(
s2
s2 + t
)m/2
.
There holds∫ r2
r1
e−(r−s)
2/4t s
2ar2b (r2 + t)
c
(rs+ t)a+b+c+d
dr
t1/2
(a)
≤ Ca,b,c,d
(s2 + t)d
r2 − r1
r2 − r1 +
√
t


(
s2
r21 + t
)a
w2b(r2, t) e
−(r1−s)2/5t (s ≤ r1)
w2a(s, t)w2b(r2, t) (r1 ≤ s ≤ r2)
w2a(s, t)
(
r22
s2 + t
)b
e−(s−r2)
2/5t (s ≥ r2).
Provided a+ d > 1, also∫ t2
t1
∫ r2
r1
e−(r−s)
2/4t s
2ar2b (r2 + t)
c
(rs+ t)a+b+c+d
dr
t1/2
dt(b)
≤ Ca,b,c,d
(s2 + t1)
d−1
t2 − t1
t2 + s2


(
s2
r21 + t1
)a
w2b+1(r2, t1) e
−(r1−s)2/5t2 (s ≤ r1)
w2a(s, t1)w
2b+1(r2, t1) (r1 ≤ s ≤ r2)
w2a(s, t1)
(
r22
s2 + t1
)b+ 1
2
e−(s−r2)
2/5t2 (s ≥ r2).
Proof. First note for r ≤ r2 that
(A.4)
r2
rs+ t
≤


w2(r2, t)
r2 + t
rs+ t
r22
s2
s2
rs+ t
.
Hence it will suffice to prove (a) with b = 0.
Let
u =
r − s√
t
, v =
s√
t
, u1 =
r1 − s√
t
, u2 =
r2 − s√
t
.
In these coordinates, we have∫ r2
r1
e−(s−r)
2/4t s
2a(r2 + t)c
(rs+ t)a+c+d
dr
t1/2
= t−d
∫ u2
u1
e−u
2/4 v
2a (|u+ v|2 + 1)c
(v|u+ v|+ 1)a+c+d du.(A.5)
Note that
v2 ≤ v(|u|+ |u+ v|) ≤ v|u|+ v|u+ v| ≤ 1
2
(
u2 + v2
)
+ v|u+ v|
v2 ≤ u2 + 2v|u+ v|
and
1 + v2 ≤ 1 + u2 + 2v|u+ v| ≤ (1 + v|u+ v|) (2 + u2).
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Therefore
(1 + v|u+ v|)−1 ≤ (2 + u2) (1 + v2)−1
v2
1 + v|u+ v| ≤ (2 + u
2)
v2
1 + v2
,
1 + |u+ v|2
1 + v|u+ v| ≤ 2 + u
2.
Equation (A.5) becomes∫ r2
r1
e−(s−r)
2/4t s
2a(r2 + t)c
(rs+ t)a+c+d
dr
t1/2
≤ v
2a
td (1 + v2a) (1 + v2d)
∫ u2
u1
e−u
2/4
(
2 + u2
)a+c+d
du
≤ C
td
v2a
1 + v2(a+d)
· e−(max[u1,−u2,0])2/5 ·min [u2 − u1, 1] .
Undoing the change-of-variable, and substituting (A.4), we obtain
(a) ≤ C
(s2 + t)d
r2 − r1
r2 − r1 +
√
t


w2a(s, t)w2b(r2, t) e
−(r1−s)2/5t (s ≤ r1)
w2a(s, t)w2b(r2, t) (r1 ≤ s ≤ r2)
w2(a+b)(s, t)
(r2
s
)2b
e−(s−r2)
2/5t (s ≥ r2).
For s ≥ r1 this is the desired statement. For s ≤ r1/2, we observe that
e−(s−r1)
2/5t
s2 + t
≤ r
2
1 + t
(r21 + t)(s
2 + t)
e−(s−r1)
2/5t ≤ r
2
1 + t
t
e−(s−r1)
2/5t
r21 + t
≤ C e
−(s−r1)2/6t
r21 + t
.(A.6)
To prove (b), note that
r2 − r1
r2 − r1 +
√
t
≤ r2
r2 +
√
t
≤ w1(r2, t).
For s ≥ 2r2, calculating as in (A.6) also yields
e−(s−r2)
2/5t
r2 +
√
t
≤ C e
−(s−r2)2/6t
s+
√
t
.
Then (b) follows by integrating in time using the following formulae. For a > 1, we compute∫ t2
t1
w2a(r, t) dt =
r2a
1− a
(
r2 + t
)1−a∣∣∣∣
t2
t1
=
r2
a− 1w
2a−2(r, t1)
(
1−
(
r2 + t1
r2 + t2
)a−1)
(A.7)
≤ Car2w2a−2(r, t1)
(
1− r
2 + t1
r2 + t2
)
≤ Car2w2a−2(r, t1) t2 − t1
r2 + t2
.
For 0 ≤ a < 1, we have∫ t2
t1
w2a(r, t) dt =
r2a
1− a
((
r2 + t2
)1−a − (r2 + t1)1−a)
≤ r
2a
1− a (t2 − t1)
1−a .
(A.8)

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A.2. Initial data. Let uϕ be the solution of the Dirichlet problem (A.1-A.2). Per (A.3), we
have a pointwise bound
|uϕ(r, t)| ≤ C
∫ R
ρ
|ϕ(s)| e−(r−s)2/4t r
2s3
(rs+ t)5/2
ds
t1/2
.(A.9)
Proposition A.2. Let
wa(r, t) =
(
r2
r2 + t
)a/2
.
For −3 ≤ k ≤ 2, assuming
|ϕ(r)| ≤ Ark
there holds
|uϕ(r, t)| ≤ CArkw2−k(r, t)w4+k(R, t).
Proof. We have
|uϕ(r, t)| ≤ CA
∫ R
ρ
e−(r−s)
2/4t r
2s3+k
(rs+ t)5/2
ds
t1/2
≤ CArk
∫ R
ρ
e−(r−s)
2/4t r
2−ks3+k
(rs+ t)5/2
ds
t1/2
.
Applying Lemma A.1a yields the claim. 
Proposition A.3. Let
ρ ≤ r¯ ≤ R, 0 ≤ t1 ≤ t2 ≤ ∞, −4 ≤ m < 4.
The solution uϕ of (A.1-A.2) satisfies∫ t2
t1
∫ r¯
ρ
u2ϕ r
mdrdt
≤ Cm
(
wm+4(r¯, t1)
∫ r¯
ρ
sm+2 + r¯m+2
∫ R
r¯
w5(s, t1)
(
r¯2
s2 + t1
)3/2)
ϕ2(s) ds
Proof. We apply Ho¨lder’s inequality
uϕ(r, t)
2 ≤
(
C
∫ R
ρ
|ϕ(s)| e−(r−s)2/4t r
2s3
(rs+ t)5/2
ds
t1/2
)2
≤ C
∫ R
ρ
ϕ2(s) e−(r−s)
2/4t r
4s6
(rs+ t)5
ds
t1/2
·
∫ R
ρ
e−(r−s)
2/4t ds
t1/2
≤ C
∫ R
ρ
ϕ2(s) e−(r−s)
2/4t r
4s6
(rs+ t)5
ds
t1/2
.
Then compute∫ t2
t1
∫ r¯
ρ
u2ϕ(r, t) r
mdrdt ≤ C
∫ R
ρ
ϕ2(s)
[∫ t2
t1
∫ r¯
ρ
e−(r−s)
2/4t s
4−mr4+m
(rs+ t)5
dr
t1/2
dt
]
sm+2ds.
Applying Lemma A.1b yields the claim. 
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A.3. Inner boundary data. Next, we construct and estimate a solution of the boundary-
value problem
(A.10) uψ(r, t) = 0
with
uψ(ρ, t) = ψ(t), uψ(1, t) = 0 (t0 ≤ t ≤ t2)
uψ(r, t0) = 0 (ρ < r ≤ 1).(A.11)
Denote the complementary error function
erfc(x) =
2√
π
∫ ∞
x
e−ξ
2
dξ.
This is decreasing and satisfies (see [1], appendix)
(A.12) max
[
1− 2√
π
x,
e−x
2
√
πx
(
1− 1
2x2
)]
≤ erfc(x) ≤ min
[
1,
e−x
2
√
πx
]
(x ≥ 0) .
For r ≥ 1, let
u1(r, t) = erfc
(
r − 1
2
√
t
)
.
Then 0 ≤ u¯1 ≤ 1 and u1 is smooth away from (r, t) = (1, 0), with(
∂t − ∂2r
)
u1(r, t) = 0 (r > 1 or t > 0)
u1(1, t) = 1, u1(r, 0) = 0 (r > 1) .
Note that (
∂t −
(
∂2r +
n− 1
r
∂r
))
u1 = −n− 1
r
∂ru1 ≥ 0
hence u1(r, t) is a nonnegative supersolution for the heat equation in R
n \ B1(0). But for
n ≥ 3 and R ≥ 2, let
hR(r) =
r2−n − R2−n
1− R2−n u1(r, t) = hR(r)u1(r, t).
Then (
∂t −
(
∂2r +
n− 1
r
∂r
))
u1 =
−2∂rr2−n∂ru1 − (r2−n −R2−n) n−1r ∂ru1
1− R2−n
=
(n− 3)r1−n + (n− 1)R2−nr−1
1−R2−n ∂ru1 ≤ 0.
Hence u1(r, t) is a subsolution with
u1(1, t) = 1, u1(R, t) = 0
on Un(1, R). Now, let
u1 = u
n,R
1 = hR −Hn(1,R) ∗ hR
be the solution of the heat equation on Un(1, R)× [0,∞) with
u1(1, t) = 1, u1(R, t) = 0 (0 < t <∞)
u1(r, 0) ≡ 0 (1 < r ≤ R).
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Lemma A.4. The solution u1 satisfies
hR(r) ·max
[
1− r − 1√
π t
,
2
√
t√
π(r − 1)
(
1− 2t
(r − 1)2
)
e−(r−1)
2/4t
]
≤ u1(r, t) ≤ min
[
hR(r),
2
√
t√
π(r − 1)e
−(r−1)2/4t
](a)
(b) 0 ≤ ∂tu1(r, t) ≤ Cne
−(r−1)2/5t
t(t+ 1)n/2−1
·
{
min
[
(r − 1)/√t, 1] (t ≤ 1)
min [r − 1, 1] (t ≥ 1).
Proof. The maximum principle implies
u1 ≤ u1 ≤ min [hR, u1]
which by (A.12) yields (a).
For any 0 < t ≤ 2, 1 ≤ r ≤ R − 1 and 1/4 ≤ η ≤ 1, let
Vr,t,η =
[
r, r +
√
ηt
]× [(1− η)t, t] .
We may rescale by a factor of
√
t/2 and apply (a) and the derivative estimates of Lieberman
[9] Ch. 4, on Vr,t,1/2, to obtain
‖Dku1‖L∞(Vr,t,1/4) ≤
C
tk/2
‖u1‖L∞(Vr,t,1/2)
≤ C
tk/2
min
[
1,
√
t
r − 1e
−(r−1)2/4t
]
≤ C
tk/2
e−(r−1)
2/4t.
(A.13)
Note that ∂tu1 satisfies
(∂t +∆) ∂tu1 = 0
∂tu1(1, t) = ∂tu1(R, t) = 0 (t > 0).
(A.14)
From (A.13) we may further write
|∂tu1(r, t)| = |∆u1(r, t)| ≤ C
t
e−(r−1)
2/4tmin
[
r − 1√
t
, 1
]
for 0 < t ≤ 2. Note that (A.12) also implies that for each r, ∂tu1(r, t) ≥ 0 for t sufficiently
small, but not identically zero; so the maximum principle implies ∂tu1(r, t) ≥ 0 for all t > 0.
This establishes (b) for 0 < t ≤ 2.
Returning to (A.13) with t = 1, we have
0 ≤ ∂tu1(r, 1) ≤ Ce−(r−1)2/4
hence for r, t ≥ 1, by (A.14)
∂tu1(r, t) =
∫ R
1
Hn(1,R)(r, s, t− 1) ∂tu1(s, 1) dVs ≤ C
∫ ∞
1
e−(r−s)
2/4(t−1)−(s−1)2/4 · sn−1
(rs+ t− 1)(n−1)/2 (t− 1)1/2
ds
≤ C
(t− 1)n/2
∫ ∞
1
e−(r−s)
2/4(t−1)−(s−1)2/4 sn−1ds.
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Note that
(r − s)2
t− 1 + (s− 1)
2 =
1
t
(
t
t− 1 (r − s)
2 + t(s− 1)2
)
≥ 1
t
(r − s+ s− 1)2 = (r − 1)
2
t
and
(r − s)2
t− 1 + (s− 1)
2 ≥ 4(r − 1)
2
5t
+
(s− 1)2
5
.
Hence for t ≥ 2 we have
∂tu1(r, t) ≤ C e
−(r−1)2/5t
(t− 1)n/2
∫ R
1
e−(s−1)
2/20 sn−1ds ≤ C
tn/2
e−(r−1)
2/5t.
The extra factor of r−1 for 1 ≤ r ≤ 2 may again be obtained from (A.14) and the boundary
estimates of [9], Ch. 4. 
Now, put n = 6 and ρ = 1/R. We let
Gρ(r, t) =
r2
ρ2
∂t
(
u1
(
r/ρ, t/ρ2
))
=
r2
ρ4
(∂tu1)
(
r/ρ, t/ρ2
)
.
From Lemma A.4b, we have the bound
0 ≤ Gρ(r, t) ≤ Cρ
2r2
t(t + ρ2)2
e−(r−ρ)
2/5t ·
{
min
[
(r − ρ)/√t, 1] (t ≤ ρ2)
min [(r − ρ)/ρ, 1] (t ≥ ρ2).
Moreover, by Duhamel’s principle [1], given ψ(t) ∈ C0([t0, t2]), the function
(A.15) uψ(r, t) =
∫ t
t0
ψ(τ)Gρ(r, t− τ) dτ
on U4(ρ, 1) solves (A.10 - A.11).
Proposition A.5. Let
3ρ
2
≤ r1 ≤ r ≤ r2 ≤ 1, t0 ≤ t1 ≤ t ≤ t2, r¯2 = min
[
r2,
√
t2 − t1
]
CA.5 = Ce
−(r1−ρ)2/5(t2−t0).
The solution uψ of (A.10-A.11) satisfies
|uψ(r, t)| ≤ CA.5
(ρ
r
)2
sup
t0≤τ≤t
|ψ(τ)|(a)
r6u2ψ(r, t) ≤ CA.5 ρ4
∫ t
t0
ψ2(τ) dτ(b)
∫ 1
r1
u2ψ(r, t) r
2dV ≤ CA.5 ρ4
∫ t
t0
ψ2(τ) dτ(c)
∫ t2
t1
∫ r2
r1
u2ψ(r, t) dV dt ≤ CA.5 ρ4
(∫ t1
t0
+ log
(
1 +
r¯2
r1
)∫ t2
t1
)
ψ2(τ) dτ.(d)
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Proof. Let u = uψ. From (A.15) we have
|uψ(r, t)| ≤ Cρ
2
r2
∫ t
t0
|ψ(τ)|r
4e−(r−ρ)
2/5(t−τ)
(t− τ + ρ2)2
dτ
t− τ
and (a) follows by removing supψ and changing variables.
To prove (b), for 0 ≤ k ≤ 3, Ho¨lder’s inequality may be applied:
r2k
(∫ t
t0
ψ(τ)
r2e−(r−ρ)
2/5(t−τ)
(t− τ)(t− τ + ρ2)2dτ
)2
≤
∫ t
t0
ψ2(τ)
e−(r−ρ)
2/5(t−τ)
(t− τ + ρ2)3−k dτ ·
∫ t
t0
(
r2+k (r − ρ)
(t− τ) (t− τ + ρ2) 1+k2
)2
e−(r−ρ)
2/5(t−τ)dτ
(r − ρ)2(A.16)
≤ C
∫ t
t0
ψ2(τ)
e−(r−ρ)
2/5(t−τ)
(t− τ + ρ2)3−k dτ.
We have used the assumption r ≥ r1 ≥ 32ρ. Applying (A.16) with k = 3 gives (b).
Applying (A.16) with k = 2, we have
∫ r2
r1
u2(r, t) r2dV ≤ Cρ4
∫ r2
r1
(∫ t
t0
ψ(τ)
r2e−(r−ρ)
2/5(t−τ)
(t− τ)(t− τ + ρ2)2 dτ
)2
r5 dr
≤ Cρ4
∫ r2
r1
∫ t
t0
ψ2(τ)
e−(r−ρ)
2/5(t−τ)
t− τ + ρ2 rdτdr(A.17)
≤ Cρ4
∫ t
t0
ψ2(τ)
(∫ r2
r1
e−(r−ρ)
2/5(t−τ)
t− τ + ρ2 rdr
)
dτ
≤ Cρ4e−(r1−ρ)2/5(t2−t1)
∫ t
t0
ψ2(τ) dτ
which is (c).
To prove (d), first assume t0 = t1. Applying (A.16) with k = 1, we obtain∫ t2
t1
∫ r2
r1
u2 dV dt ≤ Cρ4
∫ t2
t1
∫ r2
r1
(∫ t
t1
ψ(τ)
r2e−(r−ρ)
2/5(t−τ)
(t− τ)(t− τ + ρ2)2 dτ
)2
r3drdt
≤ Cρ4
∫ t2
t1
∫ r2
r1
∫ t
t1
ψ2(τ)
e−(r−ρ)
2/5(t−τ)
(t− τ + ρ2)2 rdτdrdt(A.18)
≤ Cρ4
∫ t2
t1
∫ t
t1
ψ2(τ)
(∫ r2
r1
e−(r−ρ)
2/5(t−τ)
(t− τ + ρ2)2 rdr
)
dτdt.
Letting τ¯ = t− τ, the domain of integration
t1 ≤ t ≤ t2, t1 ≤ τ ≤ t
becomes
t1 ≤ τ¯ + τ ≤ t2, t1 ≤ τ, 0 ≤ τ¯
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which we relax to
t1 ≤ τ ≤ t2, 0 ≤ τ¯ ≤ t2 − τ.
Hence (A.18) may be rewritten
(A.19)
∫ t2
t1
∫ r2
r1
u2 dV dt ≤ Cρ4
∫ t2
t1
ψ2(τ)A(t2 − τ) dτ
where
A(t− τ) =
∫ r2
r1
∫ t−τ
0
e−(r−ρ)
2/5τ¯ dτ¯
(τ¯ + ρ2)2
rdr ≤ C
∫ r2
r1
e−(r−ρ)
2/5(t−τ)
(r − ρ)2 rdr
≤ C
∫ r2
r1
e−(r−ρ)
2/5(t2−t1) dr
r
(A.20)
≤ Ce−(r1−ρ)2/5(t2−t1) log
(
1 +
r¯2
r1
)
.
We have used τ ≥ t1 and r ≥ r1 ≥ 32ρ. The statement (d) follows by applying (A.19) over
[t1, t2] , together with (c) over [t0, t1] and Proposition A.3 at time t1. 
A.4. Outer boundary data. Next, we wish to solve
(A.21) uξ(r, t) = 0
with
uξ(ρ, t) = 0, uξ(1, t) = ξ(t) (t0 ≤ t ≤ t2)(A.22)
uξ(r, t0) = 0 (ρ < r ≤ 1).
Denote the error function
erf(x) =
2√
π
∫ x
−∞
e−ξ
2
dξ
which is increasing and satisfies
(A.23) max
[
1− 2√
π
|x|, e
−x2
√
π|x|
(
1− 1
2x2
)]
≤ erf(x) ≤ min
[
1,
e−x
2
√
π|x|
]
(x ≤ 0) .
For r ≤ 1, let
v0(r, t) = erf
(
r − 1
2
√
t
)
which satisfies (
∂t − ∂2r
)
v0(r, t) = 0 (r < 1 or t > 0)
v0(1, t) = 1, v0(r, 0) = 0 (r < 1) .
For n ≥ 3 and ρ ≤ 1/2, also let
hρ(r) =
ρ2−n − r2−n
ρ2−n − 1 , v1 = hρv0.
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Then (
∂t −
(
∂2r +
n− 1
r
∂r
))
v1 =
2∂rr
2−n∂rv0 − (ρ2−n − r2−n) n−1r ∂rv0
ρ2−n − 1
=
(3− n)r1−n + (1− n)ρ2−nr−1
ρ2−n − 1 ∂rv0 ≤ 0.
Hence v1(r, t) is a nonnegative subsolution for the heat equation in U
n(ρ, 1). Let
v1(r, t) = r
2−nv0(r, t).
Then (
∂t −
(
∂2r +
n− 1
r
∂r
))
v1 =
(
−2∂rr2−n − r2−nn− 1
r
)
∂rv0
= (n− 3) r1−n∂rv0 ≥ 0.
Hence v1(r, t) is a supersolution. Now, let
v1 = v
n,ρ
1 = hρ −Hn(ρ,1) ∗ hρ
be the solution of the heat equation on Un(ρ, 1)× [0,∞) with
v1(ρ, t) = 0, v1(1, t) = 1 (0 < t <∞)
v1(r, 0) ≡ 0 (ρ ≤ r < 1).
Lemma A.6. For n ≥ 3, the solution v1 satisfies
hρ(r) ·max
[
1− 1− r√
π t
,
2
√
t√
π(1− r)
(
1− 2t
(r − 1)2
)
e−(r−1)
2/4t
]
≤ v1(r, t) ≤ min
[
hρ(r),
2
√
t r2−n√
π(1− r)e
−(r−1)2/4t
](a)
(b) 0 ≤ ∂tv1(r, t) ≤ Cne−(t+t−1)/Cn (t > 0, ρ ≤ r ≤ 1/2)
(c) 0 ≤ ∂tv1(r, t) ≤ Cn


e−(r−1)
2/Ct
t
min
[
1− r√
t
, 1
]
(0 < t ≤ 1, 1/2 ≤ r ≤ 1)
(1− r) e−t/Cn (t ≥ 1, 1/2 ≤ r ≤ 1) .
Proof. The maximum principle implies
v1 ≤ v1 ≤ min [hρ, v1]
which by (A.23) yields (a).
Arguing as in the proof of Lemma A.4, for any 0 < t ≤ 1 and 1/2 ≤ r ≤ 1, we have
∣∣Dkv1(r, t)∣∣ ≤ C
tk/2
min
[
1,
√
t
r − 1e
−(r−1)2/4t
]
≤ C
tk/2
e−(r−1)
2/5t
and
(A.24) 0 ≤ ∂tv1(r, t) ≤ C
t
e−(r−1)
2/5tmin
[ |r − 1|√
t
, 1
]
(0 < t ≤ 1, 1/2 ≤ r ≤ 1).
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For 0 < t ≤ ρ2, we may apply the same derivative estimate uniformly for any ρ ≤ r ≤ 1.
This yields
0 ≤ ∂tv1(r, t) ≤ C
t
r2−ne−(r−1)
2/5tmin
[ |r − ρ|√
t
, 1
]
(0 < t ≤ ρ2, ρ ≤ r ≤ 1).
In particular, we have
∂tv1(r, ρ
2) ≤ Cρ−2r2−ne−(r−1)2/5ρ2
≤ Ce−(r−1)2/6ρ2 (ρ ≤ r ≤ 1/2).
(A.25)
Based on (A.24) and (A.25) with r = 1/2, we may again use the maximum principle. This
implies, for t ≥ ρ2 and ρ ≤ r ≤ 1/2, the bound
0 ≤ ∂tv1(r, t) ≤ Ce−1/24t
(
t ≥ ρ2, ρ ≤ r ≤ 1/2) .(A.26)
Lastly, since ∂tv1(r, 1) is a subsolution of the heat equation on B1 for t ≥ 1, with ∂tv1(r, t) ≤
C, we have
(A.27) ∂tv1(r, t) ≤ Ce−λ1t(1− r) (t ≥ 1)
where λ1 is the first Dirichlet eigenvalue of B1. Combining (A.24), (A.26), and (A.27) yields
the desired estimates (b) and (c). 
Now, put n = 6 and let
Kρ(r, t) = r
2∂tv1 (r, t) .
Given ξ(t) ∈ C0([t0, t2]), the function
uξ(r, t) =
∫ t
t0
ξ(τ)Kρ(r, t− τ) dτ
on U4(ρ, 1) solves (A.21 - A.22).
Proposition A.7. Let
ρ ≤ r1 ≤ r ≤ r2 ≤ 3
4
, t0 ≤ t ≤ t2.
The solution uξ of (A.21-A.22) satisfies
u2ξ(r, t) ≤ Cr4e−
c
t−t0
∫ t
t0
ξ2(τ) e−c(t−τ+
1
t−τ ) dτ(a)
∫ t2
t0
∫ r2
r1
u2ξ(r, t) dV dt ≤ Cr82e−
c
t2−t0
∫ t2
t0
ξ2(τ) e
− c
t2−τ dτ.(b)
Proof. The proof is a simple calculation based on Lemma A.6b, which we omit. 
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A.5. Inhomogeneous term. Finally, let
uη(r, t) =
∫ t
t0
∫ R
ρ
η(s, τ) r2H6(ρ,R)(r, s, t− τ) dVsdτ
≤
∫ t
t0
∫ R
ρ
|η(s, τ)| e−(r−s)2/4(t−τ) r
2s3
(rs+ t− τ)5/2
ds
(t− τ)1/2 dτ.(A.28)
For t ≥ t0, this satisfies
uη(r, t) = η(r, t)
with zero initial and boundary values.
Proposition A.8. Let uη be given by (A.28), with t0 = 0, and put
0 ≤ α < 4, α 6= 1
α¯ = min [α, 1] , 0 ≤ β < 4− α.
Assume
|η(r, t)| ≤ Ark−2wα(r, t)wβ(R, t) (∀ ρ ≤ r ≤ R, 0 ≤ t < t2) .
Then
|uη(r, t)| ≤ Ck,α,βAwβ(R, t)


ρk+2+α¯
r2+α¯
wα(r, t) (k < −2− α¯)
rkwα(r, t) (−2 − α¯ < k < 2− α)
rkw2−k(r, t) (2− α < k < 2)
r2Rk−2wα(R, t) (k > 2).
Proof. We first assume β = 0. Let N = ⌈− log2 ρ⌉, si = 2iρ for 0 ≤ i < N, and sN = 1. Write
η =
N∑
i=0
ηi, supp ηi ⊂ [si, si+1]
and solve
ui = ηi
using (A.28), so that u =
∑
ui.
Letting Ai = A(2si)
k, the assumption becomes
|ηi(s, t)| ≤ Ai
s2i
wα(si, t).
To begin, we fix r and estimate ui(r, t). For si < r/2, further write
ηi = η
0
i + η
1
i , u
0
i = η
0
i , u
1
i = η
1
i
with
supp η0i ⊂ [si, si+1]×
[
0, r2
]
, supp η1i ⊂ [si, si+1]×
[
r2,∞] .
Letting r¯ = min
[
r,
√
t
]
, we have
|u0i (r, t)| ≤ CAi
∫ r¯2
0
∫ si+1
si
e−(r−s)
2/4(t−τ)r2s
(rs+ t− τ)5/2 w
α(s, τ)
ds
(t− τ)1/2dτ(A.29)
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≤ CAi
(∫ r¯2
0
∫ si+1
si
e−(r−s)
2/4(t−τ)r4s2
(rs+ t− τ)5
ds
(t− τ)1/2 dτ
)1/2
·
(∫ r¯2
0
∫ si+1
si
w2α(si, τ)
e−(r−s)
2/4(t−τ)
(t− τ)1/2 dsdτ
)1/2
.
For the first integral, we change variables τ¯ = t− τ, to obtain∫ r¯2
0
∫ si+1
si
e−(r−s)
2/4(t−τ)r4s2
(rs+ t− τ)5
ds
(t− τ)1/2dτ =
∫ t
t−r¯2
∫ si+1
si
e−(r−s)
2/4τ¯r4s2
(rs+ τ¯ )5
ds
τ¯ 1/2
dτ¯
≤ C
r2 + t− r¯2
r¯2
r2 + t
w4(r, t− r¯2)
(
s2i
r2 + t− r¯2
)3/2
≤ C r
6s3i
(r2 + t)11/2
.
We have used Lemma A.1b while noting that r2+ t− r¯2 ≥ 1
2
(r2+ t). For the second integral
of (A.29), note for r ≥ 3si that
(A.30)
e−(r−s)
2/4(t−τ)
(t− τ)1/2 ≤
e−r
2/36(t−τ)
r
r
(t− τ)1/2 ≤
C
r
.
By (A.7), we have∫ r¯2
0
∫ si+1
si
w2α(si, τ)
e−(r−s)
2/4(t−τ)
(t− τ)1/2 dsdτ ≤ C
si
r
∫ r¯2
0
w2α(si, τ) dτ
≤ Cα
{
s3i
r
(α > 1)
si
r
s2αi (r
2)
1−α
(0 ≤ α < 1)
≤ Cαr2
(si
r
)1+2α¯
.
Returning to (A.29), we conclude
(A.31) |u0i (r, t)| ≤ CAi
(
r8s3i
(r2 + t)11/2
(si
r
)1+2α¯)1/2
≤ CAi
(si
r
)2+α¯
w11/2(r, t).
Next, note that u1i (r, t) = 0 for t < r
2, while for t ≥ r2 we have
|u1i (r, t)| ≤ CAi
∫ t
r¯2
∫ si+1
si
e−(r−s)
2/4(t−τ)r2s
(rs+ t− τ)5/2
ds
(t− τ)1/2w
α(si, τ)dτ.(A.32)
Lemma A.1a, for r ≥ 3si, gives∫ si+1
si
e−(r−s)
2/4(t−τ)r2s
(rs+ t− τ)5/2
ds
(t− τ)1/2 ≤ C
r2si
(r2 + t− τ)5/2
si
si +
√
t− τ e
−(r−si)2/5(t−τ)
≤ C r
2s2i
(r2 + t− τ)3 .
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Note that for τ ≥ r2, we have s2i + τ ≥ 12(r2 + τ) and
wα(si, τ) ≤ C s
α
i
(r2 + τ)α/2
For 0 ≤ τ ≤ t, also
(r2 + t− τ)(r2 + τ) = (r2 + t)r2 − τr2 + r2τ + (t− τ)τ ≥ r2(r2 + t).
Then (A.32) becomes
|u1i (r, t)| ≤ CAir2s2+αi
∫ t
r2
dτ
(r2 + t− τ)3(r2 + τ)α/2(A.33)
≤ CAi r
2s2+αi
(r2(r2 + t))α/2
∫ t
r2
dτ
(r2 + t− τ)3−α/2
≤ CαAi r
2−αs2+αi
(r2 + t)α/2
r2(1−(3−α/2))
≤ CαAi
(si
r
)2( s2i
r2 + t
)α/2
= CαAi
(si
r
)2+α
wα(r, t).(A.34)
for 3− α/2 > 1, or α < 4. We conclude from (A.31) and (A.33) that
|ui(r, t)| ≤ |u0i |+ |u1i | ≤ CAi
(si
r
)2+α¯ (
w11/2(r, t) + wα(r, t)
)
≤ CAi
(si
r
)2+α¯
wα(r, t)
(r ≥ 3si).(A.35)
For r ≤ 3si and 0 ≤ α < 4, in similar fashion, we have
|ui(r, t)| ≤ CAi
∫ t
0
∫ si+1
si
e−(r−s)
2/4(t−τ)r2s
(rs+ t− τ)5/2 w
α(s, τ)
ds
(t− τ)1/2dτ
≤ CAi
(∫ s2i
0
+
∫ t
s2i
)
r2s2+αi
(s2i + t− τ)3(s2i + τ)α/2
dτ
≤ CAi
((
r
si
)2
w6(si, t) +
r2s2+αi
(s2i (s
2
i + t))
α/2
∫ t
s2i
dτ
(s2i + t− τ)3−α/2
)
≤ CAi
((
r
si
)2
w6(si, t) +
r2s2i
(s2i + t)
α/2
sα−4i
)
≤ CAi
(
r
si
)2
wα(si, t).(A.36)
We now let M = ⌈− log2 r⌉ and Ai = Aski . Summing (A.35) and (A.36) yields
|u(r, t)| ≤ CA
(
M∑
i=0
sk+2+α¯i
r2+α¯
wα(r, t) +
N∑
i=M+1
sk−2i r
2wα(si, t)
)
.(A.37)
Note for si ≥ r that
wα(si, t) ≤
(si
r
)α
wα(r, t).
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For k < −2− α¯, since k − 2 + α is negative (α < 4), (A.37) reads
|u(r, t)| ≤ CA
(
ρk+2+α¯
r2+α¯
wα(r, t) +
N∑
i=M+1
r2−αsk−2+αi w
α(r, t)
)
≤ CA
(
ρk+2+α¯
r2+α¯
+ rk
)
wα(r, t) ≤ CAρ
k+2+α¯
r2+α¯
wα(r, t).
Next, if k > −2 − α¯ and k − 2 + α < 0, we have simply
|u(r, t)| ≤ CArkwα(r, t).
For −2− α¯ < k < 2 and k − 2 + α > 0, we have
|u(r, t)| ≤ CA
(
rkwα(r, t) +
N∑
i=M+1
r2
sk−2+αi
(s2i + t)
α/2
)
.
Notice that the terms of the summation attain a maximum either at i = ⌈1
2
log t⌉, if r2 < t,
or at i = M + 1, if r2 ≥ t, and decay exponentially on either side. We therefore have
|u(r, t)| ≤ CA
(
rkwα(r, t) + r2(r2 + t)
k−2
2
)
≤ CA (rkwα(r, t) + rkw2−k(r, t)) ≤ CArkw2−k(r, t).
For k > 2, we have
|u(r, t)| ≤ CA
(
rkwα(r, t) +
N∑
i=M+1
r2sk−2i w
α(si, t)
)
≤ CAr2Rk−2wα(R, t).
The case 0 < β < 4− α follows by applying the β = 0 case over time intervals[
iR2, (i+ 1)R2
]
together with Proposition A.2, and summing. 
Proposition A.9. Let uη be given by (A.28), and put
ρ ≤ r1 ≤ r2 ≤ R, t0 ≤ t1 ≤ t2.
Assume ∫ t1
t0
∫ 2r
r
(
s2η(s, t)
)2
dVsdt ≤ B0rm∫ t2
t1
∫ 2r
r
(
s2η(s, t)
)2
dVsdt ≤ B1rm
(ρ ≤ r ≤ R/2).
Let B = B0 +B1, and if m > 0 choose 0 < α < m. Then
r6u2η(r, t) ≤ Cm,αB


ρm (m < 0)
rm−αRα (0 < m− α < 10)
r10Rm−10 (m > 10)
(a)
∫ r2
r1
u2η(r, t1) r
2dV ≤ Cm,αB0


ρm (m < 0)
rm−α2 R
α (0 < m < 8)
r82R
m−8 (m > 8)
(b)
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∫ t2
t1
∫ r2
r1
u2η dV dt ≤ Cm,α


ρm
(
B0 +B1 log
(
1 +
r2
r1
))
(m < 0)
Brm−α2 R
α (0 < m < 8)
Br82R
m−8 (m > 8).
(c)
Proof. Let ui be as in the previous proof, and write
Ei =
∫ t1
t0
∫ si+1
si
(
s2η(s, t)
)2
dVsdt.
Let 0 ≤ k ≤ 2 and apply Ho¨lder’s inequality
r2kui(r, t)
2 ≤ C
(∫ t
t0
∫ si+1
si
|ηi(s, τ)| e−(r−s)2/4(t−τ) r
2+ks3
(rs+ t− τ)5/2
ds
(t− τ)1/2 dτ
)2
≤
∫ t
t0
∫ si+1
si
η2(s, τ)e−(r−s)
2/4(t−τ) s
6
(rs+ t− τ)2−k
ds
(t− τ)1/2 dτ
·
∫ t
t0
∫ si+1
si
e−(r−s)
2/4(t−τ) r
2k+4
(rs+ t− τ)k+3
ds
(t− τ)1/2 dτ(A.38)
≤ Cm t− t0
r2 + t− t0 min
[(
r
si
)2k+4
,
si
r
]∫ t
t0
∫ si+1
si
s6η2
e−(r−s)
2/4(t−τ)
(rs+ t− τ)2−k
ds
(t− τ)1/2 dτ
where we have applied Lemma A.1b.
First assume r ≥ 3si and apply (A.38) with k = 2, as well as (A.30), to obtain
(A.39) r4u2i (r, t) ≤ C
t− t0
r2 + t− t0
si
r2
∫ t
t0
∫ si+1
si
(
s2η(s, τ)
)2
s2 dsdτ ≤ C
r2
t− t0
r2 + t− t0Ei.
For r ≤ 3si, instead write
ui(r, t)
2 ≤
∫ t
t0
∫ si+1
si
η2(s, τ) s6dsdτ ·
∫ t
t0
∫ si+1
si
e−(r−s)
2/2(t−τ) r
4
(rs+ t− τ)5
dsdτ
(t− τ) .(A.40)
Applying Lemma A.1a, we have∫ t
t0
∫ si+1
si
e−(r−s)
2/2(t−τ)r4
(rs+ t− τ)5
ds dτ
(t− τ) ≤ C
∫ t−t0
0
1
(s2i + τ¯ )
3
si
si +
√
τ¯
r4
(s2i + τ¯ )
2
dτ¯√
τ¯
≤ Csir4
∫ t−t0
0
d
√
τ¯
(si +
√
τ¯ )11
≤ C r
4
s9i
.
Then (A.40) reads
(A.41) r6ui(r, t)
2 ≤ C
(
r
si
)10
Ei (r ≤ 3si).
Combining (A.39) and (A.41) yields
(A.42) r6u2i (r, t) ≤ CEimin
[
1,
(
r
si
)10]
.
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Note for α > 0 that
u2 =
(∑
i
uis
−α/2
i s
α/2
i
)2
≤
∑
u2i s
−α
i
∑
sαi ≤ CαRα
∑
u2i s
−α
i .(A.43)
To prove (a), assuming m− α > 0, from (A.42) and (A.43), we have
r6u2(r, t) ≤ CRα
∑
r6u2i s
−α
i
≤ CBRα
(
j∑
i=0
sm−αi + r
10
N∑
i=j+1
sm−α−10i
)
≤
{
rm−αRα (m− α < 10)
r10Rm−10 (m− α > 10).
If m < 0, we replace si by s
−1
i in (A.43) and take α = −m/2. We then have
r6u2(r, t) ≤ Cρ−α
∑
r6u2i s
α
i ≤ CBρm/2
(
j∑
i=0
s
m/2
i + r
10
N∑
i=j+1
s
m/2−10
i
)
≤ CBρm
which establishes (a).
To prove (b), return to (A.38) with k = 2, integrate, and apply Fubini’s Theorem. To
prove (c), integrate (A.38) with k = 1. 
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