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Advances in optimizing thermoelectric material efficiency have seen a parallel activity in theo-
retical and computational advances. In the current work, it is shown that the calculation of exact
Fermi-Dirac integrals enables the generalization of the Wiedemann-Franz law (WF) to optimize the
dimensionless thermoelectric figure of merit ZT = α2σ/κ. This is done by optimizing the Seebeck
coefficient α, the electrical conductivity σ and the thermal conductivity κ. In the calculation of
the thermal conductivity κ, both electronic and phononic contributions are included. The solutions
provide insight into the relevant parameter space including the physical significance of complex
solutions and their dependance on the scattering parameter r and the reduced chemical potential
µ∗.
I. INTRODUCTION
Though a 19th century science, thermoelectricity has seen a revival of late due to the perceived dangers of fossil fuels
and global warming. Thermoelectric (TE) materials continue to generate interest despite the fact that the phenomena
have been known since the 19th century [1–3]. The renewed interest has been stimulated by concern over the effects
of fossil fuels as major contributors to global warming as well as the advancement in materials properties for energy
generation and conversion. Thermoelectric materials can generate power using the Seebeck effect or refrigerate using
the Peltier effect. They are capable of converting heat flow directly into electrical energy or vice-versa[4]. Efforts are
focused on the enhancement of the material efficiencies by optimizing the TE figure of merit. A recent review by Morelli
has identified three material families that are the focus of ZT enhancement research: Phonon-glass-electron crystal
(PGEC), Bulk nano-structured materials, and Crystals with large anharmonicity [5]. The PGEC class of materials
use the concept of minimum thermal conductivity via a phonon-type mechanism to achieve a figure of merit as high
as 1.5 in n-type skutterudites[6]. In the early 1990s, Hicks and Dresselhaus [7–9] studied the 1-D and 2-D confinement
leading to a positive effect for nano-structured materials generally known as LAST (Lead-antimony-silver-telluride)
materials. Figures of merit as high as 2.2 were reached in doped samples. The third class of materials which has seen
intense investigations of late are based on lowering thermal conductivity in materials with large anharmonicity in the
crystal structure and a large Grueneissen coefficient γ[10]. A value of γ = 0 describes the harmonic lattice with a
large thermal conductivity. Tetrahedrites are such a family of compounds that contain so-called lone electron pairs
which enhance anharmonicity with distinctly coordinated Cu atoms. This leads to lower thermal conductivity and a
ZT of about 0.9 [11–15].
In addition to intensive activity in enhancing material properties, theoretical understanding has kept pace and
resulted in a widely accepted formalism based on Fermi-Dirac statistics that computes the figure of merit in terms of
Fermi-Dirac integrals and relates efficiency to the TE figure of merit ZT [16, 17]. The polylogarithm functions [18],
the LambertW function [19] and its generalization have created a renaissance in the solution of diverse problems that
include applications to thermoelectric materials.
The current work provides a generalization of the Wiedemann-Franz law (WF) which plays an important role
in thermoelectric material research[20]. In section II, we derive corrections to the WF law based on the widely-
used Fermi-Dirac integrals describing the thermoelectric properties of semiconducting materials [4] and demonstrate
how the corrections vary with the scattering parameter, r and the reduced chemical potential, µ∗ = Ef/kT . In
section III, we extremize the expression for thermal conductivity (in the form of the polylogarithmic functions) with
respect to reduced chemical potential, µ∗ and temperature T , respectively. In section IV, we provide insight into the
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2mathematical expressions resulting from the extremization of the electrical conductivity with respect to temperature
and relate that to maximizing the figure of merit. In section V, we reexamine the phonon contribution to thermal
conductivity and in section VI, we present our conclusions.
II. THE WIEDEMANN-FRANZ LAW
The Wiedemann-Franz Law (1853) states that the ratio of the electronic contribution of the thermal conductivity
κ to the electrical conductivity σ of a metal is proportional to the temperature T based on a semi-classical treatment
of the electron gas[10, 20].
κ
σ
= L0T (1)
where L0 is a constant called the Lorenz number is given by:
L0 =
(
k
e
)2
pi2
3
(2)
L0 = 2.44× 10−8WΩK−2
Here k is the Boltzmann constant and e is the electronic charge. For over 150 years, the Wiedemann-Franz law
has proven to be roughly stable amongst the multitude of metallic systems that have been studied[21]. But recent
experiments over a couple of decades show that there are several limitations to the law, the value of Lorenz number
L is not the same for every material and the law does not hold for intermediate temperatures. Experiments have
shown that the value of Lorenz number, L, while roughly constant, is not exactly the same for all materials[22]. In
the realm of space physics, Bespalov and Savina [23] have shown that the turbulent plasma conductivity along with
the anomalous thermal conductivity of the medium result in the generalization of the WF law. In many high purity
metals, both the electrical and thermal conductivities rise as the temperature is decreased. In certain materials (such
as silver or aluminum), however, the value of L0 may also decrease with temperature. In the purest samples of silver
and at very low temperatures, L can drop by as much as a factor of 10[23].
The standard treatment of the generalized WF law is based on the Fermi Dirac distribution of electrons and holes
in semiconductor materials[4]. Plugging in the equations for κ and σ in terms of Fermi-Dirac integrals as shown in
equation 5 below, it becomes apparent that the Lorenz number L0 is not a constant. Instead, it converges to (ke )
2 pi2
3
for higher values of the reduced chemical potential µ∗, irrespective of the value of the scattering parameter r:
σ =
16pime2l0 (kT )
r+1
Fr
3h3
(3)
κe =
16piml0k
r+3T r+2
3h3
[
(r + 3)Fr+2 −
(r + 2)
2
F 2r+1
(r + 1)Fr
]
(4)
Use of the relationship connecting the Fermi integral Fr to the Polylogarithm functions Lir+1(z) [24] where z =
−eµ∗ , we get,
Fr (µ
∗) = −Γ (r + 1)Lir+1
(
−eµ∗
)
(5)
This result leads to a generalized expression for the Lorenz number in the form:
L =
(
k
e
)2
A (r, µ∗) (6)
where the function A (r, µ∗) can be expressed more concisely in terms of polylogarithms.
3Figure 1: Scaling of the WF law by A (r, µ∗)
A (r, µ∗) =
(r + 2) (r + 3)Lir+1Lir+3 − (r + 2)2 Li2r+2
Li2r+1
(7)
where the argument z in the Polylog functions is henceforth omitted.
The function A(r, µ∗) is plotted in figure 1 against µ∗ for several indices. The plot shows that the expression
converges to the semi-classical value of the WF law for the Lorenz number. The expression for A(r, µ∗) converges
for a wide range of µ∗ as illustrated in the figure for values of r > −2.0. For positive values of µ∗, evaluation of
the first and second derivatives have shown that there are no local maxima but there are inflection points signifying
critical values in the range 0 < r < 5.0. For negative values of r, A(r, µ∗) exhibits maxima. The important question
of whether materials with negative r exist and the ranges over which they do will be discussed in a future study.
Fermi-Dirac integrals play an important role in the study of semiconductors and appear frequently in the treatment
of thermal properties. The corrections to the WF law are embodied in the detailed expressions of the Fermi-Dirac
integrals derived below in terms of polylogs.
The Fermi Dirac integral of index n is defined as:
Fn (µ
∗) =
∫ ∞
0
xn
ex−µ∗ + 1
dx (8)
where µ∗ is the reduced chemical potential and x is the electron energy in units of kBT . Computer algebras
like Mathematica can compute this expression in closed form for (Re(n) > −1) in terms of polylogs as Fn(µ∗) =
−Γ (n+ 1)Lin+1(−eµ). The physical details of the restrictions on the values of r and µ∗, however, make the actual
detailed calculations of the integrals included in the expression for A(r, µ∗) a useful exercise. We will leave the detailed
calculation to the appendices but will note the outline of the calculation here. We start by splitting the integral into
two parts separated by some physical value of µ∗. Simplification of (8) above gives:
∫ ∞
0
xn
ex−µ∗ + 1
dx =
∫ µ∗
0
xn
(
1 + ex−µ
∗ − ex−µ∗)
ex−µ∗ + 1
dx+
∫ ∞
µ∗
xn
ex−µ∗ + 1
dx (9)
The first term above can be written as:
∫ µ∗
0
xn
(
1 + ex−µ
∗ − ex−µ∗)
ex−µ∗ + 1
dx =
∫ µ∗
0
xndx−
∫ µ∗
0
xnex−µ
∗
ex−µ∗ + 1
dx (10)
4Using the transformation x− µ∗ = z,
∫ µ∗
0
xnex−µ
∗
ex−µ∗ + 1
dx =
−
∫ 0
−µ∗
ez (µ∗ + z)n
ez + 1
dz = −
∫ 0
−µ∗
ezµ∗
n
(
1 + zµ∗
)n
ez + 1
dz (11)
Using the binomial expansion for z/µ∗ < 1, we get
= −
∫ 0
−µ∗
ezµ∗
n
(
1 + nzµ∗ +
n(n−1)
2
z2
µ∗2
...
)
ez + 1
dz (12)
= −
[
µ∗
n
ln (1 + ez)
∣∣∣∣∣
0
−µ∗
+
∫ 0
−µ∗
zeznµ∗
n−1
ez + 1
dz+
∫ 0
−µ∗
z2ez n(n−1)2 µ
∗n−2
ez + 1
dz + ...
]
(13)
Finally, from eqns. (10) and (13) we get the expression:
Fn (µ
∗) =
µ∗n+1
n+ 1
+ µ∗nln
(
1 + e−µ
∗)− µ∗nln2
+nµ∗n−1
[
µ∗ln
(
1 + e−µ
∗)
+ Li2
(
−e−µ∗
)
− pi
2
2
]
+ ...
(14)
That leaves the second part of the integral in (9) namely∫∞
µ∗
xn
ex−µ∗+1dx which will be calculated in detail in the appendix and will be shown to be small.
III. EXTREMA OF THE THERMAL CONDUCTIVITY
Minimizing electronic thermal conductivity is one of the possible pathways to increasing the figure of merit of the
thermoelectric material. This task is achieved in two steps in subsequent sections - 3.1 and 3.2 for its dependence on
µ∗ and then on T .
A. Extrema of the thermal conductivity with respect to reduced chemical potential
Following Murali et al. [18] and taking the first derivative of the expression for σ as a function of µ∗ gives the
following condition for the extremum,
[Γ (r + 4)− 2Γ (r + 3)]Li2r+1Lir+2−
(r + 2) Γ (r + 3)LirLi
2
r+2 = 0 (15)
Rearranging gives:
Lir+2Γ (r + 3)
{
[(r + 3)− 2]Li2r+1 − (r + 2)LirLir+2
}
= 0 (16)
5and we get the two conditions, Lir+2 = 0 and (r + 1)Li2r+1 − (r + 2)LirLir+2=0
Using series expansion for the polylogarithmic function gives for r ≥ 0,
Lir (z) =
+∞∑
k=1
zk
kr
= z +
z2
2r
+
z3
3r
+ ... (17)
Case I : | z | <1
For the approximation | z | <1 which holds when µ∗ < 0, up to the order of z2, one gets:
(r + 1)
(
z +
z2
2r+1
)2
−
(r + 2)
(
z +
z2
2r
)(
z +
z2
2r+2
)
= 0 (18)
expanding and keeping terms up to z2 one gets:
(r + 1)
(
1 +
z
2r
+
z2
22r+2
)
− (r + 2)(
1 +
z
2r
+
z
2r+2
+
z2
22r+2
)
= 0
(19)
Further simplification yields,
z2
2r+2
+
z
2r
+
rz
2r+2
+
z
2r+2
= −1 (20)
z2
2r+2
+
z
2r
(
1 +
r
4
+
1
2
)
= −1 (21)
z
[
z
4
+
(
3
2
+
r
4
)]
= −2r (22)
eµ
∗ [−eµ∗ + r + 6] = 2r+2 (23)
Case II : | z | «1
eµ
∗
[−1− µ∗ + r + 6] = 2r+2 (24)
eµ
∗−(r+5) [µ∗ − (r + 5)] = −2r+2e−(r+5) (25)
µ∗ − (r + 5) = W
(
−2r+2e−(r+5)
)
(26)
The expression for µ∗ is illustrated in Fig. 2 below. In this figure we plot the real and imaginary parts of the
expression. The imaginary part is zero above the value of r corresponding the the beginning of the principal branch
of the LambertW function. For the argument of W above, that value is r = 4−2ln2ln2−1 ≈ −8.52. It is of interest to note
that for negative values of r (e.g. r = −3/2 and r = −1), the Fermi-Dirac integrals have been tabulated by Blakemore
[25].
6Figure 2: Comparison of real and imaginary contributions to the µ∗ in equation (26).
B. Extrema of the thermal conductivity with respect to temperature
We have the expression for thermal conductivity λ in the form of polylogarithmic functions
λe =
16piml0k(kT )
r+2
3h3
{
− Γ (r + 4)Lir+3
(
−eµ∗
)
+ (r + 2) Γ (r + 3)
[
Lir+2
(−eµ∗)]2
Lir+1 (−eµ∗)
} (27)
Differentiating and simplifying the above equation yields
dλ
dT
= (r + 2)
{
− (r + 3)Lir+3 (z) + (r + 2)
Li2r+2 (z)
Lir+2 (z)
}
− µ∗Lir+2 (z)
{
− (r + 3) + (r + 2)[
2− Lir (z)Lir+1 (z)
Li2r+1 (z)
]}
= 0
(28)
Lir (z) =
+∞∑
k=1
zk
kr
(29)
Using the approximation | z | <1 , valid for µ∗ < 0 and simplifying we get terms to O(z2):
z2
22r+2
[
− (r + 2 + µ∗) + (r + 2) (r + 2− µ∗) 1
4
− (r + 2) (r + 3) 1
2
− µ∗
]
+
z
2r
[
− (r + 2 + µ∗)
− (r + 2) (r + 3) 1
8
− µ
∗
4
]
= (r + 2 + µ∗)
(30)
7Case I: | z | <1
Expansion of z in terms of µ∗, and setting A = 2(r+2)(r+9)+13 , B = r+2, C = (r+2)(r+5), D = (r+2)(r+12)+16
, we get
eµ
∗
[
µ∗
2
+
(
A
D
)
µ∗ +
C
D
]
= − (B + µ∗)
(
22r+5
D
)
(31)
eµ
∗
[
(µ∗ − t1) (µ∗ − t2)
(µ∗ +B)
]
= −2
2r+2
D
(32)
where t1 and t2 are the factors of the quadratic expression in µ∗. The solution to equation (32) can be written as
a generalized Lambert W function [26, 27],
µ∗ = W (t1, t2;−B; −2
2r+2
D
) (33)
Case II: | z | «1 If we keep only terms of order µ∗ , equation (31) reduces to:
eµ
∗
(
µ∗ + CA
)
(µ∗ +B)
=
−22r+5
A
(34)
The solution in this case can also be obtained by use of the the generalized Lambert W function as:
µ∗ = W (
−C
A
,−B; −2
2r+5
A
) (35)
IV. EXTREMA OF THE ELECTRICAL CONDUCTIVITY WITH RESPECT TO TEMPERATURE
We have the following expression for the electrical conductivity σ
σ =
16pime2l0 (kT )
r+1
(r + 1)Fr
3h3
(36a)
rΓ (r) = Γ (r + 1) (36b)
σ = −16pime
2l0 (kT )
r+1
(r + 1) Γ (r + 1)Lir+1
(−eµ∗)
3h3
(37a)
Setting ,
c = −16pime2l0Kr+1 (r + 1) Γ (r + 1) (37b)
and differentiation of σ gives
dσ
dT
= cT r [−µ∗Lir (z) + (r + 1)Lir+1 (z)] = 0 (38)
Thereby,
8−µ∗
+∞∑
k=1
zk
kr
+ (r + 1)
+∞∑
k=1
zk
kr+1
= 0 (39)
Case I: |z| < 1
For terms to cubic order, | z | <1
− µ∗
(
z +
z2
2r
+
z3
3r
)
+ (r + 1)
(
z +
z2
2r+1
+
z3
3r+1
)
= 0 (40a)
z[
1
2r
(
−µ∗ + r + 1
2
)
+
z
3r
(
−µ∗ + r + 1
3
)
+
z2
4r
(
−µ∗ + r + 1
4
)
] = µ∗ − (r + 1)
(40b)
eµ
∗
[
1
2r
(
−µ∗ + a
2
)
− e
µ∗
3r
(
−µ∗ + a
3
)
+
e2µ
∗
4r
(
−µ∗ + a
4
)]
= a− µ∗
(41)
where a = r + 1. On using a series approximation for the exponential function,
eµ
∗
[
1
2r
(
−µ∗ + a
2
)
− (1 + µ
∗)
(−µ∗ + a3 )
3r
+
(1 + 2µ∗)
(−µ∗ + a4 )
4r
]
= a− µ∗
(42)
eµ
∗ (
A− µ∗B + µ∗2C
)
= a− µ∗ (43a)
where,
A =
a
2r+1
− a
3r+1
+
a
4r+1
(43b)
B =
1
2r
+
a
3 − 1
3r
+
1− a2
4r
(43c)
C =
1
3r
− 2
4r
(43d)
Neglecting µ∗
2
,
eµ
∗
(A− µ∗B) = a− µ∗ (44a)
eµ
∗
[
µ∗B −A
µ∗ − (a)
]
= 1 (44b)
9eµ
∗
[
µ∗ − AB
µ∗ − (a)
]
=
1
B
(44c)
µ∗ = W
(
A
B
, a,
1
B
)
(44d)
If µ∗
2
is not neglected one ends up with:
eµ
∗ (
A− µ∗B + µ∗2C
)
= a− µ∗ (45)
Let t1 and t2 be the roots of the quadratic equation
eµ
∗
[(µ∗ − t1) (µ∗ − t2)] = −µ
∗ − a
C
(46)
The solution can be obtained by use of the generalized offset logarithmic function
µ∗ = W
(
t1, t2, r + 1,− 1
C
)
(47)
where,
t1 =
B
C +
√
B2−4AC
C2
2
(48)
t2 =
B
C −
√
B2−4AC
C2
2
(49)
Case II: |z| << 1
Retaining terms up to quadratic order, we have for | z | «1 , valid for µ∗ < 0, we get:
− µ∗
(
z +
z2
2r
)
+ (r + 1)
(
z +
z2
2r+1
)
= 0 (50a)
which simplifies to
− µ∗
(
1 +
z
2r
)
+ (r + 1)
(
1 +
z
2r+1
)
= 0 (50b)
Since z = −eµ∗ , further simplification gives:
(r + 1− µ∗) +
[
µ∗ − (r + 1)
2
]
eµ
∗
2r
= 0 (51a)
eµ
∗
= 2r+1
[
µ∗ − (r + 1)
µ∗ − (r+1)2
]
(51b)
Rearrangement of the above equation ( 51b ) enables a solution by using the Offset logarithmic function with µ∗
given by:
µ∗ = Gk
(
2r+1, r + 1,
r + 1
2
)
(52)
where Gk is the generalized LambertW function.
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V. MINIMIZATION OF THE LATTICE THERMAL CONDUCTIVITY
Following the approach developed by Cahill et al. [28], we develop the conditions for minimum lattice thermal
conductivity by extremizing the integrand of the following expression:
κl,min =
(pi
6
)1/3
kn2/3
∑
i
vi
(
T
Θi
)2 ∫ T
Θi
0
x3ex
(ex − 1)2 dx (53)
Figure 3: Planck’s blackbody radiation function.
F (x) =
x3ex
(ex − 1)2 (54)
F
′
(x) =
3x2ex + x3ex
(ex − 1)2 +
x3ex(−2)ex
(ex − 1)3 = 0
Further simplification results in the expression
ex
(3− x)
(3 + x)
= 1 (55)
Numerical solutions of (55) exist and the positive real value is 2.57568 which gives the maximum of equation (54).
Exact solutions to the above equation can be obtained by use of the Offset Logarithm function.
We will now compute the integral in (53) by setting T/θi = x. The result is plotted in figure 4 multiplied by
(T/θD)
2 and shows a monotonically increasing function of T/θD with forbidden regions where real solutions do not
exist. The plot exhibits forbidden regions. These interesting regions warrant further exploration that will be the
subject of a separate study.
The integral can be calculated by parts.
∫ x
0
y3ey
(ey − 1)2 = 3
x4 ln (−ex + 1) ex
ex − 1 −
x5ex
ex − 1
+6
x3Li2 (e
x) ex
ex − 1 − 3
x4 ln (−ex + 1)
ex − 1 + 6
x2ζ (3) ex
ex − 1
−6 x
2Li3 (e
x) ex
ex − 1 − 6
x3Li2 (e
x)
ex − 1 − 6
x2ζ (3)
ex − 1 +
6
x2Li3 (e
x)
ex − 1
(56)
The preliminary analysis presented here shows that κmin is a monotonic function of T/θD as shown in figure 4. But
further analysis is needed to determine the characteristics of the above expression representing κmin as a function of
temperature (in units of θD). It should be noted that for x 6= 0, ln(1− ex) < 0. giving complex values.
11
Figure 4: κl.min as a function T/θi.
VI. CONCLUSIONS
In this work, a treatment using exact Fermi-Dirac integral expressions leads to the generalization of the Wiedemann-
Franz Law. The exact expression shows that non-negligible corrections are possible. From figure 1, it is apparent that
negative values of the index r of the polylog functions in the expression for the Lorenz number should be explored.
The details of optimizing the figure of merit allowed us to explore the parameter space more carefully. Based on the
results of optimizing the electronic thermal conductivity, we note that the chemical potential is strongly dependent
on the polylog index r. Here again large negative values are possible. We also note that the imaginary part of the
chemical potential is small compared to the real part and drops down to zero exactly at r = −8.52, which occurs at
the start of the principal branch of the Lambert W function.
It is worth mentioning that the works of Poudel et al. [29] and Zhao et al. [17] have observed that a ZT enhancement
comes mainly from a reduction of the lattice thermal conductivity κmin and anomalously high GrÃĳneisen parameters.
[17]
Minimizing thermal conductivity seems to be the most effective path to enhancing the figure of merit. Thermal
conductivity has both lattice and electronic contributions. In this work, both contributions have been carefully ana-
lyzed and minimization shows important restrictions on the complex solutions produced. The imaginary contributions
have been found to be small and drop to negligible value as the argument of the Lambert W function function in the
solutions approaches the value of −1/e.
Calculation of the extrema of the electrical and thermal conductivities leads to characteristic equations which give
further insight into the ranges of r and µ∗ that favor an optimized figure of merit. The results of this paper should
therefore be useful to experimental work directed at the chemistry and physics of materials chemistry looking into
enhancing thermoelectric efficiency.
The stability and transport coefficients of the Lorenz number across different metals pose a challenge to attaining
a high ZT value. Ouerdane et al. have emphasized the importance of the study of electronic systems that undergo
phase transitions and the role of fluctuating Cooper pairs.[30] Further analytic work will concentrate on analyzing the
properties of these characteristic equations and relating them to material properties. This combined analytical and
numerical work will be the subject of a separate study.
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VII. APPENDIXES
Appendix I
To compute the last term in eqn. (9) in section (2), let us call the integral represented in that term I, where:
I =
∫ ∞
µ∗
xn
ex−µ∗ + 1
dx =
∫ ∞
µ∗
xne−(x−µ
∗)
1 + e−(x−µ∗)
dx
=
∫ ∞
µ∗
xne−(x−µ
∗){1 + e−(x−µ∗)}−1dx
(57)
A binomial expansion allows I to be written as:
I =
∫ ∞
µ∗
xne−(x−µ
∗)
{
1 +−e−(x−µ∗) + e−2(x−µ∗)
−e−3(x−µ∗) + e−4(x−µ∗) − e−5(x−µ∗) + ...
+(−1)ne−n(x−µ∗) + ...
}
dx
(58)
=
∫ ∞
µ∗
{
xne−(x−µ
∗) − xne−2(x−µ∗) + xne−3(x−µ∗)
−xne−4(x−µ∗) + ...
}
dx
(59)
Let us now define In,m and integrate by parts,
In,m =
∫ ∞
µ∗
{xne−m(x−µ∗)}dx = x
ne−m(x−µ
∗)
−m
∣∣∣∣∞
µ∗
+
n
m
∫ ∞
µ∗
{xn−1e−m(x−µ∗)}dx
(60)
Where m = 1, 2, 3, .....
Now, the definite integral In,m can be written in the reduction form:
In,m =
1
m
(µ∗)n +
n
m
In−1,m (61)
where,
In−1,m =
∫ ∞
µ∗
{xn−1e−m(x−µ∗)}dx =
−xn−1e−m(x−µ∗)
m
∣∣∣∣∞
µ∗
+
(n− 1)In−2,m
m
(62)
Therefore,
In,m =
1
m
(µ∗)n +
n
m
{ 1
m
(µ∗)n−1 +
(n− 1)
m
In−2,m} (63)
=
µ∗n
m
+
n
m2
(µ∗)n−1 +
n(n− 1)
m2
In−2,m (64)
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=
µ∗n
m
{
1 +
n
m
1
µ
+
n(n− 1)
m2
1
µ∗2
+
n(n− 1)(n− 2)
m3
1
µ∗3
+ ...
} (65)
In,1 = (µ
∗)n
{
1 +
n
µ∗
+
n(n− 1)
µ∗2
+
n(n− 1)(n− 2)
µ∗3
+ ...
} (66)
In,2 =
(µ∗)n
2
{
1 +
n
2µ∗
+
n(n− 1)
4
1
µ∗2
+
n(n− 1)(n− 2)
8
1
µ∗3
+ ...
} (67)
In,3 =
(µ∗)n
3
{
1 +
n
3µ∗
+
n(n− 1)
9
1
µ∗2
+
n(n− 1)(n− 2)
27
1
µ∗3
+ ...
} (68)
As m becomes larger, In,m decreases for a given n. the expression for the integral (7) becomes:
I =
∫ ∞
µ∗
xn
1 + ex−µ∗
dx = In,1 − In,2 + In,3 − In,4 + ... (69)
Where
In,1 = (µ
∗)n
{
1 +
n
µ∗
+
n(n− 1)
µ∗2
+
n(n− 1)(n− 2)
µ∗3
+ ...
} (70)
and
Im,n =
1
m
(µ∗)n +
n
m
In−1,m (71)
where m = 2, 3, 4, ... are given in equation 3.
The expressions in (3) are substituted in equation (14) to derive the expression for Fn(µ∗)
Let
x− µ∗ = z ⇒ z = −µ∗ when x = 0
x = µ∗ + z ⇒ z = 0 when x = µ∗
xn = (µ∗)n(1 +
z
µ∗
)n
Using the transformation x− µ∗ = z , the second term in equation (9) can be rewritten as:
−
∫ µ∗
0
xnex−µ
x
1 + ex−µx
dx = −
∫ 0
−µx
ez
µ∗n
1 + ez
(1 +
z
µ∗
)ndz (72)
Using the Binomial expansion for |z| << 1 and keeping terms up to second order in z, we have:
14
= −
∫ 0
−µ∗
(µ∗)n
ez
1 + ez
{1 + nz
µ∗
+
n(n− 1)
2
z2
µ∗2
+ ...}dz (73)
We can now integrate to get:
= −
[
(µ∗)n ln (1 + ez)|0−µ∗ + n
∫ 0
−µ∗
z(µ∗)n−1
ez
1 + ez
dz
+
n(n− 1)
2
∫ 0
−µ∗
z2ez(µ∗)n−2
1 + ez
dz + ...
]
(74)
= −
[
(µ∗)n ln (2)− (µ∗)n ln (1 + e−µ∗) + (µ∗)n−1n
{ln (1 + ez)z|0−µ∗ −
∫ 0
−µ∗
ln (1 + ez)dz}+ ...
] (75)
= −
[
(µ∗)n ln (2)− (µ∗)n ln (1 + e−µ∗) + n(µ∗)n
ln (1 + e−µ
∗
)− (µ∗)nn
∫ 0
−µ∗
ln (1 + ez)dz + ...
] (76)
For ez < 1 and −µ∗ ≤ z ≤ 0, and keeping terms up to O(z) accuracy, we expand in powers of z:
= −
[
(µ∗)n{ln 2− ln (1 + e−µ∗)}+ n{(µ∗)n ln (1 + e−µ∗)
−(µ∗)n
∫ 0
−µ∗
(ez − e
2z
2
+
e3z
3
+ ...}dz
] (77)
= −
[
(µ∗)n{ln 2 + (n− 1) ln (1 + e−µ∗)}
−µ∗n(1− e
−µ∗
12
− 1
4
+
e−2µ
∗
4
+
1
9
− e
−3µ∗
9
− ...)
]
(78)
= −µ∗n
[
ln 2 + (n− 1) ln (1 + e−µ∗)− { 1
12
− 1
22
+
1
32
− 1
42
+ ...}+ {e
−µ∗
12
− e
−2µ∗
22
+
e−3µ
∗
32
+ ...}
] (79)
Appendix II
The term involving z2 is given in the form:
15
∫ 0
−µ∗
(z2ez)
(ez + 1)
dz =
[
µ∗2(− ln(e−µ∗ + 1))+
2µ∗Li2(−e−µ∗) + 2Li3(−e−µ∗) + 3ζ(3)
2
] (80)
for eµ
∗
>= 0.
This result can be obtained by expanding the integrand in powers of ez << 1 ,
−
[
n(n− 1)(µ∗)n−2
2
∫ 0
−µ∗
z2ez
1 + ez
dz
]
(81)
Consider just the integral in the above expression. Integration by parts and then expanding ln(1 + ez) in powers of
ez << 1, we get: ∫ 0
−µ∗
z2ez
1 + ez
dz = z2 ln (1 + ez)|0−µ∗−
2
∫ 0
−µ∗
z ln (1 + ez)dz
(82)
= −(µ∗)2 ln (1 + e−µ∗)− 2
∫ 0
−µ∗
z
{
ez − e
2z
2
+
e3z
3
− e
4z
4
+ ...
}
dz
(83)
= −(µ∗)2 ln (1 + e−µ∗)− 2
[
(
ez
1
− e
2z
4
+
e3z
9
−
e4z
16
+ ...)z
∣∣∣∣0
−µ∗
−
∫ 0
−µ∗
(
ez
1
− e
2z
4
+
e3z
9
− e
4z
16
+ ...)
] (84)
Equation (12) becomes:
−n(n− 1)(µ
∗)n−2
2
[
− (µ∗)2 ln (1 + e−µ∗)+
2µ∗{e
−µ∗
12
− e
−2µ∗
22
+
e−3µ
∗
32
− e
−4µ∗
42
}+
2{(e
z
1
− e
2z
8
+
e3z
27
− e
4z
64
+ ...)|0−µ∗}
] (85)
Considering further now the second term z2 in {} of the (1 + zµ∗ )n series. Therefore:
−n(n− 1)
2
[
(µ∗)n ln (1 + e−µ
∗
) + 2(µ∗)n−1{
e−µ
∗
12
− e
−2µ∗
22
+
e−3µ
∗
32
− e
−4µ∗
42
+ ...
}
+2(µ∗)n−2
{
1
13
− 1
23
+
1
33
− 1
43
+ ...− e
−µ∗
13
+
e−2µ
∗
23
− e
−3µ∗
33
+
e−4µ
∗
43
− ...
}]
(86)
16
= −n(n− 1)
2
[
(µ∗)n ln (1 + e−µ
∗
)+
2(µ∗)n−1(− ln (−e−µ∗)
+2(µ∗)n−2
{ ∞∑
l=1
{ (−1)
l−1
l3
− (−1)l−1 e
lµ∗
l3
}
}] (87)
The next term in the (1 + zµ∗ )
n series is
(µ∗)n−3
∫ 0
−µ∗
z3 (n(n−1)(n−2))e
z
31
1 + ez
dz (88)
= (µ∗)n−3
n(n− 1)(n− 2)
31
[
z3 ln (1 + ez)|0−µ∗
−3
∫ 0
−µ∗
z2ez
ez + 1
dz
] (89)
= (µ∗)n−3n(n− 1)[−(µ∗)3 ln (1 + e−µ∗) (n− 2)
31
− (n− 3)
31
∫ 0
−µ∗
z2ez
1 + ez
dz]
(90)
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