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ABSTRACT
Design of Personalized Location Areas for future PCS networks
by
Radhika Varadarajan
Dr. Emma Regentova, Examination Committee Chair 
Assistant Professor of Electrical and Computer Engineering 
University of Nevada, Las Vegas
In Global Systems for Mobile Communications (GSM), always-update location 
strategy is used to keep track of mobile terminals within the network. However future 
Personal Communication Networks (PCS) will require to serve a wide range of services 
(digital voice, video, data, and email) and also will have to support a large population of 
users. Under such demands, determining the exact location of a user by traditional 
strategies would be difficult and would result in increasing the signaling load imposed by 
location-update and paging procedures. The problem is not only in increasing cost, but 
also in non-efficient utilization of a precious resource, i.e., radio bandwidth.
In this thesis, personalized Location Areas (PLAs) are formed considering the 
mobility patterns of individual users in the system such that the signaling due to location 
update and paging is minimized. We prove that the problem in this formulation is of NP 
complexity. Therefore we study efficient optimization techniques able to avoid 
combinatorial search. Three known classes of optimization techniques are studied. They 
are Simulated Annealing, Tabu Search and Genetic Search. Three algorithms are
111
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
designed for solving the problem. M odeling does not assume any specific cell structure or 
network topology that makes the proposal widely applicable. The behavior of mobile 
terminals in the network is modeled as Random Walk with an absorbing state and the 
Markov chain is used for cost analysis.
Numeric simulation carried out for 25 and 100 hexagonal cell networks have shown 
that Simulated Annealing based algorithm outperforms other two by indicators of the run­
time complexity and signaling cost of location management. The ID ’s of cells populating 
the calculated area are provided to the mobile terminal and saved in its local memory 
every time the mobile subscriber moves out its cuiTent location area. Otherwise, no 
location update is performed, but only paging. Thus, at the expense of small local 
memory, the location management is carried more efficiently.
I V
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CHAPTER 1 
INTRODUCTION
For the success o f  high-bandwidth multimedia services, Quality o f  Service (QOS) 
issue is critical in the future generation o f wireless networks. Two problems o f paramount 
impact on QOS in wireless networks are: (I)  Location Management and (2) Resource 
Management. Out o f these. Location M anagement is the primary concern o f  my thesis. 
Location M anagement means tracking o f the mobile subscribers (MS) in the network so 
that incoming calls and other mobile phone services in a cellular network can be 
delivered to them smoothly at possibly minimum signaling cost. An efficient location 
management strategy would consider roaming statistics o f individual mobile terminals in 
the cellular network, and determine an area, that is a number o f cells which the terminal 
is most likely will visit. Then, no location update would be required in that area, but only 
paging. A major concern o f this work is the design o f personalized location areas.
1.1 Cellular Network
A Cellular network is a radio network o f individual cells, each with their own base 
stations (BS). Each base station covers a small geographic area and by integrating the 
coverage area o f these base stations, a cellular network provides coverage for a wide area.
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The actual radio coverage o f a cell is known as footprint. Although the real footprint 
is amorphous in nature, a regular cell shape is needed for ease o f  system design. W hile it 
might seem natural to choose a circle to represent a coverage area o f a base station, 
adjacent circles cannot be overlaid on a map without leaving gaps or creating overlapping 
regions. Thus when considering geometric shapes which cover an entire region without 
overlap and with equal area, there are three sensible choices- a square, an equilateral 
triangle, and a hexagon. Figure 1.1. shows the different geometric shapes to represent a 
cell (other than the hexagon).
(a)
(b)
( c )
Figure 1.1 Different geometric shapes to represent a cell; (a) Square, (b) Circle, (c)
Equilateral triangle
A cell must be designed to serve the weakest mobiles within the footprint, and these 
are typically located at the edge o f a cell. For a given distance between the center o f a 
polygon and its farthest perimeter points, the hexagon has the largest area o f the three. 
Thus by using the hexagon geom etiy, the fewest number o f cells can cover a geographic 
region and the hexagon closely approximates a circular radiation pattern. O f course, the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
actual cellular footprint is determined by the contour in which a given transmitter serves 
the mobile successfully [1]. Figure 1.2 shows the hexagonal cell geometry with 
omnidirectional antennas providing a circular radiation pattern.
Omnidirectional antennas u sed in B S ’s
MT
Figure 1.2 Hexagonal cell geometry (cell radius R =2)
1.2 Personal Communication Service (PCS) Networks 
Personal Communication Services (PCS) networks facilitate mobile terminals (MT) 
to communicate with each other at any time from any location using any form o f services. 
The increasing demands for diverse services dictates a high-quality framework of 
location management that allows PCS networks to locate the M T roving across different 
systems. To accomplish this objective it is necessary to track down mobile terminals 
within the time limit (the maximum setup time) before the receiving call connections can 
be determined.
Two simplest strategies for tracking mobile subscribers are considered. They are 
always-update and never-update strategics [2]. In the always-update strategy, each MT 
transmits an LU upon entry into a new cell. Clearly the overhead is high for LU, but is 
minimal for paging. On the other hand, in the never-update strategy, the MT never 
updates its location. Consequently, network wide paging is required for an incoming call.
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The current cellular networks use a combination o f these two strategies [3], The service 
area is partitioned into location areas (LA) and within the LA ’s the MT does not perform 
LUs. When an MS enters a new LA, it updates its location.
Mobile systems apply the loeation area (LA) eoncept and the location update (LU) 
procedure, in order to keep track o f the user locations [2].More specifically; cells are 
grouped into loeation areas. Periodieally, a roaming mobile terminal that is not involved 
in a call obtains the identifier o f  the location area to which the closest base station 
belongs. When a change in the location area identifier is sensed, the location update 
procedure is invoked and the identifier o f  the new location area is stored in the system 
database. Likewise, when the network has to route a eall to a mobile terminal, the current 
cell o f the terminal should be determined. Mobile systems apply the paging area eoncept 
and paging proeedure, in order to obtain this information. A paging area may be defined 
as a subset o f the location area. A paging message is broadcast in the cells o f the selected 
area. The content o f the message indicates to the mobile terminal that it has an incoming 
call. As the mobile terminal responds from a certain cell its exact position, as well as its 
availability to accept the call, its location is determined. In case the mobile terminal does 
not respond to the message, in other words if  the mobile terminal is not in the selected 
subset o f the location area, a new paging area is selected and the procedure is repeated.
The effectiveness o f LA based management depends on how the partitions are done. 
The purpose o f LA area design is to optimize the partitions such that location 
management cost is minimized.
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1.3 Research Overview and Thesis Outline
In this thesis, the problem o f partitioning the cellular network into optimal LA ’s is 
addressed. The location areas are constructed dynamically for each individual mobile 
users based on the statistics they exhibit while roaming. This idea is proposed in [2], and 
further developed in [4]. In the former, a general version o f the Loeation area planning 
(LAP) problem is introduced. In [4], a personalized approach o f  designing LA ’s for each 
MT individually is proposed. Once the MT enters the PCS system, a personalized LA is 
found based on the movement behavior o f the MT in the system such that the total 
location management cost is minimized.
In this approach, each time, a new optimal LA for a user is defined, the cell IDs o f the 
constructed LA are sent to the terminal to be stored in the local memory so that it can 
adjust the signaling accordingly. While there is an additional (small) memory is required 
this is expected to bring higher benefits in optimizing the signaling cost. However this 
scheme imposes additional computations to be performed by the system. This occurs 
every time, when MT is moving out o f the current LA. Thus, efficient algorithms are to 
be considered.
Since the partitioning is NP- complete type, as it will be shown in chapter 3, the LA 
partitioning in this work is studied for three algorithms for searching the optimal solution, 
i.e.. Simulated Annealing (SA), Tabu search (TS) and Genetic search (GS) Algorithms. 
These three algorithms are concurrently good for solving such kind o f problem.
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For comparison a new cost model is obtained using continuous Markov chains with 
absorbing states describing an M T’s behavior in an LA. The simulations are performed in 
the Matlab environment.
The results o f  the algorithms have been also compared with the heuristic algorithm 
(HA) developed in [4]. Simulations show that the Simulated Annealing algorithm is 
better than the other algorithms considered. All the 3 algorithms yield comparable 
loeation management costs. However, when the algorithms were compared on a run time 
basis. Simulated Annealing outperformed the other two. Tabu Search is time consuming.
The report is organized as follows: In Chapter 2, a survey report on the analysis o f 
different techniques o f Location management is presented. Chapter 3 deals with the 
proposed approach and cost model used for the dynamic location management for 
different algorithms. In Chapter 4, we analyze the dynamic planning o f personalized 
location areas using Simulated Annealing algorithm. Chapter 5 deals with dynamic 
planning o f personalized location areas using Tabu search algorithm. In Chapter 6, 
dynamic planning o f personalized location areas using Genetic search is analyzed. 
Finally, we summarize the work in Chapter 7 and discuss the perspectives o f  future 
research.
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CHAPTER 2
ANALYSIS OF COST M ODELS FOR LOCATION M ANAGEMENT
A SURVEY REPORT
2.1 Introduction
Mobile networks have experienced a sharp expansion in the population o f mobile 
terminals/ subscribers. Such growth augments signaling and incurs additional expending 
o f the bandwidth resources for network cost management. For future PCS networks, it is 
desirable to devise mobile networks that make resourceful use o f the limited radio 
bandwidth. Effective mobility and location management is one channel to realize such 
efficiency.
In this survey, a detailed analysis o f  cost models for various topologies under various 
Loeation M anagement schemes is presented. Some o f  the cost models used in technical 
papers for analysis is reported here.
2.2 Location Area M anagement
The entire service area in the personal communication service network is divided into 
respective location areas (LAs) and each location area comprise o f one or more cells. 
Location M anagement in a PCS network entails Location Update and Paging.
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The various schemes under the Location M anagement (Location Update and Paging) 
are discussed in the following sub-sections.
2.2.1. Location update
A location update procedure allows the mobile device to inform the cellular 
network whenever it moves from one location area to the next. There are various 
schemes o f  Loeation update namely Static and Dynamic.
A. Static LU;
The two main techniques here are: Location- area based and reporting-cell based.
(i) Loeation area based:
The service area o f the wireless network is divided into several loeation areas (LAs) 
each comprised o f  one or more cells (Fig. 2.1) [5, 6, 7]. The loeation update takes place 
when the M T leaves one LA and moves to another one (for example, from cell A to cell 
B). When an incoming call arrives for the MT, the system performs paging by sending 
polling messages to all the cells in the MT's last reported LA to loeate the MT.
< \ .
\  LAI
LA3
Figure 2.1: Loeation area based Loeation update
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In [8] a simulator is built to show the division o f a city area model. This Manhattan 
model allows tracking the hundreds and thousands o f mobile clients. The idea is to divide 
the location areas on the basis o f regions o f interest such traffic, residential, business, 
shopping, parks, lakes etc. The authors in [8] justifies that the mobile clients are most 
likely to move among certain areas, and most o f them move from home to work and then 
back home. The partitioning is done for obtaining an optimal total management cost for 
all Mobile term inals[4],[9],[ 10].Under the static schemes, however, a mobile terminal 
positioned in proximity o f the boundai-y o f a location area may perform excessive 
location updates as it moves back and forth between two location areas.
( ii) Reporting cell based;
In [11], [12], a subset o f cells in the network is elected as the reporting cells. Location 
update is performed by each mobile client, only when it enters one o f these reporting 
cells. When a call arrives, the search is restricted to the respective reporting cell to which 
the client last reported and the neighboring bounded non-reporting cells. Figure 2.3 
illustrates an example, upon arrival o f  call at cell” CALL”, the search is limited to (a) the 
reporting cell that the user last reported in, i.e. cells named “RC” and (b) the non­
reporting cells named “N C”. In [13], a heuristic method to find near optimal solutions is 
described.
Ki 'C A L L
RC R ÇN C
Figure 2.2 Regions showing reporting cells
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B. Dynamic LU;
The dynamic LU schemes can be classified under 4 categories; time-based, 
movement based, distance based and direction based schemes. [3, 9, 10, 14, 15, 16] as 
well as hybrid schemes [4].
(i) Time based;
In time-base schemes, M T performs location update periodically after a predefined 
time; T. [3, 10] .This scheme is simple because each MT only needs a timer to trigger the 
location update. When a call arrives, the system will page all the possible cells that can be 
reached by the MT within the time elapsed from reporting in the last known cell.
In [17], the authors explain the time-based approach. The LA containing node “i” is 
denoted by LA (i). For each mobile user, the system keeps a record o f the current LA 
where it resides. Each time a user crosses an LA boundary, it updates the system with its 
new location. When an incoming call arrives, the system simultaneously pages the user in 
all the cells o f  its current LA. After receiving the user reply, the system establishes a 
connection between the call originator and the called user. Thus, the location 
management scheme produces two types o f signaling costs, where the costs are 
considered from both the wireless and wired network perspective. An update cost reflects 
the cost o f  all the update operations performed by the users during a time unit, and a 
paging cost results from all the paging operations during a time unit. Consider an LA
L = |5 '|,  S i. }. Let T be a user incoming call rate and C^,be the cost o f paging a single
cell. The paging cost o f a single LA, S  e  L , with |S| cells, is the product o f the incoming
10
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call rate times the cost o f paging all the LA cells C^JS|. Consequently, Page
i£ S
Cost(S) = AC^ |5 ' |^  w, , and the overall paging cost is.
i£S
/  \
Page cost (L) = ^ C Æ \ ^ W
S e L \  /gv /
Similarly, for the update cost a user induces an update operation whenever it moves 
from a cell “i” in one LA to a cell “j ” in an another LA. The amount o f traffic per time 
unit between the two cells is , so the update cost caused by traffic between the cells i
and j is C,,f;j , where C,, is the cost o f a single update operation. In the calculations, the
authors o f [17] charge each o f the nodes i and] for half o f this update cost. Therefore, the 
cost o f update operations in the system as a whole is simply the amount o f traffic between 
the LAs times C„. The total update cost is.
Update Cost (L )=  E  Z  4
^ i e V  J ^ L A U )
Since the effic ien cy  o f  a g iven  LA planning, L, is detennined by its overall signaling  
cost, an optimal LA planning, Lopt, is a graph partition with the minimal signaling cost 
am ong all the feasib le LA plans, i.e.
Cost (L opt) =  m in  l { Update Cost (L ) + Page cost (L )[
(ii) Movement based;
The movement-based dynamic location update scheme is explained in [18]. An 
analytical model is applied to formulate the costs o f location update and paging in this 
scheme. Under the movement-based location update scheme, the location update is 
performed after the r/th cell boundary crossing since the last location registration. 
Assuming that the cost for performing a location update is U (U > 0), which account for
1 1
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the wireless bandwidth utilization and the computational requirements in order to process 
the location update and a { j )  as the probability that there are j boundary crossings 
between two call arrivals. The expected location update cost per call arrival denoted by
C„ is given by C„ ^ a { j ) .
i ~ \  j = i d
The probability density function o f the cell residence time is modeled by Laplace- 
Stieltjes transform (s), mean 1/A,„. The call arrival to each mobile user is a Poisson
process with rate A .. The following simple formulation for the cost o f location update
C . = u
^ ' - [ / . ( A ) ] '
W here 0  =A ,/A „,., which is referred to as the Call-to-Mobility Ratio (CMR) [9]. A 
mobile user has smaller mean cell residence time than the mean call arrival time interval 
to the mobile user if  ^  < 1, and vice versa. That is, the smaller the CMR, the higher the 
mobility that a mobile user has. For calculating the paging cost, the authors o f [9] assume 
that the cost for polling a cell is P (P > 0). All the cells in the paging area are paged when 
an incoming call arrives. The number o f cells in a paging area for the movement based 
location update scheme with threshold value d, denoted by N(d), can be calculated as 
follows:
N(d)
1 + 3 d (d -  1)
for hexagonal configuration 
1 + 4 d (d -  1) 
for mesh configuration 
d = l , 2 , 3 , ......
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The expected paging cost per call arrival, denoted by C , , is given by
C p(d) —
P * N (d )  = P * ( l  + 3 d (d -l)) 
for hexagonal configuration,
P * N (d ) -P * ( l  + 4 d (d -l)) 
for mesh configuration
To sum up the total cost per call denoted by Tc(d) as the sum o f the cost o f  location 
update, C „, and the cost o f paging, :
T c(d)=  C / d ) +  C /d ) .
(iii) Distance-based:
In the distance-based scheme, the M T performs location update when the distance 
from the location o f  the latest update exceeds a certain threshold D [3, 14, 16].
(iv) Direction based:
In [15] a Direction-based location update (DBLU) scheme for the PCS networks has 
been explained. This scheme employs a line-paging strategy. A moving direction 
identification mechanism using only simple computations detects the change o f moving 
direction and updates the m obile’s location. To locate a MT, paging can be carried out 
along its moving direction, and hence the paging cost is reduced. Moreover, the M T’s 
moving direction can be determined by simple numerical calculations. In the DBLU 
scheme, an MT performs a location update when it’s moving direction changes. When a 
call is originated to a particular MT, the system only pages the LA’s on the line o f the 
M T’s moving direction. Further the authors assume, for an MT, that the crossing LA 
movements and the calls to/from the MT are both Poisson processes with rates and
A, , respectively. The MT is observed only at each LA crossing and at each call arrival.
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The activities o f the MT were modeled by using an embedded Markov chain. In the 
M arkov chain, the system state S. represents that the distance between the M T’s current
LA and its last updated LA ‘i ’. We assume that an MT moves forward (from distance / to 
distance 2 + 7) or backward (from distance i to distance i-1 ) in the same direction with 
equal probability " q \  ‘ p, ’ denotes the stationary probability o f  and the solutions for
‘ 7T. ’in general, were derived by solving the balanced equations.
Let C„ and denote the cost o f one location update and one LA paging 
respectively. Assuming each call generated for the MT is a termination call with 
probability p , . At each LA crossing, an M T changes its moving direction with
probability l -2 q .  Besides, for a termination call to an MT at the system stated"-, the 
DBLU scheme needs to page 2 i+ l  LA ’s to locate the MT. Thus, the average total cost 
per unit time, can be expressed as
C - T C .
k-A
+ 7?,AC,,X^/(2/ + 1)
The numerical results show that scheme has good performance when the cost of 
paging one LA is comparable with that o f one location update. M oreover, the DBLU 
scheme does not require complicated computations in both the M T and network. This 
merit makes the DBLU scheme feasible in location management.
In [19], [20] a hybrid approach is proposed wherein both distance and direction 
metrics are taken into account yielding the improvement o f the signaling cost. 
Performance comparison o f the hybrid location update (HLU) with the distance-based 
location update (DSLU) and direetion-based loeation update (DRLU) shows the 
superiority o f  the HLU. When the mobility patterns become more and more directional,
14
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the HLU approaches the DRLU. It tends to approach the DRLU for more random 
patterns. Additionally the total signaling cost increases as the call to mobility decreases.
2.2.2 Paging
Paging is a procedure performed by the network to determine the exact location o f 
the MT. The different paging schemes for analysis are:
A. Blanket Polling
B. Shortest-distance first
C. Sequential polling
A. Blanket Paging;
This paging scheme is used in current GSM and IS-41 networks [21]. When a call 
aiTives, the network sends polling signals simultaneously to all cells within MT's current 
location area. Under this seheme, the paging delay is minimal that the MT can be found 
in one polling cyele. The major drawback is that the paging eost can be very high when 
the number o f cells in the LA is large.
B. Shortest distanee first:
In this scheme, [9, 14] the residing LA o f the called MT is partitioned into several 
sub-areas according to the given maximum paging delay and the distance threshold. The 
network pages the MT starting from the latest update location and then moving outwards 
in a shortest-distance-first order. The M T can be located under the paging delay 
constraint by grouping cells at different distances for each polling cycle. When the 
maximum paging delay is one, the scheme will be the same as the blanket polling which 
is the worst case in terms o f the paging cost. It should be noted that this paging scheme 
can be used in conjunction with different location update strategies such as movement-
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based, distance-based and direction-based schemes. The main advantage o f this scheme is 
that it is simple and it does not require any additional information, such as location 
probability distribution o f the MT.
C. Sequential paging:
In this scheme, the cells in the LA are grouped into so called paging areas (PAs) 
according to the location probability o f the MT in eaeh cell. The number o f PAs equals to 
the maximum paging delay. The polling signals are sent by the network to the PAs 
according to the location probabilities. I f  the paging delay is not constrained as in [22] the 
minimum paging cost is obtained by sequentially polling the cells in decreasing order o f 
location probability. However, under the delay constraint, the problem of partitioning a 
LA into PAs is an NP-eomplete problem and the eomputation complexity is high when 
the LA is very large. [22, 23]
2.3 Personalized LA Scheme 
Different than Static location area, the dynamie LA is based on the mobility 
behavior and eall patterns (call arrival rate) o f individual Mobile client. This scheme is 
tailored for the individual mobility patterns o f each user thus leading to the formation o f 
Personalized Location area’s (PLAs). Because o f  high complexity o f computations for 
solving this problem, an iterative greedy heuristic algorithm [4] that yields a sub-optimal 
solution is found as a viable alternative.
The algorithm starts by having only the location update cell (v) in the LA. This LA is 
made the Temporary LA {TLA ) and the set o f neighboring cells to the TLA is found. The 
cost o f the LA is calculated. In step 2, another cell (i) is included in the LA and the
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minimum signaling cost corresponding to TLA (C *)is assumed to be infinity. In every 
iteration, the neighboring cells are found for cell 7 ’ and included in the TLA The cost o f 
the TLA ’ is found. If  this cost is less than minimum signaling cost (C ) then the TLA ’ is 
made the TLA and cost o f TLA ’ is made as C ' . If  C* is less than then is made
C,„;„and TLA is made the LA . In step 3, the algorithm terminates if C„,j„is less than
( |TLA| +1) which is the paging cost o f grouping when one more eell is added to the 
temporary LA. If  the condition is met, there is no need in further check because trivially 
C'mi,, will be less than the total cost incurred by adding any single cell.
The total signaling cost o f the LA only including the LU cell v is
Cmm =
The total Location management cost in a respective LA ‘k ’ is given by:
cm = c„X,N*c.(p,.
Here N denotes the number o f cells in the LA, is the call arrival rate for the mobile
client, (j) is the location update rate o f  the mobile client for the location area “K” and is
equal to 1/ t, where t is the mean residence time. Cp and Cu are the per-cell paging cost 
and the unit location update cost, respectively [24]. The first component o f the right side 
o f the above equation corresponds to the paging cost and the addend is the location 
update cost.
2.4 Conclusion
The need for mobile usage is being driven by voyage o f critical applications on the 
wireless platform, increased business-to-business communications, expanding e-
17
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
commerce applications, shared networking, and unnumbered issues. The prospects of 
future applications on cellular networks are countless. Constraints related to the call 
handling capacities o f network elements and costs related to the paging and registration 
activities should be considered. Utilizing the available network information in a realistic 
manner further optimizes the location management costs. W e’ve addressed the 
importance to minimize both the update and paging costs in Location area planning from 
the wireless networks perspective. The scope o f both the mobility model and dynamic 
location update is quite large, and several possibilities and alternatives still need to be 
considered. An analytical model is studied to formulate the costs o f location update and 
paging per call arrival for dynamic mobility management scheme.
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CHAPTER 3
DYNAMIC LOCATION M ANAGEMENT AND DESIGN OF PERSONALIZED
LOCATION AREAS
3.1 Introduction
The various schemes in Location M anagement and also the general description and 
formal statement o f  the problem have been discussed in previous chapters. In this 
chapter, the problem is formulated to be under the NP- complete category, the proof for 
NP-complexity is provided. The method and a cost model used for forming PLA ’s will be 
discussed in detail in the following sub-sections.
3.2. Design o f PLA ’s
The proposed strategy is such that LAs are personalized, that is designed and 
provided for each MT individually every time the MT moves out its current LA. A 
personalized LA is found by minimizing the total location management cost based on the 
movement behavior o f each MT in the system. The system then sends the IDs o f  all cells 
in the designed LA to the MT, so the latter can store them in the local memory. I f  the MT 
moves into a new cell, it checks if the new cell’s ID is in the list. I f  it is not found, the 
MT sends a location update message to the system and a new personalized LA is created, 
otherwise, it does not perform an update. When there is an incoming call, the system
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pages all the cells in the LA to identify the cell o f M T’s current location to deliver the 
call.
Fig. 3.1 shows an example o f  the proposed location management scheme. The system 
has 25 cells (hexagons) depicted in Fig 3.2 by circles. Fig 3.2 shows the formation of the 
PLA ’s. Initially the MT resides in cell 1 and the designed personalized LA for the MT 
includes cells 1, 2 and 6 (bounded by the solid rectangle). W hen the MT moves into 
either cell 6 or cell 2, there is no location update performed. I f  a call arrives when the MT 
is in cell 2, the system pages all three cells to find the MT and deliver the call. The 
location update is performed when the MT moves for example from cell 2 to cell 7 (see, 
shaded circle). A new LA will be formed o f cells 2, 7 and 13 outlined by the dashed 
rectangle. Note that the new LA overlays the previous one.
i() 20
23 24 25
Figure 3.1: System Topology
\ \ -------
 -C l)--........- C l)----------------Ci>
- C I V - - - - - - - - - C’l ^ - 1Î,;)
-CIJ_______   og
Figure 3.2: Formation o f PLA’s
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3.3 Markov Chain Analysis and Cost Model 
This scheme assumes an arbitrary cell geometry and network topology which is 
practical. Similar to the model described in [25], the PCS network can be represented as 
a bounded-degree, directed graph G = (F, £ ), where V  is the set o f  nodes representing the 
cells and E i s a  set o f edges representing the interconnections between the cells. | F  | is 
denoted as the number o f nodes in G. Two adjacent cells i and j  relate by two direeted 
edges ( i , j )  and (/', /)• For example, in Figure 3.3, the set o f six nodes F =  {1,2, 3 ,4 , 5, 6}.
The edge set is E =  {(1, 2), (2, 1), (1, 4 ) , ........(5, 6)}. Fig 3.3 shows a 6 eell network and
the corresponding graph model.
Figure 3.3; The cellular network (left) and the graph model (right)
A. Random walk model;
Determining the M T’s movement is itself a very challenging problem in a PCS 
network. The problem of finding the destination cell after k  movements from a given 
starting cell is determined in [26]. Another example in [27], deals with how many steps 
an MT should make to leave a region. The M T’s movement in the network is modeled as 
a random walk.
21
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A random walk model with absorbing states [28] can be used to study the movements 
o f an MT. In this model, a state represents a cell where the MT may reside. The number 
o f moving steps (a step represents an MT movement from a cell to another) from the 
starting cell until the MT moves out o f the cluster has been found in [29]. A MT resides 
in a cell for a period, then moves to one o f  its neighbors with some probability. Some 
special cases o f probability are [30]: (1) in d ep en d en t a n d  iden tica lly  d is tr ib u ted  (IID): p  
= [1/6, 1/6, 1/6, 1/6, 1/6, 1/6]; (2) d irec tiona l: p =  [0.8, 0.025, 0.025, 0.1, 0.025, 0.025]; 
(3) turning: p  -  [0, 0.25, 0.25, 0, 0.25, 0.25]. Fig 3.4 shows the different sample paths o f 
the probability distribution.
/
/ \
/
\ /
/ l
■ /
\
^  M
ici
Figure 3.4: Sample paths (a) IID (b) directional (c) turning
Under the random walk model, for each MT, there is a predefined probability /;,/ o f 
moving from cell i to cell j  withX,/3y = 1 - The residence time o f the MT in cell i is
22
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assumed to be exponentially distributed with the mean 1 / . The incoming call arrival
follows Poisson distribution with the rate T. . Thus the CMR \s p  = T, /T,,,. Figure 3.5 
shows the transitional probabilities in a model network.
u '/  ! \V * t \ \
M 15 /
Figure 3.5: Transition probabilities in a model network
B Location M anagement Cost:
The behavior o f  the M T in a predefined LA is modeled after a continuous time 
Markov chain (CTMC) with absorbing states. To compute the number o f movements, 
whenever an MT moves out o f the region, i.e., moving to a boundary cell, the random 
walk enters an absorbing state. The absorbing state denotes the state o f MT moving out of 
the current LA. The state space o f the CTMC is 5  = {1, ..., A' + 1 j where states 1 to k
23
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are transient states that represent the cells in the LA and state A: + 1 is the absorbing state 
that represents the neighboring cells o f  the LA (cells A: + 1 to n). Fig 3.6 indicates, states 1 
to A are transient states that represent the cells in the LA and state A + 1 is the absorbing 
state that represents the neighboring cells o f the LA (cells A + 1 to n).
Transient States
1 to t
Absorbitig State 
k+1
Figure 3.6: States o f  the CTMC
The generation matrix o f the CTM C can be written as
Q
P \k  A;i| ^  P\ j
7 = A  +  I
P k I P k 2  ' ' ’ ^  Pkj  ^  Pkj
j*k  7=A11
0 0 0 0 0
( 1),
where A is an A x A matrix o f  grouping the transition rates in the transient states, B is
column vector with B = -Ae" and e = [1 1], O is a 1 X A zero matrix. W ithout loss
of generality, we assume the first cell that the M T enters in the LA is cell 1. Thus, the 
initial probability vector for this CMTC is p„ = [l 0 O].
24
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Given r,, is the time to reach the absorbing state from t = 0, the probability
distribution o f the time until absorption can be written as
F„(0 = Pr{r„<l} = l-Poe®'eL A>0
The average residence time o f the MT in the LA J  which equals to the m ean  tim e to
a b so rp tio n  E (r J  is then given by
i‘ = £ (r ,,)  = -p „B -'e '^  (3)
The total location management cost for M T in a specific LA K  is defined as in [4] 
C i K )  = c p ^ . N  + c„<D„ (4).
where N  is the number o f cells in the LA, is the call arrival rate for the MT, 0 „  is the 
location update rate o f  the MT for the LA K  which equals to 1/7 , Cp and c„ are the per- 
cell paging cost and the unit location update cost, respectively. The first component o f 
the right side o f Eq.4 corresponds to the paging cost and the second addend is the 
location update cost. A personalized LA is formed such that the total location 
management cost is minimized.
3.4. Complexity Analysis 
The problem o f forming an optimal LA can be regarded as NP-complete. As describe 
in Section 3.2, a PLA is designed such that the total location management cost is 
minimized. For a PLA with the starting cell as cell i, we have the following lemma for the 
maximum number o f cells in the PLA, .
25
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Lemma 1 : The maximum number of cells in a PLA for starting cell i, is
c X
Proof: The location management cost for a LA only with cell i is C„ = +c',,T„ • For a
designed PLA with n cells, the location management cost isC„ =cy;;T +c„4)„, where
0,, > 0. Since the PLA has the minimum location management cost, we
havec ^ C, < . Then we obtain » < 1 + -^^-^. Because n is an integer, the upper bound
C . X .
o f n is
c X
If  we use an exhaustive search to find a PLA for a network with N cells, the number of 
possible LA configurations with starting cell i that we have to search, M, can be obtained
as
M  = 4- 4- 4-
I  n J I  1 2 W - i y
(5)
One can observe the PLA planning problem belongs to a class o f NP-hard problems 
known as induction o f minimal structures [13, 31],
3.5 Conclusion
In this chapter, the network topology o f the location management scheme designed 
for PCS networks is discussed. An arbitrary cell topology is considered. This problem has 
a wide practical application. The complexity analysis is provided. It is proved that the 
problem belongs to the class o f  NP-complete. Therefore there is a need for efficient 
optimization, other than the greedy search. Examples o f those are algorithms without a
26
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formal guarantee o f  best performances but which can provide one or several good 
solutions with acceptable running times and memory usage. In particular, in this research, 
we implement three algorithms for finding optimal PLAs and compare the results in 
terms o f signaling cost and run-time among them. The results are also compared to a 
heuristic algorithm proposed in [4] which has shown a best performance so far.
27
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CHAPTER 4
DYNAMIC PLANNING OF PERSONALIZED LOCATION AREAS USING 
SIMULATED ANNEALING ALGORITHM 
4.1 Introduction
Due to the high computational complexity, it is hard to find the optimal PLA using 
the exhaustive search. A heuristic algorithm developed in [4] has shown a superior 
performance. In this chapter, we look for more efficient methodology, by first using 
Simulated Annealing (SA) method.
4.2 Simulated Annealing Algorithm 
Simulated Annealing (SA) is a well-known heuristic technique for combinatorial 
optimization problems o f  NP-complexity. SA finds a very good solution rather than an 
optimal solution for these problems. In the SA method, the initial feasible solution is 
first selected. Randomly, a neighboring solution is selected and is accepted if  some 
optimization criterion is satisfied. This criterion is usually taken to be the ‘cost’ o f  the 
solution and the solution is accepted only if  there is an improvement in the cost. 
Solutions which do not show improvement in ‘cost’ are also accepted in some cases to 
prevent the algorithm from being locked in a local optima- a solution whose cost could 
be far from minimum, but is still less than that o f any o f its neighbors.
28
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The probability o f accepting a worst solution is given by the Boltzmann criterion 
P - e x p  (-ô c /t)> r  where ôc is the difference between the cost o f the neighboring and the 
current solutions, ‘r '  is a random number chosen between (0,1] and 7 ’ is the 
temperature which is simply a control param eter for the algorithm. The manner and the 
rate at which temperature is reduced are called the ‘cooling schedule’.
SA is an optimization technique analog to the physical annealing o f solid materials 
[32]. The physical annealing process starts after the heat source removed from the solid 
material. The temperature o f  the material begins to decrease. The material becomes more 
rigid as its energy decreases at each temperature level. The process continues until the 
temperature reaches the ambient temperature. At this time, the material is perfectly solid 
and has the lowest energy. SA imitates this cooling process to search for the problem 
solution. The search begins with an initial temperature and ends when the temperature 
reaches the target temperature T , . The temperature must be zero, or nearly zero, at the
end of the allotted time. A popular choice is the exponential schedule, where the 
temperature decreases by a fixed factor a  <1 at each step. As the temperature decreases, 
and the ôc value becomes positive, the probability o f  accepting a worse solution P (ôc, t) 
tends to zero. Hence, for small values o f t ’, the algorithm will accept solutions only when 
there is an improvement in cost. This is a very notable feature o f SA which makes the 
algorithm work efficiently at lower temperatures.
The generic algorithm for Simulated Annealing Algorithm for a minimization 
problem with Solution space (set o f solutions) S, objective function (eg. cost) ‘/ ’ and 
neighborhood strueture N  is as follows,
Seleet an initial solution sO;
29
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Select an initial temperature tO > 0;
Select a temperature reduction function y;
Do
Do
Random ly select s £• N (sO);
5 = f(s) -  f  (sO); 
if  ÔC <0
then sO = s 
else
generate random x uniformly in the range (0, 1); 
if  X < exp (-5c/t) then sO = s;
Set t = y(t);
Until iteration count = max iterate 
Algorithm yields- sO an approximation to the optimal solution.
In the algorithm ,‘t ’ is simply a control parameter and is referred to as the temperature 
and max iterate is the total number o f iterations for the algorithm.
4.3 Examples o f Simulated Annealing Approach 
Simulated Annealing finds its application in diverse areas such as com puter aided 
design o f integrated circuits, image proeessing, and eode design. It has been used for 
solving well known elassical combinatorial problems like graph partitioning, graph 
coloring and number partitioning. Related to our study, SA finds applieation in the 
allocation o f Base stations to LA ’s [33]. The problem o f assigning B S’s to LA ’s can be
30
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mapped to bin-packing problem and hence can be said as NP-hard. Considering the 
difficulty o f the optimization problem, it is not possible to guarantee the optimal solution 
in reasonable run times. Therefore techniques that offer near-optimal solutions within 
acceptable run times are required. SA finds the sub-optimal solution for this problem 
without searching the whole solution space. The information supplied to the SA based 
algorithm includes the capacity constraints o f  the base station transmitters, paging 
capacity constraints, call traffic for each BS, cell traffic and hand-off rates to neighboring 
base stations. The SA based algorithm described in [33] finds a network topology that 
consists o f the LA-to- BS assignment. In addition, the total registration cost o f the 
solution is presented as well. The SA results are promising and the quality o f SA results 
is much better than those obtained by multiple runs o f greedy search. Moreover, the 
statistical quality evaluation methods show that it is almost impossible to create a random 
solution better than that offered by SA in tolerable run-times.
The traveling salesman problem can be used as another example application o f 
simulated annealing [32]. In this problem, a salesman must visit some large number o f 
cities while minimizing the total mileage traveled. If the salesman starts with a random 
itinerary, he can then pair-wise trade the order o f  visits to cities, hoping to reduce the 
mileage with each exchange. The difficulty with this approach is that while it rapidly 
finds a local minimum, it cannot get from there to the global minimum. SA has found 
sub-optimal solutions for this problem also by using a strategy called threshold 
acceptance. In this strategy, all good trades are accepted, as are any bad trades that raise 
the cost function by less than a fixed threshold. The threshold is then periodically 
lowered, just as the temperature is lowered in annealing. This eliminates exponentiation
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and random generation in the Boltzmann criterion. As a result, this approach can be faster 
in computer simulations.
Thus, when faced with the challenge o f designing a heuristic solution for a new 
problem, simulated annealing is certainly worth considering. It is easy to implement, it is 
applicable to almost any combinatorial optimization problem and it provides reasonable 
solutions. These can either be accepted immediately or the initial implementation can be 
used as a platform for further research and improvements.
4.4 SA Algorithm for Dynamic Planning o f PLA ’s
A PLA is formed such that the total loeation management cost is minimized. We have 
proved that this problem is NP-complete and we use the SA algorithm to find the sub- 
optimal solution.
The location management cost ‘Cmm’ is calculated for the start cell. This cost is 
assumed to be the 'b e s tc o s f .  The neighboring solutions 'N s e t '  for this start cell is 
determined. For adding a eell in the LA, a ‘single’ eell is selected randomly from the 
" N s e f  o f the start cell to be the neighbor eell. Similarly for deleting a cell from the LA, a 
eell is picked up at random from the LA for deletion without affecting the connectivity. A 
procedure is incorporated in the program to randomly choose between addition or 
deletion o f a eell in each iteration. Deletion is performed only when there is more than 1 
cell in the LA. The cost o f addition/deletion o f a neighbor cell "c i ir r e n tc o s f  is calculated. 
The U ie lta co s f  is then calculated by subtracting the cu rren tco st from the initial cost 
‘b e s tc o s t’. If  the cu rren tco st is less than A e s tc o s f ,  the cu rren tco s t is assumed to be the 
b est cost or if  Uleltacost" is less than ‘O’, then if e > n m d  [0, I ) , then again
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cu rren tco s t is assumed to be the "bestcost'. The eooling schedule is defined whereby the 
temperature is decremented by a factor " a  -0 .9 5 ’ and the new temperature is calculated 
as T= a T .  If  T >target temperature, or if  the maximum number o f iterations has been 
reached, the algorithm ends.
Example: For a trivial case consider the start cell as ‘1’ in a 25-cell network:
1. Finding Nset:
Nset= {2, 6}
2. For addition:
The LA is formed by adding any one cell from the set o f neighbors.
LA= {1,6}
3. For deletion:
While deleting, any other cell other than the start cell can be deleted. In this case, deleting 
a cell from the current LA will result in having only the start cell in the LA. The choice 
between addition and deletion is decided randomly in each iteration.
The SA algorithm for calculating an optimal location area is defined below, where v 
is the starting cell, LÀ  is the best solution for the problem, CLA  is the current solution, 
TLA is the trial solution, C m in  is the location management cost for the best solution, T  is 
the current temperature, T, is the target temperature, and a  is the eontrol parameter for 
controlling the cooling procedure o f SA.
SA Algorithm for Dynamie Planning o f  PLA:
Step 1 : Initialize the temperature T; Let the initial best solution LA= {v}, Cmin= C (LA), 
current solution CLA=LA, s=0.
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Step 2: Generate a trial solution TLA by adding (s=0) or dropping (s= l) once cell from 
CLA, where s is a binary number randomly generated for selecting an add or drop 
operations.
Step 3: Let AC= C (TLA) - C (CLA).
Step 4: If  AC< 0, the trial solution is accepted, set CLA=TLA.
If C (TLA) < Cmin, the trial solution is the best solution up to now and set LA=TLA, 
Cmin= C (TLA).
Step 5: If  A C >  0, the trial solution is accepted when exp ( -AC/T)> r, where r is a 
random number on [0,1]. If  the trial solution is accepted, set CLA=TLA. Otherwise, go to 
Step 2.
Step 6: Repeat Step 2 to 5 for M iterations.
Step 7 : T= a  T
Step 8; Repeat Steps 2 to 7 until T< Tt.
4.5 Simulation Results 
The performance o f  the PLA ’s with SA algorithm has been evaluated with the 
simulation study. For simulation, the incoming calls are assumed to follow a Poisson 
distribution with mean 2 calls / hour. The residence time o f the MT in each cell is 
exponentially distributed with mean 1/7^. The per-cell paging cost is 1 and the unit 
location update cost is 10. The simulation is conducted for the algorithms using the same 
trace. The parameters for the SA algorithm are set as T = l, T t=0 .15, a =  0.8. The 
experiment was conducted for different number o f iterations and for different start cells 
for a small (25 cells) network and to a large (100 cells) network.
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For 25 cell network; 
Case 1: Start eell’M”
Table 4.1: Start cell’T ”
Iteration # LA IDs Cost
1 1,2 10.9995
2 1,2^ 9.8273
3 1,2 10.9995
4 1,2 10.9995
5 1,2,6 9.8273
10 1,2,6 9.8273
10
16  17  18  19
24  25
Figure 4.1: Start cell” 1 ”
Best LA= {1,2,6}, best cost = 9.8273, Iteration #2 
Case 2 : Start cell”25”
Table 4.2: Start cell”25”
Iteration # LA IDs Cost
1 20,25 23.4104
2 15,19,20,24,25 1(F3392
3 15,19,20,25 19.1927
4 15,19,20,24,25 1SC3392
5 15,19,20,25 19.1927
10 15,19,20,25 19.1927
20 15,19,20,25 19.1927
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14  15
Figure 4.2: Start cell”25”
Best LA= {15, 19, 20, 25} , best cost= 19.1927, iteration #3 
Case 3 : Start cell “ 13”
Table 4.3: Start cell” 13”
Iteration # LA IDs Cost
1 13,18 303488
2 13,17,18 31.7288
3 12,13,14,17,18,24 24.0862
4 12,13,14,18,24 22.8582
5 12,13,14,18 21.4926
10 12,13,14,18 21.4926
14  15
23
Figure 4.3: Start cell” 13” 
Best LA={12,13,14,18} , best cost= 21.4926 , Iteration #5
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Case 4: Start cell=l 1
Table 4.4: Start cell’T l ”
Iteration # LA IDs Cost
1 11,12 15.2589
2 11,12,13 15.6493
3 11,12,16 15.5238
4 11,12 15.2589
5 11,12 15.2589
10 11,12 15.2589
16 17  18
21 22  23  24
Figure 4.4: Start cell” ] 1” 
Best LA= {11,12}, best cost=15.2589. Iteration #1 
Case 5: Start cell=15
Table 4.5: Start cell” 15”
Iteration # LA IDs Cost
1 5,10,15,19,20 21.7904
2 10,15,19,20 20.1761
3 10,15,19,20,24 21.8832
4 10,15,19,20 20.1761
5 9,10,15,19,20 19.7766
10 4,5,9,10,15,20 18.8745
20 9,10,15,19,20 19.7766
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18  19  2 017
22 25
Figure 4.5: Start cell” ! 5”
Best LA={4, 5,9,10,15, 20} , best cost=l 8.8745, iteration #10 
Case 6: Start cell=10
Table 4.6 : Start cell” 10”
Iteration # LA IDs Cost
1 4,9,10,14 433698
2 4,9,10,14,15 27.1529
3 4,9,10,14,15,19,20 23.8103
4 4,9,10,14,15,20 24.0357
5 4,9,10,14,15,19,20 23.8103
10 4,5,9,10,15 18.4859
20 4,5,9,10,15,20 18.0901
2016  17
22  23  24  25
Figure 4.6 : Start cell” 10”
Best LA= {4,5,9,10,15,20} , best cost= 18.0901, Iteration #20
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Case 7: Start cell=20
Table 4.7 : Start cell” 10”
Iteration # LA IDs Cost
1 19,20,25 27.0379
2 15,20 19.7266
3 15,19,20 18.2257
4 10,15,19,20 18.3601
5 15,19,20 18.2257
10 15,19,20 18.2257
20 15,19,20 18.2257
10
12 13 14 15
21
Figure 4.7 ; Start ceU’TO” 
Best LA={15,19,20} best cost=l 8.2257 iteration #3 
Case 8; Start cell=16
Table 4.8: Start cell’T b ”
Iteration # LA IDs Cost
1 12J6 25.8983
2 11,12,16 22.4536
3 11,12,13,16 23.1514
4 12,16,21 17.6209
5 11,12,16,21 17.1796
10 16,21,22 12.7599
20 16,21,22 12.7599
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1413
16 2017
I 21 2423
Figure 4.8: Start cell” 16” 
Best LA={ 16,21,22} best c o s ta l2.7599 iteration #10
Also the algorithm was done for a larger network comprising o f 100 cells and the 
results are tabulated in Tables 9-12 for different start cells.
For a 100 cell network:
Case 9: Start cell= 45
Table 4.9 : Start cell “45”
Iteration # LA ID's Cost
1 45,54,64 41.4716
2 34,45,54,55,64 28.0813
3 34,35,45,46,54,55,64 24.7617
4 33,34,35,44,45,54 32.1145
5 45,46,54,55,63,64 27.2149
10 34,35,45,46,54 29.2106
20 34,35,45,46,54,55,64 24.7617
[ 1 r 2 I 3 I  4 ] 5 ' 6 " 7 f 8 f 9 [ 10' 
11 12 13 14 15 16 17 18 19 ! 20
21 22 , 23 24 25 ; 26 ! 27 28 29 30
31 32 1 33 ,34 T 35 36 37 38 39 40
41 42 43 f 44 ±46 46 i  47 48 I 49 I 50 '
51 52 53 164 I 66 56 57 I 58 I 59 60
61 i 62 63 i  64 65 66 I  67 68 69 70
71 72 I 73 J 74 I 75 76 _ 77 | 78 J 79 80
f s f  82 83 [ 84 [ 85 86 87 T 88 T89 [ 90
91 92 I  93 I  94 I  95 96 97 [ 97 | 99 100
Figure 4.9: Start cell “45”
Best LA= |34, 35, 45, 46, 54, 55, 64} , Best Cost=24.7617, Iteration #3
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Case 10: Start cell— 60
Table 4.10: Start cell “60’
Iteration # LA ID'S Cost
1 50,59,60,69,70 23.4927
2 50,59,60,70 22.9273
3 50,59,60,70 22.9273
4 50,59,60,69,70 22.7801
5 59,60,68,70 23.4282
10 50,59,60,68,69,70 23T383
20 50,59,60,70 22.9273
1 I 2 I 3 : 4 : 5 7 8 9 10
11 I 12 [ 13 14 ; 15 19 20
21 I 22 I 23 24 I
3 1 j3 2 j3 3 J^ 4  I  35 I 36 
4 1 |42  I 43 44 45
29 30
69 170
79 I 80
%5lJ^52 ] 53 ; 54 ; 55 I 56 
61 J s 2 ^ 3  64 I  65 
^  7 1 ^ 2  ]  73 i 74 75 I 76 
: 81 I 82 I 83 84 85 I 86 I 87 i 88 I  89 I 90 
91 92 93 94 95 96 97 97 99 100
Figure 4.10: Start cell “60”
Best LA= {50, 59, 60, 69, 70}, Best Cost=22.7801, Iteration #3 
Case 11 : Start cell= 91
Table 4.11: Start cell “91”
Iteration # LA ID 'S Cost
1 82,91 11.8067
2 82,91 11.8067
3 82,91 11.8067
4 82,91 11.8067
5 82,91 11.8067
10 82,91 11.8067
20 82,91 11.8067
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81
Figure 4.11: Start cell “91”
Best LA= {82, 91} , Best Cost=l 1.8067, Iteration #1 
Case 12: Start cell= 85
Table 4.12: Start cell “85”
Iteration # LA I D ’S Cost
1 74,75,85,95 28.3466
2 73,74,84,85,94 25.7644
3 74,84,85,93,95 23.8964
4 74,84,85,94,95 24.2104
5 74,85,86,95,96 27.1054
10 74,84,85,93,94,95 23.1214
20 73,74,83,84,85,93,94 22.1516
1 r 2 3 14 5 9 10
11 [l2  [ 13 14JM5 i 16 I 17 20
29 1 30
68 69 70
88 89 90
Figure 4.12: Start cell “85”
Best LA= {73, 74, 83, 84, 85, 93, 94}, Best Cost=22.1516, Iteration #20
42
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
From the simulations, it was found that the SA algorithm works the same for both the 
networks irrespective o f the network size. The optimum cost was found for each case 
and the corresponding LA was also shown. Also the iteration number at which the 
optimum cost was obtained is determined. Table 4.13 shows the results.
Table 4.13: SA analysis
Start cell Optimum cost Iteration #
1 1L8273 2
25 19.1927 3
13 21.4926 5
11 15.2589 1
15 18.8745 10
10 18.0901 20
20 18.2257 3
16 12.7599 10
45 24.7617 3
60 22.7801 3
91 11.8067 1
85 22.1516 20
One can see that the optimum (minimum) cost for SA was generally found around 
iterations 6-7. However, the algorithm was carried up to 20 iterations for comparison 
with the other two algorithms- Tabu search and Genetic search on the same scale.
4.6 Conclusion
Thus in this chapter, PLA planning algorithm based on Simulated Annealing is 
designed and studied numerically in terms o f run-time complexity/ convergence and the 
yielded cost.
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CHAPTER 5
DYNAMIC PLANNING OF PERSONALIZED LOCATION AREAS USING TABU
SEARCH ALGORITHM
5.1 Introduction
In this chapter, we investigate Tabu search method. An algorithm is designed for 
finding an optimal PLA and studied numerically.
5.2 Tabu Search and Applications
Tabu search (TS) like SA is based on the neighborhood search and works well to 
avoid local minima. It tries to model human memory, in the sense that, it records the set 
o f previously-seen solutions. Thus a ‘tabu list’ o f moves is created for a list o f moves 
which have been used in the recent past and these moves are forbidden for a certain 
number o f iterations. This is mainly done to avoid ‘cycling’ and to promote a diversified 
state o f solutions. Tabu restrictions are not inviolable under all circumstances. W hen a 
tabu move would result in a better solution than any other solution visited so far, its taboo 
nature may be over-ridden. This condition that allows such an over-ride to occur is called 
an aspiration criterion.
The Tabu search procedure may be expressed in the following manner;
Step 1 ; (Initialization)
44
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Begin with the same initialization used by Neighborhood search and with the tabu list 
empty.
Step 2: (Choice and Termination)
Determine a subset o f neighboring solutions (current solutions) from the complete list 
o f neighbors. Select the ‘suitable’ solution which may be reached by a move from the 
current solution. Terminate by a chosen termination cut o ff rule.
Step 3; (Update)
Perform the update for the neighborhood search method and additionally update the 
tabu list.
One o f  the early applications o f TS in scheduling is a TS method for the solution for 
the permutation flow shop problem. This problem consists o f  n multiple operation jobs 
arriving at time zero to be processed in the same order on m continuously available 
machines. The processing time o f a job on a given machine is fixed and individual 
operations are not pre-emptable. The objective is to find the ordering o f jobs that 
minimizes the completion time o f the last job.
TS has been used to solve reporting cell planning problems [34]. The cells in the 
network are distinguished by a “0/1” where “0” represents a non-reporting cell and “ 1” 
represents a reporting cell. First, a neighborhood structure for a given solution S was 
defined. The neighborhood structure was defined to consist o f a “0 to 1” move and a “ 1 to 
0” move for each cell. During the exploration process, the best move is selected and is 
put into a tabu list. In this problem, two tabu lists are used, one for the “0 to 1” move, and 
another for the “ 1 to 0” move, for each cell. Moves are kept in the tabu list for a period 
between 7X,„,„ and . The exact period for each move is chosen randomly and
45
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uniformly from Three algorithms were used to solve the same reporting­
cell problem in [27] and from the results TS gave the best performance.
Tabu search is also used to solve various well- known problems like: Graph coloring, 
frequency assignment, vehicle routing problems, car pooling and Knapsack problem.
5.3 Tabu Search in PLA Planning Problem 
The TS algorithm for calculating a personalized location area is designed as below, 
where we define param eters, tabu list contains the cells selected for adding to the LA, v 
is the starting cell, L A  is the best solution for the problem, C m in  is the location 
management cost for the best solution. To perform the Tabu search, we generate n 
possible solutions by forming areas {Node_LA}^,, o f neighboring cells o f length o f 1 (cell 
o f origin), 2,3 4 o f  total number =k. The cost o f all solutions is calculated. The solution 
that yields a minimum cost is found. The length o f the tabu list is chosen to be 5.
TS Algorithm for dynamic PLA problem:
Step 1 : Assume that the start cell is cell ‘ 1’. Node LA={ 1}. tabu list is initialized.
Step 2: If it count > m axlterate Go to Step 9 
Step 3: Repeat steps 4 to 8 for i=2 to M iterations.
Step 4: Repeat steps 5 to 8 for k = l: i-1 iterations.
Step 5: Generate {Node LAk } and avoid solutions in the tabu list; Calculate current cost 
for each {Node LAk}
Step 6: Calculate minimum cost. Cmin=min{current cost]
Step 7: Calculate best LA corresponding to Cmin.
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Step 8: If  best LA g tabu l i s t , then store the best LA in the tabu list. Also store the best 
L A ’s and the corresponding costs separately, it Count =it_Count+1 ;Go to Step 2 
Step 9: Calculate the final LA and best cost after all the iterations.
5.4 Simulations
Assume without the loss o f generality, the first cell that the mobile enters in a cellular 
network is cell “i”. Starting from this point. Node L A ’s o f size 2 are formed. Similarly 
Node LA’s o f size 3,4,5,6 are formed. This procedure was repeated for a number o f 
iterations. An example o f the formation o f initial solution for start cell ‘ 1’ for 5 iterations 
is shown in the following Table 5.1. Also best L A ’s selected in each case is shown in the 
Table 5.2.
Table 5.1 : Initial solutions
Iteration 1 Iteration 2 Iteration 3 Iteration 4 Iteration 5
1,6 1,6 1, 6 1,6 1,6
1,2 1,2,6 i,:2J 1,2,3 1,6,11
1,2,7 1,2,7 1,2,7 1,6,11 1,2,7
1,6,11 1,6,12 1,6,11 1,2,7 1,2,3
1,2,3 1,2,6,7 1,2,3,4 1,2,7,13 1,2,3,7
1,6,12,16 1,2,3,6 1,6,12,16 1,2,6,12 1,2,6,11
1,6,11,16 1,2,3,8 1,2,6,11 1,2,7,8 1,2,3,8
1,6,7,11 1,3,6,7 1,2,6,7 1,2,3,8 1,2,7,13
1,2,6,12 1,6,12,16,17 1,2,6,7,11 1,6,11,12,16 1,2,6,12,13
1,2,6,11,12 1,6,11,12,16 1,2,3,6,12 1,6,11,12,17 1,6,7,11,13
1,2, 3,6,7 1,2,7,8,13 1,2,6,11,12 1,2, 6,12,13 1,2,3,7,13
1,2,3,6,12 1,2,3,4,6 1,2,3,7,12 1,2,6,11,12 1,2,7,12,16
1,2,6,7,13 1,2,6,7,13 1,2, 6,12,13 ],3,6,7,8 1,6,11,12,17
1,6,11,12,17 1,2,6,11,12,17 1,6,7,8,13,18 1,6,11,12,13,17 1,2,4,6,7,8
L2,3,4,5,7 1,6,7,8,11,12 1,2,6,7,13,17 1,2,6,12,17,18 1,2,6,7,8,9
1,2,3,6,11,12 1,2,3,6,8,13 1,2,6,7,13,18 1,2,3,4,6,12 1,2,3,6,8,14
1,2,3,4,6,7 1,2,6,7,8,14 1,2,3,4,7,12 1,2,3,6,11,16 1,2,3,4,5,6
1,2,3,6,7,8 1,2,6,7,11,13 1,2,7,8,13,17 1,2,6,12,16,17 1,6,12,16,17,23
1,6,7,8,11,16 1,6,12,16,17,18 1,2,6,7,11,12 1,2,6,11,12,16 1,6,7,11,12,17
1,2,6,7,11,13
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Table 5.2: Best LA’s and Cost
Best LA Cost
Iteration 1 1,2 10.9995
Iteration 2 1,2,6 9.8273
Iteration 3 1,2,6,7 10.8842
Iteration 4 1,2,6,12 11.7803
Iteration 5 1,2,6,11 11.7175
As seen from Table 5.1, iteration 1 has 2 L A ’s o f length 2, 3 LA ’s o f length 3, 4 L A ’s 
o f length 4, 5 L A ’s o f  length 5 and 6 LA ’s o f  length 6. The cost is calculated for each o f 
these L A ’s and finally the best LA in iteration 1 is determined. As seen from Table 5.2, at 
the end o f iteration 1, the best LA formed is 1,2. This LA is stored in Tabu list and the 
algorithm proceeds to the Iteration 2 and finds the initial solutions in a similar way 
excluding the L A ’s already there in the Tabu list. It may be noted that a particular LA 
remains in a Tabu list for only 5 iterations. After 5 iterations, a new LA is entered in the 
Tabu list in the 5''’ position and the L’ LA in the Tabu list is removed. LA ’s are stored in 
the tabu list to prevent cycling. The length o f the Tabu list is chosen to be 5 . The 
algorithm iterates for a number o f iterations in a similar manner and at the end o f all the 
iterations the best LA and cost are determined. As in the example, the best LA 
(depending on cost) was found at iteration 2 (from Table5.2).
The LA ’s and the corresponding costs for different number o f  iterations for different 
start cells are shown in the Tables 5.3-5.14 for a 25 cells and 100 cells network. In each 
o f these cases, the initial solutions are formed as discussed in the table above.
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For a 25 cell network: 
Case 1 : Start ceH” l ”
Table 5.3: Start cell” !
Iteration # LA ID'S Cost
1 1,2,6 9.8273
2 1,2,6,7 10.8842
3 1,2 10.9995
4 1,2,3,6 11.5257
5 1,2,6,12 11.7803
10 1,2 10.9995
20 1,2,6 9.8273
Figure 5.1: Start cell’T ’' 
Best LA= {1,2, 6}, best cost= 9.8273, Iteration #1 
Case 2 : Start cell”25”
Table 5.4: Start cell”25’
Iteration # LA ID's Cost
1 15,19,20,24,25 19.3392
2 15,20,24,25 20.7445
3 15,19,20,25 19.1927
4 10,15,19,20,25 20.0805
5 15,18,19,20,24,25 19.8119
10 15,20,25 20.638
20 19,20,24,25 21.1179
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Figure 5.2: Start ceH”25” 
Best LA= {15, 19, 20, 25}, best cost= 19.1927, iteration #3 
Case 3: Start cell “ 13”
Table 5.5: Start cell'T3”
Iteration # LA ID'S Cost
1 13,14,18 23.9249
2 8,12,13,14,18,19 22.9621
3 7,12,13,14,17,18 24.2725
4 8,9,13,14,15,18 24.506
5 9,13,14,15,18 24.7787
10 8,13,14,18,23 24.3971
20 7,13,18,23,24 32.0107
1 3  JL
6 7 8 I 9 10
11 12 13 14 15
16 17 18 19 20
21 22 23 24 25
Figure5.3: Start cell’T 3 ”
Best LA={8,12,13,14,18.19}, best cost= 22.9621 , Iteration #2
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Case 4: Start cell=l 1
Table 5.6: Start cell’T 1”
Iteration # LA ID'S Cost
1 11,12,13 15 6493
2 11,12,16 15.5238
3 11,12,13,16 16.2187
4 11,12 15J^89
5 7,11,12 16.7125
10 11,12 15J^89
20 11,12,13 15.6493
12 13 14 15
25
Figure 5.4: Start cell"! 1” 
Best LA= {11,12}, best cost=15.2589. Iteration #4 
Case 5: Start cell=15
Table 5.7 : Start cell” 15”
Iteration # LA ID'S Cost
1 9,10,15,19,20,25 20.8781
2 9,10,15,20 19.9795
3 10,15,19,20,25 21.0514
4 10,15,20 20.9381
5 5;9,10,14,15,20 21.137
10 4,9,10,15,20 21.0994
20 10,15,19,20,25 21.0514
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10
14 1513
16 17 1918
22
Figure 5.5 : Start cell” ! 5”
Best LA ={9,10,15, 20} , best cost=19.9795, iteration #2 
Case 6: Start cell=10
Table 5.8 : Start cell’TO”
Iteration # LA ID'S Cost
1 9,10,15,20 2T5881
2 4,5,9,10,14,15 18.80&4
3 4,5,9,10,15 18.4859
4 5,9,10,15,19,20 21.9703
5 5,9,10,15,20,25 23.0431
10 4,5,8,9,10,15 19.7859
20 5,9,10,15,20 2L3796
10
1 513 1412
19 2018 17 18
2521 22 23 24
Figure 5.6 : Start cell’TO” 
Best LA={4,5,9,10,15} , best co st= l8.4859, Iteration #3
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Case 7 : Start cell=20
Table 5.9: Start cell”20’
Iteration # LA ID'S Cost
1 15,20 19.7266
2 14,15,19,20, 25 19.669
3 9,15,19,20 19.6609
4 10,15,20 19.4332
5 15,19,20 18.2257
10 15,20 19.7266
20 10,15,20 19.4332
1 : 2 3 1 4 5  
6 7 8 9 i 10
11 i 12 13 14 15
16 i 17 18 19 20
21 22 23 24 25
Figure 5.7: Start cell”20”
Best LA={ 15,19,20} best co s t= l8.2257 iteration #5 
Case 8 : Start c e l l - 16
Table 5.10: S tartcell’T b ”
Iteration # LA ID'S Cost
1 12,16,17,21,22 15.4139
2 16,21,22 12.7599
3 6,11,12,16,21,22 16.6923
4 11,16,21,22 13.9934
5 16,17,21,22 14.3606
10 12,13,16,21,22 15.7104
20 11,16,21,22,23 15.8301
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13 14 15
21 22 25
Figure 5.8: Start cell” 16’
Best LA={ 16,21,22} best cost=12.7599 iteration #2
Also the algorithm was done for a larger network comprising o f 100 cells and the 
results are tabulated in Tables 9-12 for different start cells.
For a 100 cell network:
Case 9: Start cell= 45
Table 5.11 : Start cell “45”
Iteration # LA ID'S Cost
1 45,54,55,56,64 32.482
2 34,35,45,46,55 28.2208
3 45,46,47, 54,55,63 3T2473
4 45,46,47,54, 55 30T227
5 33,34,45,54,55,63 31.321
10 44,45,54,55 28.5241
20 34,44,45,46,54,63 33.4285
1 2 3 4 5 | 6 | 7  8 9 l 1 0
11 12 f l3  ] l4^ 15  16 17 I 18 I 19 20 
21 22 23 I 24 ] 25 I 26 Î 27 J  28 [ 29 ■ 30
31 32 33 I 34 35 36 I  37 38 39 40 
41 42 43 I 44 4S j^46 47 [ 48 | 49 50
51 ' 52 53 54 # # =  56 I  57 { 58 59 60
61 62 63 64 65 i 66 67 68 69 70
71 72 73 74 75 76 77 I 78 I 79 80
81 82 83 84 85 86 87 88 89 90
91 92 93 94 95 96 97 I 97 99 100
Figure 5.9 : Start cell “45”
Best LA= {34, 35, 45, 46, 55}, best Cost=28.2208, Iteration # 2
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Case 10 : Start cell= 60
Table 5.12; Start cell “60”
Iteration # LA ID'S Cost
1 50,58,59,60, 68,70 22.9995
2 59,60,69,70, 80 23.966
3 59,60,68, 70 23.4282
4 50,59,60,70 22^073
5 50,59,60,68,70 22.7801
10 49,50,59,60,70 2T8941
20 59,60,68,69,70 23.4368
79 80
Figure 5.10: Start cell “60”
Best LA= {50, 58, 59, 60, 68, 70}, best Cost=22.9995, Iteration #1
Case Start cell= 91
Table 5.13: Start cell “91”
Iteration # LA ID s Cost
1 82,91 11.8067
2 82,83,84,91 12.9087
3 71,81,91,92 12.6194
4 61,71,81,91,92 13.1119
5 71,72,81,91 13.4284
10 61,71,81,91,92 13.6442
20 82,91 11.8067
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10
16 17
71 I 72 73
Figure 5.11 ; Start cell “91” 
Best L A - {82, 91}, Best Cost=l 1.8067, Iteration #1 
Case 12: Start cell= 85
Table 5.14: Start cell “ 85”
Iteration # LA ID'S Cost
1 7 3 ,7 4 ,8 4 ^ ^ ,8 6 ,9 5 25.8197
2 74,84,85,93,95 23.8964
3 73 ,84,85,93,95,96 26.4212
4 73,84,85,94, 95 26.5324
5 84, 85,86,93,95 26.7518
10 84,85,95 26.4225
20 74,84,85,93 24.8123
Figure5.12: Start cell “ 85”
Best LA= { 74, 84, 85, 93, 95}, best Cost=23.8964, Iteration #2
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The optimum cost and corresponding optimum LA was found on an average after 
considering the test data. The experiment was performed for a number o f start cells as the 
path o f the M T usually can be predicted with the previous statistics. The number of 
iteration required to get the optimum cost was also found out. Table 5.15 shows the 
results.
Table 5.15; Tabu analysis
Start cell Optimum cost Iteration #
1 9.8273 1
25 19.1927 3
13 22.9621 2
11 15.2589 4
15 19.9795 2
10 18.4859 3
20 18.2257 5
16 12.7599 2
45 28.2208 2
60 22.9995 1
91 11.8067 1
85 23.8964 2
From the table, it can be seen that the minimum cost in TS is mostly obtained within 2- 
3 iterations itself. This is mainly because o f the procedure incorporated in TS to form 
initial solutions before performing the actual TS routine. Thus TS method yields minimal 
solution within the first few iterations itself. However the run-time complexity o f TS is 
high as shown in chapter 7.
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5.5 Conclusion
In this chapter, TS algorithm is discussed in depth. The generic TS is tailored for 
solving the dynamic PLA planning problem. The initial solutions are formed before the 
actual TS routine. This helps in early convergence.
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CHAPTER 6
DYNAMIC PLANNING OF PERSONALIZED LOCATION AREAS USING 
GENETIC SEARCH ALGORITHM
6.1 Introduction
Genetic search (GS) Algorithms are a class o f algorithms that use techniques in 
biology like inheritance, mutation, selection and crossover. The tenminologies used in the 
algorithm are also biological terms like chromosome for solutions and genes for 
variables. They find their application in many electrical engineering problems and also in 
network design and routing. In this chapter, a generic Genetic Search algorithm is first 
explained. Then the algorithm is designed to solve the dynamic PLA planning problem. 
Simulation results are also shown.
6.2 Genetic Search Algorithms 
GS Algorithms are search processes useful for discovering optimum solutions. The 
name GS originates from the analogy between the representation o f a complex structure 
by means o f  a vector o f components, and the idea, familiar to biologists, o f the genetic 
structure o f a chromosome. For example, in selective breeding o f plants and animals, 
offspring’s which have certain characteristics are obtained at the genetic level by the way 
the parents chromosomes combine. Similarly, optimal solutions to complex problems can 
be obtained by intuitively combining pieces o f existing solutions.
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A string, also called a chromosome is used for representing a solution. Several 
genetic operators have been used for manipulating these chromosomes. In general, they 
are selection (reproduction), crossover (an exehange o f seetions o f the parents’ 
chromosomes), mutation (a random modification o f  the chromosome) and replacement 
operators.
The GS algorithm works by maintaining a population o f M ehromosomes- potential 
parents, whose fitness values have been calculated. Eaeh chromosome encodes a solution 
to the problem and its fitness value is related to the value o f the objective function for 
that solution. The selection operator selects the solutions that exhibit best performance 
with respeet to the fitness value. The crossover operator is then applied. The solutions are 
‘m ated’ by choosing a crossover point X at random. For example, suppose we have 
parents PI and P2 as follows, with crossover point X; then the offspring will be a pair 01 
and 02 .
PI 1 0 1 0 0 1 0  Q1 1 0 1 1 0 0 1
X
P2 0 1 1 1 0 0 1  0 2  0 1 1 0 0 1 0
The mutation operator is applied after the crossover operator. Thus a new solution is 
obtained by modifying one or more gene values o f  the existing solution.
Before M utation 1 0  | 1 | 1 0 0 1
After Mutation 1 0 | 0 | 1 0 0 1
Finally replacement operator is applied to the population o f already available and 
generated solutions in order to create the new population o f available solutions.
The steps involved in the GS algorithm are given sequentially as follows
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Step 1 : Set up an initial population P (0) -  an initial set o f solution or chromosomes.
Evaluate the initial solution for fitness-differentiate, collate and rate solutions. 
Generation index t=0.
Step 2: Use genetic operators to generate the set o f children (crossover, mutation)
Add a new set o f randomly generated population (immigrants)
Reevaluate the population— fitness
Perform competitive selection— which members will be part o f next generation 
Select population P(t+1)— same number o f members 
If  not converged t t+1 
Go To Step 2
For GS algorithms, as for any approach for combinatorial optimization, the first 
problem that attracted attention was the traveling salesman problem (TSP). The natural 
representation o f  this problem is as a permutation, which implies the need for a modified 
crossover operator. The partially mapped crossover (PMX) operator used in [35] was the 
first attempt to apply GS to the TSP, in which they found near-optimal solutions to a 
well-known 33-eity problem. However, this method took no account o f  the actual inter­
city distance matrix, apart form the objective-function calculation. In [36], an approach in 
which the GS is helped by incorporating problem-specific knowledge is described. The 
crossover operator used here was defined in the form o f an iterative algorithm. Having 
selected 2 parents in the usual way, each city has upto 4 edges in the parent tours. One 
edge is chosen for the offspring at eaeh iteration by first choosing a city randomly from 
the list o f those not already used, and then choosing an edge incident at that city in 
accordance with a probability distribution that favors short edges. This procedure was
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supplemented by a mutation operator which used a form o f rapid neighborhood search, 
and the combined effect was to provide highly efficient tours. Nevertheless, the final tour 
still often be improved by a neighborhood search, and in [37] further improvements have 
been made by incorporating heuristic operators based on 2- optimal and/or simulated 
annealing.
The GS algorithms also find applications in; sequencing and scheduling, graph 
coloring, knapsack problems, set covering problems, bin packing and neural networks.
6.3 Design o f PLAs using GS 
The GS Algorithm for the problem o f designing PLA ’s is as follows; GS algorithm 
first performs the crossover operation. To apply the crossover operator, 2 solutions 
namely Parent 1 and Parent2 are selected. The LA size is fixed as M. Parent 1 is first 
selected randomly by finding out the neighboring solutions to the start cell. Parent2 is 
again selected on a random basis but based on connectivity to Parent 1. Two child 
solutions are formed by swapping a number o f cells at the crossover point. The number o f 
cells to be swapped is selected based on the iteration number. The crossover point is 
found by using the ‘string o f crossover method [32].
As the iteration number increases, the parent solutions converge to such an extent that 
the crossover has a little effect. For example.
Parent 1 = 1 1 0  10  0 1
Parent2 = 1 1 0 0 0 10
will fail to generate a different child solution if  the crossover point is any o f the first three 
positions. In such cases, an ‘exclusive-O R’ operation is performed between the two
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parents and only positions between the outermost 1 ’s o f  the XOR string are considered as 
crossover points. Thus in the example above, the XOR string is;
0 0 0 1 0 1 1
Only the last three crossover positions will give rise to a different string. This method 
was found to be very effective in solving knapsack problems as compared to the standard 
crossover operator.
The example for forming LA ’s 
Parent 1= [ 2 7  13]
Parent2= [ 6 7  13]
Since the network consists o f 25 cells, 2 vectors o f 1x25 are formed denoting the two 
parents.
Parent 1= [ 0 1 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 ]
Parent2= [ 0 0 0 0 0 1  1 0 0 0 0 0  1 0 0 0 0 0 0 0 0 0 0 0 0 ]
These two solutions can now be XORed.
XOR strings [ 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ]
The crossover point is between the 2 outermost 1 ’s, that is, a random number between 
2 and 6.
Considering the crossover point to be 3,
Child 1= [ 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 ]
Child 2= [ 0 1 0 0 0 1  1 0 0 0 0 0  1 0 0 0 0 0 0 0 0 0 0 0 0 ]
The cell lD”s are;
Child 1 = [ 7  13]
Child 2= [ 2 6 7 13]
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The cost is calculated for the two child solutions and the best child solution is 
selected. This is then added to the final LAs list. The algorithm repeats itself for
max iterate number o f iterations. After all the iterations, the final best LA which yields a
final best cost are found.
The parameters used are as follows;
G e n l-  displays the cost o f “N ” {Node_LA}k in ascending order.
g en L A -  gives the corresponding L A ’s
f i n a l  best cost-  gives the best cost after all the iterations.
F in a l  best L A -  gives the best LA.
Cost array. - the matrix o f  costs for each iteration
Genetic search / crossover based algorithm for Dynamic LA ’s:
Step 1; Let ‘si’ be the start cell.
Step 2: Select the two parents parent 1 and parent2 .
Step 3: Perform crossover operation.
Step 4: Select the crossover point and perfonu the crossover operation for the two 
parents. Obtain two child solutions by simply swapping the solutions at the crossover 
point.
Step 5: Calculate the cost for child 1 and child2 and select a best child. Add the best child 
solution to the final LA along with its cost
Step 6 : it_count=it_count+1. I f  it count > maxlterate Go to Step 2. Otherwise, go to the 
next step.
Step 7: Find the finalbestLA from final LAs .
Step 8: Stop
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6.4 Simulations
The initial assumptions made are the same as for Simulated Annealing and Tabu 
search. For simulation, the incoming calls are assumed to follow a Poisson distribution 
with mean 2 calls / hour. The residence time o f the MT in each cell is exponentially 
distributed with mean 1/1^. The per-eell paging cost is 1 and the unit location update cost 
is lO.The simulations for GS Algorithm are done for various start cells for a 25 cell 
network and 100 cell networks and are tabulated as follows:
For a 25 cell network:
Case 1: Start celF’T’
Table 6.1 : Start cell ” 1”
Iteration # LA ID'S Cost
1 1,2 10.9995
2 1,2,6,11 11.7175
3 1,2,6,12 11.7803
4 1,2,6,7 1&8842
5 1,2^ 9.8273
10 1,2,6,11 11.7175
20 1,2,6,12 11.7803
Figure 6.1 : start cell “ 1 ” 
best LA=], 2, 6, best cost=9.8273, iteration # 5
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Case 2 : Start cell”25’
Table 6.2: Start cell ”25”
Iteration # LA  ID 'S Cost
1 19,20,25 22.1524
2 10,15,19,20,25 20.0805
3 14,15,19,20,24,25 20.7359
4 14,15,20,25 22JÜ5
5 18,20,24,25 22.5387
10 18,19,20,24,25 20.7678
20 15,19,20,25 19.1927
Fig 6.2: start cell “25” 
best LA=15, 19, 20, 25, best cost=19.1927. Iteration # 20 
Case 3: Start cell=10
Table 6.3: Start cell” 10”
Iteration # LA ID's Cost
1 5,10,15,19 35.7799
2 5,9,10,14,15 24.0864
3 5,9,10,15 24.0311
4 4,5,8,9,10,15 19.7859
5 3,4,5,8,9,10,15 21.2571
10 4,5,9,10,15,20 18.0901
20 4,5,9,10,15,19 20T838
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1 2 3 4 5
, 6 I 7 I  8 9 1 10
11 12 13 14 15
16 I 17 1 18 1 9 j 20
21 22 23 T 24 25 I
Figure 6.3: start cell “ 10” 
best LA=4, 5, 9,10,15,20, best cost= l 8.0901, Iteration # 10 
Case 4: Start cell=l 1
Table 6.4: Start cell’T 1”
Iteration # LA ID’S Cost
1 11,12,16,22 17.5238
2 11,12 15.2589
3 11,12,17 16.7731
4 11,12 15.2589
5 11,12 15.2589
10 11,12 15.2589
20 11,12 15.2589
10
12
16 17 18 19 20
Figure 6.4: start cell “ 11” 
best LA =11, 12, best cost=15.2589. Iteration # 2
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Case 5: Start cell=15
Table 6.5 : Start cell’TS’
Iteration # LA ID'S Cost
1 9,14,15,18 38.9215
2 9,10,15,19 28.2648
3 9,10,14,15,20 20.9573
4 10,15,20 20.9381
5 10,14,15,20 22.4318
10 9,10,14,15,19,20 20.1505
20 10,14,15,19,20 21.171
14 1513
'a.16 17 18
24 r 25
Figure 6.5: start cell “ 15” 
best LA=9, 10, 14,15,19,20, best cost=20.1505, Iteration # 10 
Case 6: Start cell=16
Table 6.6: Start ceH” 16”
Iteration # LA ID's Cost
1 16,17,18,21 20.8354
2 11,12,16 22.4536
3 12,16,21,22 13.9033
4 7,13,16,21,22 16.7599
5 13,16,21,22 14.7599
10 1,6,16,21,22 16.7599
20 16,21,22 12.7599
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Figure 6.6: start cell “ 16” 
best LA=16, 21, 22 , best co s t= l2.7599 , Iteration # 20
Case 7: Start cell=20
Table 6.7: Start cell”20”
Iteration # LA ID'S Cost
1 15,19,20,25 18.4533
2 10,15,19,20 18.3601
3 15,19,20,25 18.4533
4 15,20,25 20.1296
5 14,15,19,20 19.3348
10 15,18,19,20 19.483
20 10,15,20 19.4332
10
12
18
22  23  24 25
Figure 6.7: start cell “20” 
best LA=10, 15, 19, 20 , best cost=18.3601. Iteration # 2
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Case 8 : Start cell=13
Table 6.8: Start ceU’T 3’
Iteration # LA ID'S Cost
1 12,13 31.9331
2 13,14,18,19 24.4625
3 1,2,6,12,13,16,18 3L7583
4 8,12,13,14,17,18 23.1541
5 8,12,13,14,17,19 23.1541
10 7,12,13,17,18 26.9767
20 11,12,13,14,18 23.3159
isfi.
16 ! 17 18 19 20
21 I  22 I 23 I  24 I  25
Figure 6.8: start cell “ 13” 
best LA=8, 12, 13,14,17,19, best cost=23.1541, Iteration # 4
Also the algorithm was done for a larger network comprising o f 100 cells and the 
results are tabulated in Tables 9-12 for different start cells.
For a 100 cell network:
Case 9: Start cell= 45
Table 6.9: Start cell”45”
Iteration # LA ID'S Cost
1 35,45,55,64 45.4733
2 24,25,34,45, 54 36.5459
3 44,45,54,55,63,64 29.9923
4 34,43,44,45,46,54,55 28.9536
5 3 5 ^ 4 ,4 5 ^ 4 ^ 5 3 3 J5 6 7
10 35,44,45,46,54,55 28.2823
20 35,45,54,55,63,64 303123
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19 20
39 40
59 60
79 80
99 100
Figure 6.9: Start cell “45” 
best LA=35, 44, 45, 46, 54, 55, best cost=28.2823. Iteration # 10 
Case 10 : Start cell= 60
Table 6.10: Start cell”60”
Iteration # LA ID's Cost
1 40,50,60,70 29.9247
2 50,58,59,60,68 24.4947
3 49,58,59,60 29.0103
4 49,50,59,60,70 218941
5 59,60,69,70 24.1485
10 59,60,69,70 24.1485
20 50,59,60,69,70 23.4927
91 i 92 I 93 94 ! 95 I 96 97 97j  99
Figure 6.10: start cell “60” 
best LA=50, 59, 60, 69, 70, best cost=23.4927. Iteration # 20
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Case 11 : Start cell= 91
Table 6.11: Start cell”9 r
Iteration # LA ID's Cost
1 81,82,91 12.9087
2 82,91 11.8067
3 81,82,91 12.9087
4 82,91 11.8067
5 91,92 13.6068
10 82,91,92 13.1119
20 82,91 11.8067
1 2 | 3 [ 4 i 5  6 | 7 i 8 i 9 l l 0 l
11  ^12 I  13j^14 J^16J17 [18  ^19j 20
I 21 '" 22'] 23 I 24'T 25 I 26T 27 I 28 : 29 T 3 o T
31 32 33 34 35 36 37 38 39 40 
41 ■ 42 43 44 j 45 ! 46 47 48 ! 49 Î 50
51 5 2 J 5 3 J 5 4 J 55 5 6 jS 7  [58 59 60 
1^ 61 ' 62 I M ^64 ! 65T^6^]^W^]r68 i 69 i 70 
; 71 72j  73j]^^^^75^^6 [ T T j ^ T ^ | 79 i 80 
[ o i  8 2 j  83^84 i 85 I 8 6 ^ 7 ^ 8  ! 89 i 90 [
Figure 6.11 : start cell “91” 
best LA=82, 91, best cost=l 1. 8067, Iteration # 2 
Case 12: Start cell= 85
Table 6.12: Start cell”91”
Iteration # LA ID'S Cost
1 85,94,95 29.738
2 84,85 29.4818
3 64,74,75,84,85 27J453
4 64,74,75,84,85 27.7453
5 74,84,85,86,94,95 25JW03
10 74,75,84,85,86,93,95 26.1724
20 74,83,84,85,95 25.592
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1 0
29 30
Figure 6.12: start cell “91” 
best LA=74, 84, 85, 86, 94, 95, best cost=25.5003. Iteration # 5
The simulation was analyzed to determine the optimum cost and also the iteration 
number at which the algorithm converges, that is, the iteration number at which the 
minimum cost was obtained. The results are shown in Table 6.13.
Table 6.13: GS analysis
Cases Optimum cost Iteration #
1 9.8273 5
2 19.1927 20
3 18.0901 10
4 15.2589 2
5 20.1505 10
6 12.7599 20
7 18.3601 2
8 23.1541 4
9 28.2823 10
10 23.4927 20
11 11.8067 2
12 25.5003 5
The table can be used for determining the minimum cost and the earliest iteration 
number at which the optimum is attained. The GS algorithm takes a long number of
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iterations to get the minimum eost. It ean be seen that the minimum cost is usually 
obtained between 9-10 iterations.
6.5 Conclusions
In this chapter, a search method was proposed for LA planning using the genetic 
search approach. Simulation results show that the GS algorithm is robust for LA 
planning. Considering the trade-off between run-time efficiency and solution quality, GS 
algorithms appear to be a quite valuable approach to LA planning in designing PCS 
networks.
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CHAPTER 7
COMPARISON OF THE ALGORITHMS 
7.1 Introduction
The three algorithms were analyzed on a comparative basis and the results are 
tabulated in this chapter. The efficiency o f the three algorithms- Simulated Annealing 
(SA), Tabu search (TS) and Genetic search (GS) Algorithms were mainly studied based 
on cost and run-time. All the three algorithms were simulated on M atlab under the same 
settings. The test was conducted for 25-eell network and 100-cell networks. Also the 
performance o f the proposed dynamic location management strategy with PLA ’s by SA, 
TS and GS were compared with the heuristic algorithm (HA) in [4].
7.2 Analysis based on Convergence 
The algorithms were simulated for different start cells. The algorithm which 
converges at the earliest was determined. That is, the number o f iterations an algorithm 
takes to get the optimum eost was found out. The algorithms were simulated on the same 
Matlab environment with the same initial settings. For SA, though the algorithm was 
simulated varying the number o f  iterations, the cooling schedule makes SA to converge 
faster. As a result, the number o f  iterations needed for SA to converge may not be the real 
value! In Tabu search, an effective method o f first forming the initial solutions and then 
performing the actual tabu procedure is implemented. Hence, TS converges even earlier
75
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than SA. The principle attraction o f GS is its domain independence. The algorithms work 
on a coding o f a problem, so that it is easy to write one general computer program for 
solving many different optimization problems. The convergences o f these 3 algorithms 
are shown in Table 7.1. Also Figure 7.1 and 7.2 shows the comparison o f  eost and 
comparison o f iterations at which the minimum eost was obtained between the 3 
algorithms.
Table 7.1: Convergence o f  Algorithms
SA TS GS
Start cell # 1 Cost 9.8273 9.8273 9.8273
Iteration 2 1 5
Start cell # 25 Cost 19.1927 19.1927 19.1927
Iteration 3 3 20
Start cell # 13 Cost 21.4926 22.9621 23.1541
Iteration 5 2 4
Start cell # 10 Cost 18.0901 18.4859 18.0901
Iteration 20 3 10
Start cell #11 Cost 15.2589 15.2589 15.2589
Iteration 1 4 2
Start cell # 1 5 Cost 18.8745 19.9795 20.1505
Iteration 10 2 10
Start cell # 1 6 Cost 12.7599 12.7599 12.7599
Iteration 10 2 20
Start cell # 20 Cost 18.2257 18.2257 18.3601
Iteration 3 5 2
Start cell # 45 Cost 24.7617 2&2208 28.2823
Iteration 3 2 10
Start cell # 60 Cost
22.7801 22.9995 23.4927
Iteration 3 1 20
Start cell # 91 Cost 11.8067 11.8067 11.8067
Iteration 1 1 2
Start cell # 85 Cost
22.1516 2T89&4 25JW03
Iteration 20 2 5
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Figure 7.1 Comparison o f cost
Comparison of Iterations
Bt.M. Ln 1J i lE rJ l
□  SA  
■ TS
□ GS
ÙI
1 2 3 4  5 6 7 8 9 10 11 12
cases
Figure 7.2 Comparison o f convergence 
The table 7.1 and figure 7.1 and figure 7.2 shows the results obtained for different 
start cells. These data generally help to predict the movement behavior o f  the MT. Hence 
statistical data is highly important in LA planning problems. The average o f  the number 
o f iterations is taken individually for each algorithm and the final results are shown in 
Table 7.2:
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Table 7.2; Convergence to the best solution
# o f Iterations
SA 6-7
TS 2-3
GS 9-10
7.3 Analysis based on Run Time Effieiency 
Some algorithms take a longer time to get an optimal result. Thus the algorithms have 
to be analyzed based on the run-times and the algorithm which gives near-optimal results 
in a less time is found out. The algorithms were simulated in Matlab environment with 
the same initial settings. The run-times o f  SA and GS are shorter when compared to Tabu 
search algorithm. In SA, the optimal result is obtained faster mainly because o f the 
cooling schedule. In TS however, the process o f  forming the initial solutions takes a long 
time when compared to performing the actual TS algorithm. However, because o f the 
procedure o f forming initial solutions, we obtain good solutions in TS. Hence a slight 
compromise is made between the quality o f solutions (or convergence) and the run-time. 
Thus, TS algorithm has the longest run-time but the convergence to an optimal solution 
takes place very quickly. In this way, it was found that the SA has the shortest run time 
and has the optimized code. Table 7.3 shows the results of run-time. The run times are 
measured in seconds in Matlab. The simulations were done in Windows 2000 
Professional using a Pentium IV processor operating at a frequency o f 1800 MHz.
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Table 7.3: Run-time complexity (sec)
SA TS GS
Iteration #1
25 cell network 0.471 1.672 0.571
100 cell network 1.132 7.661 0.581
Iteration #2 25 cell network
0.291 2.684 (X58
100 cell network 1.732 15.352 1.001
Iteration #3 25 cell network
0.631 5.047 0.921
100 cell network 2.683 9.664 3.314
Iteration #4
25 cell network 0.431 9.204 L232
100 cell network 3.164 7.761 1.212
Iteration #5 25 cell network 0381
10.155 1.663
100 cell network 4.006 4.967 3325
Iteration #10
25 cell network L482 10.916 3.134
100 cell network 7.521 7.641 5 3 5 9
Iteration #20
25 cell network 2A34 39.196 12.648
100 cell network 14.36 16.144 29.963
Similar to the convergence analysis, the run-times are also studied. Table 7.3 shows 
the run-times for the 25 cell and 100 cell networks. In general, the run-times for a 100 
cell network is more than the 25-cell network. Table 4 shows the average o f  the run-times 
between the 2 networks for the same iteration number.
Table 7.4: Run-times average
SA TS GS
Iteration #I 0.8015 4.6665 0.576
Iteration #2 1.0115 9318 0.7805
Iteration #3 1.657 7.3555 2.1175
Iteration #4 1.7975 8.4825 T222
Iteration #5 23935 7.561 2 3 9 4
Iteration #10 4.5015 9.2785 4.4965
Iteration #20 8.397 2T67 21.3055
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Again the average was found out for the 20 iterations for the 3 algorithms. SA has the 
lowest run-time and hence the best run-time efficiency followed by GS and then TS 
algorithm. Table 5 shows the summary o f  the run-time results.
Table 7.5 Run-time efficiency- Summary
Algorithm Average run-times
SA 2.9085
TS 10.576
GS 4.727
7.4 Comparison with HA in [4]
The analysis was also condueted between SA, TS, GS and the method proposed in 
[4]. Table 7.6 and figure 7.3 show the performance comparison o f  the algorithms with the 
heuristic scheme used in [4]. By using SA algorithm for planning the PLAs, the signaling 
cost has been reduced beyond the limit obtained with the heuristic algorithm proposed in
[4]. An example is shown below by considering the start cell as ‘ 15’.
Table 7.6 Performance comparison with HA [4]
Iteration # Cost of HA 14] Cost of SA Cost o fT S Cost o f GS
1 69.891 21.7904 20.8781 38.9215
2 19.7766 20.1761 19.9795 28.2648
3 19.7766 21.8832 21.0514 20.9573
4 19.7766 20.1761 20.9381 20.9381
5 19.7766 19.7766 21.137 22.4318
10 19.7766 18.8745 21.0994 20.1505
20 19.7766 19.7766 21.0514 21.171
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Cost comparison with HA[4]
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Figure 7.3 Cost comparison with FIA [4]
Table 7.7: Optimum Cost, time and iteration analysis o f  the standard algorithms and HA
[4]
Algorithm Optimum Cost Iteration # Time(sec)
HA[4] 19.7766 2 0.13
SA PLA 18.8745 10 L482
T S P L A 19.9795 2 2.684
GS PLA 20.1505 10 3.134
From table 7.7, it can be seen that cost o f SA is better than the heuristic method [4] 
also. The time in Table 7.7, is the time taken to get the optimum cost. The iterations at 
which the optimum cost was obtained vary depending on the algorithm and the time 
corresponds to these iteration numbers.
7.5 Other Factors
Some basic factors which are used for comparison between the algorithms are 
discussed here:
a. Simplicity: This factor can be determined in terms o f the number o f lines o f  code. 
Simulated Annealing is simple in terms o f the number o f lines o f code used compared to 
the 3 algorithms.
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b. Robustness: At any given point o f  time, all the three algorithms give reliable output 
and hence all o f them are said to be robust in nature.
c. Parallelism: In SA, different processors can be made to generate random neighbors and 
test of acceptance can be done independently. Once one processor finds a neighbor to 
accept, then this is conveyed to all the other processors and the search moves to the 
neighborhood o f  the current solution. In GS, the easy approach would be to evaluate the 
fitness o f each chromosome in parallel. In tabu, every iteration is linked to the previous 
iteration as the system has a memory. So effective parallelism cannot be done.
7.6 Conclusion
Thus from numeric analysis performed in this work , SA algorithm is the best in 
terms o f run- time efficiency and faster convergence. GS and TS display a trade-off 
between the quality o f  solutions and the convergence/run-times. In TS, faster 
convergence is obtained at the expense o f having high run-times. However, genetic 
algorithms require less run-times but longer convergence. Depending on the demand, a 
suitable algorithm can be chosen between the two. However, it can be concluded that the 
SA algorithm outperforms all the other algorithms used in our study.
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CHAPTER 8
CONCLUSIONS AND FUTURE WORK
The problem o f partitioning a cellular network into personalized location areas was 
the central idea o f the thesis. Sub-optimal solutions (PLAs) are obtained by using three 
Simulated Annealing (SA), Tabu search (TS) and Genetic search(GS) approaches. The 
location area was constructed dynamically for each individual user based on statistics of 
roaming. PLAs are formed based on the movement behavior o f the MT such that the total 
location management cost is minimized.
In this work we have presented a comprehensive survey report o f the different 
schemes o f location management and the topological and statistical models utilized for 
design and analyses.
We formulated a problem to solve as construction o f personalized areas for mobile 
users based on statistics o f their roaming and under a minimum signaling cost.
The model derived for the analysis assumes an arbitrary cell geometry and network 
topology, that has a great practical application. The cost model is derived based on 
Markov chain.
We also have proved that the problem o f LA construction is NP hard. Therefore, we 
have studied different optimization techniques which proved their efficiency for problems 
o f such a complexity.
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We have designed three algorithms based on Simulated annealing, Tabu search and 
Genetic search approaches. We have further conducted a comparative study o f all three 
search methods, for a 25- cell and 100- cell networks Based on the analysis o f numeric 
simulation we draw the following conclusions
• Based on convergence and iterations, TS algorithm converges faster followed by SA 
and then by Genetic.
•  Based on run-times, SA algorithm has the shortest run-time followed by the GS 
algorithm. The procedure o f forming the initial solutions in TS algorithm makes it have 
the longest run-time amongst the three.
• Based on the cost, SA yileds a slightly lower cost compared to those o f other two 
algorithms.
• Effective parallelism can be done in SA and GS algorithms. However for TS, the 
necessity o f maintaining a common tabu list requires a shared memory.
• Overall, it can be concluded that the Simulated Annealing algorithm is the best for 
effective planning o f  Location areas based on all the above factors.
The future research is seen as follows:
• Different statistical models can be designed and employed for cost calculation
• Different Paging strategy can be studied concurrently. In the current case, blanket 
paging was assumed.
• Variations o f the three algorithms can be designed.
• Hierarchical topology o f cellular network can be considered and the problem can be 
redefined
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