Abstract: An output stabilisation technique for infinite dimensional bilinear systems is presented. It consists in studying the asymptotic behaviour of such a system only on a subregion of its geometrical domain, so we give sufficient conditions to obtain a stabilising control. Also, we concentrate on the determination of the control which ensures regional stabilisation by minimising a given performance cost. The obtained results are illustrated by numerical examples.
Introduction
Recently, the question of regional stabilisation for linear systems has been tackled and developed by Zerrik and Ouzahra [1, 2] , and consists in studying the asymptotic behaviour of a distributed system only within a subregion v interior or in the boundary of its evolution domain V: The principal reason for introducing this notion is that, it makes sense for the usual concept of stabilisation taking into account the spatial variable and then it becomes closer to real world problems, where one wishes to stabilise a system on a critical subregion of its geometrical domain. Definitions, properties, and characterisation of a feedback control ensuring regional stabilisation on a subregion of the closure V V are given in [1] and [2] We consider the question of regional stabilisation for an infinite bilinear system defined on a domain V & R n by:
where A is the infinitesimal generator of a linear strongly continuous semi-group S(t), t ! 0 on the state space H ¼: L 2 ðVÞ endowed with its natural complex inner product h; i and the corresponding norm k.k. B is a linear bounded operator from H to H. The complex valued function v(t) is a control and the problem of regional stabilisation of (1) on a subregion v of V consists in choosing a control in such a way that for all solutions z(t) of (1), we have that x v zðtÞ converges to zero in some sense, where x v indicates the operator restriction to v: However, it is clear that:
1. The regional stabilisation problem may be seen as a special case of an output stabilisation one for infinite dimensional systems with partial observation y ¼ x v z: 2. If the system (1) The problem of stabilising a distributed bilinear system on its geometrical domain V was resolved in the case of a semi-group of contraction by considering the quadratic feedback control:
If B is compact (see [3] ), the control (3) stabilises the system (1) weakly on V provided that
On the other hand, if B is a monotone and self-adjoint operator, then the control (3) strongly stabilises the system (1) provided that (4) holds and the resolvent of A is compact [4] . If in addition the following holds
for some a > 0 and T > 0 then we have the decay estimate kzðtÞk 2 ¼ Oð1=tÞ; as t ! þ1 (see [5] ).
In the finite dimensional case, the system (1) is strongly stabilisable by the feedback law (3) if (4) holds (see [6] ). In [7] , the following functional cost is considered: 
where P is a defined positive and auto-adjoint matrix satisfying. A T P þ PA ¼ 0 and v 2 U ad ¼ fv; qðvÞ < 1g; and it is shown that under the condition hPBSðtÞz 0 ; SðtÞz 0 i ¼ 0; 8t ! 0 ) z 0 ¼ 0; the problem of stabilising (1) by a feedback control minimising (5) has a unique solution given by vðtÞ ¼ ÀhPBzðtÞ; zðtÞi:
Our goal here is to give extensions to the above results and those concerning regional stabilisation for linear systems when the stabilisation for distributed bilinear systems is asked only on a subregion v & V:
Regional stabilisation for bilinear systems
Define an open, regular set V of R n and consider the system defined on Q :¼ VÂ0; 1½ by:
where A :
is the infinitesimal generator of a linear strongly continuous semi-group S(t), t ! 0 on L 2 ðVÞ; B 2 LðL 2 ðVÞÞ and v : ½0; þ1½! C is a complex valued control, while z(t) denotes the mild solution of (6) 
Stabilising control
In what follows we give sufficient conditions for a control v(t) to be a stabilising one for (6) . For that we need to ensure the existence and uniqueness of a global solution. The question has been widely discussed (see [8] ); if vðtÞ 2 L 1 ð0; 1; CÞ then (6) has a unique global mild solution [9] . If v(t) is a quadratic feedback control law:
is a bounded linear operator, then (6) has a unique mild solution z 2 Cð½0; t max ½; L 2 ðVÞÞ defined on a maximal interval ½0; t max ½; and the correspondence z 0 ! zðtÞ is continuous in Cð½0; t max ½; L 2 ðVÞÞ:
Moreover, for any bounded mild solution z(t) on ½0; t max ½ the solution z(t) is global ðt max ¼ þ1Þ (see [8] ). The following result gives sufficient conditions to ensure global existence of the solution of (6). then the solution of the system (6) is defined for all t ! 0:
Proof: Let T 2 ½0; t max and consider the function FðtÞ ¼ ÀhzðtÞ; KzðtÞ > BzðtÞ for t 2 ½0; T; and let F n 2 C 1 ð½0; T; L 2 ðVÞÞ satisfy F n ! F in Cð½0; T; L 2 ðVÞÞ: Let z on ! z 0 with z on 2 DðAÞ and let us consider the following system:
The semi-group S(t) is of contraction, then:
8t 2 ½0; T It follows that z n ! z in Cð½0; T; L 2 ðVÞÞ: Since z n 2 DðAÞ; then for all t 2 ½0; T we have:
The operator A is dissipative then we deduce
RehF n ðtÞ; z n ðtÞidt
Letting n ! þ1; we obtain kzðTÞk
RehFðtÞ; zðtÞidt; and using (8) we deduce kzðTÞk kz 0 k; then when T is close to t max the solution z(t) is bounded, so we have global existence of the mild solution.
A Remark 2: The inequality (8) is verified in particular for K ¼ B; and we retrieve the result established in [10] . Now we proceed to stabilisation results for (6) and we begin with the following general result.
Proposition 2:
Suppose that A þ vðtÞB generates an operator of evolution Uðt; sÞ; t; s ! 0 satisfying:
If
then v(t) regionally strongly stabilizes (6) on v:
Proof: The case z 0 ¼ 0; is trivial so we can suppose z 0 6 ¼ 0: There exist K > 0; c > 0 such that kUðt; 0Þz 0 k Ke ct ; t ! 0 (see [8] ).
The condition
kx v Uðt; 0Þz 0 k 6 ¼ 0
Since kx v Uðt; 0Þk is continuous, there exist K 0 > 0; a sequence of disjoints sets ½a i ; b i ; i 2 N (see [11] ), such that:
By (i) and (ii) we have:
which is a contradiction. We conclude that
For vð:Þ ¼ 0; we retrieve sufficient conditions for system (6) to be regionally stable (see [1] for details and example).
Remark 4:
When v ¼ V; the condition (10) is verified and we retrieve that exponential stabilisability on V is equivalent to
Remark 5: Note that the control v appearing in the proposition is not necessarily a feedback control law.
The following result gives sufficient conditions for regional weak stabilisation.
Proposition 3:
Suppose that SðtÞ is of contraction and B is compact. If:
Then the system (6) is weakly regionally stabilisable on v by the feedback control:
Proof: From [3] there exists z 0 such that zðtÞ ! z 0 ; weakly as t ! þ1 and that hBSðtÞz 0 ; SðtÞz 0 i ¼ 0; t ! 0: Now for w 2 L 2 ðVÞ; hx v zðtÞ; wi ! hz 0 ; x v wi ¼ 0; as t ! þ1: Then the conclusion follows from (11) A Remark 6: In the case v ¼ V; we retrieve the result established in [3] and concerning the weak stabilisation of the system (6) on the whole domain V:
The example below shows in particular that (11) may be verified for v & V but not for V:
Let us consider the system (6) defined on V ¼ 0; þ1½ with: 
B is a Hilbert-Shmidt operator then it is compact and we have: 
LðZÞ is the projection given by:
where G is a curve surrounding sðAÞ; and suppose that BP ¼ PB; which is the case if B verifies hABz; zi À hBAz; zi ¼ 0; z 2 DðAÞ:
The system (6) may be decomposed into the following ones: 
the stabilising the system (6) boils down to stabilising (14).
In the regional bilinear case we have the following result Proposition 4: Let A satisfy the spectrum decomposition assumption and A s satisfy (16).
If the system
where K u 2 LðZ u Þ; then the system (6) (14) is exponentially stabilisable on _ v v by the control (17) with a bounded state z u ðtÞ; then the system (6) is exponentially stabilisable on v using the same control, and the state zðtÞ remains bounded.
Proof: First let us show that with the control (17), the system (6) possesses a unique global solution. Since the system (14) is supposed regionally stabilisable then its solution z u ðtÞ is global.
Let z s ðtÞ be the solution of (15) defined on a maximal interval ½0; t max ½: We shall show that z s ðtÞ is bounded on ½0; t max ½ to conclude that t max ¼ þ1:
The solutions of (14) and (15) are given by: 
then the control vðtÞ ¼ ÀhB u z u ðtÞ; z u ðtÞi regionally weakly stabilises (6) on v; and zðtÞ remains bounded.
The case where A is self-adjoint with compact resolvent gives a class of systems to which the above corollary is applicable. In this case the operator A s satisfies the spectrum decomposition assumption, and there are at most a finite number of non-negative eigenvalues of A; each with finite dimensional eigenspace (see [13] ). Let ðl n Þ be the real eigenvalues of A; numbered in decreasing order, so that l n ! À1; and let s u ðAÞ ¼ fl n : 1 n Ng:
The following application concerns the whole domain Corollary 2: Let A be self-adjoint with compact resolvent and suppose that SðtÞ is of contraction. Suppose that B verifies:
1.
ð8ðn; mÞ 2 ½1; N 2 ð8ð j; kÞ 2 ½1; r n Â ½1; r m Þ; hBw n j ; w m k i 6 ¼ 0 iff n ¼ m
2. There exists 1 n N such that B n :¼ ðhBw n j ; w n k iÞ 1 j;k r n is a non-negative self-adjoint matrix, where r n is the multiplicity of l n ; and w n j are the eigenfunctions associated to l n : Then (23) implies the weak stabilisation of (6) on V.
Proof: Here the space Z u is of a finite dimension, so the operator B u is of finite rank and hence it is compact. Now if hB u S u ðtÞz 0u ; S u ðtÞz 0u i ¼ 0; then under the condition (24) we have:
X r n j;k¼1 hz 0u ; w n j ihz 0u ; w n k ihBw n j ; w n k i ¼ 0; 8t ! 0 which gives:
X r n j;k¼1 hz 0u ; w n j ihz 0u ; w n k ihBw n j ; w n k i ¼ 0; 81 n N:
In other words hB n z 0u ; z 0u i ¼ 0; 81 n N; and hence z 0u ¼ 0: Then from the above corollary the system (6) is weakly stabilisable on V by the control vðtÞ ¼ ÀhB u z u ðtÞ; z u ðtÞi
As example, we consider the system defined on V ¼ 0; 1½ by: Remark 8: The above result may be applied to characterise actuators which achieve stabilisation.
Regional stabilisation problem
The purpose of this Section is to extend some results given in [7] to the regional case. Then we give the minimum energy control that achieves regional stabilisation of (6) on a subregion v & V; which may be formulated as: hP v Az; zi þ hz; P v Azi ¼ 0; z 2 DðAÞ ð27Þ and
Here assume: 9 a; b > 0 such that:
The following result gives a bound of the initial state on v:
Lemma 1: Let:
and
There exists ; such that l < ) kx v z 0 k 2 < l ffiffi ffi g p ; for l > 0 independent of z 0 :
Proof: Let fðtÞ ¼ ðzðtÞ À SðtÞz 0 Þ and cðtÞ ¼ kx v fðtÞk; 0 t 1: By the variation of parameters formula, we have:
Using (29) we obtain:
Then by similar techniques explored in [7] , there exist nonnegative constants a and b, independent of z 0 such that:
Now since l 1 and using (28)
and suppose that the corresponding solution z Ã ðtÞ of (6) is global:
Then v Ã ðtÞ is the unique feedback control solution of (26) which stabilises (6) strongly on v:
Proof: First note that P v is positive, and let us define the function VðzÞ ¼ hP v z; zi; z 2 L 2 ðVÞ: For z 0 2 DðAÞ; integrating the relation:
we obtain:
Since the solution z Ã ðtÞ is continuous with respect to initial conditions (see [8] ) and since V is also continuous, then (32) holds for all z 0 2 L 2 ðVÞ so q(v Ã ) is finite for all z 0 2 L 2 ðVÞ: Let us show that each control v 2 U ad ðvÞ strongly stabilises (6) on v; for this let be the constant given by lemma 1 and let 0 < e < :
Since q(v) is finite, then by a Cauchy argument there exists T > 0 such that for t > T: 
Setting v ¼ v Ã we obtain qðv Ã Þ ¼ Vðz 0 Þ; then qðvÞ ! qðv Ã Þ; 8v 2 U ad ðvÞ: Let z 0 2 L 2 ðVÞ and z 0n & DðAÞ such that z 0n ! z 0 ; as n ! þ1:
For v 2 U ad ðvÞ : 
Taking z 0 ¼ zðkÞ in lemma 1, we obtain:
and (33) gives.
where
Now using (34) and since V k is a positive monotone nonincreasing sequence, we have (see [7] ):
which implies the estimate:
Let z 0 2 L 2 ðVÞ such that x v z 0 6 ¼ 0: 9ðz 0n Þ & DðAÞ which converges to z 0 ; and since x v is continuous we can suppose that x v z 0n 6 ¼ 0; 8n ! 0: Then (35) holds for the initial state z 0n :
By continuity of zðtÞ and aðz 0 ÞVðz 0 Þ with respect to initial state z 0 ; (35) holds for all z 0 2 L 2 ðVÞ and since aðz 0 Þ Vðz 0 Þ 6 ¼ 0; then (35) implies the desired estimate.
A Consider the system defined on V ¼ 0; þ1½ and described by the following equation: Now for z 0 2 L 2 ðVÞ we have:
So (28) 
Remark 10: In the case v ¼ V; if P is supposed coercive, the first condition of (29) holds, and the second one follows from continuity of B, and (28) becomes: Remark 11: Note that in finite dimensional case, an inequality of (37) type is guaranted by the following condition hPBSðtÞz 0 ; SðtÞz 0 i ¼ 0; t ! 0 ) z 0 ¼ 0:
Numerical examples
This section concerns numerical examples illustrating the established results.
One-dimensional case
Let us consider the system defined on V ¼ 0; þ1½ by: 
We have seen in the Section 2 that the control vðtÞ ¼ À R 1 0 zðx; tÞdx 2 regionally weakly stabilises the system (38) on v ¼ 0; 1½: For z 0 ¼ 1; the solution is given on o by:
The situation is illustrated in Figs. 1 and 2. 
Two-dimensional case
Let consider the system defined on V ¼ 0; Then it is clear that z Ã ðtÞ verifies kx v z Ã ðtÞk ¼ Oðt À1=2 Þ as t ! þ1; when x v z 0 6 ¼ 0; and the system (39) is stabilised on v as illustrated in Figs. 3 -6 for the case z 0 ¼ 1:
Conclusions
The problem of regionally stabilising a bilinear system has been discussed. The developed results characterise either stabilising control or the minimisation the performance cost. Questions that arise from this work include; the case where v is a part of the boundary of the system evolution domain. Also the case of nonlinear systems which are close to real applications is at particular interest. Fig. 2 The evolution of the control v(t) Fig. 3 The initial state ðt ¼ 0Þ Fig. 4 The state at t ¼ 10
Fig . 5 The state at t ¼ 20 Fig. 1 The evolution of the state on v Fig. 6 The evolution of the control v 
