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R&urn& 
Abstract. 
On Ctablit la convergence en probabilitk et la normalit asymptotique de l’estimateur 
par polyn6mes locaux de la densit de probabilid et ses dCrivCes, fond6 sur un 
processus tochastique strictement stationnaire et fortement mtlangeant. 0 Acadkmie 
des SciencesMsevier, Paris 
Asymptotic normality of local polynomial estimators 
of density function derivatives for strong mixing real processes 
We establish the convergence in prohabilify and the asymptotic normality of the kernel 
polynomial estimators of the density function and its derivatives when the observed 
process is strictly stationury and strong mixing. 0 AcadCmie des SciencesiJ%evier, 
Paris 
1. Introduction et notations 
Soit X,,, n E Z, un processus stochastique reel strictement stationnaire dont la loi marginale 
admet une densit de probabilitk .f par rapport B la mesure de Lebesgue SW R. En supposant 
que f est e fois continGment differentiable et strictement positive dans un voisinage d’un point 
:c E R, nous considkrons, pour T E (0, 1, . . . , P - l} fix& l’estimateur de la dCriv6e d’ordre r 
de f, f(“)(zz). dtfini par : .f~~~‘(x) = *7.(Af$F(:c)~ A;“(x), . . . ,A::‘(z)), oti 9,. : W7’+1 - R est 
telle qle f(“‘(.x) = @,.(9(:r)J(z:), . 
(up, A;,J(:~:): . , A$(~$ 
. . ! ,9(“)(:r)). g(z) est la log-densit au point ~1: et Af, (z:)~ = 
est 1’ estimateur de A’(:E)~ = (g(z), s’(z), . . , CJ(‘-~)(:C)) introduit 
par Loader [5] (voir aussi Hjort et Jones 141). A’(z:)~ est dCfini comme la valeur qui rend maximale 
la fonction de (A,,, A,,. . . , A,-,) 
A, + Al(X, - x) + . . . + ApeI 
(Xi - 2y-l 
(e - l)! > 
-‘“/xK(~~~xll(Ao+A,J.-z)+..-+A,,(’;~~i;ll)diL; (‘I 
Note p&en& par Paul DEHEUVEIS. 
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oti K est une fonction positive et h, un nombre reel strictement positif dCpendant de n. Dans le cas 
oti il n’y a pas de maximum on estime f(‘)(~) par zero. 
Nous nous intkressons A la convergence en probabilitk et A la normalit asymptotique de l’estimateur 
.f;)‘(~). De la mCme man&e que dans le cas de I’estimateur de la r@ression et ses dCrivCes (CJ? [lo]), 
nous caractCrisons la convergence en probabilitk de l’estimateur fz”(x) B partir de la vitesse de 
convergence vers z&o de la suite (h.,) et nous explicitons la moyenne et la variance de sa distribution 
asymptotique. 
On notera par -5 la convergence en probabilitk et par ---+ d N(0, C) 1 a convergence vers la loi 
?t--r+m 71++CX2 
normale de moyenne z&o et de matrice de covariance C. 
2. Hypothkses 
Les hypothhses suivantes concement le processus, le noyau K et la fenCtre h,. 
(HI) I1 existe w  > 2 tel que nwa(71) = O(l), oti a(n) est le coefficient de mklange fort (cc [7]). 
(Hz) La loi de probabilitk jointe de X0 et X,,, n, 2 1, admet une densit bomke uniformkment 
en n, dans un voisinage de (x,x). 
(Hs) La fonction K est positive, bomCe A support born6 et JR K(u) du > 0. 
(Hd) La suite (h,,) de nombres rCels strictement positifs satisfait les conditions : h, + 0 et 
r& + +x lorsque 71. i +CXI. 
3. Lemme fondamental 
Dksignons par G(u), avec u E W, le vecteur Go = (1, U, . . . , &), par AP et Be les matrices 
dkfinies positives (cJ: [1 11, lemme 1) At = JR G(u)G(u)~K(u) du et Bp = JR G(u)G(u)‘K’(u) dlL, 
et par H,, la matrice H,, = diag(l, h,, , . . , hfLel). 
Le dkveloppement asymptotique qu’on prksente dans le lemme suivant est ?I l’origine des proprittCs 
annondes pour l’estimateur f,lx’(n:) (voir aussi [5], thkorkme 2) 
LEMME 1. - Sous 1e.r hypoth2se.s (HI), (H& (Hs) et (Hd), si f est !fois contin6ment diffkrentiable 
et strictement positive dans un voisinage de 2, alors 
(,f(:x)AB + (a(l)) &H, (A~~(:~) - A’(x)) = N,(s) + K2(x): 
avec N,,(x) -& N(0, f(x)&), et X(x) = dw( JR urG(u)K(u)I~(u) du + o(l)). 022, pour 
u E w, 
,f’(z + tub,) dt si B = 1, 
g(‘)(z + tub,) dt si C > 1. 
D&monstration. - Si A:(x) rend maximale l’expression (1), alors 
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. ou Ui)L = (Xi - x)/h,. D’apres les hypotheses (HI)-(H4) et la positivite stricte de f, le premier 
membre de l’equation est asymptotiquement normal de moyenne zero et de matrice de covariance 
f(x) / G(u)G(u)TK2(u) du = f(:c)R,j 
.R 
(cc [9], theoremes 3.1 et 4.1, lemme 6.6 et remarque 1 de la page 43). Le deuxieme membre peut &tre 
Ccrit sous la forme : (f(:c)At + or,(l)) KH,, (A:(Z) - A’(Z)) - K(x) (c$ [5], demonstration 
du thtoreme 1). 0 
4. Convergence en probabilitk 
TH~OR~ME 1. - Sous les conditions du lemme 1, 
a+1 nh,, r?---+m +cQ u (fy(2), . . . > p(z)) *m (f(4,. . . , P(5)). 
En particulier, si nh,fr-’ ----+ SKI, alors 
71++CX 
nh2”+1 ’ 7, 
5. NormalitC asymptotique 
Considerons la fonction Kr,o (cjI [S]), definie, pour u E R, par : 
ou la matrice Mr~p( U) est obtenue en remplacant la (7. + 1)-ikme colonne de Au par G(U). 
THJ?~RI?ME 2. - Sow les conditions du lemme 1, si nhz’+1 --+ x E [O, +oo[, lorsque n 
la variable ale’atoire 
est asymptotiquement normale de moyenne 
et de variance 
f(x) .I, K,..P(u)~ du. 
+oO, 
(2) 
(3) 
(4) 
Si tous les moments d’ordre impair de K sent Cgaux & zero, K,,Y est un noyau d’ordre (r, (C--r)* +r) 
(cc [l], [3]) oti p* = p si p est pair et p* = p+ 1 si p est impair. Dans ce cas, le terme JR ~/K,.,P(PL) dw 
intervenant dans la moyenne asymptotique (3), est Cgal a zero si et seulement si C - T est impair. 
Ainsi, nous pouvons ameliorer l’ordre de convergence de f,‘,‘(x) vets f(‘)(z) si L - r est impair et 
si f admet une derivee d’ordre e + 1 continue dans un voisinage de Z. 
On notera par K l’ensemble de tous les noyaux pairs satisfaisant l’hypothese (Hs). 
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TH~OREME 3. - Sous les conditions du lemme I, si f admet une d&iv&e d’ordre e + 1 continue dans 
un voisinage de z, K E K: et n IL~((‘-~)‘+‘.)+~ -+ X E [0, +co[ si n -+ +CQ, alors la variable alkatoire 
(2) est asymptotiquement normale de moyenne 
l/J ,J,,o(n:> 
((e - 1.)* + I.)! i 
,71(L-T)’ “‘K,.,,(U) du, 
, R 
et de variance donnke par (4), oti 
i 
f(:r)Cl’“+“(:X) + C(l)f’(3:),~(‘)(1.) si P - 7’ est impair, 
/r,.,&(x) = 
,f(:x)q(‘)(T) si P - r est puir. . 
avec c( 1) = 1 et f,(P) = I’ + 1 si li > 1. 
6. Commentaire final 
Sow les conditions du thCor&me 3, si j,‘;(z) est I’estimateur par noyau 
avec W’ un noyau d’ordre (r, (P--7.)*+7.) (c$ [2], [6]), la variable alCatoire ,,/m(fi,‘(z) - SC”‘(:c)) 
est asymptotiquement normale de moyenne 
of”‘-““+“’ 
((f - ,r)* + T)! I’ 
u(‘-‘.)‘+‘.kV(~) tl~ et de variance 
. 88 
f(x) / w(7l,)2 drr. 
En ‘pkticulier. si on prend W = K,,,(, .f;:‘~‘(.~:) et f;;(z) ont la m&me variance asymptotique. Dans 
ce cas, les deux estimateurs peuvent Ctre cornpar& A pa&r de leurs moyennes asymptotiques. De la 
m&me manikre que dans le cas 7’ = 0 et P = 2 (cJ: [5]) aucun des deux estimateurs n’est uniformkment 
meilleur que I’autre. 
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