Abstruct-The purpose of this paper is to demonstrate robust compensators designed using Popov controller synthesis on the Middeck Active Control Experiment (MACE): a Shuttle program scheduled for flight in January, 1995. The experiment has been designed to investigate the extent to which the on-orbit behavior of a precision-controlled spacecraft can be predicted and controlled using analysis and ground testing prior to launch. Previous flight experiments indicate that, on-orbit, the structural dynamics can change significantly, and that these changes are very difficult to predict. Thus the need arises for robust control techniques that can guarantee on-orbit performance for flexible spacecraft even though the models have large parameter uncertainties. Such a technique is developed in this paper using the Popov stability criterion from absolute stability theory. A state space representation of the stability analysis test is combined with an 7-12 performance objective to provide a powerful technique for robust controller synthesis. A numerical algorithm for optimizing the controller gains and stability multipliers is discussed. Several experimental results on MACE are used to demonstrate that Popov controller synthesis guarantees robustness to d parameter variations and yields good performance with respect to the reference LQG designs.
I. INTRODUCTION
HE Middeck Active Control Experiment (MACE) is a T Shuttle middeck experiment that is scheduled for flight ST567 in January 1995 [l] , [2] . The objective of the program is to investigate the extent to which closed-loop behavior in zero gravity (0 -g ) can be predicted through analysis and ground testing. Previous flight experiments indicate that, in orbit, there will be large changes in the structural dynamics due to the absence of gravity [3] . Even with current prediction techniques, it is anticipated that these changes will result in large parameter uncertainties in the system model [4] . Thus the need arises for the development of robust control techniques for flexible spacecraft.
The purpose of this paper is to consider the design and implementation of robust controllers for MACE using a new technique called Popov controller synthesis [5] -[71. The goals of the experiments discussed in this paper were to demonstrate the feasibility of Popov controller synthesis for higher order systems and to illustrate the capabilities of the design approach for complex systems with multiple uncertainties. Thus, these results are a direct extension of the benchmark examples in [5] - [6] . Several optimal Linear Quadratic Gaussian (LQG) System transfer function.
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on MACE. The implementation difficulties With these conUncertainty in the dynamics. trollers illustrate that more robust compensators are required to structure of the plant uncertainty.
achieve good performance on the test article. Note that several Upper and lower sector sensitivity techniques have been developed to improve the (robustness) bounds.
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The absolute stability criteria provide sufficient conditions T x T nonnegative definite, diagonal, for the stability of a system in feedback with a particular and symmetric matrices.
class [19] . This observation shows that the stability multipliers provide a parameterization of the p scaling functions and that the upper bounds for the structured singular value are a special case of the results from absolute stability theory [5] , [15] and [17] . A frequency domain representation of the absolute stability criteria is used in [6] , [15] , [17] to demonstrate that the robustness tests include magnitude and phase information about the uncertainties. Both characteristics of the uncertainty must be considered to develop nonconservative tests for a system with real parameter uncertainty that is restricted to have phase of f180'.
As will be shown in the next section, the state space analysis tests for the Popov 
synthesis.
As mentioned, the focus of this paper is on experimental rather than theoretical results. As such, the next section only provides an overview of the theoretical developments for this approach. This discussion is followed by a description of the current configuration of the MACE hardware. The remaining sections illustrate the modifications to the compensators that are required to achieve guaranteed robustness, which is represented by larger magnitudes for the sector (robustness) bounds MI and M2. The effectiveness of the Popov controllers is also demonstrated experimentally by intentionally changing the mass of the structure. Both single-input single-output (SISO) and multiple-input and multiple-output (MIMO) controllers are designed.
ROBUST DYNAMIC OUTPUT FEEDBACK CONTROLLER
The basis for this analysis and synthesis approach to robust control design has been documented in several recent papers and reports [5] The system could, for example, represent a control system in the closed-loop configuration.
The performance for the system in (1) involves the steadystate moment of the outputs z(t). In practice, the diagonal elements of the second moment are measures of the ability of the external disturbances B,,,w(t) to excite specified states.
In the presence of the uncertainties AA, it is important to determine the worst-case steady-state values of the second moments of these selected states. Consequently, we define the scaler performance objective
To evaluate (3), we define the second moment matrix
which satisfies the Lyapunov equation
Then ( performance measure in (6) in terms of a dual variable PAA.
Specifically,
AAEU
where
so that the roles of A+AA and (A+AA)T have been reversed.
Now, to determine whether A + A A remains stable for all
A A E U , we replace (8) with
where Ro(P) satisfies
for all A A E U, P E N", and Po(AA) : U -+ 5'". Next, denoting the righthand side of (10) by R(P, AA), (9) can be written as
+ R(P, AA) -(AATP + PAA) + Rxx.
(1 1)
As discussed in 
Then, as shown in [5] , [7] , flo (P) 
where the n x n nonnegative definite matrices P,Q,P, and Q satisfy
satisfy (10) with U defined by 
The fixed matrices Bo E Rnxm and CO E Rmxn denote the structure of the uncertainty, and F E D" is an uncertain matrix. As indicated by (16), the diagonal matrices MZ and MI represent the upper and lower sector bounds, respectively, on (27) (28) (29) (25) the uncertain diagonal matrix F. In the following development, the diagonal values of Ml and MZ represent the guaranteed limits of stability for the closed-loop system. by (14), the control design equations can be derived in a straightforward manner, as shown in [5] , [7] , [14] . In the Given the modified Riccati equation (9) with flo(P) given rank Q = rank P = rank QP = n,,
following, we consider the nominal system dynamics In these equations, (.)# denotes the group generalized inverse, and r has the factorization r = GTr, G, I? E RnC '". The matrix r is a projection which enforces the order contraint on the compensator. For the results in (21)- (29), we define
where x E R", U E Rm0, w E Rd, y E R', and z E RQ.
The signal U corresuonds to the sensor measurements. z The current numerical algorithms developed by How et al. [5] - [6] are based on the numerical solution of the various gradients of the Lagrangian. The approach consists of two main steps. Each inner step consists of a BFGS (BroydenFletcher-Goldfarb-Shanno) quasi-Newton optimization [22] of the controller and multiplier coefficients. The outer loop steps consist of a homotopy iteration on the stability bounds. The
We now consider nonlinear parameter uncertainty of the form in (16) in the matrix A of the system in (17). The preceding development, in particular (9), (14) and (15), is process is started with a control design that satisfies the stability conditions at initial values of M1i and M2i. An inner loop optimization is then performed. At each outerloop step, if the inner-loop optimization converges, the values of MI and M2 are increased. However, if the optimization fails to converge, the increments in MI and MZ are reduced.
The current design at the end of each successful inner-loop optimization is used as the initial guess for the next iteration. The process is then continued until M I , and M2f are achieved, if possible. Further details are provided in [5] - [6] , and a more recent extension is discussed in [23] .
We conclude the section with several observations about this control design technique. First of all, note that a constraint on the compensator order can easily be incorporated into this parameter optimization control design technique. It is also possible to include architectural (e.g., centralized versus decentralized) and stability constraints on the compensator. Note that these design specifications cannot be incorporated into the standard ' H , synthesis problem. To clarify the robustness effects of this synthesis technique, no additional constraints were used in these experiments, but they have proved to be essential in recent tests on MACE [24] - [25] .
Secondly, note that this control design technique explicitly optimizes both the compensator matrices and the stability multiplier coefficients simultaneously. Thus, this approach avoids the explicit D -K iteration of p or K , synthesis [19] , [26] . The simplified benchmark examples considered in [5] - [6] clearly illustrate that this Popov controller synthesis approach achieves good robust performance with guaranteed stability bounds. The purpose of this paper is to demonstrate that the approach is also effective for a more realistic system.
MACE HARDWARE CONHGURATION
The MACE test article has been designed to exhibit the dynamic characteristics of future spacecraft with several independently pointing payloads. The hardware configuration in Fig. 1 is called the MACE Development Model (DM). The second payload in this configuration is a 7.1 kg dummy mass. The final configuration of the MACE hardware will consist of two articulating payloads mounted at either end of a 1.5 m long bus that is constructed from four LexanTM tubes connected by aluminum nodes. The properties of the bus structure are given in Table I . The orientation of each payload is controlled by a two-axis gimbal system, while the bus attitude is controlled by three torque wheels. Several sensors, including rate gyros, strain gauges, and angle encoders, are available for performance evaluation and control feedback. The properties of these sensors and actuators are discussed in detail in [28] . Note that the three torque wheels must be combined to generate a torque about each axis in Fig. 2 . The appropriate transformations for these torques were calculated from the design geometry.
The experiments in this paper use the torque wheel actuators and rate gyro sensors at the central node. The sensors are Bendix Cheshire 3-axis DCIAC rate sensors. Full sensor range is 75 degreeslsec, with a sensitivity of 0.04 Vl(degree1sec). The natural frequency of the sensor is nominally at 48 Hz, with approximately 30% (of critical) damping. The noise specification for the device is 4 mV (rms) between 0-20 Hz. Two rate gyro packages weighing approximately 1 kg are mounted on the bus, as shown in Fig. 1 . The experiments discussed here involve the package that is located on the middle node below the bus structure. The rate gyro electronics package includes a single pole low-pass filter with a 3 dB break frequency at about 80 Hz. The torque wheel actuators are connected by a base that is clamped to the top of the middle node. Each torque wheel weighs approximately 1 kg. The combination of the base structure and the three wheels and motors weighs about 7.3 kg. The Aerotech DS8020 servo amplifiers and permanent magnet motors are rated at 0.029 "/Amp. The amplifiers have been modified so that they are current limited at 510 Amps, with a peak output voltage of f 5 0 Volts.
To facilitate ground testing of the hardware, the 27.8 kg test article is supported in 1-g by a three point active pneumatidelectric suspension system [29] . The length of the suspension rods was selected to place the dominant suspension modes below the first mode of the test article (1.8 Hz). The resulting dynamics of the test article include two dominant suspension modes in the XY plane (Z-axis) at approximately 0.35 Hz and 0.7 Hz, and several higher frequency "violin" modes in all three axes that start at about 6 Hz [30] .
The real-time computer for MACE is an AClOO with 16 digital, 16 analog, and 8 encoder inputs and 16 digital, 8 analog, and 2 fast analog outputs [28] . The device includes two 80386 processors and one Weitek 3 167 co-processor, which all operate at 20 MHz. With one processor and co-processor, a 24 state SISO compensator can be implemented at 1 KHz and a 59 state 3-inputI3-output can be run at 500 Hz.
The controllers discussed in this paper were designed using state space models of the structure obtained from the mea- Note that the AClOO is usually operated at the same rate in the open and closed-loop tests. Also note that, in this procedure, the disturbance torques about a particular bus axis are computed by the AClOO before they are applied to the system. As a result, there is an extra time delay in the measured data that is not present in the actual loop to be closed. Consequently, the state space models are designed to match the measured data that have been corrected to account for this extra delay.
The SISO frequency response between the Z-axis bus rate gyro and the combined (2) torque wheel actuators was fit with poles, zeroes, a static gain, and a time delay. Note that the total time delay in the system is approximately 12.2 msec. Thus, a 4-pole Pad6 approximation was used in the model to account for the phase lag in the bandwidth of interest (0-40 Hz). Fig. 3 illustrates the accuracy of a 24 state model of this SISO system. The low frequency dynamics are governed by the stabilized integrator and two suspension modes at approximately 0.35 and 0.7 Hz. Seven flexible modes are observable in this system below a frequency of about 45 Hz. Five of the flexible modes are clumped around 10 Hz, and the other two are at 36 Hz and 42 Hz. The damping in these modes varies between 0.5% and 2.0%. The highly damped rate gyro sensor dynamics are not explicitly modelled in this system, but the curve-fit procedure resulted in two heavily damped poles at approximately 150 Hz.
A similar process is used to develop the design model for the MIMO system. Of course, because more modes are observable in the frequency response, the process is more complicated. To obtain the nine transfer functions, a disturbance was applied about each of the X, Y, and 2 bus axes using different combinations of the torque wheels. The frequency responses from each input to the three rate gyros were measured simultaneously. Each SIMO system was identified separately and then combined using a reduction approach described by Gilpin [31] . A potential problem exists in this procedure if a mode is identified differently in the subsystems, because any duplicated modes must either be repeated or approximated in the model [32] . For this MIMO example, the three subsystems were combined to form a single 50 state model. The MIMO compensators were implemented on the AC-100 at 500 Hz, so a 3 pole Pade approximation of the 15.2 msec time delay was included in each output channel, for a total of 59 states. For both the SISO and MIMO examples, the state space model of the system is written in the form of (17). With these state space models of the structure, the design of SISO and MIMO robust controllers can now be presented.
Iv. SISO CONTROL DESIGN AND IMPLEMENTATION
This section presents the results of the design and implementation of a robust SISO controller for the MACE DM configuration in Fig. 1 . As discussed, the SISO control loop is between the Z-axis bus rate gyro sensor and a combination of the three torque wheels as an actuator. The disturbance and control inputs are applied to the torque wheels through the is quite clean, which indicates that the rate gyro sensor noise is small. Consequently, V,, in the performance problem was chosen to obtain a desired level of closed-loop performance, rather than to reflect an anticipated noise level in the system. Several preliminary LQG controllers were designed for this system to determine an appropriate ratio for R,, and V,, to balance the estimator and regulator cost [33] . With these weighting matrices, optimal LQG controllers were designed for p = {10-2,10-3,6 x
In the following, designs with lower values of p are referred to as having a higher control authority because it is expected that the control gains and bandwidth will be larger. An analysis of the loop transfer functions for the three LQG controllers indicates that the gain and phase margins of the two higher authority designs are quite small. In fact, they were both found to be unstable when implemented on the actual system. shown in Fig. 4 illustrates several key characteristics of the LQG compensators that led to an instability on the test article at approximately 12 Hz. At this level of control authority, the system is essentially inverted in the compensator in the 5-15 Hz frequency range. A similar result is also seen in many LQG/Lm controllers [34] . The lightly damped compensator pole pairs at the frequencies of the plant zeroes (8 and 12 Hz) are two examples of this plant inversion. It is well known that closed-loop systems with near pole-zero cancellations are extremely sensitive to small changes in the plant parameters. The frequency response of the loop with the LQG compensator ( p = 6 x is plotted in Fig. 5 . The low phase and gain margins at 12 Hz are an indication of the sensitivity of this system to plant perturbations. The actual sensitivity is illustrated in Fig. 5 by implementing the compensator on two perturbed models of the system. These two modified models of the system were obtained by changing the frequencies of the four modes near the zero at 12 Hz by 61% of their nominal values. The frequency responses with the two perturbed systems demonstrate that small parameter changes can result in large changes to the loop magnitude and phase (which now indicate instability). It is clear that some knowledge of the uncertainty in the plant poles and zeroes in this frequency region must be incorporated into the control design to avoid the sensitivity of this so-called plant inversion. Unfortunately, it is very difficult to directly treat uncertainty in the frequency of a system zero [5] . However, as shown by the intentional perturbations in Fig. 5 , changing the frequencies of the plant poles also has a large affect on the system zeroes. Consequently, a good approximation of the problem with uncertainty in both the poles, and the zeroes is just to consider the uncertainty in the system poles. An analysis of several experimental transfer functions indicates that the frequencies of the poles and zeroes near 12 Hz are only certain to within &l% of their nominal values. The four modes at 8.8 Hz, 9.4 Hz, 13.3 Hz, and 13.9 Hz will be treated as uncertain in these designs. The goal is to obtain the best possible closedloop performance with a compensator that guarantees stability of the closed-loop system for these uncertainties.
For the design of the robust controllers, the complex poles of the system A matrix in (17) are written in second order
and k refers to the number of complex poles. The uncertainty in the modal frequency is then approximated as w:(l + Si),
where Si E R is called the frequency perturbation factor. The actual dynamics can then be written as Ai = Ai + AAi, where
The Bo and CO matrices for the full system are constructed from these two sets and then represent the structure of the uncertainty in an internal feedback model [35] . Several robust controllers were designed €or this system, with varying bounds on the uncertainty. Because the uncertainty is in w f , the final design values in the homotopy were set to ( M z~)~~ = -(Mlf)ii = 0.02 to achieve guarantees of approximately f 1%. Robust compensators were designed for the same three values of p. The BFGS optimizatiodstability bound homotopy solution algorithm was used to solve for the optimal compensators.
The optimal LQG and Popov compensators are compared in Figs. 6a and 6b. The two Popov controllers were designed with the guaranteed stability bounds given in Table II . The compensator Gpc2 (Gpc4) guarantees stability for 0.5% (1 .O%) independent variations in w;. Fig. 6(a) demonstrates that the three controllers are quite similar in magnitude for frequencies above and below the region of uncertainty (5-15 Hz). In the Popov designs, the LQG poles at 0.45 Hz have been replaced with two real poles at approximately 1 Hz and 2.5 Hz. Fig. 6 (b) concentrates on the uncertain region (5-15 Hz), providing a clear illustration of the differences between the Popov and LQG designs. The lightly damped LQG compensator poles at about 12 Hz are more heavily damped in the Gpc2 design, a trend that continues in the Gpc4 controller. A similar effect can be seen at the plant zero at 8 Hz which is also influenced by these changes in the frequencies of the plant poles. The results show that the robust compensators are significantly different from the LQG design in the frequency range of the uncertainties. Furthermore, they demonstrate that the robustness specifications does not have many adverse effects on the compensators in other frequency ranges.
There are several important features of these robust controllers that can be studied in more detail. Both the LQG and Gpc2 compensators have a nonminimum phase zero at approximately 12.5 Hz. Combined with the pole at about 12 Hz, the result is a 300" change in the compensator phase. The corresponding zero is minimum phase in the Gpc4 design, resulting in the characteristic "phase blip" in Fig. 6(b) of closely spaced poles and minimum phase zeroes. The zero for an intermediate design, Gpc3, is also minimum phase, but more lightly damped than the Gpc4 design. The location of the compensator zero is important because it indicates a fundamental change in the robustification technique. These differences are clearly seen by comparing Figs. 5, 7 and 8. As discussed before, each graph compares the loop frequency response for the nominal and two perturbed systems. The LQG design gain stabilizes the nominal system in the 12 Hz range. Fig. 7 illustrates that the Gpc2 controller, which has a nonminimum phase zero, also gain stabilizes the system in this frequency range. However, the Gpc4 controller, which was designed for larger guaranteed stability bounds, both gain and phase stabilizes the system in this range.
A comparison of the three figures shows the dramatic difference between the loop frequency responses with these compensators. The increase in the gain and phase margins for the nominal plant is an indication of a decrease in the sensitivity of the compensator. Furthermore, the loop frequency Loop frequency response with a Popov (Gpc2) controller on the responses in Fig. 8 indicate that the Gpc4 controller will not only stabilize the two perturbed system models, but should also achieve good robust closed-loop performance.
The actual sensitivity of the controllers to plant variations can be obtained from performance robustness curves. The closed-loop cost is evaluated for several perturbed models of the system. The cost curves, commonly called "cost buckets", are then obtained by plotting JnOrmr the cost normalized by the open-loop value, versus the system perturbations. To simplify the presentation of this analysis, the same frequency perturbation factors are used in (38) (6; = Sa, i = 1, . . . , 4) for each of the four uncertain modes.
Three robust performance figures are presented. Fig. 9 shows the performance and robustness of one LQG and five Popov controllers for this uncertain system. Notice that the "stiff" uncertainty direction in these designs corresponds to positive changes in the modal frequencies. Only symmetric sectors were considered here, but this knowledge of a difficult direction could be used to refine the stability bounds and accentuate the robustness for positive changes. The corresponding stability values are given in Table 11 . Each row of the table corresponds to a curve in Fig. 9 Loop frequency response with a Popov (Gpc4) controller on the row correspond to the stability limits. The two middle values are the guaranteed bounds which are always between the achieved values. The flatness of these cost buckets and the small increase in the nominal performance values are quite striking, indicating that guaranteed performance robustness can be achieved with only a small increase in the cost. The curves in Fig. 9 clearly illustrate the increase in the cost bucket width as the guaranteed range is increased. An indication of the tightness of the overbounds in the optimization process is given in Fig. 10 . The wider curve corresponds to the achieved performance and stability limits with the Gpc4 compensator. The result with the LQGl controller is given for comparison. The third curve corresponds to the guaranteed bounds used in the optimization of Gpc4. The two vertical asymptotes at f0.02 correspond to the design values of MI and M2. The depth of the curve is given by the optimal value of the cost overbound (0.12). As expected, the Popov controller achieves a nominal cost that lies between the optimal LQG value and the overbounding cost. These results show that the cost function of the auxiliary minimization problem in [5] - [6] is a relatively tight upper bound. While the discrepancy in the guaranteed and achieved stability bounds is, to some extent, a measure of the conservatism in the robustification technique, it is also a reflection of the relative (38)). The stability bounds are presented in Table II . ease of robustifying the system to this type of uncertainty. The synthesis equations with less conservative analysis criteria are considered in [5] and [17]. Table I1 provides the cost and stability values for two LQG designs. The first design refers to the optimal controller for the problem as specified earlier. The second is a suboptimal LQG design developed using and V,, values that are increased by a factor of 3. This controller achieves a nominal performance value that is comparable to those achieved by the five Popov designs. However, the results in Fig. 11 demonstrate that simply reducing the control authority and designing a suboptimal compensator does not produce a significantly more robust design. .. changes in turn demonstrate the importance of allowing the multipliers to vary in the synthesis of the robust controllers. The next step is to compare the predicted closed-loop performance for the LQGl and GPC4 controllers. The results, shown in Fig. 12 , illustrate that the robust Popov controller exerts a significant influence on the flexible modes of the structure, even in the region of uncertainty. Recall that this LQG controller actually destabilizes the experimental system. With p = 6 x lo-*, the predicted performance improvement with the LQG controller is 11.2 dB. The Popov design is predicted to achieve a 10.4 dB reduction; a ratio that agrees with the results in Table II . The changes required in the compensator to achieve greater robustness are clearly evident in the closed-loop curves.
The continuous time controllers were discretized and im- Fig. 13 yields a 10.8 dB performance improvement. The one in Fig. 14 achieves an 11.4 dB improvement, which is within 1 dB of the predicted result.
A comparison of the curves in Figs. 12, 13, and 14 shows that the predicted and experimental results agree very well. performance in this region by treating the two plant modes at 36 Hz and 42 Hz as highly uncertain lowered the response at this frequency by a factor of 2.
The results for this SISO experiment can be compared with several others that have been developed using the sensitivity weighted LQG (SWLQG) [8]- [9] , multiple model (MM) [361, and maximum Entropy (ME) [lo] techniques. The SWLQG and MM designs in [37] are similar to the Popov design (Gpc2) because, in all three cases, the system robustness is increased by gain stabilization. An ME controller that both gain and phase stabilizes the system in the 11-13 Hz frequency range was developed by increasing the parameter in the stochastic model of the uncertainty. The resulting compensator can then be compared to the Gpc4 Popov design.
However, it is difficult to accurately compare these controllers because of the trade-offs between stability robustness and nominalhobust performance, For the compensators considered here, the MM and Popov robustification techniques did not degrade performance as much as the SWLQG approach. The ME designs achieved slightly better nominal performance than the other three approaches. Of course, a key difference between these four techniques is the robustness guarantees that they provide. As discussed in [5] , [25] , the SWLQG approach is ad hoc and does not offer any guarantees of robust stability. The MM controllers only provide guarantees for a small number of system models, which represent specific combinations of the parameter uncertainties. The compensator can still exhibit sensitivity, and even instability, for other combinations of the uncertainties. Finally, with the ME technique, it is often difficult to correlate the uncertainty added in the stochastic model of the system to the robustness levels achieved by the controller.
In contrast to these three approaches, the Popov compensators guarantee robust stability for independent variations of each uncertainty. Furthermore, the results in Table I1 show that good closed-loop performance can be achieved with guaranteed stability bounds that exceed 4~1% in the nominal frequencies. For this lightly damped system, these frequency -83 shifts correspond to 6O0-1OO0 changes in the frequency response of the system. A robustness technique that provides such large stability guarantees has many advantages for an experimental system, such as MACE, with potentially large parameter uncertainties. Section 6 discusses a control design technique that combines the various numericallrobustness advantages of these sensitivity weighted, multiple model, and Popov design techniques.
v. DEMONSTRATION OF ROBUST PERFORMANCE
This section describes the results of an experiment that was designed to demonstrate the robust performance that can be achieved by the Popov compensators. The robustness of the controllers was shown by intentionally modifying the MACE hardware to change the frequencies of the poles and zeroes. In the experiment, the mass of the second payload was changed by adding several aluminum plates. A total of 1.6 kg was added to the existing 7 kg mass. The results, shown in Figs. 15(a) and 15(b), demonstrate that only the modes in the 5-15 Hz range are significantly modified by this perturbation to MACE. The curves also clearly show that both the poles and zeroes are affected by the extra mass. The changes in the two low frequency suspension modes reflect the fact that the suspension system had to be reset after each mass addition. Table IV . For a 20% variation in the payload mass, the modal frequencies vary by as much as 6.5%. Each of the modes is affected differently by the mass perturbation, so the robustness results are not exactly equivalent to those considered previously in Fig. 9 .
The robust controllers in the previous section were not designed for this mass uncertainty. However, it is clear from these figures that uncertainty in this payload mass is primarily reflected as uncertainties in the poles and zeroes in the 5-15 Hz frequency range. Consequently, intentionally changing the mass of the second payload should be an effective means of demonstrating the robust performance of the controllers.
and Mz = -M I = 0.022& was implemented on each of the open-loop systems in Fig. 15(a) Recall that at this level of control authority, the LQG design destabilizes the MACE hardware even without any intentional perturbations. The graphs compare the open and closed-loop frequency responses of the system with no perturbations to the closed-loop results for the perturbed plant. The figures show that the closed-loop performance is essentially unchanged from the nominal result for both perturbations to the payload mass. These results clearly demonstrate the robust stability and good robust performance that are guaranteed for this system. For comparison with the results in Table 111 , the optimal multipliers for the Gpc6 compensator are HO = diag(5.13, 8.98, 12.84, 1.00) and NO = diag(0.064, 0.052, 0.032, 0.092).
These results further illustrate the need to treat the multiplier values as free parameters in the compensator design.
VI. MIMO CONTROL DESIGN
The previous sections presented a detailed analysis of a single-axis controller for MACE. However, to achieve the desired levels of performance on the fully noncollocated MACE system, it is anticipated that MIMO controllers will have to be developed. Thus, the goal of this section is to extend the SISO results and discuss the design and implementation of a 3-input/3-output robust controller.
The design methodology in [25] discusses the use of the multivariable Nichols criterion to determine the frequency ranges in which the system uncertainty is most important. The process is particularly effective if the loop frequency response is based on the measured open-loop data. In this case, the aim is to find any problems with the multivariable zeroes of the system or with modes that have been truncated during the formulation of the MIMO model.
For this system, eleven out of twenty five modes were identified as requiring some level of robustification. The scale of this problem compared to the SISO design discussed in the previous section (59 states instead of 24 and 11 uncertainties instead of 4) required that a much better initial guess be obtained for the optimization process. The approach adopted here follows the procedure outlined in [25] . Grocott et al. [37] designed robust controllers for this system using a multiple model approach with initial guesses based on sensitivity weighted LQG designs. These optimal multiple model controllers were combined with estimates of the guaranteed stability bounds and the multipliers to form an initial condition for the Popov optimization. This process has recently been extended in [23] . The other robust control techniques are currently easier to solve numerically, but they offer no guarantees of robustness. However, with these as an initial guess, the Popov control synthesis optimization converges more quickly. Using these initial guesses results in an approach that significantly reduces the overall computational effort. As discussed previously, the final design is a controller that guarantees robust stability and performance for independent variations in the uncertainties. The design sequence then leads to a unified approach to robust control design, with each step providing further guarantees in the robustness of the closed-loop system.
The MIMO design uses three rate gyro signals as sensors and performance variables, and torques about the three bus axes as the disturbance and control inputs. The state cost for the 7-l~ problem is defined as where a: is the variance of the inertial angular motion for each bus axis. X-axis motion is weighted less heavily because rotation about this axis has a smaller influence on the payload pointing angle, which is the overall objective of the MACE project.
A single MIMO robust controller with R,, = 2 x lOP3I3 = 10Vyy was designed for this system. The uncertain modes, the guaranteed upper and lower stability limits, and the optimal multiplier for these bounds are presented in Table V. Recall that typically one element of HO is fixed in the optimization.
Several attempts were made to develop initial guesses of the multiplier matrices by fixing the first element of HO to unity.
However, in these cases, the optimization would result in negative values of Ho. Barrier function techniques can be used to restrict the positive definiteness of HO and NO [5] , [38] . A second approach is to fix different elements of the Ho matrix, and based on the experience from the SISO designs, the last HO value was set at 20. In this case, as shown in the table, the resulting optimal values are all positive. This process has recently been extended in [23] . The relatively large Mz values for the 1.4 Hz and 5.9 Hz modes reflect a high uncertainty in the multivariable zeroes in these frequency ranges. To compare the experimental performance of the best stable LQG design and the Popov controller, we can write the state cost as where Q = diag (0.2, 1, l), and G,, (s) is a frequency domain representation of the closed-loop system. The square root of the integrand of this cost is plotted in Fig. 17 . With uncorrelated disturbances of equal intensity, this plot is analogous to the transfer function from the disturbance source to the performance metric in the SISO case [37] . The LQG result in the figure corresponds to the best performance that could be achieved using this approach without destabilizing the testbed.
The solid line in this figure corresponds to the open-loop system. Notice that significantly more modes are observable in this transfer function than in the previous SISO experiment. The next line is the best performance that could be achieved using LQG controllers. The lowest line corresponds to the Popov design. The performance improvements are 10.2 dB for LQG and 12.4 dB for Popov. The multiple model design used as an initial guess for the optimization achieved a 12.6 guarantees of stability for the eleven uncertain modes.
The additional robustness constraints can result in a degradation in the closed-loop performance on the system model. However, because the sensitivity of the controllers to changes in pole and zero frequencies is guaranteed to decrease, it is possible to increase the controller authority and thus achieve much better performance on the experimental hardware.
VII. CONCLUSION
Several robust controllers were designed and implemented on the development model of the Middeck Active Control Experiment (MACE) using the Popov controller synthesis approach. Previously presented results on low-order benchmark examples have illustrated the modifications to the compensator that are required to achieve guaranteed robust stability. The purpose of these more complicated experiments was to demonstrate that the robustness approach is feasible for a realistic system. In fact, these experimental results demonstrate that the synthesis approach can be used to design controllers that guarantee robustness for large order systems with multiple real parameter uncertainties. Good robust performance was experimentally demonstrated on MACE by intentionally changing the structure with additional mass at one payload. These experimental results showed good agreement between theoretical and numerical predictions. The robust control technique will eventually be used to design controllers that are robust to the errors in finite element model predictions of the on-orbit structure dynamics of MACE.
