In this paper, a numerical optimization problem for -synthesis with a reduced order controller is studied. A local solution is searched for starting from a reduced order controller, where -analysis and a local search method for a reduced order ∞ controller are applied, alternatively. A main different point from the standard DK-iteration is that the procedure is all conducted for frequency response data and no representation by state equations is required. Therefore, not the plant order but the number of frequency gridding mainly affects computation time. In this paper, in order to develop a more efficient algorithm, a method of reducing the number of LMIs in the calculation of a descent direction is given. Numerical examples show that computation time can be reduced drastically compared with our previous algorithm.
INTRODUCTION
A standard method for -synthesis is a -iteration that uses ∞ control theory [1] . This method needsscale fitting by rational functions, and the ∞ controller becomes extremely high order. If the fitting is not appropriate, the ∞ norm of the scaled generalized plant does not decrease monotonically. In [2] , a frequency domain method is proposed to avoid the fitting, but the controller order is still high. Model reduction methods are usually used to find a lower order ∞ controller [1] [5] , but a better controller can be usually found by local search starting from the low order controller [3] . Frequency-weighted model reduction that considers the ∞ performance index does not necessarily give good results.
We have previously developed a descent method for a -synthesis problem with the controller order fixed. Plant frequency response data are supposed to be given at sufficiently many sample frequencies, but the state equation is not required [4] . -analysis and our local search method of [3] are applied, alternatively, in this method. A main different point from the standard DK-iteration based on ∞ control theory is that the procedure is all conducted for frequency response data. The tuning matrices are the coefficient matrices and of the low-order controller with the matrices and being fixed at those of the initial controller. In this method, a descent direction is calculated by using the frequency response data that are given at many sample frequencies, and the computation time tends to be longer as the number of frequency griding is increased. For example, the computation time is roughly a few minutes for the numerical examples of [4] , and shorter computation time is desirable.
In this paper, for the purpose of speeding up, we propose a method of selecting adequate frequencies from many sample frequencies in the calculation of the descent direction, and we will show the effectiveness by numerical experiments.
-SYNTHESIS
Firstly, we will explain synthesis[1] [6] . The system in Fig. 1 includes uncertainties. The Δ block is an uncertain element that belongs to the set Δ , which represents all the assumed model uncertainty of the plant. The element Δ ∈ × is a fictitious uncertain block, used to incorporate the ∞ performance objective into -framework. We express
, and simplify Fig. 1 as Fig. 2 by incorporating into and into , respectively. ( ) is the transfer function from to .
A robust performance condition for the system with uncertainties has been given by the next theorem [1] . The structured singular value is defined by
G(s)
unless Δ ∈ Δ makes − Δ singular, in which case
The relation between the structured singular value and the maximum singular value is described by
In order to evaluate the structured singular value tightly, the next set is introduced.
The scaling matrix ∈ is multiplied to the right of , and −1 to the left as shown in Fig. 3 .
Then, (4) is evaluated more tightly by using a proper
and a sufficient condition for (3) is given bȳ
So, we search for ( ) and ( ) that satisfy (7) . This is called as -synthesis problem. The algorithm of the standard -iteration based on the ∞ control theory is given in the following.
Algorithm of standard -iteration
, and apply analysis to give +1 ( ) that minimizes
Step05 Set = + 1, and go to Step02.
The order of the generalized plant becomes higher in Step03, and the -scale fitting is required in Step04.
PROBLRM SETTING
Let us consider the system shown in Fig. 2 . The system is described by
, where 
, where , are design parameters and , are fixed. The model errors Δ satisfy ||Δ|| ∞ < 1, and have a next block diagonal structure.
The transfer function from to is
Let us consider the next design problem. Design problem Obtain a scaling matrix ( ) ∈ and a low order controller ( ) for which the closed loop system is stable and (15) is satisfied at the sample frequencies Ω = { , = 1, 2, , } for = 1.
-ITERATION ON THE FREQUENCY DOMAIN
The design method of a low-order ∞ controller by partial optimization of [3] gives a decent direction along which is non-increasing. In this method, an th order controller 1 is set as the initial controller, and a sequence of , of ( )( = 1, 2, , max ) for which the sequence of becomes non-increasing is obtained.
We have applied this method instead of applying ∞ control theory in Step02 of the standard -iteration in order to find ( ). By this modification, the scale fitting becomes unnecessary and the reduced order controller can be treated.
In order to decrease the total computation time, we will make the calculation of Step02 more efficient. In this section, first, we will explain the method of [3] briefly, and then improvement of the method.
CONSTRAINT ON THE FREQUENCY DO-MAIN
, wherẽ
−1 , and describe (17) as
Further, represent the singular value decompositions of 12 and˜2 1 as
From (G3) and (G4), 1 ] are both unitary matrices,
Set the block matrices of (20) as
From Schur complement, (21) is reduced to
where
From (22), the next constraint on is derived
, where
15) is equivalent to the BMI (bilinear matrix inequality) (23).
are coefficient matrices that depend on frequencies, and the condition (23) is convex or non-convex with respect to according to the positive definiteness or indefiniteness of the coefficient matrix , respectively. The BMIs(23) are approximated by LMIs(linear matrix inequalities) in the following three cases.
Case 1:If ≤ 0, can be represented as
, where Λ 2 ∈ ℛ 2 × 2 is a positive-definite diagonal matrix and = [ ] is a unitary matrix. Then, (23) is expressed as the next LMI.
[
Case 2:If ≥ 0, can be represented as
, where Λ 1 ∈ ℛ 2 × 2 is a positive-definite diagonal matrix. Then, (23) is expressed as
This constraint is concave with respect to , and a convex approximation is given by the next LMI condition.
This is a sufficient condition for (31) and it is satisfied for any . An appropriate that is expected to give a shaper LMI condition is given by the following procedure. First, give a stabilizing controller = for which
satisfies (28). Next, calculate the minimum value of 0 > 0 that satisfies
, then give as (29).
Case 3:In other cases, can be represented as
, where = [
, and Λ 1 , Λ 2 are positivedefinite diagonal matrices. Then, (23) is represented as 
The set of and that satisfies (33) for all sample frequencies is also a convex set.
PROCEDURE OF OPTIMIZATION
First, we will explain a method of finding (i.e. and ) that makes of (16) smaller by using (33), which has been proposed in our previous study.
Let us explain this problem on the parameter space of (i.e. and ). First, 1 and = 1 are given. Then, we obtain the minimum value of that satisfies (16), and denote the obtained value as 1 . The set of that satisfies (16) with = 1 is not always convex and 1 is on the boundary of this set. This region is shown by the dotted line in Fig. 4 .
On the other hand, the set of that satisfies (33) with = 1 is a convex set, and 1 lies on the boundary of the convex set. This convex set is a subset of the set defined by (16), and it is shown by the solid line in the figure. We can easily obtain a solution of the LMI (33) by using an LMI solver, and the solution lies inside the convex set as illustrated in Fig. 4 .
Then, the direction from the point 1 to the point gives a descent direction. Next, we find that minimizes for (16) in this direction by line search. The solution is denoted by 2 . By iterating this procedure, we can find a nonincreasing sequence of and 's.
Convex region by Eq.(33)
Permissible region that satisfies Eq.(23) Fig. 4 Previous method Now, let us consider the problem of making the calculation more efficient in the above procedure. The LMIs of (33) are defined for all the sample frequencies ∈ Ω. Since our purpose of using the LMIs is to find a descent direction, it may be sufficient to use a subset of the LMIs which may describe the boundary well near 1 . As such frequencies, we consider the set of frequencies, Ω , for which the next inequality is satisfied.
, where 0 < < 1. From this inequality, those sample frequencies for which¯[ −1 ( )] are closer to 1 are more likely to be selected as the frequency of Ω . For example if we set = 0.9, we select the frequencies ∈ Ω as shown in Fig. 5 . It is expected that the LMIs that is given by
may describe the boundary well near 1 in the parameter space. Such a part of the border is shown by a heavy solid line in Fig. 6 . Since these LMIs only describe the border close to 1 , we introduce a sphere constraint with center 1 and radius in order to restrict in the vicinity of 1 . The sphere region of (i.e.
[ , ]) can be described by the next LMI
The region given by this constraint is illustrated as a disc in Fig. 6 .
Border by Eq. (35)
Sphere region by Eq. (36)
Fig. 6 Proposed method
Thus, in the new algorithm, is calculated by solving the LMIs (35) and (36). Note that the inner point can be tuned by changing the radius . The above discussion is summarized as the algorithm of frequency domain -iteration.
Algorithm of frequency domain -iteration Step1
Give a stabilizing low-order controller 1 ∈ and the parameters , , = 10 −5 . Step2 Set the initial scaling matrix 1 = , and calculate {1} which is an upper bound of for 1 
Apply the partial optimization method with the initial controller and set the solution as +1 . Step4 Set = ( +1 ) −1 , and apply analysis to give +1 ( ) that minimizes
, and go to Step3.
NUMERICAL EXPERIMENT
Let us consider the pitch axis control of HIMAT in The structures of the model error and the scaling matrix ( ) are described by
Δ 1 is the full-block uncertainty and used to model the uncertainty in the airplane's behavior. Δ 2 is a fictitious uncertainty block, used to incorporate the ∞ performance objectives on the weighted output sensitivity transfer function into the -framework. MATLAB(R2007b), SEDUMI for interface [7] and SEDUMI solver [8] are used for programming, and the program is executed on the Windows XP(Intel Core2 Duo 3GHz, RAM2GB). Fig. 7 Closed loop system of HIMAT Firstly, a full-order ∞ controller is obtained for the 8th order generalized plant , and reduced order controllers are obtained by the balanced truncation method. The reduced order controllers are found to be stabilizing for the orders from 8 to 4, but destabilizing less than 4. We set parameters = 1, = 0.9, max = 3, and set the sample frequencies as 100 points logarithmically equally spaced between 10 −4 and 10 6 [rad/s].
Results by the previous method and the proposed method are listed in Tables 1 and 2 , respectively. ' ' is the controller order, ' {1} ' is for the initial controller, ' ' is the total iteration number that includes the iteration of in Step3, ' ' is the iteration number of -iteration, ' { } ' is the numerical value of when < 1 is attained, and ' ' is the total computation time.
All the controllers in Tables 1 and 2 attain < 1. The total computation time is reduced drastically as shown in Table 2 compared with that of Table 1 . The following two reasons are considered. Firstly, the computation time for one iteration is reduced. This is because LMIs are calculated at a smaller number of frequencies. Secondly, the iteration number ' ' is also decreased. This may be because better decent directions have been obtained. As we mentioned before, the reduced order controllers with orders less than 4 are not stabilizing. Since we have obtained a 4th order controller that satisfies < 1, we obtain a stabilizing reduced order controller with 1-3th orders by applying the balanced truncation method to it. We apply our method using these initial controllers. The results are listed in Tables 3 and 4. < 1 is not attained in all cases. The total computation time is decreased drastically as shown in Table 4 compared with Table 3 .
CONCLUSION
We have re-examined our descent method from the view point of speeding up the calculation. In our method, the descent direction is obtained by solving many LMIs simultaneously. In this paper, the number of LMIs that are used for the calculation of descent direction is decreased by removing the LMIs that are considered to be inactive comparatively. Numerical experiments have shown that the computation time can be drastically saved by this modification. One of the reasons is that the computation time for solving the LMIs is decreased. Another reason is that better descent directions are obtained by this new method, because the number of -iterations have been also decreased almost by half in the numerical experiments. 
