Independent functions: Probability and analysis in Poland between the Wars
BY PHILIP HOLGATE* SUMMARY This paper discusses the attempts by Polish mathematicians to develop a rigorous theory of probability, during the 1920's and 1930's, and its relationship with the better known work of Kolmogorov. Particular attention is paid to the use of the language of 'independent functions'.
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INTRODUCTION
The direction of mathematical research in Poland following the re-establishment of its independence after the First World War has been outlined by Kuratowski (Kuratowski, 1980) . A deliberate decision was made to concentrate on two areas, foundations of mathematics and point set topology, in which Poles were then preeminent. A journal, Fundamenta Mathematicae, was established in 1921, published in Warsaw under the editorship of Mazurkiewicz and Sierpinski. At a time when most journals accepted papers in all branches of mathematics, it was decided to restrict its coverage to these two fields. The concentration on them was pervasive but not completely exclusive. Later, in order to accommodate a wider range of topics, Studio Mathematica was founded in 1929, edited by Banach and Steinhaus in Lw6w. Thus neither classical analysis, to which Polish mathematicians had made important contributions before 1918, nor probability theory were among the topics to be emphasised. There was however so much interest in the foundations of probability during the 1920's that it inevitably attracted considerable discussion of probability theory in general to the pages of Fundamenta. For example, in a long memoir on subjective probability, De Finetti (De Finetti, 1931 ) discussed much of the material contained in his better-known paper (De Finetti, 1936) .
The period saw the attempt to put the mathematical theory of probability on a rigorous footing. The culmination of this was the publication in Berlin in 1933 of the Grundbegriffe der Wahrscheinlichkeitsrechnung by the Soviet mathematician A. N. Kolmogorov. The definitiveness of his achievement has overshadowed other work on the problem, much of which was carried out by Polish mathematicians. One object of this paper is to examine their contribution, which can conveniently be divided into two parts, before and after the Grunbegriffe.
It is a commonplace of probability that, although it would be unnatural and undesirable, all its mathematical theory can be developed and its theorems proved entirely in the language of analysis, without making any reference to 'random variables', 'events' that do or do not happen, 'expected values', and the rest of the language of haphazard phenomena. It is less well known that an approach like this had been carried out by Polish mathematicians during the 1920's and 1930's, although not in such an extreme form. The second
•Philip Holgate died on 13 April 1993. Correspondence should be sent to: Department of Statistics, Birkbeck College, Malet Street, London WC1E 7HX, U.K. object of this paper is to outline this work as shown in published papers, and to discuss the reasons for the way it developed and the context in which it was achieved. The bibliography contains a full list of papers on probability published in the main Polish mathematical journals during the interwar period, some from other journals, a list of works by Polish mathematicians published in other countries, relevant historical and biographical articles, not all of which are discussed in the text.
EARLY PAPERS
The 1923 volume of Fundamenta contained an article by A. Lomnicki (Lomnicki, 1923) , who began with the statement that 'Among mathematical sciences the calculus of probability occupies a quite infamous position. Despite its immense field of applications it cannot merit the favour of modern mathematicians used to subtle and rigorous arguments'.
He quoted derogatory remarks by several other mathematicians about the logical standing of the subject, including Poincare: 'One can hardly give a satisfactory definition of probability', and von Mises: Today probability theory is not a mathematical discipline'. These opinions, expressed at a time when the results of the Bernoullis, De Moivre, Laplace and Gauss had become classical, illustrate the extent to which the validity of a branch of mathematics had come to be assessed in terms of its logical foundation rather than its practical applications. Much of Lomnicki's paper is an exposition of the logical basis for calculations that had been carried out for over 250 years as a matter of course in the solution of practical problems, and it seems very elementary for its date, surrounded by the set-theoretic researches in the rest of Fundamenta. It expounds the idea of a weight function, which after summing or integration gives the probability of a set of points relative to some larger set of which it forms part. The case of a finite set of points with nonhomogeneous weights is treated exhaustively and extended to a countable set and finally a continuous manifold with a probability density function, whose integral over sets lying in the manifold gives their probabilities. 'Continuous probability' was still identified mainly with geometrical problems, and Lomnicki quotes Czuber's work. The treatment suggests that mathematicians of the time who calculated with probability had not devoted much thought to its foundations at this level. After deriving the normal law from its characterisation as the distribution for which the distribution function of two independent such variables is invariant under rotation, Lomnicki suggests that this is a more satisfactory way of describing the normal than through its derivation as a limit of standardised sums.
The most important contributions to the development of probability during this period are contained in three papers by Steinhaus (Steinhaus, 1923 (Steinhaus, ,1929 (Steinhaus, ,1930 . The first of these is primarily a study of the definition of probability in the situation where a denumerable set of events gives rise to a non-denumerable set of possible outcomes, which in terms of their mathematical symmetry can be regarded as generalising the property of being 'equally likely'. Its title echoes that of Borel (1909) . Steinhaus considers infinite sequences of trials each of which can result in red (= p) or black (= v = noir), with equal probabilities. He then sets about assigning a probability measure /x to subsets of the class A of such sequences a of the form vvpp ... v .... Let K be the class of all subsets E of A, and R a subclass of K. He lays down 5 axioms, one with 3 parts, as follows. Axiom 1. We have that fi(E) ^ 0 for every E belonging to R. Axiom 2. (i) We have that £(n) belongs to R, where £(n) denotes a set composed of those sequences a with a specified string of n initial places; n = 0,1, 2,... or oo.
(ii) If £ and £' only differ at the ith place (i ^ ri), then /*(£) = /i(£').
(iii) We have n{A) = 1.
Axiom 3. If £, belongs to R for i=l, 2,... and £,£, = () for i + j, then E" =1 £j, E^=! £j belong to £ and
Axiom 4. If £j 3 £ 2 and £ 1; £ 2 belong to R, then £j -E 2 belongs to R.
Axiom 5. If £ belongs to R and /*(£) = 0, every part £' of £ belongs to R.
Axiom 2(ii), in conjunction with the others, leads to the probability 2~q for each of the sets obtained by fixing the colours at q specified places, and it arises from the particular problem under discussion. Axioms 1 and 2(iii) state the obvious requirements that probabilities are nonnegative and the probability of the sure event is 1. Axioms 3 and 4 assert that, if the probabilities of two mutually exclusive events £ t and E 2 can be defined, then so can that of the event 'either £ x or E 2 occurs', and that, if E 2 implies E u then the probability of 'E 1 but not E 2 can be defined. Note that £ x u£ 2 for non-disjoint sets, and £j n£ 2 are not required to belong to R so that 'both £ t and £ 2 ' may not have a probability. Steinhaus's approach ensures that, whenever the membership of £ 1; or £ t and £ 2 in R imply the membership of £ 3 , it is possible to calculate the probability of £ 3 from those of E U E 2 . The inclusion in R of the sets defined by Axiom 2(i) means that all the sets in which he is interested can be obtained by the operations of taking proper diflFerences or unions of disjoint subsets of A. Axiom 5 is a technical requirement of completeness.
A slightly earlier paper by Rademacher (1922) is crucial in the development of Steinhaus's approach to probability theory. It deals with orthogonal series of functions and, towards the end of a long discussion on rates of convergence of the orthogonal series expansions to the functions that they represent, Rademacher introduced the series that now bears his name. If e n (x) is the nth digit in the dyadic expansion of x, then r n (x) = 1 -2e n (x) (0 < x < 1) is the nth Rademacher function of x. It takes the value (-1)* in the interval (k2~n, (k + 1)2~"), and hence r B (x) = sgn sin(27tnx). Now the choice of a point on (0,1) implies the choice of an infinite sequence of ± l's, derived from its binary expansion, and Rademacher's series enables this correspondence to be represented explicitly in functional form. The series has the property that J r m (x)r B (x) dx = 0 if m=t=n. Steinhaus's achievement was to exploit these facts to set out simultaneously an axiomatic scheme for the concept of a sequence of independent random events, without using the intuitive language of probability, and to exhibit, by transferring the Lebesgue measure on the unit interval to the subclass R of binary sequences, that there were concrete objects that satisfied these axioms, that they were of interest, and that it was possible to calculate with them. It is easily seen by drawing the graphs of the Rademacher functions, but was proved rigorously by Steinhaus, that the measure of the set where r mi = r m2 = ... = r^ = 1 is the product of the measures of those sets where r mi = 1, r m2 = 1,..., r mfc = 1. In § 2 of his paper Steinhaus proceeds to applications of his approach, beginning with a zero-one law. If v(n) is the number of blacks among the first n trials, <j>(n) is a positive function increasing unboundedly and C is a constant, then the probability that the statement lim sup,.,^ v(n)/<f>(ri) = C is true is either 1 or 0. This is proved by noting that, since the assertion does not depend on the first q places, the measure of the intersection of the 'truth' set with any interval (j2~9, (j + 1)2~«) for ; = 0,1,.... 2 q -1 must be independent of j. However the only sets enjoying this property have measure 0 or 1. Here Steinhaus cites a theorem of C. Burstin, but later papers quote 'a well known result of Lebesgue'. The facts that the probability is 1 when <f>(n) = n, C = \, and zero when ^(n) = n, C 4= \ then follow from what Steinhaus calls 'elementary calculations related to the theorem of Bernoulli'. The rest of the paper is devoted to the problems of fluctuations, or rates of convergence, and Steinhaus proves that lim sup |v(n) -^n|/(nlogn)*^ 1. This is a step towards the law of the iterated logarithm with a denominator that increases more rapidly than necessary. Steinhaus signed the paper from GSttingen, where he had carried out his doctoral studies, although the affiliation under the title of the paper is the University of L6opol (Lw6w) where he was now teaching.
The papers (Steinhaus, 1929 (Steinhaus, , 1930 , which appeared 7 years later, deal with problems of power series involving randomness. The first question posed in Steinhaus (1930) is the probability of the convergence of the series £a B exp ( 27110,,) , when the 9 n are chosen independently and at random from the unit interval. The answer is 1 or 0 according to whether E ajj converges or diverges. Steinhaus characterises the infinite sequence of values as a point in an infinite dimensional unit hypercube, conceding that 'the topologists' would not accept this terminology. After introducing the specific problem, Steinhaus returns to the general question of assigning probabilities to sets of infinite sequences. He presents 6 axioms that are phrased in somewhat different language from those of Steinhaus (1923) , but differ essentially only in that they are designed for the problem in hand. Steinhaus constructs a biunique mapping from his infinite dimensional unit hypercube to the unit interval. The point x = 0.9 l 6 2 9 3 ... of the interval corresponds to the point X l = 0.9 1 9 3 9 6 9 10 . . . , X 2 = O.0 2 0 5 0 9 0 14 ••• J X 3 = 0.9 4 9 e 9 l3 9 19 . . . of the hypercube, and the point of the hypercube corresponds to the point x = O.0 11 0 21 0 12 03i0 22 0i 3 ... in the interval. This maps the unit interval into a generalised Peano curve, and the uniform distribution of a point on the unit interval implies the joint independent uniform distribution on any projection of the infinite dimensional hypercube onto a finite number of axes. This specific point was also dealt with in Steinhaus (1936) . In Postulate 2 below, ® { denotes a subset of the set of infinite sequences 6^6^ ... belonging to some class K* of such subsets, and |©,| is the Lesbesgue measure of the corresponding subset in the unit cube. With Steinhaus's own annotations the postulates are as follows.
Postulate 1. Probability is a finite nonnegative number.
Postulate 2. The probability that simultaneously 0 t € © x , 0 2 e 0 2 ,..., 9 n e ©", is equal to I0J . |@ 2 l • • • I ©iil-Note that this postulate expresses at the same time the elementary probability and the independence of the {0 n }.
Postulate 3. If the sets of the sequence {0 B } are disjoint and if the probability n{E k ) of the relation {9 n }eE k is determined for all natural numbers k, then the probability i£*) is determined and equal to E^ Postulate 4. If E x => E 2 and /*(Ei) and n{E 2 ) are determined, then JX{E 1 -E 2 ) is determined. Note that this is a postulate of complementarity.
Postulate 5. If fx(E 1 ) = 0, and E 1 =>E 2 then /z(E 2 ) is determined. Note that this is a postulate of probability minima.
Postulate 6. If K* is a class of E such that it is possible to define /z(£) for all the K*, in conformity with Postulates 1-5, and if K is the product of all the K* enjoying this property, then /*(£) is only defined for the E of K. Note that this is a postulate of the irreducibility of the field.
Borel (1896) had conjectured that, among Taylor series with a finite positive radius of convergence, the class whose circles of convergence were everywhere singular, thus forming a natural barrier to analytic continuation, had a higher cardinal than the class that could be continued. Steinhaus (1929) put this conjecture into probability theoretic language, and soon disposed of it He considered the series Ec B exp(27ri^,,)z", where again the {^n} are chosen randomly and independently from the unit interval. By hypothesis, the measure of the set of those functions with a singularity at some point on the circle of convergence is one. The circle is then divided into arcs of length 27t/2*. By the joint cyclic symmetry of the random variables {2n8 n }, it follows that the measure of the set where each of them contains a singularity is one. As k-* oo, this implies that with probability one every point must be singular. Steinhaus then returned to the construction of axioms of probability, but there is only verbal difference between this set and those of Steinhaus (1930) . The importance of this work in the development of concepts is that mathematically interesting facts about the 'typical' behaviour of power series, which had hitherto been expressed only in vague terms, were now formulated precisely in the language of an axiomatically based calculus of probability.
The appearance of Kolmogorov's monograph (Kolmogorov, 1933) , in which he provided what has come to be accepted as a satisfactory set of axioms for probability, brought the foundational part of the above line of research to an end. Kolmogorov's axioms differ from those of Steinhaus in that, in Steinhaus's notation, he requires that £ x u£ 2 and EinE 2 must belong to R. Their probabilities cannot be calculated from those of E t and E 2 , but the axioms require that they must be uniquely specified in a compatible way. This means that there is no need to be so specific about which sets are to be taken in R.. In Kolmogorov's approach the requirement that the cylinder sets defined by inequalities a t ^ X, < b t for an arbitrary finite set of values of t should belong to $L, is an axiom in the definition of stochastic processes, not in the definition of probability. Almost all the ideas that were crystallised so brilliantly in Kolmogorov's monograph were present in the work of Lomnicki and Steinhaus before 1933. The natural development of abstraction in mathematics, in the formulation of an axiomatic system, was carried out in the context of an approach to concrete problems, albeit of a pure mathematical nature, and then generalised. Unfortunately the generalisation was not sufficient for the continued development of probability. Steinhaus's use of a particular space, the interval (0,1) with the ordinary Borel field and Lebesgue measure as the probability, exploiting the fact that the probabilities of the events that he was interested in were invariant under the translation (mod 1) of this space, although it led to several neat proofs, was too restrictive, as was his insistence on constructing explicitly the function to R or J?°° defining a sequence of random variables. However, it was a natural and necessary stage through which the axiomatic foundation of probability theory had to pass, and it could have didactic value today as an introduction to the modern theory. Kolmogorov's major advance lay in defining the probability measure on a field of subsets of a space ft, without being any more specific about its nature, and taking a random variable to be any measurable function from ft to the range space of interest. This freed the abstract axiomatisation of probability from references to particular problems, and opened the way for the study of arbitrary dependence among random variables.
Despite the fact that they had in a sense been overtaken by Kolmogorov's work, Polish mathematicians continued to develop the theory of independent functions after the publication of the Grundbegriffe. There were two main series of papers, one arising from the work of Marcinkiewicz and Zygmund in Wilno, and the other from that of Kac and Steinhaus in Lw6w. These were explicitly seen as developments of Steinhaus's earlier work (Marcinkiewicz & Zygmund, 1937a, p. 63; Kac, 1936b, p. 46) . The context of this work on independent functions was an environment in which important advances were taking place in set theory, measure theory and orthogonal series. A notable landmark in the theory of measure was the publication by Stanislaw Saks, in 1933 , of the first edition of his monumental Thiorie de I'lntigrale, as Nr. 3 of Monografje Matematyczne. A revised and expanded edition appeared in 1936 as Nr. 7. In contrast with the post-war classic Measure Theory of Paul Halmos, there is no mention of probability in Saks's treatise. Conversely, all the Polish mathematicians who worked on probability theory, and many Soviet mathematicians who are known to us as probabilists, including Khintchine and Kolmogorov, devoted much effort to pure measure theory, as can be seen from Saks's bibliography. The Theorie der Orthogonalreihen by S. Kaczmarz and H. Steinhaus, published in 1935 as volume 6 of Monografje Matematyczne, is a general treatise on the theory of orthogonal series rather than a study of specific series and their applications. However as examples the authors consider the trigonometric series, the Legendre, Chebychev and Laguerre polynomials, explaining why they are interesting, and discussing the differential equations or minimisation conditions that define them. They discuss the Rademacher series in this way, and put it in its probability-theoretic context. The book shares some of the characteristics of contemporary treatises on probability, in that it expounds the mathematical aspects of a topic which is important for applications. The combination of interest in explicit constructions arising from contemporary set theoretic work, in the theory of orthogonal functions, and in measure theory led to the development of a rigorous non-intuitive approach to probability.
THE WORK OF MARCINKIEWICZ AND ZYGMUND
In the first of the Wilno series (Marcinkiewicz & Zygmund, 1937a) , the formal definition of independent functions is given. The set fi(t),..
. ,f k (t) is independent if

\E(f 1 (t)eI 1 ,...,f k (t)€l k )\ =
where £(.) is the set on which (.) is true, and |£| is its Lebesgue measure. This paper introduces the distribution function of f(t) as the measure of the set where f(t) < x, and defines two measurable functions with the same distribution function to be equally distributed, or equimeasurable. It is proved that given any sequence {/ ( (0} of measurable functions there is a sequence {g t (t)} of independent functions such that /, and g { are equimeasurable. For instance if all the /, are equal to +1 in (0, \), and to -1 in (^, 1), then the g t are the Rademacher functions. The introductory part of this paper contains proofs of results that are intuitively obvious, designed to emphasise the rigour of the foundations on which the authors are building. For instance it is proved that, if {Xi(t)}, {y t (t)} are sequences of independent functions with x t (t), y t (t) equimeasurable, then Xi(t) + ... + x k (t) and y ( (t) + ... + y k (t) and equimeasurable. Marcinkiewicz & Zygmund (1937a, b) contain between them 21 theorems. The following sample gives the flavour of the results. Theorem 1 shows that the moments of the greatest absolute value among the partial sums of a finite sequence of independent functions are bounded in size by the moments of the sum of the set. If they are x^t) 
Jo Jo Theorem 3 obtains a bound in the case p = l, for weighted sums of scaled independent functions. Let (Marcinkiewicz, 1938a, b, c) by Marcinkiewicz alone are devoted to limit theorems. The results obtained involve, and depend on, moment inequalities. The basic one (Marcinkiewicz, 1938a , Theorem 1) deduces that the inequality $ A \S\ r dt^M*, where A is the complement of a set of measure at most e, implies the inequality J \S\ r dt < C r (Af + eK 7 ), for some constants r, M, C, s, where the integral now extends over the whole of (0,1). As a tool for establishing convergence of sequences of distribution functions, Marcinkiewicz works with the 'moment function' F m (X) = $™ a> x x dV n , for all A in some interval, of the distribution function V H . This is in fact both the Mellin transform of the distribution function and the moment generating function of the logarithm of the variable. The main theorem in this paper establishes that the necessary and sufficient conditions for the convergence of the distribution functions of the sums in a triangular array {x,, v , v ^ n} to a limit that admits a moment function are (i) that £y|£r(|x n .v->Uvl 2sK B )|->0, and (ii) that F*{z)-^F{z), where the A n>v are the medians of the variables in the triangular array and the F*(z) are the moment functions of the variables truncated at K n . The last theorem in Marcinkiewicz (1938a) gives the further conditions on the sequence of distribution functions V H (x) that are necessary and sufficient for the characteristic function <f>(t) -$e Ux dV(x) to be entire. At first sight it looks as if the purely function-theoretic criterion of entireness has been allowed to determine the direction of a result in probability. However Marcinkiewicz emphasises its central importance in the fact that the characteristic functions of the classical limit distributions, degenerate, Gaussian and Poisson, are entire. He refers to the contemporary work of Levy whose Variables Aliatoires initiated the major exploitation of the characteristic function as a tool in probability theoretic limit theorems, where Marcinkiewicz had up to then used the moment function. Part II of the trilogy begins from this point, after which the fact that the limiting characteristic function is entire is used to determine the additional conditions necessary to produce a limiting law of the required type. In the cases of the weak law of large numbers, and convergence to the normal law, Marcinkiewicz was able to give proofs much simpler than those recently published by Feller and Levy. The third paper (Marcinkiewicz, 1938c) in this series deals with 'the character of the convergence towards the limiting characteristic function', in the analytic sense. For instance the first theorem gives a characterisation of characteristic functions that are boundary functions of regular analytic functions, and Theorem 2 gives necessary and sufficient conditions for a sequence of distribution functions to converge to a limit whose characteristic function falls into this class. This leads to improvements in the conditions for what we now call the continuity theorem for characteristic functions, and this is in turn applied to the central limit theorem. The final section of this paper deals with infinite divisibility.
THE WORK OF STEINHAUS AND KAC
The Levy characteristic function is used throughout the Lw6w series. In the first theorem of Kac (1936b) it is shown that two functions are independent if and only if their joint characteristic function is the product of their separate characteristic functions, in different variables. The second theorem investigates the function limn"*E" =1 /j(x), where \fi{x) dx = 0, and J/?(x) dx -1. Kac uses the characteristic functions of the/,(x) to obtain his result, but then states it as a consequence of a property of the moment sequence of the limiting distribution, rather than its characteristic function. It is of course that of the standard normal. It is shown that, if J/ 2 (x) dx = b h then E&, < oo ensures the convergence of E/((x) for almost every x, and Ei~2ft, < oo ensures the convergence of almost every x of n~lE" =1 /j(x). The last two theorems contain interesting curiosities. One establishes the strong law of large numbers under conditions on 4th moments. If J/?(x) dx < qbj and E^i(n~2E" =1 &() 2 < oo, it holds if every set of four functions is independent. The last theorem states that, under the usual conditions of the strong law, the series E/j(x n ) converges with probability one, when the {x B } are chosen at random. There is no analogue of this in modern theory, the result depending on the probability space itself being sampled for points. Kac & Steinhaus (1936a) prove a theorem on independent functions corresponding to Lindeberg's Central Limit Theorem. Their second theorem establishes the divergence of Ec t /(x) almost everywhere when limc t = 0, Ecjt = oo. Part HI (Kac & Steinhaus, 1936b ) is devoted to the normal distribution of particles subject to Brownian motion, and the related Maxwell distribution of velocities. In the course of this paper Kac & Steinhaus introduce the distribution function of a measurable function into their series under the name 'distribuant', and prove that it and the characteristic function are biuniquely related. In Kac & Steinhaus (1937) the real line rather than the unit interval plays the role of the Q of modern probability theory, in the definition of the independent functions. The generalisations require modifications to the definitions of measurability and expectation. This paper contains the result that the expectation of the product of a finite, or uniformly convergent, sequence of independent functions is equal to the product of their expectations, and the theorem that if u, v are two bounded functions with continuous distribution functions, such that, if M denotes expectation, and if 2 ' is then shown to be the convergent product of the integrals of the 2/th powers of each of the factors on the right, which establishes that these factors form a sequence of independent functions. This is exploited to obtain further results in zeta function theory.
OTHER CONTRIBUTIONS
There was some work in probability outside the areas discussed above. Kozakiewicz studied convergence theorems in the framework emerging from the French school of L6vy. Kozakiewicz (1934) discussed a property that is not treated in current texts. He obtained a number of sets of conditions under which convergence in distribution function implied convergence almost everywhere of the corresponding sequence of random variables. Let X 1 ,X 2 ,... and Y be random variables, F n (x, y) the joint distribution function of X n and Y, and F(y) that of Y. The main result, Theorem 1, is that X n tends to Y almost everywhere if
at each continuity point of F(z). Other theorems elaborate on this in terms of different criteria for convergence, and the last part of the paper deals with equivalent criteria expressed through the characteristic rather than the distribution function. The link between Kozakiewicz's interests and the distinctive features of the Polish interwar school is the conception of the random variable as something that lives on the probability space itself, rather than being a function to some other space. Auerbach (1933) obtained a bound for the difference between the distribution function of the sum of n independent identically distributed uniform variables, and the normal approximation.
CONCLUSIONS
Although the authors considered above are rigorous in avoiding the intuitive use of probabilistic reasoning, in favour of the language of measure and orthogonal functions, they discuss the interpretation of their work in probability-theoretic terms. On the representation of the sequences of outcomes of Bernoulli trials by the values of the Rademacher functions in (0,1), Kac says 'this important remark has made possible the solution of other problems concerned with denumerable probabilities by reducing them to the theory of orthogonal systems', and later 'Certain theorems, that we will prove below, correspond to known theorems in the calculus of probability, but we will give simpler proofs of them. It also seems that the results obtained are not without interest for the theory of orthogonal systems'.
In discussing the two theorems of Kac & Steinhaus (1936a) and referring to Bernstein (1927) , Kac & Steinhaus wrote, 'Our method resembles that of Bernstein, but it is simpler'. At another point (Kac, 1936b, p. 57) 
we find
The analogy between independent functions and "possibly independent variables" is evident. We wish to show by an example, how it is possible to apply independent functions to the calculus of probability 5 . This is followed by the proof of a standard form of the strong law of large numbers, which is stated in probability theoretic language. Discussing Brownian motion, Kac (Kac & Steinhaus, 1936b) writes, The theory of independent functions, expounded in the preceding communications, allows the derivation of the principal results of the authors quoted above with remarkable simplicity; the role played by the physical hypotheses becomes clearer if they are not confounded with the techniques of the calculus; in particular, probability only appears as a final interpretation of the results obtained by pure mathematical reasoning'.
The approach of Marcinkiewicz and Zygmund is illustrated by their introductory comment that 'The results obtained can be translated into the language of probability theory, and we leave that to the reader'. Marcinkiewicz (1938b) wrote, after stating his main theorem A, 'I will show that by utilising this theorem, it is possible to obtain the results of Feller and L6vy in quite a simple way'.
It seems that, for the Polish mathematicians active in independent functions in the '30's, set and measure theory, real and complex analysis appeared as concrete, comprehensible structures; and that probability could be made real by bringing it into correspondence with them. This was what Marcinkiewicz & Zygmund (1937a, p. 64) described as the 'arithmetisation of probability theory', and it is discussed informally by Kac (1987, Ch. 3) . It was seen as not only more logically satisfactory, but also as simpler, more efficient and more general. Contemporary mathematics involved a considerable amount of explicit construction of sets and functions having specified properties, and this was paralleled by the concern of Steinhaus and the others to have concrete examples of the sequences of orthogonal functions that modelled the objects that we now call 'random variables'.
Although 'independent functions' was a specifically Polish activity, those who developed it showed their awareness of work elsewhere. The Central Limit Theorem and Weak Law of Large Numbers are well known, and the writers seem to quote existing work as something that was being made rigorous through the use of the theory of independent functions. Thus, although Lindeberg's work on the Central Limit Theorem is acknowledged, it is not used in any way, and the proof in Kac & Steinhaus (1936a) is developed from the beginning. On the other hand, rapid progress was being made in what we would recognise today as probability theory, particularly in France and the Soviet Union. This was noted by the writers on independent functions. Footnotes to Marcinkiewicz & Zygmund (1937a) mention papers by Kolmogorov, his monograph (Kolmogorow, 1933) and that of Levy (1937) . Marcinkiewicz & Zygmund give detailed cross-references, some of which were added at the proof stage, to the writings of Khintchine and Kolmogorov.
The flow of research on independent functions was brought to an end by the Second World War. There was a further paper (Steinhaus, 1940) in the 1940 volume of Studia Mathematica, published in what was then part of the Soviet Union, the papers carrying summaries in Ukrainian. Kac and Zygmund had emigrated to the United States during the late 1930's. Marcinkiewicz, Rajchman and Auerbach were murdered during the German occupation. Steinhaus survived in hiding and after the war settled in Wroclaw, where he resumed mathematical publication with a seventh paper (Steinhaus, 1948) on independent functions. The work of Marcinkiewicz, Zygmund, Steinhaus and Kac had as its objective the development of a mathematical parallel to the theory of probability, whose rigorous foundation involved the elimination of all such ideas as 'event', 'probability' and 'random variable'. In today's probability-theoretic environment it is no longer necessary to insist on this, because we are sufficiently detached to be able to define these terms adequately in a mathematical way and accept them as an aid to intuition. The expansion of probability theory, both in response to its internal needs and to external demands, necessarily brought to an end this line of development limited by the terms and conceptual framework of independent functions. The exercise that was carried out by the Polish mathematicians of the 1920's and 1930's in developing the theory of independent functions may seem to us now not to have been particularly fruitful. The way in which they established a rigorous mathematical framework was such as almost to exclude the majority of links with practical science, and even many of those with other branches of mathematics. It was however an important and admirable intellectual achievement, and the research that went into it deserves study even now.
