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Abstract
High resolution electroluminescence (EL) images captured in the infrared spectrum allow to visually and non-
destructively inspect the quality of photovoltaic (PV) modules. Currently, however, such a visual inspection
requires trained experts to discern different kind of defects, which is time-consuming and expensive.
In this work, we propose a robust automated segmentation method for extraction of individual solar cells
from EL images of PV modules. Automated segmentation of cells is a key step in automating the visual
inspection workflow. It also enables controlled studies on large amounts of data to understanding the effects
of module degradation over time—a process not yet fully understood.
The proposed method infers in several steps a high-level solar module representation from low-level edge
features. An important step in the algorithm is to formulate the segmentation problem in terms of lens
calibration by exploiting the plumbline constraint. We evaluate our method on a dataset of various solar
modules types containing a total of 408 solar cells with various defects. Our method robustly solves this task
with a median weighted Jaccard index of 95.09% and an F1 score of 97.23%, both indicating a very high
similarity between automatically segmented and ground truth solar cell masks.
Keywords: PV modules, EL imaging, visual inspection, lens distortion, solar cell extraction
1. Introduction
Visual inspection of solar modules using EL imag-
ing [4, 5, 6, 7, 8, 9] allows to easily identify damage
inflicted to solar panels either by environmental in-
fluences such as hail, during the assembly process, or
due to prior material defects or material aging. The
resulting defects can notably decrease the photoelec-
tric conversion efficiency of the modules and thus
their energy yield. This can be avoided by regularly
inspecting the solar modules and depending on the
type of damage, either by repairing or replacing the
defective units.
An important step towards automated visual in-
spection of photovoltaic modules in EL images is the
segmentation of individual cells from the module.
An accurate segmentation allows to extract exactly
aligned solar cell images [1]. Such solar cell images
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are the ideal training data for classifiers to predict
defects in solar modules [2]. The identification of so-
lar cells is additionally required by the international
technical specification IEC TS 60904-13 [3, Annex
D] for further identification of defects on cell level.
Generally, the appearance of PV modules in EL
images depends on a number of different factors mak-
ing an automated segmentation challenging. Par-
ticularly, the appearance varies with the type of
semiconducting material used for the solar cells and
with the shape of individual solar cell wafers. Also,
cell cracks and other defects can introduce distracted
streaks or if a cell is completely disconnected from
the electrical circuit, it will appear much darker
than a functional one. Additionally, solar modules
vary in the number of solar cells and their layout,
and solar cells themselves are oftentimes subdivided
by busbars into multiple segments of different sizes.
For a fully automated segmentation, it is desirable
to infer both the arrangement of solar cells within
the PV module and their subdivision from EL im-
ages alone. This allows to reduce the amount of
Preprint submitted to Elsevier December 11, 2018
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information required in advance, which considerably
simplifies the inspection process.
Given these considerations, important cues for
segmenting individual solar cells are provided by
the inter-cell borders and the busbars. Corners of
solar cells are less reliable due to varying shapes of
the silicon wafer or due to the mechanical damage
of the solar panel.
Inter-cell borders and busbars are straight line
features that can be easily detected, for instance,
using the linear Hough transform [18]. However,
noise of the sensor for capturing the EL image due
to long exposure in the dark chamber or blur due
to incorrect focus lead to failure of such simple ap-
proaches. Moreover, lens distortion causes straight
lines to be captured as curves (cf., Fig. 1(a)). This
problem could be solved by calibrating the EL cam-
era in advance, but calibration in a dark room is
not straightforward and requires experienced person-
nel. Also, calibration is not practicable in situations
where EL images were postprocessed, e.g., by scaling,
rotating or cropping the images, which is common
in visual inspection of PV modules. Thus, we pro-
pose a robust, completely automatic segmentation
of solar modules into solar cells from high resolution
EL images of PV modules.
In this work, we assume that EL images are cap-
tured in a manufacturing setting. In this case, the
EL irradiation of the solar module predominates
the background irradiation, and the solar modules
are captured facing the EL camera without major
perspective distortion, such that a simple perspec-
tive rectification, e.g., by estimating the homog-
raphy [19] of the solar module, can be employed.
Thus, the geometric distortions that are corrected
by the proposed method are radial lens distortion,
in-plane rotation, and minor perspective distortions.
This distinguishes our manufacturing setting from
acquisitions in the field. In the field, perceivable
perspective distortion can be a severe challenge that
makes it difficult to identify defective areas (e.g.,
micro cracks) due to the foreshortening effect [20].
We particularly hope that the proposed segmenta-
tion algorithm facilitates new research to understand
the influence of module degradation on the efficiency
of solar modules, and correspondingly the power
generation. A robust segmentation of solar cells al-
lows to continuously and automatically monitor the
degradation process, for instance, by observing the
differences in a series of solar cell images captured
over a certain period of time. The segmentation
also allows to automatically create training data for
learning-based algorithms for defect classification
and failure prediction.
1.1. Contributions
To best of our knowledge, the proposed segmen-
tation pipeline is the first work to enable a fully
automatic extraction of solar cells from EL images
of solar modules (cf., Fig. 1(b)). The segmentation
works both on monocrystalline and polycrystalline
type PV modules and is robust with respect to vari-
ous defects typically occurring in solar modules such
as cracks and disconnected cells. Within the seg-
mentation pipeline, one particular contribution is a
robust initialization with only few parameters for
estimating lens distortion.
1.2. Outline
The remainder of this work is organized as fol-
lows. Section 2 discusses the related work. In Sec-
tion 3, the individual stages of the segmentation
pipeline are presented. In Section 4, we evaluate
the presented segmentation approach on a number
of different PV modules with respect to the segmen-
tation accuracy. Finally, the conclusions are given
in Section 5.
2. Related Work
The segmentation of PV modules into individual
solar cells is related to the detection of calibration
patterns, such as checkerboard patterns commonly
used for calibrating intrinsic camera and lens param-
eters [21, 22, 23, 24, 25]. However, the appearance
of calibration patterns is typically perfectly known,
whereas detection of solar cells is encumbered by
various (a-priori unknown) defects. Additionally,
the number and layout of solar cells in PV modules
is also assumed to be unknown. For the calculation
of lens parameters, the lens distortion of EL images
of PV modules may be too weak to apply existing
approaches that rely on strong image deformations
to unambiguously deduce the lens parameters.
To estimate the parameters of a lens distortion
model, the plumbline constraint [11] is typically em-
ployed. The constraint exploits the fact that the
projection of straight lines under radial and tan-
gential distortion will not be truly straight. For
example, under radial distortion straight lines are
captured as curves. For typical visual inspection
tasks, a single image is sufficient to estimate the
lens distortion parameters [12, 26, 27, 28, 29]. This
2
R
ow
1
. . .
R
ow
2
. . .
R
ow
1
. . .
R
ow
2
. . .
R
ow
1
. . .
R
ow
2
. . .
. . .
(a) (b)
Figure 1: (a) An EL image of a PV module overlaid by a rectangular grid ( ) and parabolic curve grid ( ) including the
busbars ( ) determined using our approach. Notice how both grids do not align properly due to (weak) lens distortion, which
increases especially towards the image border. Without the curve grid, the alignment error will typically be even larger due
to unknown true grid intersections which are used here for registering both grids. Using the curve grid, we estimate the lens
distortion, rectify the image and finally extract the individual cells (b). The segmented solar cells can be used for further
analysis, such as automatic defect classification or failure prediction in PV modules.
can be especially achieved by decoupling the intrin-
sic parameters of the camera from the parameters
describing the lens distortion model.
Novel methodologies employ Convolutional Neu-
ral Networks (CNNs) for various segmentation tasks.
Existing CNN-based segmentation tasks can be cat-
egorized into (1) object detection, (2) semantic seg-
mentation, and (3) instance-aware segmentation.
One of the first CNN object detection architectures
is Regions with CNN features (R-CNN) [30] to learn
features that are subsequently classified using a class-
specific linear Support Vector Machine (SVM) to
generate region proposals. R-CNN learns to simul-
taneously classify object proposals and refine their
spatial locations. The predicted regions, however,
provide only a coarse estimation of object’s loca-
tion by means of bounding boxes. Girshick [31]
proposed Fast Region-based Convolutional Neural
Network (Fast R-CNN) by accelerating training and
testing times while also increasing the detection ac-
curacy. Ren et al. [32] introduced Region Proposal
Network (RPN) that shares full-image convolutional
features with the detection network enabling nearly
cost-free region proposals. RPN is combined with
Fast R-CNN into a single network that simulta-
neously predicts object bounds and estimates the
probability of an object for each proposal. For se-
mantic segmentation, Long et al. [33] introduced
Fully Convolutional Networks (FCNs) allowing for
pixelwise inference. The FCN is learned end-to-end
and pixels-to-pixels requiring appropriately labeled
training data. For instance segmentation, Li et al.
[34] combined segment proposal and object detec-
tion for Fully Convolutional Instance Segmentation
(FCIS) where the general idea is to predict the lo-
cations in a fully convolutional network. He et al.
[35] proposed a Mask R-CNN which extends Faster
R-CNN.
The work by Mehta et al. [17] presents a convolu-
tional neural network for the prediction of power loss.
Their system additionally localizes and classifies the
type of soiling. Their work is based on RGB images
of whole PV modules and particularly addresses the
additional geometric challenges of acquisitions in the
field. In contrast, this work operates on EL images
of individual cells of a PV module, and in particular
focuses on their segmentation in a manufacturing
setting.
The main limitation of learning-based approaches
is the requirement of a considerable number of ap-
propriately labeled images for training. However,
pixelwise labeling is time-consuming, and in absence
of data not possible at all. Also, such learning-based
approaches require training data that is statistically
representative for the test data, which oftentimes
requires to re-train a model on data with different
properties. In contrast, the proposed approach can
be readily deployed to robustly segments cell mod-
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Figure 2: The proposed PV module segmentation pipeline consists of four stages. In the preprocessing stage (a), all contours
are extracted. In the curve extraction stage (b), combinations of line segment are determined that fit to parabolic curves. In the
model estimation stage (c), the lens distortion and inlier parabolic curves are determined. In the cell extraction stage (d) the
cell topology is determined and the cells are extracted.
ules without notable requirements of (potentially
manually labeled) training data.
3. Methodology
The proposed framework uses a bottom-up
pipeline to gradually infer from low-level edge fea-
tures a high-level representation of a solar module
and its cells in an EL image. Cell boundaries and
busbars are represented as parabolic curves, to ro-
bustly handle radial lens distortion which causes
straight lines to appear as parabolas in the image.
Once we estimated the lens distortion parameters,
the parabolas are rectified to obtain a planar cell
grid. This rectified representation is used to segment
the solar cells.
3.1. Overview
The general framework for segmenting the solar
cells in EL images of PV modules is illustrated in
Fig. 2 and consists of the following steps. First, we
locate the busbars and the inter solar cell borders
by extracting the ridge edges. The ridge edges are
extracted at subpixel accuracy and approximated
by a set of smooth curves defined as second-degree
polynomials. The parametric representation is used
to construct an initial grid of perpendicularly ar-
ranged curves that identify the PV module. Using
this curve grid, we estimate the initial lens distor-
tion parameters and hypothesize the optimal set of
curves by further excluding outliers in a RAndom
Sample Consensus (RANSAC) scheme. Then we
refine the lens distortion parameters that we eventu-
ally use to rectify the EL image. From the final set
of curves we infer the PV module configuration and
finally extract the size, perspective, and orientation
normalized images of solar cells.
3.2. Preprocessing
First, the contrast of an EL image is stretched to
the full range of intensity values. Then, low-level
edge processing is applied to attenuate structural
variations that might stem from cracks or silicon
wafer texture, with the goal of preserving larger lines
or curves.
3.2.1. Contrast Stretching
We follow the approach by Franken et al. [36]. A
copy Ibg of the input EL image I is created. This
copy is slightly blurred with a Gaussian kernel, and a
morphological closing with a disk-shaped structure
element is applied. Dividing each pixel of I by
Ibg attenuates unwanted background noise while
emphasizing high contrast regions. Then, histogram
equalization is applied to increase its overall contrast.
Figure 5(b) shows the resulting image I.
3.2.2. Gaussian Scale-Space Vesselness
Computing the second order derivative of an im-
age at multiple scales allows to robustly extract line
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Figure 3: Extraction of ridge edges from stickness at subpixel accuracy. (a) shows a stickness patch with its initial centerline ( )
at discrete coordinates obtained by skeletonization. The refined ridge centerline at subpixel accuracy is estimated by fitting a
Gaussian function ( ) to the cross-section profile of the ridge edge in (b) to equidistantly sampled stickness values within a
predefined sampling window ( ).
and curve ridges. This can be, for instance, done by
applying a variant of the vesselness filter [37, 36].
Vesselness response is computed in a Gaussian
pyramid of an input image. For this purpose, the
image is scaled down in size by a factor γ by convolv-
ing the image with a Gaussian kernel with standard
deviation σ. This process results in several layers
of the pyramid, also known as octaves. Each oc-
tave can be further subdivided into sublevels, which
are downsampled versions of the octave within a
pyramid layer.
Now let u := (u, v)> denote discrete pixel co-
ordinates, I, and O the number of octaves in the
pyramid, and P ∈ N the number of sublevels in each
octave. We set the standard deviation of the Gaus-
sian at the finest resolution σ to the golden ratio σ =
1 +
√
5/2 ≈ 1.6. For each octave o ∈ {0, . . . , O − 1}
and sublevel ` ∈ {0, . . . , P − 1}, we convolve I with
a Gaussian kernel of size s := γo+`/Oσ to obtain the
image L, where γ = 2 is the downsampling factor
from one octave to another. We then approximate
the Hessian matrix H := ∂∇L∂u ∈ R2×2 by applying
a 7× 7 Sobel operator to the image gradient ∇L of
the downsampled image L.
The eigenvalue decomposition of the symmetric
Hessian matrix provides information about line-like
and blob-like structures. To this end, let H =
V ΛV > denote the eigenvalue decomposition of H,
where Λ := diag(λ1, λ2) ∈ R2×2 is a diagonal matrix
containing the eigenvalues λ1 > λ2.
The eigendecomposition allows to extract the local
ridgeness R(u) which is obtained as the maximum
positive eigenvalue λ1(u) across all octaves and sub-
levels. The local ridgeness describes the likelihood
of a line segment in the image at position u. The
orientation of the associated eigenvector specifies
the complementary angle β(u) of the most likely line
segment orientation, also at position u. Both the
ridgeness R(u) and the angle β(u) provide initial
cues for ridge edges in the EL image (see Fig. 5(c)).
3.2.3. Contextual Enhancement via Tensor Voting
Ridgeness can be very noisy (cf., Fig. 5(c)). To
discern noise and high curvatures from actual line
and curve features, R(u) is contextually enhanced
using tensor voting [10].
Tensor voting uses a stick tensor voting field to
model the likelihood that a feature in the neighbor-
hood belongs to the same curve as the feature in
the origin of the voting field [38]. The voting field
is defined in terms of the likelihood function
w(x) = exp
(
− r
2
2ς2
cos2ν φ
)
(1)
that indicates whether x = (r cosφ, r sinφ) given
in polar coordinates passes through a curve, and
γ(x) = 2φ specifies the most likely angle of that
curve. ς > 0 controls the proximity of the vot-
ing field, and ν determines the angular specificity
that we set to ν = 2 in our experiments. w and
γ are combined to generate a tensorial filter kernel
V : R2 → R2×2 that assigns a square matrix to all
spatial positions as
V (x) = w(x)c(x)c(x)> (2)
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Figure 4: (a) The two adjacent line segments AB and BC are split at point B because ϑ = ∠ABC exceeds the threshold
ϑs. (b) The disjoint line segments AB and CD are joined because they intersect and their tangent ϑ is below the threshold.
While the extensions of line segments in (c) and (d) intersect and their tangent is below the threshold, the line segments are
too short with respect to the opposite line segment (
−→
AB2 <
−−→
CD) or their distance
−−→
BC is larger than the line segments, i.e.,−→
AB2 <
−−→
BC ∧ −−→CD2 < −−→BC.
for c(x) = (cos γ(x), sin γ(x))>. The input is ridge-
ness R and orientation β, and the output is a tensor
field
U(x) =
∫
Ω
R(x′)V β(x′)(x− x′) dx′ , (3)
where Ω ⊂ R2 denotes the image domain and V β(x)
the tensorial voting field rotated by a 2-D rotation
matrix Rβ ∈ SO(2) given by angle β [10],
V β(x) = RβV (R
>
βx)R
>
β . (4)
Following Franken et al. [38], stickness R˜(u) =
λ˜1 − λ˜2 is computed as the difference between the
two eigenvalues λ˜1, λ˜2 of the tensor field U , where
λ˜1 > λ˜2. β˜(u) = ∠e˜1 is the angle of the eigenvec-
tor e˜1 ∈ R2 associated with the largest eigenvalue λ˜1,
analogously to β(u). Equation (3) can be efficiently
computed as a sum of eight convolutions in the
Fourier domain using steerable tensor voting. We
iterate tensor voting two times, since one pass is
not always sufficient. Unlike [36], however, we do
not thin out the stickness immediately after the first
pass to avoid too many disconnected edges. Given
the high resolution of the EL images in the our
dataset of approximately 2500× 2000 pixels, we use
a fairly large proximity of ς1 = 15 in the first tensor
voting step, and ς2 = 10 in the second. Figure 5(d)
shows a typical stickness R˜(u) output.
The stickness along the orientation β˜(u) is used
to extract curves at subpixel accuracy in the next
step of the pipeline.
3.3. Curve Extraction
Centerline points of ridges are grouped by their
curvature. Parabolic curves are fitted to these points,
which yields a higher level representation, while
simultaneously discarding point outliers.
3.3.1. Extraction of Ridges at Subpixel Accuracy
To ensure a high estimation accuracy of lens dis-
tortion parameters, we extract ridge edges at sub-
pixel accuracy. This also makes the segmentation
more resilient in out-of-focus scenarios, where im-
ages may appear blurry and the edges more difficult
to identify due to smoother edge gradients.
To this end, we perform non-maximum suppres-
sion by global Otsu thresholding [39] on the stick-
ness R˜(u) followed by skeletonization [40]. After-
wards, we collect the points that represent the cen-
terline of the ridges through edge linking [41]. These
coarse positions can be refined by setting the center-
line to the mean of a Gaussian function fitted to the
edge profile [42] using the Gauss-Newton (GN) opti-
mization algorithm [43]. The 1-dimensional window
of the Gaussian is empirically set to 21 pixels, with
four sample points per pixel that are computed via
bilinear interpolation. The GN algorithm is initial-
ized with the sample mean and standard deviation
in the window, and multiplicatively scaled to the
stickness magnitude at the mean. The mean of the
fitted Gaussian is then reprojected along the edge
profile oriented at β˜(u) to obtain the edge subpixel
position. Figure 3 visualizes these steps.
3.3.2. Connecting Larger Curve Segments
A limitation of the edge linking method is that
it does not prioritize curve pairs with similar orien-
tation. To address this, we first reduce the set of
points that constitute a curve to a sparser represen-
tation of line segments using the Douglas-Peucker
algorithm [44], where we empirically set the error
threshold to ε = 1. That way, two linked edges
are disconnected if the angle between them exceeds
ϑs = 5°. In a second pass through the line segments,
two line segments are joined if they are nearby, of
approximately the same length and pointing into
the same direction (within a range of ϑm = 10°).
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Figure 4 illustrates the conditions used to split and
merge curve segments.
Finally, the resulting line segment points qˆj ∈
Qˆ(i) of the i-th curve, where Qˆ(i) ∈ R2×ni is a
matrix that stores the points as column vectors and
ni denotes the number of points in the curve, are
used to determine the parametric representation of
each curve.
3.3.3. Parametric Curve Representation
Projected lines are represented as second-degree
polynomials to model radial distortion. The curve
parameters are computed via linear regression on
the curve points. More specifically, let
f(x) = a2x
2 + a1x+ a0 (5)
denote a second-degree polynomial in horizontal or
vertical direction. The curve is fitted to line segment
points qˆj := (xj , yj)> ∈ Qˆ(i) by minimizing the
Mean Squared Error (MSE)
MSE(f) =
1
n
n∑
j=1
‖f(xj)− yj‖22 (6)
in a RANSAC [45] iteration. In one iteration, we
randomly sample three points to fit Eq. (5), and then
determine which of the remaining points support this
curve model. The curve quality is evaluated using
MSE (6). Outlier points are discarded if the squared
difference between the point and the parabolic curve
value at its position exceeds ρ = 1.5. To keep the
computational time low, RANSAC is limited to 100
iterations, and aborted early if sufficient number of
inliers is found [19].
3.4. Curve Grid Model Estimation
The individual curves are used to jointly form a
grid, which allows to further discard outliers, and
to estimate lens distortion. To estimate the lens
distortion, we employ the plumbline constraint [11].
The constraint models the assumption that curves in
the image correspond to straight lines in real world.
That way, it becomes possible to estimate distortion
efficiently from a single image, which allows to use
this approach also post-hoc on cropped, zoomed or
similarly processed images.
3.4.1. Representation of Lens Distortion
Analogously to Devernay and Faugeras [12], we
represent the radial lens distortion by a function
L : R≥0 → R≥0 that maps the distance of a pixel
from the distortion center to a distortion factor.
This factor can be used to radially displace each
normalized image coordinate x˜.
Image coordinates are normalized by scaling down
image coordinates x := (x, y)> horizontally by the
distortion aspect ratio sx (corresponding to image
aspect ratio decoupled from the projection on the
image plane) followed by shifting the center of dis-
tortion c := (cx, cy)> to the origin and normalizing
the resulting 2-D point to the unit range using the
dimensions N ×M of the image. Homogeneous co-
ordinates allow to express the normalization with a
matrix product. By defining the upper-triangular
matrix
K =
sxM 0 cx0 N cy
0 0 1
 (7)
the normalization is performed using n : Ω→ R
n(x) = pi
(
K−1pi−1(x)
)
, (8)
where pi : R3 → R2 projects homogeneous to inho-
mogeneous coordinates,
pi : (x, y, z)> 7→ 1
z
(x, y)>, for z 6= 0 (9)
and the inverse operation pi−1 : R2 → R3 backpro-
jects inhomogeneous to homogeneous coordinates:
pi−1 : (x, y)> 7→ (x, y, 1)> . (10)
Note that the inverse mapping n−1 converts normal-
ized image coordinates to image plane coordinates.
3.4.2. The Field-of-View Lens Distortion Model
To describe the radial lens distortion, we use the
first order Field-of-View (FOV) lens model by Dev-
ernay and Faugeras [12] that has a single distortion
parameter ω. While images can also suffer from
tangential distortion, this type of distortion is of-
ten negligible [46]. The sole parameter 0 < ω ≤ pi
denotes the opening angle of the lens. The corre-
sponding radial displacement function L is defined
in terms of the distortion radius r ≥ 0 as
L(r) =
1
ω
arctan
(
2r tan
ω
2
)
(11)
One advantage of the model is that its inversion has
a closed-form solution with respect to the distortion
radius r.
Similar to Devernay and Faugeras [12], we decou-
ple the distortion from the projection onto the image
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(a) EL image of a monocrystalline PV module (b) Background equalized image
(c) Rigidness image R(u) from the multiscale vesselness filter (d) Stickness of the contextually enhanced ridgeness using
tensor voting
(e) Extracted line segments grouped by their curvature (f) Horizontal (red) and vertical (blue) parabolic curves filtered
using the intersection constraint
Figure 5: Visualization of the preprocessing, curve extraction, and model estimation stages for the PV module from Fig. 1
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plane, avoiding the need to calibrate for intrinsic
camera parameters. Instead, the distortion param-
eter ω is coupled with the distortion center c ∈ Ω
and distortion aspect ratio sx which are collected in
a vector θ := (c, sx, ω).
Normalized undistorted image coordinates x˜u =
δ−1(x˜d) can be directly computed from distorted
coordinates x˜d as
δ−1(x˜d) =

L−1(rd)
rd
x˜d if rd 6= 0
0 otherwise
, (12)
where rd = ‖x˜d‖2 is the distance of x˜d. L−1(r) is
the inverse of the lens distortion function in Eq. (11),
namely
L−1(r) =
tan rω
2 tan ω2
. (13)
The function that undistorts a point x ∈ Ω is thus
u(x) = n−1
(
δ−1 (n(x))
)
. (14)
3.4.3. Estimation of Initial Lens Distortion Model
Parameters
Lens distortion is specified by the distortion co-
efficient ω, the distortion aspect ratio sx, and the
distortion center c. Naive solution leads to a non-
convex objective function with several local minima.
Therefore, we first seek an initial set of parameters
close to the optimum, and then proceed using a
convex optimization to refine the parameters.
We initialize the distortion aspect ratio sx to 1,
and the distortion center to the intersection of two
perpendicular curves with smallest coefficient in
the highest order polynomial. Such curves can be
assumed to have the smallest curvature and are thus
located near the distortion center.
To find the intersection of two perpendicular
curves, we denote the coefficients of a horizontal
curve by a2, a1, a0, and the coefficients of a verti-
cal curve by b2, b1, b0. The position x of a curve
intersection is then the solution to
a22b2x
4 + 2a1a2b2x
3 + x2
(
2a0a2b2 + a
2
1b2 + a2b1
)
+ x(2a0a1b2 + a1b1 − 1)
+ a20b2 + a0b1 + b0 = 0 . (15)
The real roots of the quartic (15) can be found with
the Jenkins-Traub Rpoly algorithm [47]. The cor-
responding values f(x) are determined by inserting
the roots into Eq. (5).
Distortion Coefficient. Estimation of the distortion
coefficient ω from a set of distorted image points is
not straightforward because the distortion function
L(r) is non-linear. One way to overcome this prob-
lem is to linearize L(r) with Taylor polynomials,
and to estimate ω with linear least-squares.
To this end, we define the distortion factor
k :=
L(r)
r
, for k ∈ R>0 (16)
which maps undistorted image points {pj}j=1,...,n
lying on the straight lines to distorted image points
{qj}j=1,...,n lying on the parabolic curves. Both
point sets are then related by
pk = q . (17)
The distorted points qj are straightforward to ex-
tract by evaluating the second-degree polynomial of
the parabolic curves. To determine pj , we define a
line with the first and the last point in qj , and select
points from this line. Collecting these points in the
vectors p ∈ R2n and q ∈ R2n yields an overdeter-
mined system of 2n linear equations in one unknown.
kˆ is then estimated via linear least-squares as
kˆ = argmin
k
‖q − pk‖22 , (18)
where the solution is found via the normal equa-
tions [48] as
kˆ :=
p>q
p>p
. (19)
The points qj ∈ Q(i) and pj ∈ P (i) are stored
as column vectors in matrices Q(i),P (i) ∈ R2×ni ,
where ni again denotes the number points, which
are used in the following step of the pipeline.
To determine ω from the relation k = L(r)r , L(r) is
expanded around ω0 = 0 using Taylor series. More
specifically, we use a second order Taylor expansion
to approximate
arctan(x) = x+O(x2) , (20)
and a sixth order Taylor expansion to approximate
tan(y) = y +
y3
3
+
2y5
15
+O(y6) . (21)
Let L(r) = 1ω arctan(x) with x = 2r tan(y), and
y = ω2 . We substitute the Taylor polynomials from
Eqs. (20) and (21), and x, y into Eq. (16) to obtain
a biquadratic polynomial Q(ω) independent of r:
L(r)
r
≈ 1 + 1
12
ω2 +
1
120
ω4︸ ︷︷ ︸
=:Q(ω)
. (22)
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Figure 6: Approximation of the distortion coefficient ω using
Eq. (22) compared to the exact solution with respect to
varying radii r. For large radii outside the range of normalized
coordinates (i.e., the radius of the half-unit circle r > 1/√2),
the estimate is not accurate. This implies that the ideal
sampled points must be both at some distance from the
image border and also from the distortion center. As a
sidenote, the estimation error becomes unacceptable for wide
lenses where ω > pi/4. However, the EL images in this work
are well below this threshold.
By equating the right-hand side of Eq. (22) to k
Q(ω) = k (23)
we can estimate ω from four roots of the resulting
polynomial Q(ω). These roots can be found by sub-
stituting z = ω2 into Eq. (22), solving the quadratic
equation with respect to z, and substituting back
to obtain ω. This eventually results in the four so-
lutions ±√z1,2. The solution exists only if k ≥ 1,
as complex solutions are not meaningful, and thus
corresponds to the largest positive real root.
We evaluated the accuracy of the approxima-
tion (22) with the results shown in Fig. 6. For
large radii, the approximation significantly deviates
from the exact solution. In practice, this means that
the selected points for the estimation must ideally
be well distributed across the image. Otherwise, the
lens distortion parameter will be underestimated.
Note that this constraint is typically not an issue
due to the spatial distribution of the solar cells.
3.4.4. Minimization Criterion for the Refinement
of Lens Distortion Parameters
The Levenberg-Marquardt algorithm [49, 50] is
used to refine the estimated lens distortion parame-
ters θ. The objective function is
θ? := argmin
θ
1
2
n∑
i=1
χ2(P (i),θ) . (24)
Here, P (i) ∈ R2×m is a matrix of m 2-D points of
the i-th curve. The distortion error χ2 quantifies
the deviation of the points from the corresponding
ideal straight line by
χ2(P (i),θ) = t1 sin
2 ϕ− 2|t2||sinϕ| cosϕ
+ t3 cos
2 ϕ
, (25)
where
|sinϕ| =
√
1
2
− α, cosϕ =
√
1
2
+ α (26)
with
α =
t1 − t2
2
√
(t1 − t2)2 + 4t22
(27)
and the coefficients t1, t2, t3 are
t1 =
m∑
j=1
x2j −
1
m
 m∑
j=1
xj
2 (28)
t2 =
m∑
j=1
xjyj − 1
m
 m∑
j=1
xj
 m∑
j=1
yj
 (29)
t3 =
m∑
j=1
y2j −
1
m
 m∑
j=1
yj
2 . (30)
The undistorted image coordinates pj := (xj , yj)> ∈
Ω are computed as pj = u(qj) by applying the
inverse lens distortion Eq. (14) to the points qj ∈
Q(i) of each curve to obtain pj ∈ P (i).
Following Devernay and Faugeras [12], we itera-
tively optimize the parameters θ. In every step t,
we optimize the parameters and then compute the
overall error t :=
∑n
i=1 χ
2(P (i),θ) using Eq. (25)
over all curve points. Afterwards, we undistort the
curve points and continue the optimization until the
relative change in error  := (t−1−t)/t falls below
the threshold  = 10−6.
Minimizing the objective function (25) for all pa-
rameters simultaneously may cause the optimizer to
get stuck in a local minimum. We therefore optimize
a subset of parameters in several partitions starting
with ω only. Afterwards, we additionally optimize
the distortion center c. Finally, the parameters θ
are jointly optimized.
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Figure 7: Estimation of solar module topology requires deter-
mining the number of subdivisions (i.e., rectangular segments)
in a solar cell. Common configurations include no subdivi-
sions at all (a), three segments (b) and four segments (c).
Note how the arrangement of rectangular segments is verti-
cally symmetric.
3.4.5. Obtaining a Consistent Parabolic Curve Grid
Model
The layout of the curves is constrained to a grid
in order to eliminate outlier curves. Ideally, each
horizontally oriented parabola should intersect each
vertically oriented parabola exactly once. This in-
tersection can be found using Eq. (15). Also, every
parabolic curve should not intersect other parabolic
curves of same orientation within the image plane.
This set of rules eliminates most of the outliers.
Robust Outlier Elimination. Locally Optimized
RANdom Sample Consensus (LO-RANSAC) [51]
is used to remove outlier curves. In every LO-
RANSAC iteration, the grid constraints are imposed
by randomly selecting two horizontal and two verti-
cal curves to build a minimal grid model. Inliers are
all curves that (1) exactly once intersect the model
grid lines of perpendicular orientation, (2) not in-
tersect the model grid lines of parallel orientation,
and (3) whose MSE of the reprojected undistorted
points is not larger than one pixel.
Remaining Curve Outliers. Halos around the solar
modules and holding mounts (such as in Fig. 5) can
generate additional curves outside of the cells. We
apply Otsu thresholding on the contrast normalized
image [39] and discard those outer curves where the
average intensity of the enclosed regions are below
the automatically determined threshold.
3.5. Estimation of the Solar Module Topology
A topology constraint on the solar cell can be em-
ployed to eliminate remaining non-cell curves in the
background of the PV module, and the number and
layout of solar cells can be subsequently estimated.
However, outliers prevent a direct estimation of the
number of solar cell rows and columns in a PV mod-
ule. Additionally, the number and orientation of
segments dividing each solar cell are generally un-
known. Given the aspect ratio of solar cells in the
imaged PV module, the topology can be inferred
from the distribution of parabolic curves. For in-
stance, in PV modules with equally long horizontal
and vertical cell boundary lines, the solar cells have
a square (i.e., 1 : 1) aspect ratio.
The number of curves crossing each square image
area of solar cell is constant. Clustering the distances
between the curves allows to deduce the number of
subdivisions within solar cells.
3.5.1. Estimation of the Solar Cell Subdivisions and
the Number of Rows and Columns
The solar cells and their layout are inferred from
the statistics of the line segment lengths in horizon-
tal and vertical direction. We collect these lengths
separately for each dimension and cluster them. Db-
scan clustering [52] is used to simultaneously esti-
mate cluster membership and the number of clusters.
Despite the presence of outlier curves, the clusters
will be representative of the distribution of segment
dimensions within a cell. For example, if a solar cell
consists of three vertically arranged segments (as
in Fig. 7(b)) with heights of 20 : 60 : 20 pixels, the
two largest clusters will have the medians 60 and 20.
With the assumption that the segment arrangement
is typically symmetric, the number of segments is
estimated as the number of clusters times two minus
one. If clustering yields a single cluster, we assume
that the solar cells consist of a single segment. Out-
lier curves or segments, respectively, are rejected by
only considering the largest clusters, with the addi-
tional constraint that the sizes of the used clusters
are proportional to each other, and that not more
than four segments (similar to Fig. 7(c)) can be ex-
pected in a cell. The number of rows and columns of
a solar cell is determined by dividing the overall size
of the curve grid by the estimated cell side lengths.
When analyzing a batch of EL images of PV
modules of same type, the topology generally needs
to be estimated only once. Hence, the pipeline can
be sped up specifically in a manufacturing setting
by reusing the topology estimated from the previous
segmentation results.
3.5.2. Curve Grid Outlier Elimination
The proportions are used to generate a synthetic
planar grid that is registered against the curve grid
intersections. Specifically, we use the rigid point
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Figure 8: Intermediate steps of the solar mask estimation process.
set registration of Coherent Point Drift (CPD) [53].
The method requires choosing a weight 0 ≤ w ≤ 1
of the uniform distribution that accounts for noise
and outliers, which we estimate as the proportion
of points in the synthetic planar grid and the total
number of intersections in the curve grid.
The correspondences between the synthetic grid
points and the points in the curve grid may not
be unique if outlier rows or columns are present.
Thus, if the curve grid contains more points than
the synthetic grid, we randomly sample a subset of
curve grid intersections of size corresponding to the
number of points in the synthetic grid to further
exclude outliers.
3.5.3. Undistortion and Rectification
The PV module configuration is used to undistort
the whole image using Eq. (14). After eliminating
the lens distortion, we use Direct Linear Transform
(DLT) [19] to estimate the planar 2-D homography
using the four corners of the curve grid with respect
to the corners of the synthetic planar grid.
The intersections of the undistorted curve grid
may not align exactly with respect to the synthetic
planar grid. The remaining misalignment is cor-
rected via affine moving least-squares [54], which
warps the image using the planar grid intersections
as control points and curve grid intersections as
deformed positions.
3.6. Estimation the Solar Module Cell Mask
Solar cell images of a PV module can be used to
generate a binary mask representing the exact shape
of a solar cell without background and busbars (see
Fig. 8). To this end, we use solar cells extracted
from a PV module to compute a mean solar cell (see
Figs. 8(a) to 8(b)). We then apply locally adaptive
thresholding [13] on 25×25 pixels patches using their
mean intensity, followed by morphological opening
and flood filling to close any remaining holes. This
leads to a binary mask.
Ragged edges at the contour are removed us-
ing vertical and horizontal cell profiles (Figs. 8(c)
to 8(d)). The profiles are computed as the median
of the mask along each image row or column, respec-
tively. We combine the backprojection of these pro-
files with the convex hull of the binary mask deter-
mined with the method of Sklansky [14] to account
for cut-off edges using bitwise AND (cf., Fig. 8(e)).
Oftentimes, the solar cells show a repetitive pattern
in the EL image, for example due to low passivation
efficiency in the contact region (see Fig. 8(f)). To
address this, we combine the initial binary mask
and the augmented mask via bitwise XOR.
3.7. Parameter Selection
The proposed solar cell segmentation pipeline re-
lies on a set of parameters that directly affect the
success and hence the accuracy of the segmentation.
Table 1 provides an overview of all parameters with
their values used in this work.
Generally, the parameters depend on the setup
used for EL image acquisition. The provided param-
eter values were found to work reliably especially
for high resolution EL images and standard cam-
era lenses, as in our dataset (cf., Section 4.1). For
low resolution EL images, however, the number of
pyramid octaves and sublevels will need to be in-
creased, to avoid missing important image details.
Whereas, tensor voting proximity parameters, on
contrary, will need to be lowered, since the width
of ridge edges in low resolution images tends to be
proportional to the image resolution. This immedi-
ately affects the size of the 1-D sampling window for
determining the Gaussian-based subpixel position
of curve points.
Curve extraction parameters correlate mainly
with the field-of-view of the EL camera lens. In
particular for wide angle lenses, the split and merge
angles ϑs, ϑm must be increased.
Parabolic curve fit error ρ balances between ro-
bustness and accuracy of the segmentation result.
The window size for locally adaptive thresholding
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used for estimation of solar cell masks correlates
both with the resolution of EL images, but also
with the amount of noise and texture variety in
solar cells, e.g., due to cracks.
4. Evaluation
The segmentation performance is evaluated for
solar cells and for their subdivision into segments.
4.1. Dataset
We use a dataset consisting of 44 unique PV mod-
ules with various degrees of defects to manually
select the parameters for the segmentation pipeline.
In this dataset, 26 solar modules are of monocrys-
talline type, and 18 of monocrystalline type. The
44 solar modules consist in total of 2,624 solar cells
of which 715 are definitely defective with defects
ranging from micro cracks to completely discon-
nected cells and mechanically induced cracks (e.g.,
electrically insulated or conducting cracks, or cracks
due to soldering [15]). 106 solar cells exhibit smaller
defects that are not with certainty identifiable as
completely defective, and 295 solar cells feature mis-
cellaneous surface abnormalities that are no defects.
The remaining 1,508 solar cells are categorized as
functional without any perceivable surface abnor-
malities. The solar cells in imaged PV modules have
a square aspect ratio (i.e., are quadratic).
The average resolution of the EL images is
2,779.63 × 2,087.35 pixels with a standard devi-
ation of image width and height of 576.42 and
198.30 pixels, respectively. The median resolution
is 3,152× 2,046 pixels. Figure 9 shows the distribu-
tion of image dimensions in our dataset.
Ground truth is created by hand-labeling the cell
segments. The ground truth also specifies the rows
and columns of the solar cells and their subdivisions.
4.2. Quantitative Results
We evaluate the segmentation accuracy of our
approach on eight EL images from different PV
modules that contain a total of 408 solar cells. Four
of these modules are monocrystalline and the re-
maining four are polycrystalline modules.
Three monocrystalline modules consist of 4 ×
9 cells, the remaining monocrystalline module con-
sists of 6× 10 cells. All of these cells are subdivided
by the busbars into 3× 1 segments.
The polycrystalline modules consist of 6×10 solar
cells each. In two of the modules, every cell is
2,100 2,400 2,700 3,000 3,300
1,400
1,600
1,800
2,000
2,200
2,400
2,600
Width [pixels]
H
ei
gh
t
[p
ix
el
s]
Train Test
Figure 9: Distribution of EL image dimensions in the training
and test datasets.
subdivided into 3×1 segments. The cells of the other
two modules are subdivided into 4× 1 segments.
The resolutions (W ×H) of the test EL images
are in the range of 2,649.50±643.20×2,074±339.12
with a median resolution of 2,581.50× 2,046.
4.2.1. Evaluation Metrics
To allow an exact comparison of the segmenta-
tion results to the ground truth masks, we warp
the estimated solar cell masks using the determined
perspective projection and lens distortion parame-
ters. That way, the estimated solar module mask
will ideally exactly overlay the hand-labeled ground
truth masks of the test dataset.
The performance metrics are computed on pairs of
segmented cells and ground truth masks. A ground
truth cell mask is matched to the segmented cell
with the largest intersection area.
The first set of performance metrics are precision,
recall, and the F1 score [16]. These metrics are com-
puted by considering cell segmentation as a binary
pixel-wise classification into cell and background
pixels. A matching cell pixel is a true positive, the
remaining quantities are defined accordingly.
The second performance metric is the weighted
Jaccard index [55, 56]. This metric extends the
common Jaccard index by an importance weight-
ing of the input pixels. As the compared masks
are not strictly binary either due to antialiasing or
interpolation during mask construction, we define
importance of pixels by their intensity. Given two
non-binary masks A and B, the weighted Jaccard
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Figure 10: Precision-Recall (PR) curves for the test images.
The Area Under the Curve (AUC) of the PR curve is given
by the Average Precision (AP). The horizontal semi-opaque
lines correspond to the baseline for random guessing. All PR
curves are well above the baselines.
similarity is
Jw =
∑
u∈Ω min{A(u), B(u)}∑
u∈Ω max{A(u), B(u)}
. (31)
4.2.2. Background-Foreground Separation
Precision, recall and F1 metrics for cell segmen-
tation are reported in Table 2. Precision summa-
Table 2: Overview of the precision, recall, and F1 scores
grouped by the type of the solar module and their combined
scores.
Solar wafer Precision Recall F1 score
Monocrystalline 100% 90.48% 95%
Polycrystalline 100% 97.5% 98.73%
Overall 100% 94.61% 97.23%
rizes the ability to identify the background, and it
reaches a perfect score of 100% on the eight test
images. Recall summarizes the ability to identify
the foreground, and is on average at 94.61%. For
monocrystalline modules, recall is 90.48% whereas
for polycrystalline solar modules it is 97.50%. Man-
ual investigation of the failure cases reveals for
monocrystalline modules difficulties with large gaps
between cells combined with cracks, and for poly-
crystalline modules difficulties with ragged edges
during parabolic curve fitting (see Section 4.3 for
more details). The F1 score summarizes the har-
monic mean of precision and recall. The overall
F1 score for the eight EL images is 97.23%. For
monocrystalline modules the F1 score is 95% and
for polycrystalline modules it is 98.73%.
We also varied the threshold for precision and
recall. The respective curve is shown in Fig. 10. In
Table 1: Overview of segmentation pipeline parameters and their values used in this work
§ Symbol Description Used value
3.2.2
O Number of octaves in Gaussian scale-space pyramid 8
P Number of sublevels in each octave 5
σ Gaussian scale-space standard deviation 1.6
γ Gaussian scale-space pyramid downsampling factor 2
Sobel operator size for approximating the Hessian matrix 7× 7
3.2.3
ν Tensor voting angular specificity 2
ς1 Proximity of the 1st tensor voting step 15
ς2 Proximity of the 2nd tensor voting step 10
3.3.1 1-D sampling window for Gaussian-based subpixel position 21
3.3.2
ε Douglas-Peucker error threshold for curve approximation 1
ϑs Split angle of two adjacent line segments within the same curve 5°
ϑm Merge angle of two line segments from two different curves 10°
3.3.3 ρ Maximum error between fitted parabolic curve value at curve point 1.5
3.4.4  Minimal change in error during refinement of lens distortion parameters 10−6
3.5 Solar cell aspect ratio 1 : 1
3.6 Locally adaptive thresholding window size 25× 25
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Figure 11: Segmentation accuracy in terms of the weighted
Jaccard index. The boxplots denote how accurately
the entire solar module was segmented. The boxplots
specify the segmentation accuracy of individual solar cells.
Non-detected cells are omitted here.
this experiment, the average precision is at 99.90%.
The baselines, a performance marker for random
guessing, are shown as lighter horizontal lines. All
PR curves are well above the baselines.
4.2.3. Segment Overlap
The weighted Jaccard index characterizes the seg-
mentation accuracy with respect to the shape of the
solar modules and cells. Figure 11 shows the results
as boxplots grouped by the type of solar module
and their weighted Jaccard index.
The overall median Jaccard score for segmented
solar modules is 92.34% and 95.09% for solar
cells. For monocrystalline solar modules the score
is 92.34% and for the corresponding solar cells it
is 94.80%. For polycrystalline solar modules the
Jaccard score is 92.72% and for the corresponding
solar cells it is 95.19%. The scores for the modules
have a wider spread than the scores for the individ-
ual cells, since the scores of the modules include also
undetected cells. Overall, the proposed algorithm
segmentation is highly accurate. Particularly once
a cell is detected, the cell outline is accurately and
robustly segmented.
4.3. Qualitative Results
Figure 12 shows the qualitative results of the seg-
mentation pipeline on four test images. The two
results in the top row are computed on monocrys-
talline modules, the two results in the bottom on
polycrystalline modules. The estimated solar mod-
ule masks are highly accurate. Even in presence of
false negatives (i.e., missed solar cells), the accuracy
of the predicted solar module mask is not affected.
In the case of monocrystalline solar modules, false
negatives arise due to large gaps between solar cell
ridges and the relatively short height of the module.
False negatives in the polycrystalline solar module
are caused by the mount close to the edge of the
solar module. This leads to large fitting errors caus-
ing parabolic curves to be discarded during curve
grid model estimation (see also Section 4.5).
4.4. Runtime Evaluation
Figure 13 shows the runtimes for all 44 images
on a mobile workstation with an Intel Xeon E3-
1505M CPU clocked at 2.80GHz with 32GB
of RAM. The first three stages of the segmenta-
tion pipeline are implemented in C++ whereas the
last stage (except for moving least-squares image
deformation) is implemented in Python.
On average, about 6min are required to segment
all solar cells in a high resolution EL image (cf.,
Fig. 13). Preprocessing is computationally most
expensive, cell extraction is on average cheapest.
The standard deviation of the curve extraction and
model estimation, however, is larger than that of the
preprocessing and the cell extraction (see Fig. 14).
This is mostly due to dependency upon the total
number of ridge edges and the number of resulting
curves combined with the probabilistic nature of
LO-RANSAC.
Interestingly, processing EL images of monocrys-
talline solar modules takes slightly longer on average
than processing polycrystalline solar modules. This
is due to large gaps between ridges caused by cut-off
edges that produce many curve segments which are
not merged. Conversely, curve segments in polycrys-
talline solar modules are closer, which makes it more
likely that several curve segments are combined early
on.
4.5. Limitations
Mounts that hold PV modules may cause spuri-
ous ridge edges. Early stages of the segmentation
focus on ridges without analyzing the whole image
content, which may occasionally lead to spurious
edges and eventually to an incorrect segmentation.
Automatic cropping of the image prior to the PV
module segmentation could help to reduce segmen-
tation failures due to visible mounts.
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Figure 12: Qualitative segmentation results of four test images depicting the estimated curve grid superimposed over the
contrast-normalized input EL image. Images are cropped for visualization.
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Figure 13: Cumulative processing time of the segmentation
pipeline with respect to different solar module types and the
distribution of time taken by individual steps, in minutes.
While the algorithm is in principle able to process
disconnected (dark) cells, rows or columns with
more than 50% of disconnected cells are wrongly
segmented. However, we observed that also human
experts have problems to determine the contours
under these circumstances.
We also observed that smooth edges can result in
segmentation failures. This is because the vesselness
of smooth edges is weaker and may completely fade
away after non-maximum suppression. This prob-
lem is also related to situations where the inter-cell
borders are exceptionally wide. In such cases, it is
necessary to adjust the parameters of the vesselness
filter and the tensor voting.
5. Conclusions
In this work, we presented a fully automatic seg-
mentation to extract solar cells from high resolution
EL images. The proposed segmentation is robust to
underexposure, and works robustly in presence of
severe defects on the cell. This can be attributed
to the proposed preprocessing and the vesselness
filtering, coupled with tensor voting to robustly de-
termine the inter-cell borders. The segmentation is
highly accurate, which allows to use its output for
further inspection tasks, such as automatic classifi-
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Figure 14: Time taken by individual steps of the segmentation
pipeline, in minutes. The error bars denote the upper range
of the standard deviation.
cation of defective solar cells and the prediction of
power loss.
We evaluated the segmentation in terms of the Jac-
card index on eight different PV modules consisting
of 408 hand-labeled solar cells. The approach is able
to segment solar cells with an accuracy of 95.09%.
In terms of classification performance, the segmen-
tation pipeline reaches an F1 score of 97.23%.
Beyond the proposed applications, the method
can also be useful to bootstrap deep learning archi-
tectures that could be trained end-to-end to directly
segment the solar cells. Future work may include to
investigate the required adaptations and geometric
relaxations to use the method not only in manufac-
turing setting but also in the field.
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