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With the increasingly perfect the study of the support vector machine (SVM), and
support vector machine is superior ability of modeling, and overcome the ”dimension
disaster” and ”over-learning” is more good performance than other models, more and
more scholars studied the support vector machine (SVM), and successfully will support
vector chance use a lot of fields. Support vector machine (SVM) algorithm and parameters
selection have always been a popular research direction. In this paper, the selection of
support vector and kernel function parameters and punishment parameters are studied.
In terms of theory, from the viewpoint of optimization, support vector machine
(SVM) is given the derivation process of the dual problem, and gives proof of optimization
properties of the dual problem.
In the study of algorithm, this paper proposes a method to identify support vectors
by K-nearest neighbor method. Support vector machine (SVM), the optimal hyperplane
is mainly determined by the support vectors, by positioning the support vectors, can
greatly speed up the training of support vector machines (SVM) process, and through the
numerical example verifies the feasibility and effectiveness of this algorithm.
In terms of the selection of the parameters of the support vector machine, the
parameters of support vector machine (SVM) was studied from the Angle of optimizing in
this paper, and presents a selection of kernel function parameter by solving optimization
problem. To punish parameters, this paper gives an upper limit of penalty parameter C.
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第 一 节 引言
第 一 节 引言
1.1 支持向量机的发展概述
支持向量机(SVM)是在1992年由Vladimir Vapnik以及同事Bernhard Boser、Isabelle





进的SVM算法, Li 等 [2]提出了一种利用边界探测技术定位支持向量的方法, 并用于求解
大型的SVM 问题. Fabrizio Angiulli等 [3] 提出一种快速压缩训练样本集的SVM 算法, 通
过降低问题的规模, 达到快速训练. 现今, 支持向量机与其他算法的融合也得到了广泛





𝑇 ≡ {(𝑥1, 𝑦1), (𝑥2, 𝑦2), . . . , (𝑥𝑙, 𝑦𝑙)} ⊂ 𝑋 × 𝑌 (1-1)
其中














第 一 节 引言
图 1.1
然后找到一个最优超平面将这两类样本点分离开.
如下图1.1所示为最优分类超平面, 最优分类超平面ℓ : (𝑤 · 𝑥) + 𝑏 = 0需要满足两
个条件：(1)最优分类超平面应该能将两类样本点准确地分离, (2) 并且平行于ℓ的超平
面ℓ1, ℓ2之间的间隔最大.
从图1.1可以看出, 超平面ℓ1, ℓ2可以分别为两类样本点的支撑超平面, 而位于超平
面ℓ1, ℓ2上的样本点, 我们称之为支持向量, 这就是支持向量机名称的由来. 通过规范化,
我们将ℓ1, ℓ2的表达式表示为ℓ1 : (𝑤 · 𝑥) + 𝑏 = 1, ℓ2 : (𝑤 · 𝑥) + 𝑏 = −1, 此时, 最优分类超平
面的表达式自然为ℓ : (𝑤 · 𝑥) + 𝑏 = 0. 我们可知, 超平面ℓ1, ℓ2之间的间隔可以表示为 2‖𝑤‖ ,




‖ 𝑤 ‖ (1-3)



















‖ 𝑤 ‖ (1-5)
















𝑦𝑖𝛼𝑖 = 0 (1-8)




量机的原理, 我们可以知道, 最优超平面是由支持向量决定的, 所有除了支持向量以外,
其他的样本点对于优化问题的求解是没有贡献的, 如果我们能够在训练支持向量机之前













































第 二 节 基础知识




𝑇 ≡ {(𝑥1, 𝑦1), (𝑥2, 𝑦2), . . . , (𝑥𝑙, 𝑦𝑙)} ⊂ 𝑋 × 𝑌 (2-1)
其中
𝑥𝑖 ∈ 𝑋 = 𝑅𝑛, 𝑦𝑖 ∈ 𝑌 = {1,−1} (2-2)
求得决策函数
























































𝑦𝑖𝛼𝑖 = 0 (2-5)
𝛼𝑖 ≥ 0, 𝑖 = 1, . . . , 𝑙 (2-6)




3. 选定𝛼*的一个满足0 < 𝛼*𝑖 < 𝐶的分量𝛼
*
𝑖 , 然后根据













𝑗𝐾(𝑥𝑗, 𝑥𝑖) + 𝑏
*) (2-8)
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