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Today’s protection schemes for shipboard applications, such as the zone-based
differential protection, are efficient, fast, and reliable for fault detection. However, these
protection schemes do not consider the system stability or power balance problems that
occur with fault isolation and the system reconfiguration. This thesis focuses on
developing the extended protection function including the fast reconfiguration function
that intends to maintain the power balance of the unfaulted subsystem. Graph theory is
utilized to represent the shipboard power system topology in matrices, and matrix
operations are developed to represent the corresponding power system topology change
and evaluate the outcome of the fault. Intelligent search algorithms are implemented to
find the possible system configuration after fault isolation with balanced power
generation and load through merging possible connected systems and priority-based load
shedding. The algorithms are successfully implemented in MATLAB m-files and tested
on various shipboard power system configurations and fault scenarios.
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CHAPTER I
INTRODUCTION
Today’s shipboard power systems need to supply continuous and stable energy to
various loads of electric ships, such as propulsion motors, mission critical loads,
communication, and operations. Shipboard power systems (SPSs) have different
characteristics compared to typical utility power systems. According to the special
characteristics of SPSs, it is necessary to design protection schemes for the shipboard
power systems to maximize service continuity and minimize the loss-of-load caused by
accidental system abnormal behavior or hostile damage.
This chapter will introduce shipboard power systems and their characteristics,
discuss the necessary requirements for integrated shipboard power protection schemes,
and end with a summary of the main tasks of this thesis.
1.1

Shipboard Power System Characteristics

1.1.1

Shipboard power system development
The electric power systems on ships have been vastly improved since the 20th

century. During World War I, 230-volt ac at 60 Hz power systems with electronic solidstate protective devices were introduced to the shipboard power system. With the
development of shipboard power systems with more advanced electric propulsion and
integrated automation systems, the integrated shipboard protection systems are developed
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using the new digital computer and communication technologies. The power system
survivability and stability have greatly improved.
1.1.2

Shipboard power system characteristics
Today’s shipboard power systems generally use three-phase power generated and

distributed in an ungrounded configuration. The ungrounded systems can keep equipment
in continued operations in the event of the single-phase ground fault.
Shipboard power systems have different characteristics from typical utility power
systems in overall configuration and load characteristics. The main characteristics of
shipboard power systems are [1, 2, 3]:
•

Generation is closely sized to the load demand (i.e., no significant spinning
reserve).

•

A small number of loads constitute most of the load demand (e.g., the
propulsion motors).

•

SPSs are geographically smaller than utility power systems; system level
measurement is possible.

•

Transmission lines are not nearly as significant as with a utility system;
systems have short line segments with very low impedance.

•

SPSs have a high impedance ground.

•

SPSs need faster controls than the utilities to maintain the system stability and
frequency.

•

There is higher expectation to maintain loads for fight through and
survivability.
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1.2

Shipboard Power System Protection

1.2.1

Integrated shipboard power protection
In SPSs, different faults may occur because of equipment insulation failures, over

voltages caused by switching surges, or battle damage. Shipboard power protection
systems are required to detect faults and undesirable conditions and quickly remove the
faults from the power system. Shipboard power protection systems are also required to
maintain power balance for the remaining part of the power system automatically and
quickly. Therefore, an integrated power protection system is necessary for SPSs to
maximize service continuity and minimize loss-of-load caused by accidental system
abnormal behavior or hostile damage. Special characteristics of the shipboard power
system, such as short cable length, high impedance grounding, and multiple possible
system operation configurations, impose unique challenges on designing the protection
system for shipboard power systems. A well-designed protection system should protect
the overall power system from the effect of system components that have been faulted
and should adapt to the power system reconfiguration practices without any human
intervention. The integrated protection system has two essential functions: fault detection
and post-fault reconfiguration. Currently, there are three available fault detection schemes
including overcurrent, distance, and differential schemes. The overcurrent fault detection
scheme is difficult to coordinate for minimizing the fault isolation of power systems
having multiple sources at different locations, such as shipboard power systems. The
distance fault detection scheme is also not suitable for a shipboard power system with
short transmission and distribution lines. On the other hand, the differential fault
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detection scheme is faster and more reliable for shipboard power systems with system
level measurements. Shipboard power system fast fault detection can be implemented by
the dynamic-zone-selection based differential protection scheme, which trips only the
required circuit breakers to isolate the fault. Shipboard power post-fault reconfiguration
function, also called fast reconfiguration function, will evaluate the outcome of the fault
and reconfigure the unfaulted part of the power system to minimize the loss-of-load.
1.2.2

Shipboard power fast reconfiguration
Reconfiguration is the process of altering the power system’s topological

structures by changing the status (open/closed) of connection devices, such as circuit
breakers and switches [2]. Reconfiguration is critical to maintain the availability of
energy to the connected loads and to interrupt the smallest portion of the system under
any abnormal conditions. As a part of the SPS’s protection functions, the shipboard fast
reconfiguration is necessary in keeping the power system stable after a severe fault and
maintaining power supply to unaffected loads to the maximum extent. For example, when
a severe fault, such as a generator bus fault, causes a power deficiency for the rest of the
power system, the fast reconfiguration function can identify the outcome of the fault
isolation, reduce the fault’s impact to the minimum, and prevent power system collapse.
Using the fast reconfiguration algorithm, any unfaulted zone that imports power from the
faulted zone before the fault, can merge with other unfaulted zones to avoid loss of power
if it does not have enough power surplus to compensate for the imported power from the
faulted zone.
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1.3

Thesis Presentation

1.3.1

Thesis statement
Typical shipboard power systems have a relatively weak balance between

generation and load. In addition, the large amount of rotational load on the shipboard
system makes the power system vulnerable to cascading collapse if load generation
balance is not strictly maintained at all times. Today’s protection schemes for shipboard
applications, such as the zone-based differential protection, are efficient, fast, and reliable
for fault detection. However, these protection schemes do not consider the system
stability or power balance problems that occur with fault isolation and the system
reconfiguration. A key need is a protection system that can evaluate the new
configuration and quickly reconfigure the healthy power system to maintain and pick up
loads that need a new source. This thesis focuses on developing the extended protection
function including the fast reconfiguration function that intends to maintain the power
balance of the unfaulted subsystem if the fault is severe.
1.3.2

Purpose and goals
The purpose of this thesis is to develop the fast reconfiguration function as a part

of the integrated protection functions considering the characteristics of shipboard power
systems. The zone selection differential protection schemes, graph theory, and the graph
theory application in the power system representation and operations will be studied and
reviewed as main background knowledge. The fast reconfiguration algorithm, which
includes load shedding, will be developed based on the graph representations of the
shipboard power systems and related graph operations. Finally, the reconfiguration
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algorithm will be tested on different power system models with single or simultaneous
fault scenarios to verify its applicability.
1.3.3

Accomplishments
In this thesis, graph theory is utilized to represent the shipboard power system

topology in matrices, and matrix operations are developed to represent the corresponding
power system topology change and evaluate the outcome of the fault. Intelligent search
algorithms are implemented to find the possible system configuration after fault isolation
with balanced power generation and load through merging possible connected systems
and priority-based load shedding. The algorithms are successfully implemented in
MATLAB m files and tested on various shipboard power system configurations and fault
scenarios. The test results verify the applicability of the developed fast reconfiguration
algorithm.
The main tasks of this thesis include reviewing the shipboard power system
characteristics, studying and reviewing shipboard power system integrated protection,
studying the zone selection differential protection, study and review graph theory and its
application in power system operations, developing a fast reconfiguration algorithm for
shipboard power system and implement the algorithm in Matlab, testing the fast
reconfiguration algorithm on typical shipboard power system model, such as DD(X)
notional model, analyzing the test results, and verifying that the developed fast
reconfiguration algorithm is efficient and capable of achieving the desired objectives.

CHAPTER II
BACKGROUND
In this chapter, typical shipboard power system topology, characteristics, and the
demand for integrated protection schemes will be introduced based on the reviewed
literature. The zone selection differential protection is one possible protection solution for
detecting and isolating various faults through identifying the differential current through
current transformers and operating the breakers around the faulted area. The shipboard
power system fast reconfiguration function is an extension of the differential protection
function that can evaluate the effect of various faults on the power system, maintain the
power balance as much as possible after a fault has occured, and keep the power system
stable. Therefore, the overview of power system protection and zone selection differential
protection concepts and scheme will be introduced in this chapter as background for fast
reconfiguration. In addition, graph theory and its application to power system
representation and protection zone selection will be outlined.
2.1

Shipboard Power System Topology and Characteristics

2.1.1

Shipboard power system structure
Shipboard power systems mainly use multiple sources with AC power generation.

The distribution systems may be pure AC or DC or a mixture of AC and DC power. This
thesis focuses on the typical shipboard power system where three-phase ac power is
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generated and distributed. Shipboard power systems always require high survivability
and stability since shipboard power systems need a continual power supply to weapon
and propulsion systems. Shipboard power systems have special characteristics based on
their structure. First of all, shipboard power systems are small in size. The cables
connecting generators and loads are short and have small impedances. Any fault that
occurs on the cable implies the fault is close to the generators and that may cause severe
impacts to the generators. Secondly, shipboard power systems have large loads relative to
the power generator capacity. Therefore, any generator fault may cause a significant
generation deficiency, possibly even an entire system collapse. Finally, systems have a
high impedance ground. Therefore, shipboard power systems require fast fault isolation
and reconfiguration.
One typical shipboard power system topology, as shown in Figure 2.1, is a ring
generator configuration power system. The ring generator configuration power system is
more flexible in generator connection and system configuration [2]. In this case, there are
six generators: four generators providing power during normal operation and two
generators serving as emergency back up. Power can be transferred from one generator
switchboard to another through the connected tie circuit breakers. In this ring
configuration power system, any generator can provide power to any load through load
center switchboards. Load center switchboards, used under the generator switchboard
level, are connected to the generator switchboards. Load centers are distributed as a radial
configuration. The load center switchboards provide power to various loads or power
distribution panels of the ship. Loads are directly connected to a generator switchboard,
load center, or power distribution panel.
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Figure 2.1 A typical ship’s electric distribution system [2].

2.1.2

Shipboard power distribution system
The U.S. Navy is engaged in developing cost-effective platforms that employ

state-of-the-art and commercial-off-the-shelf technology to improve producibility,
enhance operational flexibility, maximize survivability, and decrease manning
requirements and overall cost [4]. As a result, shipboard power distribution systems are
designed to minimize the size and weight, save money, and improve the survivability of
the vessel. Additionally, shipboard power distribution systems are desired to possess the
ability to continually transfer power to vital systems during and after fault conditions.
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There are two possible types of shipboard power distribution architecture: radial and
zonal. In the next two sections, the typical radial and zonal distribution systems will be
introduced.
2.1.3

Radial electric power distribution
Distribution lines are usually radial and operate at low-level voltages in a radial

shipboard power system. Current shipboard radial electric power distribution systems
have multiple generators (typically three or four), which are connected to switchboards.
The generators could be steam turbine, gas turbines, or diesel engines. The generators are
operated either in a split plant or a parallel configuration [6]. The 450V, 60Hz threephase ac power is then distributed to load centers. Each load is classified as being
nonessential, semi-essential, or essential [6]. If there is any generation capacity loss, a
load shedding algorithm will be initiated based on load priority.
In a current navy ship power system, three-phase step-down power transformers
are normally used. Both the transformer primary and secondary windings are connected
in a delta, resulting in no reliable current path from the power lines to the ship’s hull [6].
Therefore, the system has a high impedance ground and will not be affected by singlephase grounded fault.
2.1.4

Zonal electric power distribution
In the shipboard power system, a zonal approach employs a starboard and a port

main bus and sections the ship into a number of electrical zones that are delineated by
physical watertight bulkhead compartments [7]. One main bus would be positioned well
above the waterline while the other would be located below the waterline, which
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maximizes the distance between buses and improves the survivability [6]. The effects of
damage to the distributed system and other equipment will not disturb generators.

Figure 2.2 Conventional and zonal distribution architectures [7].
Figure 2.2 shows the conventional and zonal distribution architectures of
shipboard power systems. Each bus connects to a zone via a load center; vital loads are
connected to both centers via an Automatic Bus Transfer (ABT). The zonal architecture
is flexible and saves the cost for short switchboard feeder cables and elimination of
distribution transformers. A zonal distribution system also allows for equipment
installation and testing prior to zone assembly [6].
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2.2

DD(X) Shipboard Power System Model
The proposed DD(X) design for a ship is currently the only US navy surface

combatant using an Integrated Power System (IPS) [8]. The DD(X) architecture exhibits
the Navy’s new approach to integrate the power system and include electric propulsion.
The Office of Naval Research (ONR) Program Officer for the Electric Ship Research and
Development Consortium (ESRDC) effort suggested the DD(X) as the parent for this
baseline model, which is indicative of the current development of surface combatant
integrated power systems. In this section, a typical DD(X) model and its characteristics
are introduced.
As mentioned by Mike Collins, IPS program manager, in “DD(X) IPS Revolution
in Shipboard Power” presentation, the DD(X) is a twin shaft mono-hull using fixed pitch
propellers [8,9]. Figure 2.3 shows the typical DD(X) power system model. The system is
a 13.8 kV loop with four gas turbine generator sets. Two main turbine generators (MTGs)
are rated at 36 MW each and two auxiliary turbine generators (ATGs) are rated at 4 MW
each to provide a total installed generator power capacity of 80 MW. Permanent magnet
(PM) propulsion motors, each rated at 36.5 MW, support the propeller system. Each
motor is controlled by an undefined advanced motor drive unit. Additionally, there is a
450 V system with seven main buses, which serve as load centers for the rest of the ship’s
load. These load centers are connected to two alternate 450 V auxiliary power units
(APUs), rated at 0.5 MW each. The DD(X) total power requires 77.5 MW at a ship speed
of 31.5 Knots and 2 MW at a ship speed of 0 Knots. Since the installed power of the
generation plant is 80 MW and the two propulsion motors are totally rated at 73 MW, the
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main turbine generators provide power to the propulsion system and most of usually the
ship service electric loads consume power from the two small gas turbines.

Figure 2.3 Typical DD(X) power system model [8].

2.3

Power System Protection and Zone-Selected Differential Protection
Power system protection is designed to detect a fault, isolate the faulted part from

the system, maintain system power balance, and keep the remaining system stable. A
zone selected differential protection scheme offers a fast and efficient function to protect
system stability and survivability.
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2.3.1 Power system protection overview
When short circuits occur in power systems due to equipment failures or other
mechanical or natural causes, the short-circuit currents can be several orders of
magnitude larger than normal operating currents and cause severe damage. Possible
damage includes insulation damage, conductor melting, bus-bar mechanical damage, and
system collapse. Therefore, faults must be quickly detected and removed from the
affected part of the power system. A power protection system continuously monitors the
power system to detect abnormal conditions and remove the smallest possible portion of
the electric system to isolate faulted equipment and allow the remaining part of the
system to continue to generate and deliver power [10]. Modern digital protective relays
provide more functions to detect and isolate system faults.
2.3.2

Different protection schemes
Overcurrent, distance, and differential fault detection schemes are the existing

three efficient power system protection schemes. Based on power system characteristics,
such as system configuration, system operation practices, impedance of lines, and
grounding methods, the different detection schemes are selected for power system
protection.
Figure 2.4 shows a simple overcurrent protection schematic with a current
transformer (CT), an overcurrent relay (OC), and a circuit breaker (CB) for a singlephase line. The CT converts primary currents in the kiloamp range to secondary currents
in the 0-5 ampere range for convenience of measurement, a safer operating environment
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for relays, and lower cost of smaller and simpler relays. The CT secondary current is the
input to the overcurrent relay-operating coil.

Figure 2.4 An overcurrent protection schematic.
There are two types of overcurrent relays: instantaneous relay and time-delay
relay. Instantaneous overcurrent relays respond to the magnitude of their input current. If
the input current magnitude I ' = I ' exceeds a specified adjustable current magnitude I P ,
called the pickup current, then the relay contacts close “instantaneously” to energize the
circuit breaker trip coil. If the input current I ' is less than the pickup current I P , then the

relay contacts remain open, blocking the trip coil. The instantaneous overcurrent relays
usually treat transients as faults and trip the circuit breaker. It is therefore necessary to
add some time delay to allow the transients to dissipate.
Time-delay overcurrent relays also respond to the magnitude of the input current,
but with an intentional time delay. For a given setting, the actual time delay depends on
the current through the relay coil. In general, higher currents will cause a faster operation
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of the relay and breaker. The minimum pickup current at which the relay will respond is
also adjustable. For one point source or radial power systems, adjustable time delays can
be selected such that the breaker closest to the fault opens, while other upstream breakers
with large time delays remain closed. That is, the relays can be coordinated to operate in
a sequence and interrupt the minimum number of loads during faults. For example, in the
radial distribution power system shown as Figure 2.5, if a fault occurs at the third
segment, then breaker 3 should trip. Breaker 1 and breaker 2 should remain closed, so
that power can continue to be delivered to loads on the first two segments. But, if breaker
3 fails to trip, breaker 2 should trip after a time delay while breaker 1 remains closed.
This scenario shows that the time delay setting is necessary in some applications and
should be precisely calibrated among relays. For power systems with multiple sources at
different locations, it is difficult, and in some cases, impossible to coordinate overcurrent
relays. For example, most high-voltage transmission systems are interconnected in a
network system of circuit elements. The interconnection of many lines presents a new set
of conditions on the coordination of protection devices, since fault currents may flow to
the fault point from both ends of any meshed line elements [11]. Overcurrent relays may
not be adequate protective devices for meshed transmission systems. The typical
shipboard power system also has multiple sources and is not suitable to select the
overcurrent protection scheme.
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Figure 2.5 A time-delay overcurrent relay coordination system.
Distance relays have been widely used in transmission systems for many years
because of their reliability and flexibility in selection of protection zone for lines whose
line terminals are relatively distant. Figure 2.6 illustrates a single-phase distance
protection system. The impedance from relay to fault location is determined by
calculating the ratio between the relay inputs of voltage and current, Z = V / I . Given line
parameter information, the physical distance between the relay and the fault location can
be calculated to determine the location of the fault. If the fault occurs on this protected
line, the breaker should be tripped. A distance fault detection scheme is widely used in
utility systems but is not suitable for shipboard power systems since the shipboard power
system has short cables with low impedance, making it difficult to differentiate between a
fault and normal operation.

Figure 2.6 A single-phase distance protection system.

18

Differential relays are commonly used to protect generators, buses, and
transformers. Differential protection is based on Kirchhoff’s current law, which requires
the sum of all currents entering the protected equipment to equal zero. If an internal fault
of the protected equipment occurs, the sum of currents will not be zero. Figure 2.7
illustrates the basic method of differential relaying for singe-phase equipment. If the
difference between the currents entering and leaving the protected equipment is
essentially zero, there is no internal fault. However, if the current difference is not zero,
as internal fault exists and all closed circuit breakers connected to the zone should be
opened to isolate the fault. The differential protection scheme requires system-level
measurements and may not suitable for utility power systems with long distance
transmission lines. On the other hand, shipboard power systems have possible systemlevel measurements and short transmission cables, which make differential protection
scheme possible to be applied in SPSs.

Figure 2.7 Ideal differential fault detection systems.
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2.3.3 Zone-based differential protection scheme
For more complex configurations of a power system, zones can be defined for
generators, transformers, buses, transmission and distribution lines, or motors. If a fault
occurs anywhere within a zone, action will be taken to isolate that zone from the rest of
the system. Figure 2.8 illustrates the protective zone concept. A closed and dashed line
shows each zone. Zone 1, for example, contains a generator and a connector leading to a
transformer. In some cases, a zone may contain more than one component. For example,
zone 4 contains a transformer and a line. Protective zones are overlapped to avoid the
possibility of unprotected areas. For a fault anywhere in a zone, all circuit breakers in that
zone open to isolate the fault.

Figure 2.8 Power system protection zones.
Zone-based differential protection requires the sum of all currents entering and
leaving a single protected bus zone, or a zone including buses and transmission lines to
equal zero. If any internal fault occurs, the sum of currents entering the zone will not be
zero. This requires that all breakers connected to the zone should be opened to isolate the
fault.
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In recent research, graph theory has been applied for power network bus
arrangement and representation. A graph theory-based zone selection algorithm
dynamically assigns current inputs to the correct differential element and enables
continuous protection during system reconfiguration instead of disabling differential
protection to reset the protection zone settings [12]. Given the possible breakers
connected to each zone through the relay settings, the zone selection algorithm can
operate based on the circuit breaker status or switch status. Based on the topology, the
algorithm selects which corresponding CT measurements should be included in the zone
current differential calculation.

Figure 2.9 An example system to illustrate zone configuration [13].
Figure 2.9 shows a zone selected small power system. There are two buses (Bus1
and Bus2) and six terminals (TM1, TM2…TM6). Circuit breaker G52 is the tie breaker
between the two buses. Zone one includes four breakers (A52, B52, C52, G52); zone two
also includes four breakers (D52, E52, F52, G52). The protection relays check the
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breaker status and assign the corresponding current to a proper protection zone before
running the current differentiation calculation. Therefore, the differential protection
scheme is more flexible, adaptive to complex bus arrangements, and can be used
effectively for wide area power system protection.
2.4

Graph Theory and Its Application

Graph configurations of nodes and connections occur in a wide range of
applications. They can represent physical networks, such as electrical circuits, or
roadways. They can also be used in representing less tangible interactions, which might
occur in ecosystems, sociological relationships, databases, or in the flow of control in a
computer program [14]. In the graph theory application to power system networks, graph
theory can simplify power system representation, make system topology and operations
visual, and represent all system topology changes as graph operations. This section
introduces the fundamentals of graph theory and outlines previous applications of graph
theory in power networks.
2.4.1 Introduction to graph concepts and models
A graph consists of a set of points in a plane or in 3-space and a set of line
segments (possibly curved), each of which joins two points or a point to itself [14]. A
graph G = (V , E) is a mathematical construct consisting of two sets V and E , where V is
called vertices and E is called edges. Each edge has two vertices (called its end-points)
that it connects. If the end points of edge e are vi and v j , then this edge can be
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represented as e = (vi , v j ) . For example, Figure 2.10 shows a graph, the equivalent
definition of this graph is:
G = (V , E) , V = {v1, v2, v3, v4, v5}
E = {(v1, v2), (v1, v3), (v1, v5), (v2, v3), (v2, v5), (v3, v4), (v3, v5), (v4, v5)}

Figure 2.10 A graph with vertices and edges.
The graph shown in Figure 2.10 is an undirected graph, which has edges that are
unordered pairs and connect the two vertices in both directions. On the other hand, a
directed graph (or digraph) has edges that are directed and ordered pairs, connecting a
source vertex to a target vertex. For example, Figure 2.11 gives a directed graph. In this
directed graph, edge a is connected by the source vertex v1 and target vertex v 2.
Therefore, if x = (vi , v j ) is an edge of a directed graph, then the order of vi and v j is
significant.
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Figure 2.11 A directed graph.
When a system becomes larger and more complex, line drawings may no longer
be useful in describing the graph any more. Many applications involve computations on
graphs having hundreds, or thousands of vertices. Therefore a more formal kind of
specification of a graph is often needed. A formal specification of a graph comprises a
finite, nonempty list of its vertices, a finite list of its edges, and a two-row incidence table
whose columns are indexed by the edges [14]. Based on the graph in Figure 2.10, we can
get a formal specification for this graph, as shown in Table 2.1.
V = {v1, v2, v3, v4, v5} , and E = {a, b, c, d, e, f , g, h}
Table 2.1 A formal specification of a graph.
Edge
Endpts

a
V1
V2

b
V2
V3

c
V3
V4

d
V4
V5

e
V5
V1

f
V1
V3

g
V2
V5

h
V3
V5
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Similarly, we can obtain a formal specification of the directed graph that is shown
in Figure 2.11. The formal specification for directed graph is shown in Table 2.2. A
superscript “s” is used to indicate the source vertex.
Table 2.2 A formal specification of a directed graph.
a
V1 s
Endpts
V2
Edge

b
V2 s
V3

c
V3 s
V4

d
V4 s
V5

e
V5 s
V1

f
V1
V3 s

g
V2 s
V5

h
V3
V5 s

Other fundamental definitions and concepts of graph theory, which are used in
this research, are briefly introduced below.
•

A path is a sequence of edges in a graph such that the target vertex of each
edge is the source vertex of the next edge in the sequence. If there is a path
starting at vertex u and ending at vertex v, we say that v is reachable from u.
A path is simple if none of the vertices in the sequence are repeated [14, 15].

•

An adjacency-matrix representation of a graph is a V x V matrix A , such that:
A(i, j) = 1 when vertices Vi and V j are connected by an edge or A(i, j) = 0 if
no direct connection (no other vertex included in the connection) between Vi
and V j . For example, an adjacency matrix for the graph shown in Figure 2.11
0 1 1 0 1
1 0 1 0 1

is: A = 1 1 0 1 1
0 0 1 0 1
1 1 1 1 0
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•

A tree is a connected acyclic graph. The edges of a tree are called tree edges
or branches.

•

Breadth-first search (BFS) is a search through a graph that touches all of the
vertices reachable from a particular source vertex. In addition, the order of the
search is such that the algorithm will explore all of the children of a vertex
before proceeding on to the children of its children [16]. When all of a
vertex’s children are explored, the vertex is finished. For example, if a
breadth-first search is used in a graph shown in Figure 2.12. We start at vertex
a , and first visit the children of vertex a : vertices b and c . Once both

children (vertices b , c ) of vertex a are visited, we then visit vertex d and e ,
which are the children of vertex b . Finally we visit the children of c : vertices
f and g . Therefore, the order of discovery is: abcdefg . The order of finish
is: abcdefg

Figure 2.12 A breadth- first search through a graph.
•

Depth-first search (DFS) is a search that visits all the vertices in a graph. The
algorithm always chooses to go “deeper” into the graph in a search [16].
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Therefore, it will choose the next adjacent unvisited vertex until reaching a
vertex that has no unvisited adjacent vertices. The algorithm will then
backtrack to the previous vertex and continue along unexplored edges from
that vertex. If we apply the depth-first search in the graph shown in Figure
2.12, we start to visit vertex a , then visit vertex b , and go the deeper vertex
d . Since vertex d has no unvisited adjacent vertex, we then backtrack to

previous vertex b . Then we will visit the unvisited adjacent vertex of vertex
b : vertex e . Because vertex e does not have unvisited adjacent vertex, so we

then backtrack to previous vertex b . Now, since vertex b does not have
unvisited adjacent vertex, we backtrack to previous vertex a until we have
finished all the vertices in the graph. Therefore, the order of discovery is:
abdecfg . The order of finish is: debfgca .
This section introduced the principles of graph theory, the matrix representation
of a graph, and the basic graph operations. This is important for applying graph theory
and graph operations.
2.4.2 Graph theory application in power network
Graph theory has been used in several applications of power system network
representation, simulation, and analysis. The graph operation is a tool for step-by-step
graph manipulation, providing a clear picture for analysis of power system operation. The
associated matrix operation is suitable for computer implementation. In references [17][22], graph theory is used in system topology representation, system fault analysis, and
numerical method for various system operations.
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In reference [17], a directed graph is used to represent a power system network
for power flow and determine the specific generator contributions to different loads. The
directed graph representation of power network can be used to identify load buses or
generation buses based on the net power. Each generation vertex is a root, and a number
of possible directed-rooted sub graphs can be constructed. Calculating the branch flows
into each subgraph, and then the amount of power consumed by each load bus can be
determined. Therefore, the contribution of a generator to each load can be calculated for
each sub graph using the proportionality. Similarly, the overall contribution of the
generator to each load is also obtained. Reference [18] introduces a method of power
system islanding using minimal cutsets of graph theory with minimum net flow. The
minimal cutsets method, which is based on breadth-first search and depth-first search in
graph theory, can determine where to create an island with minimal net flow. Reference
[19] gives a genetic algorithm-based method for supply restoration and optimal load
shedding strategies in distribution networks. Graph theory is used to represent the entire
system with switch configurations and ensure that each chromosome, which represents
the set of controllable switches the final states of what the genetic algorithm determined,
maps to a feasible network topology. Reference [20] presents a graph-based algorithm of
switch placement for radial distribution systems with distribution generation (DG). The
graph-based switch placement algorithm can evaluate new switches, operate existing
switches, and invoke direct load control to form the DG service area. Furthermore, it can
maximize the amount of load to be continuously supported by the DG in isolation from
the substation. Graph theory is also applied in reference [21] for fault section estimation
in large-scale power networks. Based on a graph representation of the power system, the
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power network-partitioning problem about fault section estimation is converted into a
graph partitioning problem to partition the graph vertices into connected and balanced
subsets according to the vertex priority.
Graph theory is a powerful analytical tool in understanding and solving large,
complex problems in electric network analysis. Graph theory applications in power
networks can simplify the representation of switching procedures in a complex power
system, convert various problems of power system analysis into graph-based problems,
and develop system operations through graph-based numerical operations.
2.5

Summary

Shipboard power system structures and its specific characteristics were introduced
in this chapter. This thesis focuses on shipboard power systems using three-phase ac
power generated and distributed configurations. As a specific shipboard power system,
the DD(x) model is the Navy’s new approach to integrate the power system and includes
electric propulsion. Power protection schemes are necessary to detect a fault, isolate the
faulted part from the system, and maintain stability of the remaining system. Different
protection schemes including overcurrent, distance, and differential schemes are suitable
for different power systems. Based on the characteristics of shipboard power system,
such as short cables and possible system-level measurements, a zone-based differential
protection scheme is more flexible and more efficient for shipboard power protection. In
this chapter, graph theory and its previous applications in power system network were
also introduced. Graph theory can simplify power system representation and represent
any system topology change as a graph operation. Since a shipboard power system is
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small in area and has possible entire system measurement, graph representation of the
system topology is helpful in analyzing system configuration and operations.

CHAPTER III
PROBLEM DESCRIPTION
When a fault occurs on a shipboard power system (SPS), the conventional
shipboard protection system provides functions to detect the fault and quickly isolate the
faulted area from the power system. If the fault is severe, such as a generator fault, it may
cause a power deficiency to the remaining power system, system load generation
unbalance, and even an entire system collapse. A new fast reconfiguration function can
improve the power system stability after fault detection and isolation and keep loads in
service to the maximum extent. The integrated power protection system, including fault
detection, isolation, and fast reconfiguration, is required for a shipboard power system
based on its unique characteristics. The first part of this chapter presents the reasons for
developing the fast reconfiguration algorithm for a shipboard power system. Then the
previous research work on shipboard power system restoration reconfiguration, utilities
wide area protection, and dynamic protection zone selection are discussed. The problem
statement and proposed work are provided at the end of this chapter.
3.1

Fast Reconfiguration

The fast reconfiguration function is proposed to maintain power balance of the
remaining power system parts after fault detection and isolation. Fast reconfiguration is
necessary for a shipboard power system considering the unique shipboard power system
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characteristics. The fast reconfiguration function is practically provided using the current
technology of programmable digital relays.
3.1.1 Shipboard power system requires fast reconfiguration
When a fault occurs on a shipboard power system, the zone based differential
protection system can not only detect the fault and quickly isolate the faulted area, but it
can also precisely identify which zone has the fault. Shipboard power systems, however,
are highly coupled systems with limited generation capacity, which is closely sized to the
load demand. Fast fault detection and isolation may not be sufficient to keep the power
system stable and reduce the loss-of-load to the minimum level when the power system
experiences severe faults that result in significant power generation reduction of the
remaining power system. In addition, large rotational loads and high power density loads
on the ship make the power system vulnerable to cascading collapse if the power flow
balance is not strictly maintained at all times. Fast reconfiguration after fault isolation, as
a part of SPSs power protection functionality, can maintain the power balance of the
remaining power system after a severe fault and reduce the fault impact to a minimum.
Figure 3.1 illustrates the possible shipboard power system operating states and proposed
responsibility sharing between different power system control devices. Fast
reconfiguration, as a remedial action function for protection, must be executed at the
same speed as fault detection and isolation. Therefore, considering the unique
characteristics, shipboard integrated power protection not only requires speedy, secure,
and selective fault detection and isolation, but also requires fast reconfiguration to
improve the stability of the power system and minimize the loss of load.
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Figure 3.1 Special power system operation states [13].

3.1.2 Programmable digital computer relay availability
Protective relays usually measure system quantities, such as voltages and currents,
and compare these system quantities to test the system condition, decide system
normality or abnormality, and take action as required. In addition to the fault detection
functions, presently available digital relays provide extra programmable automatic
functions to improve system reliability and selectivity. First of all, digital computer relays
have the capability of monitoring their own behavior, and have self-diagnostic
capabilities to ensure that the relays themselves indeed function properly. Secondly, most
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digital computer relays provide programmable automation functions in additional to
traditional fault detection and isolation function. The digital relay protection function
settings and automation functions can be changed through programming without
changing the physical device. For example, overcurrent digital relays can be set for
various time-current characteristic curves. Lastly, digital computer relays also provide an
ideal environment for recording and storing any event that occurs on the power system,
which is valuable for post-fault analysis.
The digital relay interfaces with the power system via the protected element. The
performance of the protected element is determined based on the measurements from
current and voltage transformers related to the protected element. Figure 3.2 shows a
simplified block diagram of a digital protection system. The analog input subsystem
converts input signals in the levels of kilo-amperes and kilo-volts to low-level voltage
signals, such as 5 ampere and 67 volt (line-to-neutral) levels. But these levels are still too
high for electronic digital devices, which require only voltage inputs in the range of + 10
volts maximum. Thus, the current input must be fed to a low resistance and the voltage
signals must be further reduced.
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Figure 3.2 Functional block diagram of a digital relay [11].
In modern digital relay design, protection functions and automation functions are
two separated processing blocks, but are based on the same collected data and control the
same outputs. Protection functions and automation functions interact and exchange
information through separate storage areas, which are used to store the results of
automation and protection functions. Figure 3.3 illustrates protection and automation
function separation. While they exchange information between each function, a user
defined restoration automation function implemented in the automation function
programming block will not be able to corrupt the operation of protection functions. In
other words, the traditional protection function in the digital relay will not be affected by
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additional programmed automation tasks, which have the access of all the data from the
protection functions, breaker status and current and voltage measurements. As a result,
new digital relays provide an excellent platform for developing extended protection
functions through these available programmable functions.

Figure 3.3 Protection and automation separation.
Digital relays are more flexible and more selectable than conventional mechanical
relays. Digital relays provide advanced customization and automation programming. Fast
reconfiguration as a part of the efficient protection functions can be executed at the same
speed as fault detection and isolation through the programmable digital relays.
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3.2

Previous Work

In this section, the previous research work related to shipboard power system
integrated protection will be briefly introduced. Similar concepts from utility applications
will also be introduced.
Similar to the fast reconfiguration being an extension of protection for a shipboard
power system, the utility wide area protection, also known as remedial action or system
protection, is used to save the system from partial or total blackout or brown-out in
operational situations when particular equipment is faulted or operated outside its
limitations [22]. It can extend the system operational limits and increase the power
system reliability and stability. References [22, 23, 24] discuss the utility wide area
protection concept. The basic principles and purpose for applying wide area protection
schemes, phenomena, and solution implementation strategies are presented in [22]. A
wide area current differential backup protection is given in [23]. The protection scheme
takes into consideration operation time, section selectivity, and outage area. In [24], a
new wide area protection scheme is introduced based on phasor-measurements to
determine system stability and propose stabilizing actions.
Restoration reconfiguration is an important strategy, which will be executed after
the fault is isolated and loads are reenergized, to increase power system reliability and
survivability. It is critical for shipboard power systems to quickly restore service to a
section of the power system to survive battle damage, which may require altering the
configuration of the network. There is research devoted to the shipboard power system
restoration-reconfiguration, such as references [25,26,27]. For example the approach in
[25], a general reconfiguration method using heuristics, can reconfigure a given set of
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loads satisfying the operational requirements and load priorities. Reference [26] presents
a shipboard power intelligent network reconfiguration method for service restoration
using an expert system. An agent system for marine power plant restorationreconfiguration is introduced in [27].
Shipboard fast reconfiguration in this thesis is based on the zone-based
differential protection function in microprocessor-based relays. Reference [12] introduces
a new dynamic zone selection method in microprocessor-based relays. The dynamic zone
selection for complex station arrangement provides great selectivity for bus protection,
accurate information about which breakers need to trip during a fault, and advanced
flexibility of station protection and control.
3.3

Problem Statement and Proposed Work

In the previous chapters and sections, the background information about
shipboard power systems, shipboard power protection, and graph theory and its
application in power networks were introduced. Based on the studies of this information
and the requirements of the shipboard protection system, it is valuable to develop a fast
reconfiguration algorithm as an extension of the conventional shipboard protection
scheme to increase shipboard power system reliability and survivability.
The current shipboard power system has a relatively weak balance since the
generator capacity is close to the load size. The large rotational load on the ship makes
the power system vulnerable if balanced power is not maintained all the time. The normal
protection schemes only provide fault detection and isolation functions, but do not
consider system stability or power balance after fault isolation. This research will focus
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on extending protection functions, which can evaluate the new system configuration
caused by the fault and quickly reconfigure the remaining part of the system based on
power balance and minimal loss-of-load.
The purpose of this research is to extend shipboard power protection functions to
maintain the power balance of the reminder system after fault isolation and reduce the
impact of the fault. This will be accomplished by developing a new fast reconfiguration
algorithm. The fast reconfiguration function includes the detection of fault location and
breakers to be tripped, the evaluation of fault result, and the solution of post-fault
reconfiguration with minimal load loss and prioritized load shedding. The research
objectives include: Representation of the shipboard power system topology using graph
theory, determination of the fault location and impact based on the differential zone
selected protection scheme, and implementation of reconfiguration activities to minimize
the loss of load considering the prioritization.
3.4

Summary

In this chapter the reasons for developing the shipboard power system fast
reconfiguration scheme were presented. The previous research work related to shipboard
reconfiguration, and similar ideas in utility power protection systems were introduced.
The problem statement and proposed research work were also provided in this chapter.

CHAPTER IV
FAST RECONFIGURATION ALGORITHM DEVELOPMENT
This chapter details the development of the fast reconfiguration algorithm for a
shipboard power system. As long as a power network is represented with a graph, the
corresponding graph matrices based on the graph adjacency and incidence structures can
describe the system topology. The matrix specification provides far more efficient ways
of representing a larger or more complicated graph than a pictorial representation. This is
also the standard practice in communicating the matrix specification of a graph to
computers. The fast reconfiguration algorithm is then developed based on the system
topology information, which is represented by matrices. The sequence of the fast
reconfiguration algorithm includes: system information collection, system data update
after fault, search for path/paths with non-negative power balance, and possible load
shedding.
4.1

Power System Topology Representation Using Graph Theory

Graph theory can simplify power system representation, visualize the system
topology and operation, and represent all system topology changes as graph operations.
The dynamic protection zone selection algorithm, including graphical representation and
the associated matrix, have been developed and implemented in microprocessor based
digital relays to carry out the protection zone selection function for an arbitrary busbar
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configuration. In a bus arranged power system, the main components include service
switchboards, buses, cables, generators, and load feeders. Interconnections of these
components consist of breakers, circuit transformers (CTs), or combinations of circuit
breaker and transformer. Table 4.1 shows the relationship between the major components
of shipboard power system and the corresponding graphical elements.
Table 4.1 Graph representation of shipboard power system.
Components in Shipboard
Power Systems

Graph Elements

Service switchboard

Vertex

Bus

Vertex

Cable

Vertex

Generator

Vertex

Load feeder

Vertex

Breaker

Edge

CT

Edge

Breaker-CT

Edge

Figure 4.1 shows a bus arranged shipboard power system model, which consists
of six switchboards (bus 1, bus2, bus 3, bus 5, bus 6 and bus 7), two cables (bus 4 and
bus 8), four generators (G1, G2, G3, and G4), and eighteen breakers (with CT). Figure
4.2 shows the graph representation of the power system model in Figure 4.1. The
direction of the edge is related to the polarity of the corresponding CT connection.
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Figure 4.1 A shipboard power system model.

Figure 4.2 Graph representation of the shipboard power system model in Figure 4.1.

42

Based on the principles of differential zone selection, which were introduced in
Chapter II, each bus with directly connected breakers is defined as a zone in the
differential protection scheme. In the corresponding system of graph representation, each
vertex with the directly connected edges represents a protection zone. Table 4.2 assigns
the circuit breaker to zone configuration with CT polarity for Figure 4.1. The arrow
pointing towards a zone indicates a positive CT polarity. In Table 4.2, “p” is used to
represent the positive CT polarity. The arrow pointing away from a zone indicates a
negative CT polarity. In Table 4.2, “n” is used to represent the negative CT polarity.
Before running the current differentiation calculation, the protection zone selection
function determines whether to assign the current to a proper protection zone based on
the corresponding circuit breaker status or its auxiliary contact status, which are
monitored by the protection system in real-time. The overall fault detection scheme is
adaptive to any power system reconfiguration through circuit breaker operations. A larger
protection zone can be easily constructed by combining adjacent zones as a check zone to
increase security or as a backup protection application.
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Table 4.2 Graph representation of shipboard power system in Figure 4.1.
Zone

Protected Component

Zone 1

Bus 1

Zone 2

Bus 2

Zone 3

Bus 3

Zone 4

Bus 4

Zone 5

Bus 5

Zone 6

Bus 6

Zone 7

Bus 7

Zone 8

Bus 8

Connected Breakers

BK 1(p), BK 2(n), BK 3(n),
BK 18(n)
BK 3(p), BK 4(n),
BK 5(p)
BK 5(n), BK 6(n), BK 7(p),
BK8 (n)
BK 8(p), BK 9(p)
BK 9(n), BK 10(p), BK 11(n),
BK12 (n)
BK 12(p), BK 13(n),
BK 14(p)
BK 14(n), BK 15(n), BK 16(p),
BK 17(n)
BK 17(P), BK 18(p)

After simplifying a power system topology into a graph, the corresponding
matrices can represent the graph mathematically for computer implementation. For
example, the relationship between each protected zone and its directly connected breakers
is shown in Table 4.2. That can be represented as a breaker-to-zone matrix, which is also
named edge-to-vertex (EtoV ) matrix in the graph represented system. In the power
system shown in Figure 4.1, EtoV = [S(Zone1), S(Zone2), S(Zone3), S(Zone4),
S(Zone5), S(Zone6), S(Zone7), S(Zone8)] T , which involves each protected zone. The
incidence vectors of the matrix EtoV are shown in Table 4.3 Each vector has eighteen
elements that correspond with the eighteen breaker edges. The positive sign represents
positive CT polarity and the negative sign represents negative CT polarity.
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Table 4.3 Vectors of edge-to-vertex matrix.
S(Zone1) = [+1, -1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1]
S(Zone2) = [0, 0, +1, -1, +1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]
S(Zone3) = [0, 0, 0, 0, -1, -1, +1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]
S(Zone4) = [0, 0, 0, 0, 0, 0, 0, +1, +1, 0, 0, 0, 0, 0, 0, 0, 0, 0]
S(Zone5) = [0, 0, 0, 0, 0, 0, 0, 0, -1, +1, -1, -1, 0, 0, 0, 0, 0, 0]
S(Zone6) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, +1, -1, +1, 0, 0, 0, 0]
S(Zone7) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, -1, +1, -1, 0]
S(Zone8) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, +1, +1]

4.2

Fast Reconfiguration Algorithm Development

4.2.1 Fast reconfiguration algorithm procedure
As the zone-based differential fault detection function continuously monitors the
power system configuration and the power flowing through each circuit breaker, the
power balance (surplus or deficit) of each protection zone can be updated in real time by
replacing the power fed by a generator with its rated capacity. Under normal conditions,
the power flowing into a zone that has no generator attached should equal the power
flowing out of the zone. Zones with a generator attached should have a certain degree of
power generation surplus. The real time power balance profile of each zone can be easily
latched by digital relays for fast reconfiguration functions to make decisions after fault
detection. When the power system experiences fault(s), the fault detection functions will
quickly locate the fault and issue a trip signal to the breakers surrounding the faulted zone
to isolate the fault. Because the zone-based fault detection functions know which circuit
breakers are to be tripped, the additional fast reconfiguration function, which is part of
the integrated protection functions, can quickly identify the outcome of the fault in terms
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of post-fault power generation and load balance of the remainder system based upon the
latched pre-fault power balance profile and current power system configuration
information. Any unfaulted zone, which does not have enough power generation
surpluses to compensate for the to-be-lost imported power from the faulted zone, should
merge with other unfaulted zones to avoid loss of its load. Given the graph representation
of the power system as used by zone-based differential fault detection functions, the fast
configuration algorithm will promptly determine whether a post-fault system
configuration, in which each zone has balanced power supply and load, exists through a
heuristic search. If a post-fault system configuration has any subsystem with a power
deficit after merging all possible connected zones, non-vital loads of this subsystem will
be cut to meet the power flow balance and, therefore, to minimize the loss of vitals load.
The objective of the fast reconfiguration function is an attempt to maintain the system
vital load at near pre-fault level through fast reconfiguration and, if necessary, prioritize
load shedding. The fast reconfiguration function will run at the same processing speed of
fault detection functions. The circuit breaker operation signals from the reconfiguration
function should be issued right after the fault is isolated without any intentional delay.
The processing diagram of the fast reconfiguration function is shown in Figure 4.3. Major
processing steps involved are: system data information collection, system data update
after fault, search for path(s) with non-negative power balance, and possible load
shedding.
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Figure 4.3 Fast reconfiguration process sequences.
4.2.2 System data information collection
The graph matrices can mathematically represent the power system topology and
operations and be easily implemented by computers. The data information that the fast
reconfiguration algorithm needs includes the system breaker-to-zone matrix, the system
breaker type and status, instantaneous power flow, generator capacity, and load priority.
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The system breaker-to-zone matrix represents each protected zone and its directly
connected breakers with CT, which has been introduced in the previous section. Except
for the system breaker-to-zone matrix, breaker type (BRK_TYPE) and breaker status
(BRK_STATUS) matrices are shown in Table 4.4. In the breaker type matrix, the matrix
element “1” refers to a generator breaker that connects a generator with a zone, the
element “2” refers to the tie breaker that connects two zones, and the element “3” refers
to the load breaker that connects a load feeder. The breaker status matrix represents the
system breaker open/close status. A “1” means that the breaker is closed, and a “0”
means that the breaker is open. The instantaneous power flow through each breaker can
be obtained from the protection system. The generator capacity (GEN_CAPACITY)
matrix is a two-column matrix. The first column contains the index of the generator
breaker and the second column contains the corresponding generator capacity. The
instantaneous power flow (BRK_FLOW) matrix and generator capacity matrix are also
shown in Table 4.4 with the unit of MW. The load priority (LOAD_PRIORITY) matrix is
another important piece of information that the fast reconfiguration algorithm needs when
the system requires possible load shedding. In the load priority matrix shown in Table
4.4, the first column contains the index of the breaker; the second column contains the
load priority, with larger numbers indicating the higher priority. In the power system
model shown in Figure 4.1, loads 2, 4, 5, and 6 have higher priority than loads 1 and 3.
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Table 4.4 Matrices used by the fast reconfiguration algorithm.
BRK_TYPE = [1, 3, 2, 3, 2, 3, 1, 2, 2, 1, 3, 2, 3, 2, 3, 1, 2, 2]
BRK_STATUS = [1, 1, 1, 1, 0, 1, 1, 0, 0, 1, 1, 1, 1, 0, 1, 1, 1, 1]
BRK_FLOW = [23, 2, 20, 20, 0, 2, 2, 0, 0, 22, 2, 20, 20, 0, 2, 1, -1, 1] (MW)
GEN_CAPACITY = [1, 36; 7, 4; 10, 36; 16, 4]
LOAD_PRORITY = [2, 1; 4, 2; 6, 1; 11, 2; 13, 2; 15, 2]

4.2.3 System data update after fault detection
When single or multiple faults happen on the shipboard power system, the zonebased differential fault detection function will quickly identify the faulted zone(s) and
isolate the faulted zone(s). The corresponding tripped breaker status in the BRK_STATUS
matrix will be updated to zero. Then a new system incidence matrix EtoV_new will be
updated after fault isolation by removing the row(s) of the isolated zone(s) and the
column(s) of the tripped breaker(s) for fault isolation. For example, in the power system
shown in Figure 4.1, if a fault happens in zone 1, breakers 1, 2, 3,and 18 are tripped and
isolate the fault. The updated BRK_STATUS matrix and updated EtoV = [S(Zone2),
S(Zone3), S(Zone4), S(Zone5), S(Zone6), S(Zone7), S(Zone8)] T matrix are shown in
Table 4.5. Then, the BRK_FLOW matrix is updated after removing the column(s) of the
tripped breaker and replacing the instantaneous power flow of generator breakers with the
corresponding generator capacity. The updated BRK_FLOW matrix is also shown in
Table 4.5.
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Table 4.5 Updated matrices after fault isolation.
BRK_STATUS = [0, 0, 0, 1, 0, 1, 1, 0, 0, 1, 1, 1, 1, 0, 1, 1, 1, 0]
S(Zone2) = [ -1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]
S(Zone3) = [0, -1, -1, 1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0]
S(Zone4) = [0, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0]
S(Zone5) = [0, 0, 0, 0, 0, -1, 1, -1, -1, 0, 0, 0, 0, 0]
S(Zone6) = [0, 0, 0, 0, 0, 0, 0, 0, 1, -1, 1, 0, 0, 0]
S(Zone7) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, -1, 1, -1]
S(Zone8) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1]
BRK_FLOW = [20, 0, 2, 4, 0, 0, 36, 2, 20, 20, 0, 2, 4, -1] (MW)

The Zone_Balance matrix can show whether power is balanced or not with any
zone. It can be calculated by the below equation:
Zone_Balance = EtoV * [BRK_FLOW] T
After fault isolation, the Zone_Balance matrix also will be updated. The post-fault
Zone_Balance matrix is shown in Table 4.6. In this case, zone 2 and zone 8 have negative
power balance, which means that zone 2 imported 20MW power and zone 8 imported
1MW power from faulted zone 1 before fault occurred.

Table 4.6 Updated zone power balance for zone 1 fault for system of Figure 4.1.
Zone Index
Power Balance
(MW)

2

3

4

5

6

7

8

-20

2

0

14

0

3

-1

4.2.4 Possible path search for negative power zone
When any fault(s) occur on a power system, and the protection system has
isolated the faulted zone, the previous steps of the fast reconfiguration algorithm can
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check for any unfaulted zones with a negative power balance, which may cause a system
unbalance or even system collapse. In order to find a possible power surplus that may
supply power to the zone(s) with a negative power balance, a path-searching algorithm is
necessary as a function of fast reconfiguration algorithm. All the zones with the power
deficit, if any, are stored in a priority queue, in which a larger power deficit means higher
priority. For example, in the previous case, zone 2 has a 20 MW power deficit, which is
larger than the 1 MW, the power deficit of zone 8. Therefore, the path-searching
algorithm will start from zone 2. The first element of the priority queue is chosen as the
first start node (vertex) for the search algorithm to find the shortest path with no power
deficit in the tree space defined by the connectivity matrix EtoV. The shortest distance is
the minimum number of tie breakers between the end node and the start node. The
breadth-first search algorithm has been developed to solve this problem. The search
function will return when it finds a path with non-negative power balance, as well as
when the tree space is completely searched. During the search process, the connectivity
matrix and power balance vector are properly updated to prepare for the path search of
the next node in the priority queue. If any node stored in the priority queue is already
included in the existing merged path, the corresponding node is excluded from the
priority queue. The process continues until the priority queue is empty.
The output of the path searching function is a list of merged path(s), which is a
defined structure including the sequence of the vertices, the corresponding sequence of
breakers along the path, and the amount of power deficit, if this path has a negative
power balance. For the example power system, the output is only one path, which is
illustrated with the following:
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Path_1.Vertices = [2, 3, 4, 5, 6, 7, 8];
Path_1.Breakers=[5, 8, 9, 12, 14, 17];
Path_1.Power_Balance = [-2].
4.2.5 Load shedding
If there is any path with a negative power balance in the output of the path
searching function, load shedding is activated to enforce the power balance of that
particular path through prioritized load shedding. All the load breakers connected to the
path with a negative power balance are extracted from the incidence matrix and stored in
a priority queue according to the load priority. Another search function is implemented to
find an aggregation of loads with the lowest priority and the minimum amount to shed to
keep the power balance of this path as zero or within a reasonable surplus margin. The
load shedding searching sequences are shown in Figure 4.4. The output of the load
shedding function is a vector that includes the index of the load breakers to open. For
this test case, the load chosen by the load shedding function is service load 3, as it has the
lowest priority. Therefore the output is:
BRK_Open = [6].
The overall output of the fast reconfiguration algorithm consists of a vector of
close signals to these breakers, if they are open, along the path and a vector of open
signals to these load breakers, if load shedding is necessary.

52

Figure 4.4 Load shedding process sequences.
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4.3

Summary

In this chapter, the development of the shipboard power system fast
reconfiguration algorithm was introduced. The procedure of the fast reconfiguration
algorithm includes system data information collection, system data update after fault,
searching path(s) with non-negative power balance, and possible load shedding.

CHAPTER V
TEST CASES AND RESULTS
The fast reconfiguration algorithm has been developed and implemented in
Matlab, as the currently available commercial relays in our laboratory do not have the
programmable functions necessary for the fast reconfiguration algorithm. The fast
reconfiguration algorithm has been tested on several power system models, such as a
non-symmetrical system, a symmetrical system with different generation contributions,
and a large power system with distributed generators.
Table 5.1 Test case models.
Power System
Models

Model 1, Nonsymmetrical system

Main Components Number of Test Number of Test
of the Power System
Cases
Cases with Load
Shedding
3 generators
6 protected zones
6
2
14 circuit breakers

Model 2, Fourgenerator power
system

4 generators
8 protected zones
18 circuit breakers

8

1

Model 3, Power
system of Model 2
with different
generation contribution
Model 4, Large system
with distributed
generators

4 generators
8 protected zones
18 circuit breakers

8

3

9

6

5 main generators
3 distributed
generators
13 protected zones
34 circuit breakers
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Table 5.1 shows the characteristics of the power system test case models. The test
results will be presented and analyzed in this chapter.
5.1

Non-symmetrical System Model

The fast reconfiguration algorithm has been tested with a non-symmetrical power
system model with three generators. The power system topology is shown in Figure 5.1.

Figure 5.1 Model 1: Non-symmetrical three-generator power system.
Based on the power system topology, the necessary data for fast reconfiguration is
listed in Table 5.2. In this case, breaker 4 is normally open, and the six loads have three
priority levels.
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Table 5.2 Power system topology matrices of Model 1.
S(Zone1) = [1, -1, 0, 0, 0, 0, 0, 0, -1, -1, 0, 0, 0, 0]
S(Zone2) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1, -1, 1, 0, 0]
S(Zone3) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 1, -1]
S(Zone4) = [0, 1, -1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]
S(Zone5) = [0, 0, 0, 1, -1, 1, 0, 0, 0, 0, 0, 0, 0, 0]
S(Zone6) = [0, 0, 0, 0, 0, -1, 1, -1, 0, 0, 0, 0, 0, 0]
BRK_TYPE = [1, 2, 3, 2, 3, 2, 1, 3, 3, 2, 3, 2, 1, 3]
BRK_STATUS = [1, 1, 1, 0, 1, 1, 1, 1, 1 1, 1, 1, 1, 1]
BRK_FLOW = [6, 2, 2, 0, 3, 3, 8, 5, 2, 2, 20, 18, 22, 4] (MW)
GEN_CAPACITY = [1, 8; 7, 15; 13, 30]
LOAD_PRORITY = [3, 1; 5, 1; 8, 2; 9, 2; 11, 3; 14, 3]

Only generation bus isolation may cause an unfaulted bus/buses with a power
deficit and system unbalance. The fast reconfiguration algorithm has been tested on
model 1 with six scenarios, which are fault/faults happening on different generation
bus/buses and the faulted bus/buses were isolated by the protection system. Table 5.3
shows the test results of the six scenarios on model 1. Case 1, case 2, and case 3 show
that a fault happened on a single bus. Case 4, case 5, and case 6 show that two faults
happened on different buses.
In case 1, when the fault happened on bus 1 and protection system isolated bus 1
from the system, bus 2 and bus 4 had negative power balance. Then, the fast
reconfiguration algorithm started to search possible paths with non-negative power
balance for each negative power bus (bus 2, bus 4). B2-B3 is the path that involves bus 2
and bus 3, and this path can provide power to the negative power bus 2. B4-B5-B6 is the
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path that involves bus 4, bus 5, and bus 6, and this path can supply power to the negative
power bus 4. Since these two paths both have positive power balance, no load shedding is
needed in this case.
In case 2, after finding the path B2-B1-B4-B5-B6 that can supply power to the
negative power bus 2, the power balance in this path remains negative. Load shedding is
needed in this case. Using the load shedding function, load L1 and load L2 with the
lowest priority in the particular path will be shed first. However, the power balance of the
path remains negative after shedding load L1 and load L2, then, load L3 with the next
load priority will be shed based on the load capacity. After shedding loads L1, L2, and
L3, the power balance of the path B2-B1-B4-B5-B6 will be positive. Therefore, the
unfaulted part of the power system will be more stable with a balanced power supply.
In case 4, two faults happened on bus 1 and bus 3. After fault isolation, bus 2 and
bus 4 both have a power deficit. In this case, there is no possible path existing that can
compensate power to bus 2. Bus 2 will have power outage.
In case 6, after finding the path B2-B1-B4-B5 that can supply power to the
negative power bus 2 and bus 5, the power balance in this path is still negative. Possible
load shedding is needed. Because the load capacity of load L5 of this path is bigger than
the total generator capacity of this path, load-shedding function will shed load L5 first
though load L5 has the highest priority among the loads of this path.
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Table 5.3 Model 1 test results.
Case
Number

Faulted
Bus
Number

Negative
Power
Bus

Case 1

B1 (G1)

Case 2

B3 (G2)

B2
B4
B2

Case 3

B6 (G3)

B5

Case 4

B1, B3
(G1,
G2)
B1, B6
(G1,
G3)
B3, B6
(G2,
G3)

B2, B4

Case 5
Case 6

5.2

B2
B5
B4
B2
B5

Possible
Power
Supply Bus
Sequence
B2-B3
B4-B5-B6
B2-B1-B4B5-B6

Possible
Load
Shedding

Breaker
Reconfiguration
(Open/Close)

No

BK4 (C)

Yes(L1, L2,
L3)

BK3, 5, 8 (O)
BK4 (C)

B5-B4-B1B2-B3
No
B4-B5-B6

No

BK4 (C)

No

BK4(C)

B2-B3
No
No
B2-B1-B4B5
B5-B4-B1B2

No

No

Yes
(L5)

BK11 (O)
BK4 (C)

Four-generator Power System

Model 2 is a symmetrical power system with four generators and is based on the
shipboard DD(X) power system model. The power system topology is shown in Figure
5.2. There are two main generators (G1 and G3) and two auxiliary generators (G2 and
G4). Based on the power system topology, the necessary data for fast reconfiguration is
listed in Table 5.4. In this case, breakers 5, 8, 9, and 14 are usually open, and the system
is run as a radial system. The total six loads have two priority levels.
The fast reconfiguration algorithm has been tested on model 2 with eight
scenarios, which are that a fault/faults happened on different generation bus/buses. Table
5.5 shows the test results of the eight scenarios on model 2. Case 7 through case 10 show
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that a fault happened on a single bus. Case 11 through case 14 show that two faults
happened on different buses.

Figure 5.2 Model 2: Power system with non-symmetrical generation contribution.
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Table 5.4 Power system topology matrices of Model 2.
S(Zone1) = [1, -1, –1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1]
S(Zone2) = [0, 0, 1, -1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]
S(Zone3) = [0, 0, 0, 0, -1, -1, 1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]
S(Zone4) = [0, 0, 0, 0, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0]
S(Zone5) = [0, 0, 0, 0, 0, 0, 0, 0, -1, 1, -1, -1, 0, 0, 0, 0, 0, 0]
S(Zone6) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, -1, 1, 0, 0, 0, 0]
S(Zone7) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, -1, 1, 1, 0]
S(Zone8) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 1]
BRK_TYPE = [1, 3, 2, 3, 2, 3, 1, 2, 2, 1, 3, 2, 3, 2, 3, 1, 2, 2]
BRK_STATUS = [1, 1, 1, 1, 0, 1, 1, 0, 0, 1, 1, 1, 1, 0, 1, 1, 1, 1]
BRK_FLOW = [13, 2, 10, 10, 0, 1, 1, 0, 0, 22, 2, 20, 20, 0, 5, 4, 1, 1] (MW)
GEN_CAPACITY = [1, 36; 7, 4; 10, 34; 16, 4]
LOAD_PRORITY = [2, 1; 4, 2; 6, 1; 11, 1; 13, 2; 15, 1]

Table 5.5 Model 2 test results.
Case
Number
Case 7
Case 8

Faulted
Bus
Number
B1 (G1)
B3 (G2)

Negative
Power
Bus
B2
No

Possible
Power Supply
Bus Sequence
B2-B3-B4
No

Possible
Load
Shedding
No
No

Breaker
Reconfiguration
(Open/Close)
BK5, 8, 9 (C)
No

Case 9
Case 10

B5 (G3)
B7 (G4)

B6
No

B6-B7-B8-B1
No

No
No

BK14 (C)
No

Case 11

B1, B3
(G1, G2)
B1, B5
(G1, G3)

B2
B7
B6
B2
B7
No

No
B7-B6-B5
B6-B7
B2-B3
B7-B6
No

No

BK14(C)

Yes
(L2, L5,
L6)
No

BK4, 13,15 (O)
BK5, 14 (C)

B6

No Possible
Generation

No

No

Case 12
Case 13
Case 14

B3, B7
(G2, G4)
B5, B7
(G3, G4)

No
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5.3

Four-generator Power System with Different Generation Contribution

The topology of model 3 is similar to model 2, except that model 2 has nonsymmetrical generation contribution, and model 3 has a different generation contribution.
In the power system of model 3, generator 1 and generator 3 have similar generation
capacities. Generator 2 and generator 4 also have similar generator capacities. The power
system topology is shown in Figure 5.3. Based on the power system topology, the
necessary data for fast reconfiguration is listed in Table 5.6. In this case, breakers 5, 8, 9,
14, 17 and 18 are normally open.

Figure 5.3 Model 3: Power system with symmetrical generation contribution.
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Table 5.6 Power system topology matrices of Model 3.
S(Zone1) = [1, -1, –1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1]
S(Zone2) = [0, 0, 1, -1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]
S(Zone3) = [0, 0, 0, 0, -1, -1, 1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]
S(Zone4) = [0, 0, 0, 0, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0]
S(Zone5) = [0, 0, 0, 0, 0, 0, 0, 0, -1, 1, -1, -1, 0, 0, 0, 0, 0, 0]
S(Zone6) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, -1, 1, 0, 0, 0, 0]
S(Zone7) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, -1, 1, -1, 0]
S(Zone8) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1]
BRK_TYPE = [1, 3, 2, 3, 2, 3, 1, 2, 2, 1, 3, 2, 3, 2, 3, 1, 2, 2]
BRK_STATUS = [1, 1, 1, 1, 0, 1, 1, 0, 0, 1, 1, 1, 1, 0, 1, 1, 0, 0]
BRK_FLOW = [32, 2, 30, 30, 0, 2, 2, 0, 0, 32, 2, 30, 30, 0, 2, 2, 0, 0] (MW)
GEN_CAPACITY = [1, 36; 7, 4; 10, 36; 16, 4]
LOAD_PRORITY = [2, 1; 4, 2; 6, 1; 11, 1; 13, 2; 15, 1]

The fast reconfiguration algorithm has been tested on model 3 with eight
scenarios, which are that fault/faults happened in different generation bus/buses. Table
5.7 shows the test results of the eight scenarios on model 3. Case 15 through case 18
show that a fault happened on a single bus. Case 19 through case 22 show that two faults
happened on different buses.
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Table 5.7 Model 3 test results.
Case
Number

Faulted
Bus
Number

Negative
Power
Bus

Possible
Power
Supply Bus
Sequence
B2-B3-B4B5-B6-B7-B8

Possible
Load
Shedding

Breaker
Reconfiguration
(Open/Close)

Case 15

B1 (G1)

B2

Yes
(L2)

No

No

No

BK4 (O)
BK5, 8, 9, 14, 17
(C)
No

Case 16

B3 (G2)

Case 17

B5 (G3)

B6

B6-B7-B8B1-B2-B3-B4

Yes
(L5)

Case 18

B7 (G4)

No

No

No

BK13 (O)
BK 5, 8, 14, 17,
18 (C)
No

Case 19

B1, B3
(G1, G2)

B2

No Possible
Generation

No

No

Case 20

B1, B5
(G1, G3)

B6
B2

B6-B7
B2-B3

Yes
(L2, L5)

BK4, 13 (O)
BK 5, 14 (C)

Case 21

B3, B7
(G2, G4)

No

No

No

No

Case 22

B5, B7
(G3, G4)

B6

No Possible
Generation

No

No

5.4

Larger Power System with Distributed Generators

Model 4 is a larger power system with five main generators and three distributed
generators. The power system topology is shown in Figure 5.4. There are five main
generators (G1, G2, G3, G4 and G5) and three distributed generators (DG1, DG2 and
DG3). Based on the power system topology, the necessary data for fast reconfiguration is
listed in Table 5.8. In this case, the distributed generators do not contribute to the power
system at normal situations, and breakers 7, 15, 16, 17, 23, 28 and 30 are usually open.
The thirteen loads have three priority levels.
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The fast reconfiguration algorithm has been tested on model 4 with nine
scenarios. Table 5.9 shows the test results of the nine scenarios on model 4. Case 23
through case 27 show that a fault happened on a single bus. Case 28 through case 31
show that two faults happened on different buses.

Figure 5.4 Model 4: Large power system with distributed generators.
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Table 5.8 Power system topology matrices of Model 4.
S(Zone1) = [1, -1, –1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, -1, 0, 0]
S(Zone2) = [0, 0, 1, -1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0]
S(Zone3) = [0, 0, 0, 0, 1, -1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0]
S(Zone4) = [0, 0, 0, 0, 0, 0, 0, -1, -1, 1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0]
S(Zone5) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, -1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, -1]
S(Zone6) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, -1, -1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0]
S(Zone7) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0]
S(Zone8) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 1, -1, -1, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0]
S(Zone9) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, -1, 1, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0]
S(Zone10) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, -1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0]
S(Zone11) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1,
-1, 1, 0, 0, 0, 0, -1, 0]
S(Zone12) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, -1, -1, 1, 1, 0, 0, 0]
S(Zone13) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, -1, 1, 0, 0]
BRK_TYPE = [1, 3, 2, 3, 2, 3, 1, 2, 3, 1, 2, 3, 2, 3, 2, 1, 2, 1, 3, 2, 3,1, 2, 3, 1,
2, 3, 2, 3, 1, 2, 2, 3, 3]
BRK_STATUS = [1, 1, 1, 1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 1, 1, 1, 1, 1, 0, 1,
1, 1, 1, 0, 1, 0, 1, 1, 1, 1]
BRK_FLOW = [26, 2, 23, 1, 22, 36, 0, 14, 1, 18, 3, 0.5, 2, 2, 0, 0, 0, 20, 2, 18,
25, 7, 0, 2, 3, 1, 0.6, 0, 1, 0, 1, 1, 0.4, 0.5] (MW)
GEN_CAPACITY = [1, 30; 7, 0.8; 10, 20; 16, 1; 18, 25; 22, 10; 25, 4; 30, 0.5]
LOAD_PRORITY = [2, 2; 4, 1; 6, 3; 9, 1; 12, 2; 14, 1; 19, 1; 21, 3; 24, 2; 27,
1; 29, 1; 33, 2; 34, 1]
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Table 5.9 Model 4 test results.
Case
Number
Case 23

Faulted
Bus
Number
B1 (G1)

Negative
Power
Bus
B2
B13

Case 24

B4 (G2)

B3
B5

Case 25

B8 (G3)

B9

Case 26

B9 (G4)

No

Case 27

B10 (G5)

B11

Case 28

B1, B4
(G1, G2)

B2
B3
B5
B13

Case 29

B1, B8
(G1, G3)

B2
B9
B13

Case 30

B4, B10
(G2, G5)

Case 31

B8, B10
(G3, G5)

Possible
Possible
Breaker
Power Supply
Load
Reconfiguration
Bus Sequence
Shedding
(Open/Close)
B2-B3-B4-B5Yes
BK4, 9, 12, 14,
B6-B7-B8-B9- (L2,L4,L5, 19, 24, 27, 29, 33,
B10-B11-B12- L6,L7,L8,L
34 (O)
B13
10,L11,L12 BK 7, 15, 16, 17,
,L13)
23, 28, 30 (C)
B3-B2-B1Yes
BK14 (O)
B13-B12-B11(L7)
BK 7, 15, 16, 17,
B10-B9-B823, 28, 30 (C)
B7-B6-B5
B9-B10-B11Yes
BK4, 9, 14, 27,
B12-B13-B1- (L2,L4,L6,
29, 34 (O)
B2-B3-B4-B5L7,L11,
BK7, 15, 16, 23,
B6-B7
L13)
28, 30 (C)
No
No
No
B11-B12-B13B1
B2-B3
B5-B6-B7
B13-B12-B11B10

No

BK 30 (C)

Yes
(L2,L3)

BK4, 6 (O)
BK7, 15, 16, 28,
30 (C)

Y
(L3,L9)

BK6, 21 (O)
BK 7, 15, 16, 23,
28, 30 (C)

B3
B5
B11

B2-B3-B4-B5B6-B7
B9-B10-B11B12-B13
B3-B2-B1B13-B12-B11
B5-B6-B7-B8

Y
(L3)

BK6 (O)
BK7, 15, 16, 28,
30 (C)

B9
B11

B11-B12-B13B1

No

BK 28, 30 (C)
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5.5

Summary

In this chapter, the fast reconfiguration algorithm, which has been implemented in
MATLAB m-files, has been tested on four different power system models with various
fault scenarios. Detailed test results were presented and verified through manual
checking. These test results have demonstrated that the proposed fast reconfiguration
function can be applied to different system topologies and handle different fault
scenarios. Also, the proposed fast reconfiguration algorithms accurately enforce the
power balance between generation and loads with the minimum loss of high priority
loads.

CHAPTER VI
CONCLUSION AND FUTURE WORK

6.1

Conclusion

As the shipboard power system mission is critical, power supply to various
components needs to be maintained to the maximum extent under all possible conditions.
Traditional protection systems are designed for fast detection and isolation of a faulted
component. For close-coupled shipboard power systems with limited power generation
capacity, using only fast fault detection and isolation may not be sufficient for restoring
the faulted power system to normal operation status if the fault is severe. This research
work focused on the development of a fast reconfiguration algorithm that is an extension
of the zone-based differential fault detection scheme to maintain the power balance of the
remainder of the system after fault isolation and minimize the loss of high-priority loads.
The main contribution of the developed fault reconfiguration algorithm is summarized as
the follows:
•

Graph theory is utilized to simplify and visualize the shipboard power system
topology by defining different power system components as proper graph
elements.
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•

Numerical matrices and vectors are constructed from the graph to represent
the shipboard power system status. Power system topology changes are
mapped to corresponding efficient matrix operations.

•

A breadth-first search algorithm is implemented for an efficient method to
find the path with possible balanced power generation and load demand.

•

A load-shedding scheme based on the load priority is developed to reduce to
loss of high-priority load to the minimum.

The developed fast reconfiguration algorithm has been tested on four different
shipboard power system models for different fault scenarios. The test results verified the
correctness of the algorithm.
6.2

Future Work

At present, the algorithm has been implemented in a stand-alone computer
program because the available commercial protection relays do not provide all the
necessary functions required by the algorithm. Future work includes developing an
interface between available commercial relays and the Matlab functions to facilitate data
exchange in real-time and, eventually, implementing the algorithm completely in special
protection devices for shipboard power system applications and test these devices on real
time digital simulator (RTDS) in the real-time hardware in the loop fashion.
Also, the following aspects of the fast reconfiguration algorithm can be further
improved:
•

Investigating different search algorithms to improve the efficiency of the
path search function.
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•

Defining more rules for the load shedding decision to optimize the load
shedding scheme.

•

Incorporating the priority of power generation capacity into the path
search function and, therefore, to accommodate distributed generators.
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APPENDIX
MATLAB M-FILES OF THE IMPLEMENTATION OF FAST
RECONFIGURATION ALGORITHM
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List of functions

Search.m
EdgeSequence.m
FurtherCheck.m
LoadShedding.m
BRKFlowUpdate.m
BRKUpdate.m
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Search.m

clear all
% Bus Vertex-to-edge Matrix
%
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
EtoV = [1 -1 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -1;
0 0 1 -1 1 0 0 0 0 0 0 0 0 0 0 0 0 0;
0 0 0 0 -1 -1 1 -1 0 0 0 0 0 0 0 0 0 0;
0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0;
0 0 0 0 0 0 0 0 -1 1 -1 -1 0 0 0 0 0 0;
0 0 0 0 0 0 0 0 0 0 0 1 -1 1 0 0 0 0;
0 0 0 0 0 0 0 0 0 0 0 0 0 -1 -1 1 -1 0;
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 -1;];
% BRK Type: 1(Generator), 2(Load), 3(Tie)
BRK_Type = [1 2 3 2 3 2 1 3 3 1 2 3 2 3 2 1 3 3];
%Breaker status
BRK_52 = [1 1 1 1 0 1 1 0 0 1 1 1 1 0 1 1 1 1];
%Breaker instanteous power flow
BRK_Flow = [23 2 20 20 0 1 1 0 0 22 2 20 20 0 5 2 1 1];
%First colum is the number of BRK, the second colum is the generator
%capacity
BRK_Src = [1 36; 7 4; 10 34; 16 4];
%Replace the Gen BRK instataneous flow with Gen Capacity
BRK_Flow_Src = BRKFlowUpdate(BRK_Flow, BRK_Src);
%Snapshot of the EtoV matrix with current BRK status
EtoV_Snap = BRKUpdate(EtoV, BRK_52);
%Bus Power Summary before fault
Bus_P_Pre = EtoV_Snap*BRK_Flow_Src';
%Extract Edge(Vertex sets)
%The first two colums are the number of vertex, the last one is the number
%of edge
VtoE = EdgeExtraction(EtoV);
%Faulted Bus
F_Bus = [1];
% Similary individual breaker operation can also be implemented
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% Update the BRK_52 status, and VtoE matrix
[BRKTripped, BRK_52_Update, EtoV_Update]=BusFault(EtoV_Snap,F_Bus,
BRK_52);
%Post Fault, bus power flow summary
V_P = EtoV_Update*BRK_Flow_Src';
%Find the bus with negative power flow sum
Neg_Bus = find(V_P < 0 );
if isempty(Neg_Bus)
disp('No negative bus created by the fault')
return
else
%Sort the negative node in increase order
%Deal with the node with worst power deficient first
Neg_Bus = nodesort(V_P, Neg_Bus, 'I');
%VtoE truncate
%Find the faulted edge that is related to the faulted bus, then delete it
%from the VtoE matrix to avoid being a part of future path
for i = 1:length(F_Bus)
[i_row, j_col] = find(VtoE(:,1:2)==F_Bus(i));
if ~isempty(i_row)
VtoE(i_row,:) = [];
end
end
%Define the structure of the result storation
S = struct('Neg_Bus',{[]},'NodeSeq',{[]}, 'EdgeSeq',{[]}, ...
'PowerBalance',{[]}, 'FinalNode',{[]}, 'MergedPath', {[]},'UpperNode',{[]});
MergedPath = [];
Result = S;
for i = 1:length(Neg_Bus)
sprintf('Start from negative node %d with power %d',Neg_Bus(i),
V_P(Neg_Bus(i)))
temp = [];
if(i > 1)
%If current negative node is already a part of a existing path,
%then neglect it
for j = 1:length(Result)
temp = find(Result(j).NodeSeq == Neg_Bus(i));
if ~isempty(temp)
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sprintf('Negative Node %d is already a part of path %d', Neg_Bus(i), j)
break;
end
end
end
if (i==1)|(isempty(temp))
%If current negative node is not a part of any existing path
NodeSeq = [Neg_Bus(i)];
StartNode = Neg_Bus(i);
EdgeSeq = [];
P_S = V_P(StartNode); %Power Summation
UpperNode = StartNode;
%Power_Sum = Bus_Power_Sum_Post(Neg_Bus();
while(StartNode ~=0)&(P_S < 0)
[NodeSeq, EdgeSeq, StartNode, VtoE, V_P, P_S, UpperNode] = ...
EdgeSequence1(VtoE, V_P, StartNode, NodeSeq, EdgeSeq, P_S,
UpperNode);
end
if(P_S < 0)
disp('This path with negative power balance based on the first level search');
%Check to see whether one of its nodes is connected with any
%existing path
if ~isempty(Result(1).Neg_Bus)
[NodeSeq,flag, StartNode, MergedPath, AddPathIndex] =
FurtherCheck(NodeSeq, Result);
if(flag == 1)
disp('there is a potential path merge with existing path with positive
power balance')
%Call the path finding function again
UpperNode = StartNode;
while(StartNode ~=0)&(P_S < 0)
[NodeSeq, EdgeSeq, StartNode, VtoE, V_P, P_S, UpperNode] = ...
EdgeSequence1(VtoE, V_P, StartNode, NodeSeq, EdgeSeq, P_S,
UpperNode);
end
if(P_S < 0)
sprintf('This path is merged with existing path:')
sprintf('%d',MergedPath)
disp('Even after path merge, there is still no enough power to support
this negative node');
else
%This code is added specially to check to see whether all possible
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% contectted paths
%have been checked. There is a possiblility that only connecting
%to one existing path makes the power positive
if(length(MergedPath) > 1)
% Temperary position index
temp_index = find(NodeSeq == StartNode);
for i = 1:length(MergedPath)
if (AddPathIndex(i)< temp_index)&(temp_index <=
AddPathIndex(i+1))
NumMergedPath = i+1;
break;
else
NumMergedPath = 1;
end
end
else
NumMergedPath = 1;
end
sprintf('This path merged with following existing path to get balanced
power supply:')
sprintf('%4d', MergedPath(1:NumMergedPath))
%Cut these attached nodes that are not needed
disp('After path merge, find a path with enough power balance');
end
% Call EdgeSequence for contiuation
else
disp('there is no path merge')
;
end
else
disp('And it is not possible to merge with other path!!')
end
else
disp('Find a path with balanced power')
sprintf('The node sequence along this path is:\n')
sprintf('%4d', NodeSeq)
end
if isempty(MergedPath)
S.Neg_Bus = Neg_Bus(i);
S.NodeSeq = NodeSeq;
S.EdgeSeq = EdgeSeq;
S.PowerBalance = P_S;
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S.UpperNode = UpperNode;
%S.FinalNode = NextNode;
Result(i) = S;
else
%Path Merge
if(NumMergedPath > 1)
for i = 1:(length(NumMergedPath)-1)
Result(MergedPath(i+1)).Neg_Bus =
[Result(MergedPath(i+1)).Neg_Bus, ...
Result(MergedPath(i)).Neg_Bus];
Result(MergedPath(i+1)).NodeSeq =
[Result(MergedPath(i+1)).NodeSeq, ...
Result(MergedPath(i)).NodeSeq];
Result(MergedPath(i+1)).EdgeSeq =
[Result(MergedPath(i+1)).EdgeSeq, ...
Result(MergedPath(i)).EdgeSeq];
end
end
%if (NumMergedPath == 1)
Result(NumMergedPath).Neg_Bus = [Result(NumMergedPath).Neg_Bus,
Neg_Bus(i)];
Result(NumMergedPath).NodeSeq = [Result(NumMergedPath).NodeSeq,
NodeSeq];
Result(NumMergedPath).EdgeSeq = [Result(NumMergedPath).EdgeSeq,
EdgeSeq];
Result(NumMergedPath).PowerBalance = P_S;
Result(NumMergedPath).UpperNode = UpperNode;
%end
end
end
end
end
for i = 1:length(Result)
Result(i)
end
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EdgeSequence.m

function [NodeSeq, EdgeSeq, NextNode, VtoE] = EdgeSequence(VtoE, V_P,
StartNode, ...
NodeSeq, EdgeSeq)
% INPUTS:
% VtoE is the vertex-to-edge matrix,
% V_P is the Veter_Power_Summary_Post Fault
% StartNode is the start of the node,
%NodeSeq is the sequence of node along the path, EdgeSeq is the sequence of
%the edges that connect these nodes!!
% This funciton finds all the next nodes that are possibly conntected with
% the startnode, the set of next nodes are sorted in increasing order
% based on the vertex power summary. All the possible next nodes are appended to
% the NodeSeq, and the corresponding EdgeSeq
%The NextNode is the nextnode to start with searching, which is right after
%the startnode, if the startnode is not the last one in he NodeSeq or there
%is next node to the startnode.

[id_r, id_c] = find(VtoE(:,1:2)== StartNode);
if ~isempty(id_r)
%Sort the order of the next node based on the avaiable power
%(the more power the higher order)
for i = 1:length(id_r)
% get the vertex number on the other side of this edge
NextNodeSeq(i) = VtoE(id_r(i), mymod(id_c(i)));
end
[NextNodeSeq_Sorted, Index] = nodesort(V_P, NextNodeSeq, 'D');
id_r = id_r(Index);
for i = 1:length(NextNodeSeq_Sorted)
NextNode = NextNodeSeq_Sorted(i);
if ~isempty(find(NodeSeq == NextNode))
; % If the Node is exist in the Node Sequence, Do nothing
%After Discussion, we still need to close this breaker
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else
NodeSeq = [NodeSeq, NextNode];
EdgeSeq = [EdgeSeq, VtoE(id_r(i), 3)];
end
end
%Then remove these entry
VtoE(id_r,:) = [];
% else
% NodeSeq = NodeSeq;
% EdgeSeq = EdgeSeq;
% NextNode = 0;
% VtoE = [];
% return;
end
Node_id = find(NodeSeq==StartNode);
if (Node_id == length(NodeSeq))
NextNode = 0;
return;
else
NextNode = NodeSeq(Node_id + 1);
end
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FurtherCheck.m

function [NodeSeq,flag, StartNode, MergedPath, AddPathIndex] =
FurtherCheck(NodeSeq, Result)
% This function is used to further check possible path merge with other
% existing path. If there is a convergence, add the final node of the existing
% path to the node_sequence
flag = 0;
MergedPath = []; %For storing the number of the merge path.
AddPathIndex = [];
%The end of the previous NodeSeq will be a startnode again after path merge
StartNode = NodeSeq(length(NodeSeq));
for i = 1:length(NodeSeq)
for j = 1:length(Result)
if(Result(j).PowerBalance >=0);
index = find(Result(j).NodeSeq == NodeSeq(i));
if ~isempty(index)
flag = 1;
if isempty(find(MergedPath == j)) %Only when this path is never merged
MergedPath = [MergedPath, j]; %Add the path to the list
% Get the lowest level of the preivous path
Index = find(Result(j).NodeSeq == Result(j).UpperNode);
temp1 = Result(j).NodeSeq((Index+1): length(Result(j).NodeSeq));
NodeSeq = [NodeSeq, temp1];
%Used to track which path has been checked
AddPathIndex = [AddPathIndex, length(NodeSeq)];
end
end
end
end
end
NodeSeq = NodeSeq;
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LoadShedding.m

function [BRK_Open, Pow_Bal] = Loadshedding(Load_level, Pow_Bal_N)
Pow_Bal = abs(Pow_Bal_N);
% Load_level =[101, 1; 102, 2; 103, 3; 104, 4; 105, 5];
% Pow_Bal = 10.5;
[Load_num, temp] = size(Load_level);
low_load = 0;
for i = 1:Load_num
Ord = nchoosek((1:Load_num), i);
[Ord_num, temp]= size(Ord);
for k = 1:Ord_num
high_load = sum(Load_level(Ord(k,:),2));
if (Pow_Bal > low_load) & (Pow_Bal <= high_load)
BRK_Open = Load_level(Ord(k,:),1)
Pow_Bal = high_load - Pow_Bal
return;
else
low_load = high_load;
end
end
end
BRKFlowUpdate.m

function BRK_Flow_Src = BRKFlowUpdate(BRK_Flow, BRK_Src)
[row,col] = size(BRK_Src);
for i = 1:row
k = BRK_Src(i,1);
BRK_Flow(k) = BRK_Src(i,2);
end
BRK_Flow_Src = BRK_Flow;
BRKUpdate.m

function Bus_Edge_New = BRKUpdate(Bus_BRK, BRK_Status)
%Update the physical EtoV matrix with BRK status
[row, col]=size(Bus_BRK);
for i = 1:row
for j = 1:col
Bus_Edge_New(i,j) = Bus_BRK(i,j)*BRK_Status(j);
end
end

