Abstract. We propose a parallel solution algorithm based on correlation decomposition. By decomposing the right-hand-side of the linear system and analyzing the dependencies of the variable solution to form multiple independent variable calculation paths. First, the partial value of the variable is calculated in parallel, and then the final result of the variable is calculated by adding the partial value of the variable. Since the variables are calculated without waiting for all the precursor variable to complete the calculation, which greatly improves the parallelism and calculation speed, and communication between multiple parallel tasks only once, which reduces synchronization overhead.
Introduction
The solution of sparse linear triangulation is one of the most important problems in many scientific calculations and engineering techniques. With the improvement of the scale and complexity of scientific and engineering problems, higher requirements are put forward for the solving scale and speed of the sparse triangular system [1] . At present, how to solve the sparse linear triangulation system quickly and efficiently has become the focus of research.
The rapid development of parallel computing technology provides new ideas and powerful tools to solve computationally intensive problems [2] . Sparse data structures lead to two opposite ways to partition data to solve the sparse linear triangulation solution in parallel: fine-grain partitioning and coarse-grain partitioning [3] . Coarse-grained parallel algorithm [4] : the lower triangular matrix is divided into blocks by columns, and calculated in parallel between the blocks, within a single block, the variable is solved in order of dependency. This method significantly improves the computational speed, but how to achieve an optimal blocking strategy is still a problem; fine-grained parallel algorithm [5] : the rows are divided into different layers by the dependency between the lower triangular matrix rows, and the different layers are sequentially executed, which the rows in the same layer are computed in parallel. This method effectively implements parallel solution, but frequent data transfer between layers makes communication overhead large. Aiming at the problems of the above parallel algorithms, we propose a parallel solution method based on correlation decomposition to achieve efficient solution of sparse triangle systems.
In this paper, the parallel algorithm is implemented on multi-cores processor [6] . A sparse linear triangulation system is constructed based on the Florida sparse matrix set [7] , and solve by the proposed algorithm. The experimental results show that compared with Nvidia's cuSPARSE library [9] , the proposed algorithm can increase the calculation speed by about 19%. Compared with the serial algorithm, the proposed algorithm can increase the calculation speed by about 72%.
Background
Let us consider the 88  sparse linear lower triangular system Lx=y is shown in Figure 1 . 304 1  1   22  2  2   32  33  3  3   42  44  4  4   51  53  55  5  5   62  63  66  6  6   71  72  73  74  77  7  7 85 Figure 1 . The sparse linear lower triangular system.
The direct method [8] solves the sparse linear lower triangular system with the Equation 1: [9] , as shown in Figure 2 . In Figure 2 : a circle represents a variable, and an arrow between two circles represents a direct dependency between two variable solutions. 
From the above process of solving variables, we find that only when 1 b is not 0, the partial value of the variables 1 5 7 8
x is calculated, the partial values of 5 7 xx 、 can be calculated simultaneously, and the partial value of 8
x can be calculated by the partial value of x 5 .
Therefore, the above process of solving variables can be divided into two calculation processes. Calculation process 1: 1 x calculates 5
x and then 8
x is calculated by 5
x .
Calculation process 2: 1 x calculates 7
The two calculation processes can calculate the variable partial values in parallel. We refer to the divided calculation process as the variable calculation path. In summary, we propose a parallel solution method for linear trigonometric systems: set the right-hand-side ( 1, 2 8) i bi  to have only one term is not 0, according to the dependence of the variable solution, the solution process of the linear triangulation system is divided into multiple variable calculation paths. First, multiple variable calculation paths is used to calculate the partial value of the variable in parallel, then all the values of the variables are added to calculate the final value of the variables.
Taking the sparse linear trigonometric system of Figure 1 as an example, the parallel method proposed in this paper is applied to solve the problem. First, the process of solving the sparse linear triangulation system is divided into multiple variable calculation paths. Set the right-hand-side ( 1, 2 8) i bi  of the sparse triangle system in turn, only one item is not 0. According to the dependence relationship existing in the variable solution, the solution process is decomposed into 16 variable calculation paths, and the obtained paths are as shown in Figure 3 . In Figure 3 , we use N to represent the number of paths divided by the same variable; the variables that pass through the path are called other related variables on this path, and are represented by the set U . For example, if 1 b is not 0, the variable 1 x is used as the starting point, and two variable calculation paths are divided, 
Implementation of Parallel Algorithm
Considering that the number of processors in the experimental platform is small, and the number of variable calculation paths is particularly large, this results in the serial processing of many variable calculation paths in a processor, which reduces the running speed. In order to reasonably match the number of divided paths and the number of processors, when implementing the parallel solution algorithm in this paper, the method of dividing the variables to calculate the path is as follows: sequentially set the right-hand-side ( 1,2,3 
In equation 4, the subscript t represents the other 1 M  starting variable numbers, and t U is the set of other 1 M  starting variables. In equation 5, the subscript j represents the variable number, and U is a collection of other related variables within a single thread.
Implementation of the correlation decomposition algorithm. First, in the main function, the solution process of the sparse triangle system is divided into several calculating paths, and each calculation path is arranged by one thread's calculation. For convenience of description, let the order of the triangular matrix L be n , the number of threads is set to p , and p can be divided by n , / m n p  . The right-hand-side is divided into groups of m values, and the division result is shown in Fig. 4 . Fig.  4 divides the right-hand-side into p blocks, each block is numbered 0,1, 2,... 1 p  , and each block is dispatched by the operating system into one thread for calculation, and all threads execute in parallel. Specific to a single thread, through the dependency of the variable solution, the last column is found from the starting column to form a variable calculation path, and the partial value of the variable is calculated simultaneously. The description of the calculation process within a single thread is shown in Figure 5 . Then, after the p threads are calculated, all the calculation results are returned to the main function, and all the values of the variables are added to calculate the final solution vector.
Case Analysis
The parallel algorithm adopts Java programming, and chooses the main memory of 16GB Intel(R) Core(TM) i7-4770 3.40 GHz, 4-core 8-thread hardware platform. With the support of Windows operating system, the Callable interface is applied to solve the sparse linear triangle system. And we evaluate our algorithm against the state-of-the-art cuSPARSE algorithm.
In this paper, a Florida matrix with different sparsity is used to form a sparse linear lower triangular system. Table 1 is a Florida matrix with a relatively small sparsity, and Table 2 is a Florida matrix with a very small sparsity. 
Comparison of Algorithms
In this paper, we use the matrix with small sparsity in Table 1 and the matrix with very small sparsity in Table 2 to form a linear trigonometric system and solve it. In order to reflect the advantages of the proposed algorithm, run a 4-core processor and set 8 threads, and then compare the algorithm of correlation decomposition with the serial algorithm and the cuSPARSE algorithm. After many experiments, the results in Fig. 6 were obtained. From the graph (a) in Figure 6 , it can be clearly seen that compared with the serial algorithm and the cuSPARSE algorithm, the correlation decomposition algorithm has the smallest calculation time and the fastest calculation speed. Compared with the matrix adopted in graph (a), the matrix adopted in graph (b) has the same or similar order, but the sparsity decreases. The calculation time of the three methods are greatly reduced, however, compared with the serial algorithm and the cuSPARSE algorithm, the calculation time of the algorithm in this paper is still minimal, and the calculation speed is still the fastest. It can be seen that whether the matrix of sparse degree is adopted in graph (a) or matrix of very small sparse degree is adopted in graph (b), the calculation speed of the correlation decomposition algorithm is obviously better than that of serial algorithm and the cuSPARSE algorithm.
Conclusion
In this paper, a sparse linear trigonometric system is constructed based on the Florida sparse matrix set, and the correlation decomposition algorithm is applied to solve those systems. Through comparison with the serial algorithm and the cuSPARSE algorithm, the efficiency of the parallel algorithm in this paper is verified.
