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A Mond]Weir type dual for a class of nondifferentiable multiobjective varia-
tional problems in which every component of the objective function contains a
term involving the square root of a certain positive semidefinite quadratic form, is
considered and various duality results, viz. weak, strong, and converse duality
theorems, are developed for conditionally properly efficient solutions. These re-
sults are obtained under V-invexity assumptions and its generalizations on objec-
tive and constraint functions. This work extends many results on variational
problems established earlier. Q 1996 Academic Press, Inc.
1. INTRODUCTION
w xHanson 8 extended the duality results of mathematical programming to
a class of functions subsequently called invex. Since that time, it has been
w xshown 10, 11 that many results in mathematical programming previously
established for convex functions actually hold for the wider class of invex
w xfunctions. Mond et al. 11 extended the concept of invexity to the
continuous case and used it to generalize earlier duality results for a class
w xof variational problems. Mond and Smart 15 extended the duality theo-
rems for a class of static nondifferentiable problems with Wolfe type and
Mond]Weir type duals, and further extended these for the continuous
w xanalogues. Mishra and Mukherjee 10 extended the work of Mond et al.
w x11 for multiobjective variational problems which in particular extended
w xan earlier work of Bector and Husain 1 for invex functions.
w xJeyakumar and Mond 9 introduced a wider class than that of invex
functions subsequently known as V-invex functions, which preserves the
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sufficient optimality and duality results in the scalar case, and avoids the
major difficulty of verifying that the inequality holds for the same function
 . w x w xh . , . . Mukherjee and Mishra 16 extended the work of 9 to variational
problems with the concept of weak minima.
w xSingh and Hanson 17 generalized the concept of proper efficiency,
w xintroduced by Geoffrion 7 , to cover practical situations where Geoffrion's
definition does not apply and they applied it to the relationship between
multiobjective programming and scalarized multiobjective programming,
and to the duality theory of mathematical programming.
w xThe aim of this paper is to extend an earlier work of Mond et al. 13 to
the continuous case, under the assumption of V-invexity and its generaliza-
tions on the objective and constraint functions. Further, duality results are
developed for conditionally properly efficient solutions. A close relation-
ship between these variational problems and nonlinear multiobjective
programming problems is also indicated. The results generalize various
well known results in variational problems with differentiable functions
and also give a dynamic analogue of certain nondifferentiable program-
ming problems.
2. NOTATION AND PRELIMINARIES
w x n nLet I s a, b be a real interval and f : I = R = R ª R and
g : I = Rn = Rn ª Rm be continuously differentiable functions. In order
  .  .. nto consider f t, x t , x t , where x: I ª R with derivative x denote theÇ Ç
partial derivative of f with respect to t, x, and x, respectively, by f , f ,Ç t x
and f , such thatxÇ
­ f ­ f ­ f ­ f ­ f ­ f
f s , , . . . , , f s , , . . . , .x xÇ /  /­ x ­ x ­ x ­ x ­ x ­ xÇ Ç Ç1 2 n 1 2 n
We write the partial derivatives of the vector function g using matrices
with m rows instead of one.
 n.Let C I, R denote the space of piecewise smooth functions x with
5 5 5 5 5 5norm x s x q Dx where the differentiation operator D is given by`
t
u s Dx m x t s a q u s ds, .  .H
a
where a is a given boundary value. Therefore D s drdt except at discon-
tinuities.
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Consider the following vector minimum problem
b0P Minimize f t , x t , x t dt .  .  . .ÇH
a
b b1 2s f t , x t , x t dt , f t , x t x t dt , . . . , .  .  .  . .Ç ÇH H a a
b pf t , x t , x t dt .  . .ÇH /a
subject to x a s a , x b s b 1 .  .  .
g t , x t , x t F 0, t g I. 2 .  .  . .Ç
w xCraven 6 obtained Kuhn]Tucker type necessary conditions for the above
problem and proved that the necessary conditions are also sufficient if
objective functions are pseudoconvex and constraints are quasiconvex.
 0.Let K the set of feasible solutions for P be given by
K s x g C I , Rn : x a s a , x b s b  .  .  .
g t , x t , x t F 0, t g I .4 .  . .Ç
The following definitions will be needed in the sequel.
 .DEFINITION 1. A point x* in K is said to be an efficient solution of P
if for all x in K
b bi i  4f t , x* t , x t dt G f t , x t , x t dt ; i g 1, 2, . . . , p .  .  .  . .  .Ç ÇH H
a a
b bi i« f t , x* t , x* t dt s f t , x t , x t dt , .  .  .  . .  .Ç ÇH H
a a
 4; i g 1, 2, . . . , p .
 w x.DEFINITION 2 Borwein 2 . A point x* in K is said to be a weak
 .minimum for P if there exists no other x in K for which
b b
f t , x* t , x* t dt ) f t , x t , x t dt. .  .  .  . .  .Ç ÇH H
a a
 0.From this it follows that if an x* in K is efficient for P then it is also a weak
 0.minimum for P .
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 w x.DEFINITION 3 Geoffrion 7 . A point x* in K is said to be properly
 0.efficient solution of P if there exists scalar M ) 0 such that ; i g
 41, 2, . . . , p
b bi if t , x* t , x* t dt y f t , x t , x t dt .  .  .  . .  .Ç ÇH H
a a
b bj jF M f t , x t , x t dt y f t , x* t , x* t dt .  .  .  . .  .Ç ÇH H /a a
for some j such that
b bj jf t , x t , x t dt ) f t , x* t , x* t dt .  .  .  . .  .Ç ÇH H
a a
whenever x is in K and
b bi if t , x t , x t dt - f t , x* t , x* t dt. .  .  .  . .  .Ç ÇH H
a a
An efficient solution that is not properly efficient is said to be improp-
erly efficient. Thus for x* to be improperly efficient means that to every
 4sufficiently large M ) 0 there is an x in K and an i g 1, 2, . . . , p such
that
b bi if t , x t , x t dt - f t , x* t , x* t dt .  .  .  . .  .ÇH H
a a
and
b bi if t , x* t , x* t dt y f t , x t , x t dt .  .  .  . .  .Ç ÇH H
a a
b bj j) M f t , x t , x t dt y f t , x* t x* t dt .  .  .  . .  .Ç ÇH H /a a
 4; j g 1, 2, . . . , p ,
such that
b bj jf t , x t , x t dt ) f t , x* t , x* t dt. .  .  .  . .  .Ç ÇH H
a a
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 w x.DEFINITION 4 Singh and Hanson 17 . A point x* in K is said to be
 0.  0.conditionally properly efficient for P if x* is efficient for P and there
 .  4exists a positive function M x such that for each i g 1, 2, . . . , p , we have
b bi if t , x* t , x* t dt y f t , x t , x t dt .  .  .  . .  .Ç ÇH H
a a
b jF M x f t , x t , x t dt .  .  . .ÇH
a
b jy M x f t , x* t , x* t dt , .  .  . .ÇH
a
for some j such that
b bj jf t , x t , x t dt - f t , x* t , x* t dt .  .  .  . .  .Ç ÇH H
a a
whenever x is in K and
b bi if t , x t , x t dt - f t , x* t , x* t dt. .  .  .  . .  .Ç ÇH H
a a
w xNow we consider the following Singh and Hanson 17 type parametric
 .variational problem for predetermined positive functions t x such thati
 .  4a - t k x - b , i g 1, . . . , p where a and b are specified constantsi i i 1 1
p
b0 iP Minimize t x f t , x t , x t dt .  .  . .Ç .  Ht i
ais1
subject to 1 and 2 . .  .
 0.  0.Problems P and P are equivalent in the sense of Singh and Hansont
w x n17 . Theorems 1 and 2 are valid when R is replaced by some normed
space of functions, as the proofs of these theorems do not depend on the
 .dimensionality of the space in which the feasible set of P lies. For our
 n.variational problems the feasible set K lies in the normed space C I, R .
For completeness we shall merely state these theorems characterizing
 0.  0.conditional proper vector minima of P in terms of solutions of P .t
 0.THEOREM 1. If x* is an optimal solution of P then x* is conditionallyt
 0.properly efficient for P .
 0.THEOREM 2. If x* is conditionally properly efficient for P then x* is
 0.  .optimal for P for some t x* ) 0, i s 1, 2, . . . , p.t i
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Consider the following nondifferentiable multiobjective variational pri-
mal problem as
b
P Minimize c t , x t , x t dt .  .  . ÇH
a
b 1r21 Ts f t , x t , x t q x t b x t dt , . . . , .  .  .  . .Ç  .H  5 a
1r2b Tp pf t , x t , x t q x t B t x t dt .  .  .  .  . .Ç  .H  5 /a
subject to 1 and 2 , .  .
 .  4  .where B t , i g 1, 2, . . . , p is a positive semi-definite symmetric matrix,i
 .  4with E ? , i g 1, 2, . . . , p continuous on I.i
The aim of this paper is to show that the requirements of objective and
constraint functions to be invex, pseudo-invex, or quadi-invex can be
weakened to requiring V-invexity, V-pseudo-invexity, and V-quasi-invexity,
respectively.
3. VECTOR INVEXITY
Vector invexity was introduced into mathematical programming by
w x w xJeyakumar and Mond 9 . Mukherjee and Mishra 16 have extended the
concept of V-invexity to the continuous case and obtained sufficient
optimality criteria and duality results for a class of multiobjective varia-
tional problems under V-invexity assumptions.
 .  .DEFINITION. A vector function F s F , . . . , F , F x s1 p i
b i  .  ..H f t, x t , x t dt is said to be V-invex if there exist different vectorÇa
p .  .functions h t, x, x g R with h t, x, x s 0 and a : I = X = X ª Ri 0 0 q
 4  4_ 0 such that for each x, x g X and i g 1, 2, . . . , p0
b i ÇF x y F x G a t , x t , x t f t , x t , x t h t , x t , x t .  .  .  .  .  .  .  . .  . .Hi i i x
a
d
q h t , x t , x t a t , x t , x t .  .  .  . .  .idt
= i Çf t , x t , x t dt. .  . .x 5
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  .  ..If we take a t, x t , x t s 1, ; i s 1, . . . , p this definition reduces toi
w xinvex functions, see Mishra and Mukherjee 10 , and if we take p s 1,
  .  ..a t, x t , x t s 1, the above definition reduces to invex in x and x on
w x w xa,b with respect to h, see Mond and Smart 15 and Mond, Chandra, and
w xHusain 11 . V-pseudo and V-quasi-invexity are simply defined; the vector
function F is V-pseudo-invex with respect to h and b : I = X = X ª Ri 0 0 q
 4_ 0 is for each x, x g X ,0
p db i iÇ Çh t , x , x f t , x , x q h t , x , x f t , x , x dt G 0 .  .  .  .H x x 5dta is1
p p




b bÇ Çb t , x , x f t , x , x dt - b t , x , x f t , x , x dt .  .  .  . H Hi i i i
a ais1 is1
p db i iÇ Ç« h t , x , x f t , x , x q h t , x , x f t , x , x dt - 0. .  .  .  .H x x 5dta is1
The vector function F is said to be V-quasi-invex if there exist functions
p  .  4h: I = X = X ª R with h t, x, x s 0 and g : I = X = X ª R _ 00 0 i 0 0 q
such that for each x, x g X ,0
p p
b b Çg t , x , x f t , x , x dt F g t , x , x f t , x , x dt .  .  .  .Ç H Hi i i i
a ais1 is1
p db i iÇ Ç« h t , x , x f t , x , x q h t , x , x f t , x , x dt F 0; .  .  .  .H x x 5dta is1
or equivalently,
p db i iÇ Çh t , x , x f t , x , x q h t , x , x f t , x , x dt ) 0 .  .  .  .H x x 5dta is1
p p
b b Ç« g t , x , x f t , x , x dt ) g t , x , x f t , x , x dt. .  .  .  .Ç H Hi i i i
a ais1 is1
Again all V-pseudo-invex functionals are also V-invex. It is to be noted
here that if f is independent of t, then V-invexity, V-pseudo-invexity, and
V-quasi-invexity defined above reduce to the definitions of V-invexity,
w xV-pseudo-invexity, and V-quasi-invexity of Jeyakumar and Mond 9 , re-
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spectively. Note also that linear functional multiobjective variational prob-
lems are V-invex variational problems. Moreover, invex multiobjective
variational problems are necessarily V-invex variational problems, but not
conversely, which is clear from the following example of Mukherjee and
w xMishra 16 .
EXAMPLE. Consider
x 2 t x t .  .b b1 2
min dt , dtH H /x t x tx , x gR  .  .a a1 2 2 1
subject to
1 y x t F 0, 1 y x t F 0. .  .1 2
Then, for
u t u t .  .2 1
a t , x t , u t s , a t , x t , u t s . .  .  .  . .  .1 2x t , x t .  .2 1
b t , x t , u t s 1 for i s 1, 2, h t , x t , u t s x t y u t , .  .  .  .  .  . .  .i
we shall show that
b if t , x , x y f t , u , u y a t , x , u f t , u , u h t , x , u dt G 0 .  .  .  .  . 4Ç Ç ÇH i i i x
a
for i s 1, 2.
Now,
x 2 t u2 t u t 2u t u2 t .  .  .  .  .b b b1 1 2 1 1
dt y dt y yH H H 2 /x t u t x t u t u t .  .  .  .  .a a a2 2 2 2 2
= x t y 1 x t y 1 dt .  . .  .1 2
2
x t y 1 . .b 1s dt G 0.H x t .a 2
Thus, V-invexity does not necessarily imply invexity.
w xIt has been shown in 9 that V-invex functions can be formed from
certain nonconvex functions. In the subsequent analysis, we shall fre-
quently use the following generalized Schwarz inequality
1r2 1r2T T Tx Bz F x Bx Z B , .  .z
where B is an n = n positive semidefinite Matrix.
MULTIOBJECTIVE VARIATIONAL PROBLEMS 61
PROPOSITION. If f , i s 1, . . . , p, in V-in¨ex with respect to a and h,i i
 .  .  .i s 1, 2, . . . , p, with h x, u s x y u q y x, u , where B x, u s 0 then f qi i
?TB is also V-in¨ex with respect to h.i
Proof. The proof follows easily from the proof of Proposition 2 of
w xMond and Smart 15 .
4. DUALITY
w x  .In view of Proposition 1 of 14 , the Mond]Weir type dual for P ist
p
b TD Maximize t f u q u B z dt .  . .Ht i i i i
a is1
subject to
u a s a , u b s b 3 .  .  .
p m
i jt f t , u , u q B t z t q y g t , u , u .  .  .  .Ç Ç i x i i j x
is1 js1
p md
i js t f t , u , u q y t g t , u , u 4 .  .  .  .Ç Ç i x j xÇ Ç 5dt is1 js1
zTB z F 1, i s 1, 2, . . . , p 5 .i i i
b
y t g t , u , u dt G 0, j s 1, 2, . . . , m 6 .  .  .ÇH j j
a
y t G 0, t g I , t e s 1, t G 0, 7 .  .
where
e s 1, 1, . . . , 1 g R p . 7 9 .  .
Now Theorems 1 and 2 motivated us to define the following vector
maximization variational problem:
b TDual D Maximize f t , u t , u t q u t B t z t dt , . . . , .  .  .  .  .  . .Ç 4H 1 1 1 a
b Tf t , u t , u t q u t B t Z t dt .  .  .  .  . .ÇH  5p p p /a
subject to 3 ] 7 . .  .
 .  . pIn problems P and D , the vector 0 - t g R is predetermined.t t
 .  .Note that if p s 1, then P and D become the pair of nondifferentiable
w xnonsymmetric dual problems treated by Mond and Smart 15 . In case
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 4  .  .B s 0, ; i g 1, 2, . . . , p then P and D reduce to the problems studiedi
w x w xby Bector and Husain 1 , and Mukherjee and Mishra 15 . If we take
 4  .  .p s 1, B s 90, ; i g 1, 2, . . . , p , then P and D reduce to the varia-i
w xtional problem dealt by Mond et al. 11 .
 .  .Let K and H denote the sets of feasible solutions of P and D ,
respectively.
 .  .THEOREM 3 Weak Duality . Let x g K and u, t , y, z , . . . , z g H.1 p
Let
b Tt f t , 0, 0 q ? B t z t dt , . . . , .  .  . 4 .H i 1 1 1 a
b Tt f t , 0, 0 q 0 B t z t dt .  .  . 4H p p p p /a
by V-pseudo-in¨ ex and
b b
y t g t , 0, 0 dt , . . . , y t g t , 0, 0 dt .  .  .  .H H1 1 m m /a a
be V-quasi-in¨ ex both with respect to h for all piecewise smooth z : I ª Rn.i
Then
b 1r2Tf t , x t , x t q x t B t x t dt , . . . , .  .  .  .  . .Ç  .H  /1 1 a
1r2b Tf t , x t , x t q x t B t x t dt .  .  .  .  . .ÇH  /p p /
a
b Ty f t , u t , u t q u t B t z t dt , . . . , .  .  .  .  . .Ç .H 1 1 1 a
b Tf t , u t , u t q u t B t z t dt .  .  .  .  . .ÇH  /p p p /a
f yint R p q .
 .Proof. Let x g K and u, t , y, z , . . . , z g H. Then by the feasibility1 p
  .  ..condition and g t, x t , u t ) 0, we havej
m
b




y g t , x t , u t y t g t , u t , u t dt F 0 ; x g K . .  .  .  .  . .  .ÇH j j j
a js1
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 b  . b  . .Thus, V-quasi-invexity of H y g t, 0, 0 dt, . . . , H y g t, 0, 0 dt givesa 1 1 a m m
m db j jh t , x , u y g t , u , u q h t , x , u y g t , u , u dt F 0. 8 .  .  .  .  .Ç ÇH j x j u 5dta js1
 .Integration by parts 4 gives
p
b ih t , x , u t f t , u t , u t q B t z t .  .  .  .  . 4 .ÇH i x i i
a is1
m
jq y g t , u t , u t dt .  . .Ç j x
js1
p m
i js h t , x , u t f t , u t , u t q y t g t , u t u t .  .  .  .  .  . .  .Ç Ç i x j xÇ Ç
is1 js1
pdb iy h t , x t , u t t f t , u t , u t .  .  .  . .  .ÇH i xÇdta js1
m
jq y t g t , u t , u t . 9 .  .  .  . .Ç j xÇ
js1
  .  ..  .Since, h t, u t , u t s 0, from 9 we have
m
b jh t , x t , u t y t g t , u t , u t .  .  .  .  . .  .ÇH j x
a js1
d
jq h t , x t , u t y t g t , u t , u t dt .  .  .  .  . .  .Çj xÇ 5dt
p
b is y h t , x t , u t t f t , u t , u t q B t z t .  .  .  .  .  . .  .Ç .H i x i i
a is1
d
iq h t , x t , u t t f t , u t , u t dt. 10 .  .  .  .  . .  Çi xÇ 5dt
 .  .From 10 and 8 , we have
p
b ih t , x t , u t t f t , u t , u t q B t z t .  .  .  .  .  . .  . .H i x i i
a is1
d
iq h t , x t , u t t f t , u t , u t dt G 0. 11 .  .  .  .  . .  .Çi xÇ 5dt
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 b   . T  .. b   .By V-pseudo-invexity of H t f t, 0, 0 q 0 B t dt, . . . , H t f t, 0, 0 qa 1 1 1 a p p
T  .  .. .  .0 B t z t dt , Swchwarz Inequality, and 5 , we havep p
p
1r2b Ti t , x t , u t t f t , x t , x t q x t B t x t dt .  .  .  .  .  .  . .  .  .H  5i i i
a is1
p
b TG b t , x t , u t t f t , u t , u t q u t B t z t dt. .  .  .  .  .  .  . .  .Ç 4H i i i i i
a is1
12 .
  .  ..The conclusion now follows, since t e s 1, and b t, x t , u t ) 0.i
 .PROPOSITION. Let u g K, u, t , y, z , . . . , z g H. Let the V-pseudo1 p
and V-quasi-in¨ exity conditions of Theorem 3 hold. If
1r2T Tu t B t u t s u t B t z t 13 .  .  .  .  .  .  . .i i i
 .; i s 1, 2, . . . , p, then u is conditionally properly efficient for P and
 .  .u, t , y, z , . . . , z is conditionally properly efficient for D .1 p
 .  .Proof. From 12 and 13 it follows that for all x g K
p
1r2b T
t f t , u t , u t q u t B t u t dt .  .  .  .  . .Ç  .H  5i i i
a is1
p
b Ts t f t , u t , u t q u t B t z t dt .  .  .  .  . .Ç 4H i i i i
a is1
p
1r2b TF t f t , x t , x t q x t B t x t dt . 14 .  .  .  .  .  . .Ç  .H  5i i i
a is1
 .  .  .Thus u t is an optimal solution of P . Hence, by Theorem 1, u t is at
 .conditionally properly efficient solution of P .
 .  .We first show that u, t , y, z , . . . , z is an efficient solution of D .1 p
 .Assume that it is not efficient, i.e., there exists u, t , y, z , . . . , z g H1 p
such that
b Ti Çf t , u t , u t q u t B t z t dt .  .  .  .  . . 5H i i
a
b TiG f t , u t , u t q u t B t z t dt , ; i .  .  .  .  . .Ç .H i i
a
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and
b Tj Çf t , u t , u t q u t B t z t dt .  .  .  .  . .H  /j j
a
b Tj) f t , u t u t q u t B t z t dt .  .  .  .  . .ÇH  /j j
a
 4for at least one j g 1, 2, . . . , p .
 .Thus, from 13 ,
1r2b Tif t , u t , u t q u t B t u t dt .  .  .  .  . .Ç  .H i /
a
b Ti Ç  4F f t , u t , u t q u t B t z t dt ; i g 1, 2, . . . , p .  .  .  .  . .H  i i
a
and
1r2b Tjf t , u t , u t q u t B t u t dt .  .  .  .  . .ÇH  / 5j
a
b Tj- f t , u t , u t q u t B t z t dt .  .  .  .  . .H  / j j
a
 4for at least one j g 1, 2, . . . , p ,
 .contradicting weak duality. Hence u, t , y, z , . . . , z is efficient.1 p
 .Now we show that u, t , y, z , . . . , z is a conditionally properly efficient1 p
 .solution of D . Assume that it is not conditionally properly efficient, i.e.,
 .  .there exists u, t , y, z , . . . , z g H such that for some i and all M u ) 01 p
b Ti Çf t , u t , u t q u t B t z t dt .  .  .  .  . . 5H i i
a
b Tiy f t , u t , u t q u t B t z t dt .  .  .  .  . .Ç 4H i i
a
b Tj) M u f t , u t , u t q u t B t z t dt .  .  .  .  .  . .ÇH  5j j
a
b Tj Çy M u f t , u t , u t q u t B t z t dt 15 .  .  .  .  .  .  . .H  5j j
a
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 4and ; j g 1, 2, . . . , p , such that
b Tjf t , u t , u t q uu t B t z t dt .  .  .  .  . .ÇH  5j j
a
b Tj Ç) f t , u t , u t q u t B t z t dt. .  .  .  .  . .H  5j j
a
Since t G 0, t / 0,
p




) t f t , u t , u t q u t B t z t dt. 16 .  .  .  .  .  . .ÇH i i i i
a is1
 .  .Now 16 and 13 lead to
p




) t f t , u t , u t q u t B t u t dt .  .  .  .  . .Ç  .H i i i /
a is1
 .  .contradicting 12 . Thus u, t , y, z , . . . , z is conditionally properly effi-1 p
cient.
 .THEOREM 4 Strong Duality . Let the V-pseudo-in¨ exity and V-quasi-
0 w xin¨exity conditions of Theorem 3 hold. Let x be normal 13 and a condition-
q .ally properly efficient solution for P . Then for some t g L , there exists a
0 m 0 0 .piecewise smooth y : I ª R such that u s x , t , y is a conditionally
 .properly efficient solution of D and
1r2b Ti 0 0 0 0f tx t , x t q x t B t x t dt .  .  .  .  .Ç . .  .H  5i
a
b Ti 0 0 0 0s f t , u t , u t q u t B t z t dt .  .  .  .  .Ç . 4H i i
a
 4; i g 1, 2, . . . , p .
0  .Proof. Since x is a conditionally properly efficient solution of P and
generalized V-invexity conditions are satisfied, by Theorem 2, x 0 is optimal
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q .for P for some t g L . Therefore, by Theorem 3, there exists a piece-t
wise smooth y0: I ª Rm such that for t g I,
p
i 0 0 0t f t , u t , u t q B t z t .  .  .  .Ç . i x i i
is1
m
0 0 0q y t , u t , u t .  .Ç . j
js1
p md
i 0 0 0 j 0 0s t f t , u t , u t q y t g t , u t , u t 17 .  .  .  .  .  .Ç Ç .  . i x j xÇ Çdt is1 js1
1r2T T0 0 0 0x t B t x t s x t B t z t , i s 1, 2, . . . , p 18 .  .  .  .  .  .  . .i i i
T 0z t B t z t F 1, i s 1, 2, . . . , p 19 .  .  .  .i i i
T0 0 0y t g t , x t , x t s 0, 20 .  .  .  .Ç .
y0 t G 0. 21 .  .
0 0 0 0 .  .  .From 17 and 21 it follows that x , t , y , z , . . . , z g H. In view of1 p
0 0 0 0 0 .  .18 , by Proposition 1, u ,s x , t , y , z , . . . , z is a conditionally prop-1 p
 .  .erly efficient solution of D . Using 18 we have
1r2b Ti 0 0 0 0f t , x t , x t q x t B t x t dt .  .  .  .  .Ç .  .H  5i
a
b Ti 0 0 0 0s f t , u t , u t q u t B t z t dt .  .  .  .  .Ç . 4H i i
a
 4; i g 1, 2, . . . , p .
 .For validating the converse duality theorem Theorem 5 we make the
assumption that X denotes the space of piecewise differentiable function2
n  .  . 5 5 5 5x: IR for which x a s 0 s x b equipped with the norm x s x q`
5 5 5 2 5  .Dx q D x defining D as before. The problem D may be rewritten` `
in the form
Minimize y f u , t , y s yf1 u , t , y , yf 2 u , t , y , . . . , .  .  .
yf 2 u , t , y . .
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subject to
u a s a , u b s b .  .
Q t , u t , u t , u t , t , y t , y t s 0 .  .  .  .  . .Ç È Ç
y t G 0, t g I , .
where
1r2b Ti if u , t , y s f t , u t , u t q x t B t x t dt , .  .  .  .  .  . .Ç  .H  5i
a
; i s 1, 2, . . . , p
and
Q s Q t , u t , u t , u t , t , y t , y t .  .  .  .  . .Ç È Ç
p
is t f t , u t , u t q B t z t .  .  .  . .Ç . i x i i
is1
m
T jq y t g t , u t , u t .  .  . .Ç j x
js1
p m
i jy D t f t , u t , u t q y t g t , u t , u t .  .  .  .  . . Ç Ç i x j xÇ Ç
is1 js1
 . 2  .with u t s D u t .
  .  .  .  .  ..Consider Q 0, u ? , u ? , u ? , t , y ? y ? as defining a mapÇ È Ç
c : X = Y = Lqª A, where Y is the space of piecewise differentiable2
m w xfunction y: t ª R and A is a Banach space. A Fritz John Theorem 4, 5
for infinite dimensional multiobjective programming problem may be
 . w x w xapplied to problem D along with the analysis outlined in 11 or 3 for
the derivation of optimality conditions. However, some restrictions are
w x  .required as in 3 on the equality constraint Q ? s 0, since infinite
dimensional space is involved here. It suffices to assume that the Frechet
derivative
c s c , c , c has a weak* closed range. . .x y z
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 .THEOREM 5 Converse Duality . Let the V-pseudo in¨exity and V-quasi-
 0 0 0. 0 0in¨exity conditions of Theorem 3 hold. Let u , t , y with u g X , t g2
q 0  .L , and y g y be a conditionally properly efficient solution of D . Let
 .  .I c 9 ha¨e weak* closed range,
 .II f and g be twice continuously differentiable
 . i iIII f y Df , i s 1, 2, . . . , p be linearly independent, andx x
 .   .T  .T 2  .T .  .  .IV b t Q y D t Q q D b t Q b t s 0 « b t s 0, t g I.x x xÇ È
 .  . 0Then, the objecti¨ e functions of P and D are equal and u is a properly
 .efficient solution of P .
 0 0 0. 0  .Proof. Since u , t , y , with u g X and having a weak* closed2
range, is conditionally properly efficient, it is a weak maximum. Hence,
there exists a g R P, g , m g Rm, and piecewise smooth b : I ª Rn and
m w xg : I ª R satisfying the following Fritz John conditions 4, 5 , which are
w xderived by means of the analysis of 3
p
i 0 0 0a f t , u t , u t q B t z t .  .  .  .Ç . i x i i
is1
m
0 T j 0 0q g y t g t , u t , u t .  .  .Ç . j j x
js1
p m
Ti 0 0 j jy D a f t , u t , u t q g y t g t , u t , u t .  .  .  .  .Ç Ç . i x j xÇ Ç
is1 js1
T T T2y b t Q y D b t Q q D b t Q s 0, t g I. 22 .  .  .  . .  . .x x xÇ È
T TTa e g y b t Q y Db t Q q d t s 0, t g I , 23 .  .  .  .  . . /y yÇ
T i 0 0 0  4b t f t , u t , u t q B t z t y m s 0 ; i g 1, 2, . . . , p .  .  .  .  .Ç . .x i i i
24 .
T
d t y t s 0, t g I , 25 .  .  .
mTt s 0 26 .
a , b t , d t , m ) 0, t g I , 27 .  .  . .
a , b t , d t , m / 0, t g I , 28 .  .  . .
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where
f s f t , u0 t , u0 t , g s g t , u0 t , u0 t , .  .  .  .Ç Ç .  .
f s f t , u0 t , u0 t , etc., .  .Ç .x x
with all derivatives evaluated at u s u0.
w xNow following the lines of the proof of Theorem 5 of 1 and Theorem 3
of this paper, we get
1r2b Ti 0 0 0 0f t , u t , u t q u t B t u t dt .  .  .  .  .Ç .  .H  5i
a
b Ti 0 0 0 0s f t , u t , u t q u t B t u t dt .  .  .  .  .Ç . 4H i
a
 4; i g 1, 2, . . . , p
0 .  .and, by Proposition 1, u t is a properly efficient solution of P .
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