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Abstract
A weighted graph is one in which every edge e is assigned a nonnegative number w(e), called the
weight of e. For a vertex v of a weighted graph, dw(v) is the sum of the weights of the edges incident
to v. And the weight of a path is the sum of the weights of the edges belonging to it. In this paper,
we give a sufﬁcient condition for a weighted graph to have a heavy path which joins two speciﬁed
vertices. Let G be a 2-connected weighted graph and let x and y be distinct vertices of G. Suppose
that dw(u)+ dw(v)2d for every pair of non-adjacent vertices u and v ∈ V (G)\{x, y}. Then x and
y are joined by a path of weight at least d, or they are joined by a Hamilton path. Also, we consider
the case when G has some vertices whose weighted degree are not assumed.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
We only consider undirected graphs which have no loops or multiple edges. Let V (G)
and E(G) denote the set of vertices and the set of edges of a graph G, respectively. A
weighted graph is one in which every edge e is assigned a nonnegative numberw(e), called
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the weight of e. For a subgraph H of G, the weight of H is deﬁned by
w(H)=
∑
e∈E(H)
w(e).
For each vertex v ∈ V (G),NG(v) is the set, and dG(v) the number, of neighbors of v in G.
We deﬁne the weighted degree of v in G by
dwG(v)=
∑
u∈NG(v)
w(uv).
When no confusion occurs, we will denote NG(v), dG(v), and dwG(v) by N(v), d(v), and
dw(v), respectively. An (x, y)-path is a path whose endvertices are x and y.
In [2], Bondy and Fan began the study on the existence of heavy paths and cycles in
weighted graphs. They showed following two results with Dirac-type weighted degree
conditions.
Theorem 1 (Bondy and Fan [2]). Let G be a 2-connected weighted graph such that
dw(v)d for every vertex v in V (G). Then G contains a cycle of weight at least 2d
or every heaviest cycle in G is a Hamilton cycle.
Theorem 2 (Bondy and Fan [2]). Let G be a 2-connected weighted graph and d be a real
number. Let x and y be distinct vertices of G. If dw(v)d for all v ∈ V (G)\{x, y}, then G
contains an (x, y)-path of weight at least d.
And in [1], an Ore-type theorem for heavy cycles is shown.
Theorem 3 (Bondy et al. [1]). Let G be a 2-connected weighted graph and d a nonnegative
real number. If dw(u)+ dw(v)2d for every pair of nonadjacent vertices u and v, then G
contains either a cycle of weight at least 2d or a Hamilton cycle.
Note that the second conclusion of Theorem 3 is weaker than the corresponding one in
Theorem 2. In fact, the following statement is false (see [1]).
False statement 1. Let G be a 2-connected weighted graph and d a nonnegative real num-
ber. If dw(u)+ dw(v)2d for every pair of nonadjacent vertices u and v, thenG contains
a cycle of weight at least 2d or every heaviest cycle in G is a Hamilton cycle.
The aim of this paper is to weaken the condition of Theorem 2 to Ore-type degree
condition. The following problem may naturally be suggested.
Problem A. Let G be a 2-connected weighted graph and d a real number. Let x and y be
distinct vertices of G. If dw(u)+ dw(v)2d for every pair of nonadjacent vertices u and
v in V (G)\{x, y}, is it true that G contains an (x, y)-path of weight at least d?
However, the answer to Problem A is negative. Let G1 be the weighted complete graph
of order n such that all of its edges are assigned the same weight r > 0, and x and y be any
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distinct vertices of G1. Then G1 satisﬁes the condition of Problem A for all d > 0, but the
weight of the heaviest path in G is (n− 1)r . Hence if d > (n− 1)r , G1 does not have any
(x, y)-path of weight d or more.
There is another counterexample which is not a complete graph. LetG2 be the weighted
graph such that an edge pq is removed from a complete graph of order n5, and let x and
y be any distinct vertices of G2. Now we assign weight r to all the edges incident with
p, and weight 0 to all the other edges. Then G2 satisﬁes the condition of Problem A for
d = (n − 2)r , but the weight of the heaviest path in G is 2r . Hence G2 does not have any
(x, y)-path of weight d or more.
When we discuss about heavy cycles, using an Ore-type weighted degree condition, the
conclusion is “there exists a heavy cycle” or “there exists a Hamilton cycle.” About paths,
we can say the same as the following new theorem.
Theorem 4. Let G be a 2-connected weighted graph and d a real number. Let x and y
be distinct vertices of G. If dw(u) + dw(v)2d for every pair of nonadjacent vertices u
and v in V (G)\{x, y}, then G contains an (x, y)-path of weight at least d or a Hamilton
(x, y)-path.
Moreover, extending Theorem 4, we prove the following.
Theorem 5. Let G be a 2-connected weighted graph and d a real number. Let x and y be
distinct vertices of G, and W be a subset of V (G)\{x, y}. If dwG−W(u) + dwG−W(v)2dfor every pair of nonadjacent vertices u and v in V (G)\(W ∪ {x, y}), then G contains
an (x, y)-path of weight at least d or an (x, y)-path which contains all the vertices of
V (G)\W .
The weighted degree condition in Theorem 5 is motivated by the following theorem.
Theorem 6 (Hirohata [4]). LetG be a 2-connected graphwithmaximumdegree(G)d,
and let x and y be distinct vertices of G. LetW be a subset of V (G)\{x, y}with cardinality at
mostd−1. Ifmax{dG(u), dG(v)}d for every pair of vertices u andv inV (G)−(W∪{x, y})
with dG(u, v)= 2, then G contains an (x, y)-path of length at least d − |W |.
Note that the following corollary follows from Theorem 6.
Corollary 1. Let G be a 2-connected graph with maximum degree (G)d, and let x and
y be distinct vertices of G. LetW be a subset ofV (G)\{x, y}with cardinality at most d−1. If
dG(u)+dG(v)2d for every pair of nonadjacent vertices u and v in V (G)− (W ∪{x, y}),
then G contains an (x, y)-path of length at least d − |W |.
On the other hand, considering the weighted graph with constant weight 1, we obtain the
following corollary by Theorem 5.
Corollary 2. Let G be a 2-connected graph with maximum degree (G)d, and let x and
y be distinct vertices of G. Let W be a subset of V (G)\{x, y}. If dG−W(u)+ dG−W(v)2d
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for every pair of nonadjacent vertices u and v in V (G)\(W ∪ {x, y}), then G contains an
(x, y)-path of length at least d.
Since dG(v)− |W |dG−W(v), Corollary 2 is stronger than Corollary 1.
In the rest of this section, we prepare some terminology and notation used in the proof
of Theorems 4 and 5. For U ⊆ V (G) we denote wG(U) = min{dwG(v) : v ∈ U}, and For
H ⊆ G, we denote wG(H)= wG(V (H)). If an (x, y)-path contains a vertex z, we call it an
(x, z, y)-path. Let X, Y be disjoint subsets of V (G). A path P is called an (X, Y )-path if
(i) P is an (x, y)-path, where x ∈ X and y ∈ Y , and
(ii) P ∩X = {x} and P ∩ Y = {y}.
Moreover,wewill denote an ({x}, Y )-path by (x, Y )-path.Thedistance between twovertices
x and y, denoted by d(x, y), is the minimal length of an (x, y)-path.
Let G be a connected graph which is separable, and B be an endblock of G. Then cB
denotes the only cutvertex of G in B, and we will denote V (B)\{cB} by IB . The vertices in
IB are called internal vertices of B.
Let e=xy be an edge of a graphG.When we identify xwith y as a new vertex ve, we call
this operation contraction of the edge e and the new graph is denoted by G/e. Formally,
G/e is a graph such that
• V (G/e)= {V (G) ∪ ve}\{x, y},
• E(G/e)= E(G− {x, y}) ∪ {vev : xv ∈ E(G)\{e} or yv ∈ E(G)\{e}}.
The vertex ve is called the contracted vertex.
We use [3] for notation and terminology not explained here.
2. Proof of Theorem 4
If d = 0, the assertion is obvious. Hence we may assume d > 0. Let |V (G)| = n. We use
induction on n.
If n = 3, let z be the third vertex other than x, y. From the 2-connectedness of G, there
is a path xzy, which is a Hamilton (x, y)-path. Suppose now that n4 and the theorem is
true for all graphs of k vertices such that 3kn− 1. Let H =G− x.
Case 1: H is 2-connected.
Since G is 2-connected, we have d(x)2. Choose x′ ∈ N(x)\{y} such that w(xx′) =
max{w(xv) : v ∈ N(x)\{y}}. Then for every v ∈ V (H)\{y}, dwH (v)dwG(v) − w(xx′).
Hence dwH (u) + dwH (v)2(d − w(xx′)) for every pair of non-adjacent vertices u, v ∈
V (H)\{y}. By the induction hypothesis, there is an (x′, y)-path Q in H such that w(Q)
d − w(xx′), or Q is a Hamilton path of H. Then the path P = xx′Q is a required path.
Case 2: H is separable.
In this case, H has at least two endblocks, say B1 and B2. First we prove that there is a
required path in case of IB1 = {y}. In this case, let G′′ =G[V (G)\{y}]. If xcB1 /∈E(G′′),
we add the edge xcB1 of weight zero to G′′. Then, the resulting graph is 2-connected, and
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dw(u) + dw(v)2d for every u, v ∈ V (G′′)\{x, cB1} such that uv /∈E(G). Then by the
induction hypothesis, there is an (x, cB1)-path Q such that w(Q)d or Q contains all the
vertices inG′′. It is obvious thatQ is not the added edge xcB1 itself, so we can take the path
P =QcB1y inG, which is a required path. By the same argument, we can obtain a required
path in case of IB2 = {y}. So we can assume that IB1 = {y} and IB2 = {y}.
For i ∈ {1, 2}, let di = wG(IBi\{y}). Since v1v2 /∈E(G) for any vertices v1 ∈ IB1\{y}
and v2 ∈ IB2\{y}, d1 + d22d .
Case 2.1: y /∈ IB1 ∪ IB2 .
Since d1 + d22d , max{d1, d2}d . Without loss of generality, we can suppose d1d.
Now, let B∗1 denote the graph obtained from G[V (B1) ∪ {x}] by adding the edge xcB1 of
weight zero if xcB1 /∈E(G). Then B∗1 is 2-connected and for every v ∈ V (B∗1 )\{x, cB1},
dw
B∗1
(v)= dwG(v)d1. Hence, Theorem 2 implies that B∗1 has an (x, cB1)-pathQ1 of weight
at least d1d . It is obvious that Q1 is not the added edge xcB1 itself, so Q1 is a path in
G. On the other hand, there exists a (cB1 , y)-path Q2 in H − IB1 . Then P =Q1Q2 is an
(x, y)-path of weight at least d.
Case 2.2: y ∈ IB1 ∪ IB2 .
Without loss of generality, we can suppose that y ∈ IB1 . If there exists v ∈ IB1 such that
w(xv)d , we can obtain an (x, y)-path of weight at least d by joining xv and any (v, y)-
path in B1. So suppose that max{w(xv) : v ∈ IB1}<d . Then, dwB1(v)> dwG(v)−dd1−d
for all v ∈ V (B1)\{y, cB1}. Now we already have IB1 = {y}. This implies that B1 is 2-
connected. Hence, by Theorem 2, there exists a (cB1 , y)-path Q1 in B1 of weight at least
d1 − d. Now applying the same argument as used in Case 2.1 to B2, we can obtain an
(x, cB2)-pathQ2 in G[V (B2) ∪ {x}] of weight at least d2. It is easy to see that there exists
a (cB1 , cB2)-path Q3 in H − IB1 − IB2 , so G has the (x, y)-path P =Q2Q3Q1 of weight
at least d1 − d + d22d − d = d . 
3. Proof of Theorem 5
In this section, we use the following results.
Theorem 7 (Tutte [6]). Let G be a 2-connected graph of order at least 4, and e be an edge
of G. Then either G− e or G/e is 2-connected.
Theorem 8 (Perfect [5]). Let G be a k-connected graph,X, Y be disjoint subsets of V (G),
and l be an integer such that l < k. If P is any set of l disjoint (X, Y )-paths in G, then
there exists a set Q of k disjoint (X, Y )-paths whose set of endvertices includes the set of
endvertices of the paths inP.
Now we deﬁne an operation, which is edge contraction of weighted graphs. Let G be
a weighed graph and ab ∈ E(G). The graph Gb→a is equal to the graph G/ab, but the
contracted vertex is regarded as a. And, we must assign weights to every edge of Gb→a .
We consider a mapping  of E(Gb→a) to E(G) such that
• for u, v ∈ V (Gb→a)\{a}, (uv)= uv;
H. Enomoto et al. / Discrete Mathematics 300 (2005) 100–109 105
• for v ∈ V (Gb→a)\{a}, if av ∈ E(G) then (av)= av;
• for v ∈ V (Gb→a)\{a}, if av /∈E(G) but bv ∈ E(G) then (av)= bv.
Note that is an injection. For every edge e ∈ E(Gb→a), we assignwGb→a (e)=wG((e)).
Next, we prepare some lemmas.
Lemma 1. Let G be a weighted graph and ab be an edge of G. Then for any path P in
Gb→a , there exists a path Q in G such that
(a) w(P )w(Q);
(b) P and Q have the same endvertices.
Moreover, if dG(b)= 2, we can ﬁnd Q which also satisﬁes the following:
(c) V (P ) ⊆ V (Q).
Proof. We give an orientation to P. If a is an endvertex of P, we regard a as the ﬁrst vertex.
For a vertex v ∈ V (P ), v+ denotes the next vertex of v on P, and v− denotes the last vertex
before v on P.
Now we deﬁne a path Q in G. We distinguish four cases.
(i) a is an endvertex of P and a+ /∈NG(a).
(ii) a is an endvertex of P and a+ ∈ NG(a).
(iii) a is a vertex of P which is not an endvertex, and |{a+, a−} ∩NG(a)| = 1.
(iv) Otherwise.
In case of (i) or (iii), let
Q=
⋃
e∈P
(e) ∪ {ab}.
And, in case of (ii) or (iv), let
Q=
⋃
e∈P
(e).
Then Q induces a path satisfying (a) and (b). Also, if V (P )V (Q), then a lies on P and
{a+, a−} ∩NG(a)= . In this case, we have NG(b) ⊇ {a+, a−, a}, and hence dG(b)3.
This shows (c). 
Lemma 2. Let G be a weighted graph, ab be an edge of G, and L be a subset of V (G).
If b /∈L, then for every v ∈ L, dwG[L](v)= dwGb→a [L](v).
Proof. Let v ∈ L. For every u ∈ NG(v) ∩ L, since u = b, we have uv ∈ E(Gb→a) and
wG(uv)= wGb→a (uv). Hence we obtain dwG[L](v)= dwGb→a [L](v). 
And, the following two lemmas are obvious.
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Lemma 3. Let G be a weighted graph and ab be an edge of G. For any path P inG− ba,
there exists a path Q in G such that
(a) w(P )w(Q);
(b) V (P ) ⊆ V (Q);
(c) P and Q have the same endvertices. 
Lemma 4. Let G be a weighted graph, ab be an edge of G, and L be a subset of V (G). If
b /∈L, then dwG[L](v)= dwG−ba[L](v) for every v ∈ L. 
Next, we deﬁne the elimination of uv ∈ E(G) keeping weights in L. Let G be a 2-
connected graph of order at least 4, let L ⊆ V (G), and uv ∈ E(G) such that u /∈L. By
Theorem 7, G − uv or G/uv is 2-connected. If G − uv is 2-connected, we make a new
graph G′ =G− uv. If G− uv is not 2-connected, we make a new graph G′ =Gu→v . We
call this operation from G toG′ the elimination of uv keeping the weight of L. Note that the
resulting graph G′ is still 2-connected.
Proof of Theorem 5. Let G be a weighted graph satisfying the conditions of Theorem 5.
If W = , the assertion follows from Theorem 4. So we may assume W = . Also in
case of V (G)\(W ∪ {x, y})=  or d = 0, the assertion is obvious. So we can assume that
V (G)\(W ∪ {x, y}) =  and d > 0. Hence, |V (G)| is at least 4.
Next, if xy /∈E(G), let G∗ =G + xy and assign weight 0 to xy. Then G∗ also satisﬁes
the conditions of Theorem 5. If G∗ has a required path P, P is not xy itself (note that
V (G)\(W ∪ {x, y}) =  and d > 0). Hence we can obtain a required path P in G. So we
can assume that xy ∈ E(G).
Let H be a component ofG−W . We call H trivial if V (H) ⊆ {x, y}. Now letH be the
set of all the non-trivial components of G−W .
Case 1: |H|2.
Suppose H1, H2 ∈ H. For i ∈ {1, 2}, let di = wG−W(Hi − {x, y}). If v1 ∈ H1 and
v2 ∈ H2, v1 and v2 are non-adjacent. Hence d1 + d22d. In particular, max{d1, d2}d.
Without loss of generality, we may assume that d1d. Let L = V (H1) ∪ {x, y}. Now we
eliminate all the edges incident with vertices in V (G)\L keeping weights in L. Then the
resulting graph G∗ is 2-connected, and Lemmas 2 and 4 imply dwG∗(v)d for every v in
V (G∗)\{x, y} (note that dwG−W(v) = dwH1(v) for every vertex v ∈ H1). Hence Theorem 2
implies that there is an (x, y)-path of weight at least d in G∗. And by Lemmas 1 and 3, we
obtain an (x, y)-path of weight at least d in G.
Case 2: |H| = 1.
Suppose H be the unique non-trivial component. Note that for every vertex v in H,
dwG−W(v)= dwH (v).
Case 2.1: H is 2-connected.
If {x, y} ⊆ V (H), Let x′ = x and y′ = y. If {x, y}V (H), from the 2-connectedness of
G, we can take two disjoint paths Q1 and Q2 such that Q1 is an (x,H)-path and Q2 is a
(y,H)-path.We denote the endvertex ofQ1 inH by x′, and the endvertex ofQ2 inH by y′.
In each case, Theorem 4 implies that there is an (x′, y′)-path P in H such that w(P )d, or
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P contains all the vertices of H. If necessary, addingQ1 andQ2 to P, we obtain a required
path.
Case 2.2: H is not 2-connected.
Case 2.2.1: H has three or more endblocks.
If {x, y} ⊆ V (H), there are at least two endblocks of H such that their internal vertices
do not contain x or y (note that xy ∈ E(G) implies that x and y are in the same block
of H). Let B1 and B2 be such endblocks and let x′ = x. If {x, y}V (H), take an (x,H)-
path Q1 and let x′ be the endvertex of this path in H. Then there are at least two blocks
such that their internal vertices do not contain x′, and let B1 and B2 be such endblocks.
In each case, max{wH (IB1), wH (IB2)}d . Without loss of generality, we can assume that
wH (IB1)d . Now there is an (x′, cB1)-path inG− IB1 , hence Theorem 8 implies that there
are two disjoint paths Q2 and Q3 such that Q2 is an (x′, B1)-path, Q3 is a (y, B1)-path,
and an endvertex ofQ2 orQ3 is cB1 . Let z be another endvertex ofQ2 andQ3 in B1. Then
Theorem 2 implies that there is a (cB1 , z)-path P of weight at least 
w
H (B1)d in B1. Now
let P ′ =Q2PQ3. If necessary, addingQ1 to P ′, we obtain a required path.
Case 2.2.2: H has only two endblocks.
We denote L = V (H) ∪ {x, y}. First, we eliminate all the edges of {uv : uv ∈ E(G),
u, v ∈ V (G)\L}. Next, we remove all the edges e if
(a) e is incident with a vertex in V (G)\L;
(b) G− e is 2-connected.
We denote the resulting graphG′. Since the block-cutvertex tree of H is a path, dG′(v)= 2
for every v ∈ V (G′)\L. Then for every v ∈ V (G′)\L, choose an edge incident with v and
eliminate it keeping weights in L. Now we obtain a graph G′′ which is 2-connected and
V (G′′) = L. Moreover, Lemmas 2 and 4 imply that for all non-adjacent vertices u, v ∈
V (G′′)\{x, y}, dw
G′′(u)+ dwG′′(v)d . Hence, Theorem 4 implies that there exists an (x, y)-
pathP inG′′ such thatw(P )d orP is a Hamilton path inG′′. Then, Lemmas 1 and 3 imply
that there exists an (x, y)-path Q in G such that w(Q)d or Q contains all the vertices of
V (G′′) ⊇ V (H), which is a required path. 
4. Remarks
Theorem 4 is sharp in the following sense. Let G be a complete 3-partite graph with
partite sets V1, V2 and V3 such that |V3|> |V1|+ |V2| and |V1|= 2.And let V1={x, y} (see
Fig. 1). Now assign weight d/2 to all the edges incident with x or y, and assign weight 0 to
all the other edges. Then dw(u)+ dw(v)2d for every pair of nonadjacent vertices u and
v, but G contains no (x, y)-path of weight more than d or Hamilton (x, y)-path.
On the existence of heavy paths in weighted graphs, the following theorem is known.
Theorem 9 (Zhang et al. [7]). Let G be a 2-connected weighted graph and d a real number.
Let x and y be distinct vertices of G. If dw(v)d for all v ∈ V (G)\{x, y}, then for any
given vertex z of G, G contains an (x, z, y)-path of weight at least d.
This theorem suggests the following problem.
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x y
V1
V2
V3
··· weight d/2
··· weight  0
Fig. 1.
z
x
y
v3
v4
v1
v2
Kr
Fig. 2.
Problem B. Let G be a 2-connected weighted graph and d a real number. Let x and y be
distinct vertices of G. If dw(u)+ dw(v)2d for every pair of nonadjacent vertices u and
v in V (G)\{x, y}, is it true that for any given vertex z ofG, G contains an (x, z, y)-path of
weight at least d or a Hamilton (x, z, y)-path?
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The answer to this problem is negative. LetH=Kr (r3) such that {z, v1, v2} ⊆ V (H).
Now let G be a graph such that V (G)= V (H) ∪ {x, y, v3, v4}, and
E(G)= E(H) ∪ {v1x, v1v3, v2y, v2v4, xy, v3v4}
Now we assign weight d to all the edges incident with v3 or v4, d ′ to all the edges incident
with z, and 0 to all the other edges (see Fig. 2). Then G satisﬁes the conditions of Problem
B, but if d > 2d ′, G contains no (x, z, y)-path of weight d or Hamilton (x, z, y)-path. In
this example, we can enlarge the weighted degree of z by adding sufﬁciently many vertices
to H. Hence it is no use for Problem B to add a weighted degree condition for z.
We conclude this paper with the following open problem.
Problem C. Let G be a 3-connected weighted graph and d a real number. Let x and y be
distinct vertices of G. If dw(u)+ dw(v)2d for every pair of nonadjacent vertices u and
v in V (G)\{x, y}, is it true that for any given vertex z ofG, G contains an (x, z, y)-path of
weight at least d?
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