Motivation: Advantages of statistical testing of high-throughput screens include P-values, which provide objective benchmarks of compound activity, and false discovery rate estimation. The cost of replication required for statistical testing, however, may often be prohibitive. We introduce the single assay-wide variance experimental (SAVE) design whereby a small replicated subset of an entire screen is used to derive empirical Bayes random error estimates, which are applied to the remaining majority of unreplicated measurements. Results: The SAVE design is able to generate P-values comparable with those generated with full replication data. It performs almost as well as the random variance model t-test with duplicate data and outperforms the commonly used Z-scores with unreplicated data and the standard t-test. We illustrate the approach with simulated data and with experimental small molecule and small interfering RNA screens. The SAVE design provides substantial performance improvements over unreplicated screens with only slight increases in cost.
INTRODUCTION
High-throughput screening (HTS) provides concurrent testing of large libraries for detecting biological activity among large numbers of compounds. For ease of exposition, we refer throughout to compounds although the points made apply to other screened objects such as small interfering RNAs (siRNAs). Advances in combinatorial chemistry, robotic processing and plate miniaturization have dramatically increased throughput. Large screens of one million compounds or more, termed ultra-HTS, are increasingly common in industry (Bobkova et al., 2010; Chung et al., 2010; Madoux et al., 2010) . This has led to pressure to reduce costs associated with the increased volume of screens.
Techniques that can maintain performance in identifying rare biological events while reducing costs are invaluable in the drug discovery process.
Replicated screens, which allow for statistical testing of biological activity, are becoming more common (Boutros and Ahringer, 2008 ; http://nsrb.med.harvard.edu/_downloads/ NSRB_newscreener201106.pdf; Malo et al., 2006; Seiler et al., 2008) . Statistical testing offers numerous advantages for detecting active compounds relative to ranking or using biologically motivated thresholds, neither of which takes compound variability into account. With statistical testing, estimates of uncertainty can be associated with activity measurements; power analyses can be performed to determine cost-effective number of replicates for future screens; false discovery rate procedures can guide decisions for selecting compounds for follow-up screen validation. Obtaining replicates can be prohibitively expensive, however, particularly for ultra-HTS (Wahome and Mantis, 2001) .
One way to reduce costs is to use shrinkage statistical tests that combine individual compound variances obtained from replicates with a screen-wide estimate of the variance. Developed specifically for studies with few replicates, these methods produce more accurate and more precise variance estimates for statistical testing than do classical methods such as the t-test (Allison et al., 2006; Efron, 2005; Tong et al., 2007) . The random variance model (RVM), for example, has been shown to be substantially superior to the standard t-test (Murie et al., 2009; Wright and Simon, 2003) and has been successfully applied to HTS data (Malo et al., 2006 (Malo et al., , 2010 . Although the RVM test performs well with as few as two replicates, cost considerations may argue against obtaining even this minimal level of replication for an entire screen.
We introduce the single assay-wide variance experimental (SAVE) design as a means of generating an RVM error estimate that is based on a small replicated subset of a screen, which can be applied to the remaining majority of unreplicated measurements. We show that SAVE produces P-value distributions and rank-order statistics comparable with fully replicated screens for both simulated and experimental data. SAVE also outperforms the popular Z-score and standard one-sample t-test. Finally, we provide guidelines for determining the number of compounds and replicates required to produce error estimates for use within the SAVE design.
*To whom correspondence should be addressed. 
METHODS

Z-score
The Z-score normalizes for additive and multiplicative effects across plates:
where x i is the signal intensity of the i th compound and p and p are the mean and standard deviation, respectively, of the raw well intensities per plate excluding controls. P-values are derived from the standard normal distribution.
We note that Z-scores are linear transformations of other normalization methods that likewise apply within-plate arithmetic operations (e.g. percent of control, normalized percent inhibition/activation and plate median normalization). We note also that Z-scores are not to be confused with the quality control Z and Z' factor scores (Zhang et al., 1999) commonly used by HTS screeners. Although selection of hit detection thresholds differs (e.g. compounds with Z-scores exceeding 2 or 3 are often considered active, whereas thresholds for normalized percent inhibition/activation are tailored to each assay), scores of the various methods correlate one on a plate-by-plate basis.
Spatial polish and well normalization (SPAWN)
SPAWN normalization is a two-step method, which first uses a trimmed mean polish (here set to a trim value of 0.2) on individual plates to remove row and column effects. The first step fits the assay plates to the following model:
where y ijp is the well intensity for the i th row and j th column of the p th plate. p is the grand mean of the p th plate, R ip is the i th row effect and C jp is the j th column effect of the p th plate. e ijp are the residuals after removing the grand mean, row and column effects. The residuals are rescaled by dividing by the median absolute deviation of the plate and are used as the post-normalized well scores. A second (optional) individual well normalization step used here calculates a spatial bias template (SBT ij ), which is the median of the scores at each well location, the i th row and j th column, across all plates. The spatial bias template scores are then subtracted from the scores from step 1 at each well location ðŷ ijp ¼ y ijp À SBT ij Þ. The resulting scores are again rescaled by dividing by the median absolute deviation of each plate.
Standard one-sample t-test
The one-sample t-test is calculated as follows:
where uˆ, and n are the compound average, compound standard deviation and number of replicates, respectively. c is the measure of null activity, typically zero. P-values are derived from the t distribution with n-1 degrees of freedom.
RVM one-sample t-test
In the RVM test, the empirical Bayes posterior variance for each compound is obtained based on a weighted combination of the compoundspecific variance and a prior variance estimate that is derived from the variances of all the replicated compounds in the screen. The shape (a) and scale (b) parameters for the prior variance distribution are estimated by fitting the observed variances of all compounds to an inverse gamma distribution. The RVM one-sample t-statistic takes the form:
where uˆ, n and c are as for the standard one-sample t-test. The posterior, or pooled, variance is
where 2 is the compound-specific sample variance and (ab)
À1
, the prior variance estimate, is the mean of the fitted inverse gamma distribution. A large number of replicates give increased weight to the sample variance. A large shape value (a), which indicates that the inverse gamma is highly peaked (i.e. most compound-specific variances are close to the mean), gives increased weight to the prior variance. P-values are derived from a t distribution with (n À 1) þ 2a degrees of freedom.
SAVE one-sample t-test
In the SAVE design, a subset of plates within a screen is randomly selected for replication. An RVM one-sample t-test prior (assay-wide) variance estimate is obtained for the replicated subset. This estimate is then used to calculate the error term for the statistical tests of the unreplicated compounds in the screen. The SAVE one-sample t-test is calculated as:
where x i is the i th compound of the unreplicated data and c is the measure of null activity, typically zero. a and b are the RVM shape and scale parameters, respectively, of the inverse gamma distribution fitted to the replicated subset. The assay-wide variance is the mean of the fitted inverse gamma distribution, defined as 1/(ab). P-values are derived from a t distribution with 2a degrees of freedom.
Data
2.6.1 Simulated data methods Two sets of simulated data were generated. Simulation A examined the effect of compound number and replicate number on the prior variance distribution parameter estimates and the assay-wide variance used in the SAVE t-test. A set of simulated compounds with normal error, whose variances were drawn from an inverse gamma distribution with defined shape (a) and scale (b) parameters, was generated with a given number of replicates. The shape, scale and assay-wide variance [mean of the prior inverse gamma variance distribution ¼ 1/(ab)] estimates for each simulation run were compared with the true parameter values. The ranges of the simulated data parameters were as follows: 1-10 plates (80 compounds/plate), 2-11 plate replicates and shape (a) and scale (b) parameters that ranged from 1 to 10. Each combination of parameters was simulated 1000 times.
For Simulation B, P-values were derived from one-sample t-tests and SAVE t-tests of both raw and Z-score data (n ¼ 2), RVM t-tests of raw data (n ¼ 2) and Z-scores (n ¼ 1). Simulation B consisted of two separate datasets. For Simulation B1, 1000 population variances were first drawn from an inverse gamma distribution with specified shape values (a ¼ 1, 2, or 3) chosen to be comparable with values commonly found in highthroughput screens (Supplementary Information Section 1); scale value (b), which had no effect on output (see Results), was set to 1. Two replicate intensities were then generated for each compound by drawing from a normal distribution with the corresponding population variance. Ninety percent of the compounds were simulated to be inactive ( ¼ 0) and the remaining 10 percent were simulated to be active (with effects ranging continuously from À2 to À3 and from 2 to 3 standard deviations away from the null value of 0).
Simulation B2 was used to generate SAVE assay-wide variance estimates for normally distributed data with the population shape and scale parameters used in B1. The number of compounds for B2 ranged from 80 to 480 (1-6 plates with 80 compounds each), and the number of replicates (n) ranged from 2 to 7. Sample variances for the replicates for each compound were generated by drawing randomly from the 2 distribution with n -1 degrees of freedom and applying the following formula (Hays, 1994) :
and n are the i th (compound) population variance, sample variance and number of replicates, respectively. The SAVE assay-wide variance estimate [the denominator in Equation (6)] was calculated from the set of sample variances for each simulation run. Simulations B1 and B2 were repeated in parallel 1000 times for each combination of replicate number, plate number, shape (a) and scale (b) value.
2.6.2 Experimental data methods P-values were derived from onesample t-tests and SAVE t-tests of both Z-score and SPAWN normalized data (n ¼ 2), RVM t-tests of SPAWN scores (n ¼ 2) and Z-scores (n ¼ 1). Two experimental datasets, an in-house (Centre de Criblage pour des Molecules Bio-Actives; CMBA) small molecule cell-based primary screen (Supplementary Information Section 2 ) and an siRNA screen (Wiles et al., 2008) , were examined. The CMBA screen, which contained 520 active and 40 inactive compounds in seven 96-well plates, was run in quadruplicate. The Wiles et al. data, which contained 22 915 siRNAs of unknown activity levels in 62 384-well plates, were run in duplicate.
P-values were generated with the experimental data by first creating two mutually exclusive sets (1 and 2) for each assay. Set 1, the replicated subset of the assay as described in Section 2.5, was used to generate an RVM prior (assay-wide) variance estimate. The process was iterated across all combinations of replicate and plate numbers. Assay-wide variance estimates from Set 1 were used in the SAVE t-test of each single replicate compound in Set 2. Results of the SAVE t-tests were compared with results of other tests applied to the same compounds.
RESULTS
Quality of prior variance distribution parameter estimates
Simulated and experimental data were used to examine effects of compound and replicate number on the accuracy and precision of SAVE assay-wide variance estimates and to provide guidance for cost-effective experimental designs.
3.1.1 Simulated data-quality of parameter estimates Simulated data were used to examine the effect of numbers of plates and replicates across a range of shape (a) and scale (b) parameters on the estimation of the prior variance distribution parameters (Section 2.6.1). Shape (a) values of 1-3 are commonly found in HTS assays when estimating the assay-wide variance distribution (Supplementary Information Section 1) . Figure 1 , which shows simulation results for true shape values within this range, indicates that the accuracy of the SAVE shape estimates was independent of true shape value, number of replicates and number of plates. Precision of the shape estimates, by contrast, improved with increasing plate numbers, although the extent of the gains depended on both number of replicates and true shape values. At true shape ¼ 1, increasing replicates provided little or no gains in precision; at true shapes ¼ 2 and 3, large gains in precision were observed by increasing replicates from 2 to 3 but not from 3 to 4. The full set of graphs showing the number of replicates from 2 to 11 and true shape values from 1 to 10 are in Supplementary Information Section 3. The true scale value had no effect on either the accuracy or precision of the estimated shape parameters ( Supplementary Information Section 4) ; the true shape value, plate number and replicate number had little to no effect on the accuracy and precision of the scale and assaywide variance estimates (Supplementary Information Section 5).
Experimental data-quality of parameter estimates
The quality of the SAVE variance estimates was investigated with experimental data by comparing all possible subsets of number of plates and replicates from the small molecule CMBA and the siRNA Wiles assays to their assay-wide variances estimated from their respective full datasets. Figure 2 shows that SAVE produced accurate estimates of shape (a) for the CMBA data with two or more plates (all replicate numbers) and with good precision at four replicates. Accurate estimates with good precision were obtained for the Wiles et al. data with four or more plates [see Supplementary Information Section 6 for scale (b) and assay-wide variance (1/ab) estimates].
P-value distributions
Simulated and experimental data were used to generate P-values derived from the various methods to assess their respective performances. Figure 3 shows P-values for the six methods generated with simulated data that included 10% active compounds (Section 2.6.1). Figure 3a shows that four of the methods (RVM t-test, t-test, t-test with Z-scores and SAVE) met the theoretical expectation of uniformly distributed P-values for inactive compounds, whereas two methods did not (Z-scores and SAVE with Z-scores). For P-values generated by the active compounds, SAVE showed P-values almost as small as those generated by RVM, increasingly so as shape values increased, and smaller than for any other method (Fig. 3b) . These results indicate that SAVE generates correct Pvalues under the null hypothesis with almost as much statistical power as RVM and with more power than the t-test at considerably reduced cost in that, unlike with the t-test, only a small subset of the screen need be replicated.
Simulated data-P-value distributions
Experimental data-P-value distributions
Obtaining correct P-values with experimental HTS data is a more difficult task because of the likely presence of numerous sources of bias in the measurements. Normalization methods must remove the bias while simultaneously maintaining statistical test assumptions (e.g. normally distributed error for the t-test, RVM t-test and SAVE and the added assumption of inverse gamma distributed variances for RVM and SAVE). Figure 4a and b show that when normalized with SPAWN, the t-test, RVM t-test and SAVE tests produced similar P-values with both the CMBA small molecule and the Wiles et al. RNA interference datasets. Importantly, all three tests showed the expected uniformly distributed P-values for inactive CMBA molecules (Fig. 4c) . As with the simulated data, SAVE generated Pvalues almost as small as RVM for active molecules and outperformed the t-test (Fig. 4d) . All three tests performed poorly with Z-score normalized data. Figure 5 shows the power levels of the SAVE method at a P-value threshold of 0.01 with shape values ranging from 1 to 3 and the scale parameter set to 1. The power levels were calculated using a standard power analysis with the SAVE assay-wide variance used as the variance estimate. The power of the SAVE method improved as the shape value of the inverse gamma distribution increased. This is due to the compound variances clustering more strongly around the center of the variance distribution at higher shape values. The power analysis of the shape parameter at P-value thresholds of 0.001 and 0.05 are shown in Supplementary Information Section 7.
Power analysis of SAVE
DISCUSSION
Statistical testing and concomitant P-values provide an objective way to benchmark false-positive and false-negative rates in HTS assays. The SAVE method can be used to generate P-values that are comparable with those generated with full replication, providing a reasonable alternative when the latter is not possible due to cost considerations. Replication that captures the true variability of the assay rather than only technical variation is the preferred approach (e.g. by replicating sample preparation and by randomly assigning replicated compounds to different well locations across plates). This approach to the minimal replication required of the SAVE design would improve generalizability of results and their validation.
As with other statistical approaches, SAVE results are best when data are adequately normalized, which is often not the case with frequently used methods such as the Z-score or normalized percent inhibition/activation. As a consequence of not correcting for spatial biases within plates, compound activity with data normalized by these latter methods will appear higher or lower than the true biological signal, depending on where the compound is located on a plate (Brideau et al., 2003) . An additional problem of using Z-scores for purposes of generating Fig. 3 . Two-tailed P-values generated with simulated data. The SAVE assay-wide variance was generated with 240 compounds (equivalent to three 96-well plates, 80 compounds each) and 4 replicates. The RVM t-test, t-test and t-test with Z-scores were generated with 1000 compounds and 2 replicates; the SAVE, SAVE with Z-scores and Z-scores were generated with 1000 compounds and 1 replicate. The simulated data variances were generated from a prior inverse gamma variance distribution with shape values 1-3 and a scale value of 1. (a) QQ plot of P-values of the inactive compounds compared with the uniform distribution. (b) Rank-ordered P-values of the active compounds P-values is the incorrect assumption that all compounds share a common population variance (Malo et al., 2006) . The incorrectness of the P-values associated with Z-scores can be readily observed by their deviations from a uniform distribution for inactive molecules. This graphical approach can be used to assess SAVE's appropriateness for datasets and normalization methods not addressed in our study; when used with primary screen data of mostly inactive compounds, P-values should be approximately uniformly distributed in all but the lower P-value range. We demonstrated that SPAWN normalization provides good results in line with statistical expectation; other methods that similarly correct for spatial bias, such as the R score (Wu et al., 2008) , may also be considered.
The standard t-test has been widely criticized for use with high-throughput studies because of its low power and poor random error estimation when applied to screens with few replicates (Hu and Wright, 2007; Murie et al., 2009; Qin and Kerr, 2004; Tong and Wang, 2007; Xie et al., 2004) .We showed that SAVE error estimates provided by partial replication are superior to full replication t-test estimates. This superiority is reflected in part by the typically larger degrees of freedom associated with the SAVE method. Standard t-tests with n ¼ 2 provide only one degree of freedom (df), whereas the SAVE t-test provides 2a dfs. Shape parameter values (a) of 1 through 3 are common. In the two empirical datasets we examined, for example, a was $1.6, providing 3.2 dfs for the statistical test. Thus, by using the assay-wide variance as the random error estimate rather than the individual feature compound error estimates of the standard t-test, SAVE provides greater statistical power that comes with more dfs, while avoiding the unrealistically 'small denominator' problem of the t-test observed in highthroughput data (Tusher et al., 2001) .
Obtaining accurate and precise shape estimates is crucial to the success of the SAVE approach because it is the critical variable in estimating the prior variance distribution and because it defines the degrees of freedom used in generating P-values (Smyth, 2004; Wright and Simon, 2003) . In general, SAVE shape estimates improve with increasing numbers of plates and replicates but the overall number of plates required is small relative to the number of plates in a typical screen, in particular for ultra-HTS screens for which the SAVE design is most useful. Finally, although SAVE was created for and tested with HTS assays, the method is readily transferrable to other types of high-throughput assays whose variances are distributed according to an inverse gamma distribution (e.g. gene expression microarrays). Fig. 4 . Two-tailed P-values generated with experimental data. The SAVE assay-wide variance was generated with three plates and four replicates for the CMBA data and two plates and two replicates for the Wiles data. The t-test and RVM t-test P-values (Z-score and SPAWN normalized) were generated with all n ¼ 2 combinations; SAVE (both Z-score and SPAWN normalized) and Z-scores were generated with n ¼ 1. (a and b) Histogram of P-values for CMBA and Wiles assays generated with twotailed tests. (c) QQ plot of P-values of the CMBA inactive compounds compared with the uniform distribution. (d) Rank-ordered P-values of the CMBA active compounds Fig. 5 . Power levels of the SAVE design across effect sizes [measured intensity difference from zero divided by the SAVE assay-wide variance (1/ab)] and different shape parameters of the prior variance distribution at a critical P-value threshold of 0.01
