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Abstract
In this thesis we study the problem of how to identify, and measure the properties 
of, infalling protostellar envelopes, through radiative transfer modelling of submillime­
tre spectral line observations. The densities and temperatures in the gas envelopes 
surrounding the youngest protostars are favourable for exciting a number of rotational 
molecular transitions, observable in the submillimetre waveband. The line profiles of 
these transitions contain information about both the physical state and dynamics o f the 
envelope gas, and may potentially be used to test theoretical models o f star formation. 
We review the observational and theoretical background to the current picture o f star 
formation and protostellar evolution, and the previous molecular line studies o f infall 
in molecular clouds and protostellar envelopes.
The physical concepts and assumptions used in radiative transfer modelling o f rota­
tional molecular lines are discussed. The observations of this thesis are modelled using 
an exact, non-LTE, spherically symmetric radiative transfer code (STENHOLM), which 
numerically solves the radiative transfer problem using the A-iteration method. A de­
tailed description of the code is given, including a number of new modifications. To test 
the performance of the code, comparisons are shown between the line profiles produced 
by STENHOLM and independent analytical and numerical calculations.
Observations are presented of a sample of protostellar candidates (mainly Class 0 
sources), in transitions of HCO+ , H13CO+ , CS, CO, and C 180 . The HCO+ and CS 
transitions preferentially trace high density gas, whereas CO traces a much wider range 
o f gas densities. A complex dynamical picture emerges, involving infall, rotation, and 
outflow. Of the ten objects included in our sample, five show qualitative signatures 
o f infall (i.e. blue-skewed line profiles) in the high critical density tracers, CS and 
HCO+ . O f the remaining objects, four show either no signature o f infall or conflicting
signatures in different tracers, and one (L483) show red-skewed line profiles, in direct 
conflict with the infall expectation. We examine the evidence that the line profiles 
o f the HCO+ and CS transitions observed towards each of the objects are confused 
by emission from outflows, by comparing, wherever possible, the morphology and cen­
troid velocity gradients found in maps o f these transitions with CO outflow maps. We 
find that the CS and HCO+ submillimetre transitions, which are usually thought of 
as good tracers o f protostellar envelope gas by virtue of their large critical densities, 
are often significantly contaminated by outflow emission. For the three objects which 
show the strongest evidence for infall (NGC1333-IRAS2, IRAS 16293-2422 and Serpens 
SMM4) strong centroid velocity gradients are measured in the CS and HCO'1' maps. 
We examine whether these velocity gradients are caused by outflow or rotation, and 
conclude that in the case of NGC1333-IRAS2, the outflow dominates the velocity gra­
dient, whereas we find strong evidence that the IRAS 16293-2422 and Serpens SMM4 
velocity gradients are due to rotation. Both these latter objects show evidence for 
elongation o f their envelopes perpendicular to the rotation axis, suggesting they may 
be partially centrifugally supported.
We examine the physical constraints which can be used to limit the number and 
range o f parameters used in protostellar envelope models, and identify the turbulent 
velocity and tracer molecule abundance as the principle sources of uncertainty in the 
radiative transfer modelling. We explore the trends in the appearance of the predicted 
line profiles as certain key parameters in the models are varied. The formation o f the 
characteristic asymmetric double-peaked line profile in infalling envelopes is discussed 
in detail, and some previous misconceptions concerning this problem are highlighted. 
Radiative transfer modelling is carried out on HCO+ and CS observations of NGC1333- 
IRAS2 and Serpens SMM4, using the STENHOLM radiative transfer code. Adequate 
fits are found for most of the observed line profiles using plausible infall model pa­
rameters, and possible reasons for the discrepancies are suggested. The density and 
velocity profiles in our best fit models are inconsistent with the Shu model, since for 
both objects modelled, the infall velocities appear further advanced than the Shu model 
would predict, given the density profile. We find better agreement with a form of col-
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lapse which assumes non-static initial conditions than with a static singular isothermal 
sphere. We also find tentative evidence that the infall velocity is retarded from free-fall 
towards the centre o f the cloud.
3
ACKNOWLEDGEMENTS
Most PhD ’s are collaborations, and this is no exception. First and foremost, I would 
like to thank Derek Ward-Thompson, for taking me on as his first PhD student, and 
being an extremely patient and supportive supervisor. I have had an invaluable ap­
prenticeship in research and whiskey appreciation. Many thanks to Peter Brand for his 
inspirational enthusiasm for physics, for providing a compass when I occasionally felt 
lost at sea, and for remaining enigmatic to the last. The most enjoyable part o f a PhD 
for me (apart from completing it) is debating the subject with others. For being game 
opponents, I thank Phillipe André, Bill Ballinger, Andrew Harrison, Nick Jessop, Mike 
McCartney, Gopal Narayanan, Jonathon Rawlings, Frank Shu, Jonathon Tedds, and 
Jeremy Yates, among others.
Special thanks go to Andy Gibb, Les Little, and Robin Phillips, who gave me access 
to their radiative transfer code, and patiently answered all my queries. I first found 
out about the code through the CCP7 project.
Many people have supported me, in word and deed, during the past few years. 
Jennifer Mair mopped my brow and kept the batteries on my life support machine 
charged. No greater devotion hath any woman than to proof-read the thesis o f her 
beloved. Robert, Jay, Michael and Valentina Mair provided welcome retreats on many 
occasions. Thanks to Jane Ward-Thompson for all the meals and some last minute 
photocopying.
The final word goes to my Mum and Dad, who have been a continual source of 
encouragement.
1
This thesis is my own composi­
tion except where indicated in the 
text.
December 17, 1997




1.1 Theory o f P rotostars ............................................................................................  2
1.1.1 Gravitational in stab ility ..........................................................................  2
1.1.2 The Shu M o d e l ........................................................................................... 7
1.2 The Evidence for Star F orm ation .....................................................................  16
1.2.1 Young stellar o b je c ts ................................................................................. 18
1.2.2 The empirical picture o f low mass star fo rm a tio n .............................  21
1.3 Spectroscopic Evidence for Collapse and In fall...............................................  24
1.3.1 Turbulence and collapse motions in molecular c lo u d s ........................  24
1.3.2 Observations of protostellar in fa ll.........................................................  29
1.3.3 Infall su rv e y s .............................................................................................. 34
1.4 S u m m a ry ................................................................................................................  38
1.5 Appendix - Hydrostatic equilibrium of spherical isothermal clouds. . . .  40
1.6 R eferences................................................................................................................  43
4
2 Radiative Transfer in Submillimetre Spectral lines 50
2 . 1  Fundamental C on cep ts.........................................................................................  50
2.1.1 Photons and the radiation f i e ld .............................................................  50
2.1.2 The equation of tran sfer..........................................................................  52
2.1.3 The density of s ta te s .................................................................................  58
2.1.4 Thermodynamic E qu ilib r iu m ................................................................  60
2.2 Spectral line ra d ia t io n .........................................................................................  64
2.2.1 Radiative transitions................................................................................. 64
2.2.2 The complete redistribution a p p rox im ation ...................................... 67
2.2.3 The relationship between microscopic and macroscopic quantities 71
2.2.4 The line profile fu n c t io n ..........................................................................  73
2.2.5 Semi-classical quantum mechanical derivation o f the Einstein co­
efficients .......................................................................................................  76
2.2.6 Collisional tra n s it io n s .............................................................................  78
2.2.7 Statistical equilibrium including co llis ion s .........................................  80
2.2.8 Rotational transitions in linear m o le cu le s .........................................  84
2.3 Numerical Radiative T ran sfer ............................................................................ 8 8
2.3.1 The A-iteration m e t h o d ..........................................................................  8 8
2.3.2 The STENHOLM A-iteration c o d e ......................................................  90
2.3.3 New additions to the c o d e .......................................................................... 106
5
2.3.4 Tests of the m o d e l ........................................................................................I l l
2.4- S u m m a ry ..................................................................................................................... 115
2.5 References..................................................................................................................... 117
3 Observations of Protostellar Envelopes 119
3.1 The James Clerk Maxwell T e le s c o p e ......................................................................119
3.1.1 Atmospheric transmission in the submillimetre waveband . . . .  120
3.1.2 JC'MT spectral line receivers ....................................................................122
3.1.3 Calibration o f submillimetre spectral line observation s..................... 127
3.1.4 Spectral line observing m o d e s ....................................................................131
3.2 Observations ...............................................................................................................133
3.2.1 The source l i s t .............................................................................................. 138
3.2.2 NGC1333-IRAS 2 ........................................................................................138
3.2.3 The Ophiuchus star-forming reg ion .......................................................... 150
3.2.4 VLA 1623 ..................................................................................................... 151
3.2.5 IRAS 16293 -2422 ....................................................................................  155
3.2.6 L1689S-IRS67..................................................................................................168
3.2.7 Serpens S M M 1 -4 ........................................................................................... 177
3.2.8 L 1448-IR S3.....................................................................................................198
3.2.9 L483 ..............................................................................................................  201
6
3.3 S u m m a ry ....................................................................................................................209
3.4 R eferences....................................................................................................................211
4 Modelling Protostellar Infall 216
4.1 Approach to the m odelling......................................................................................216
4.1.1 The systematic velocity p r o f i l e ................................................................ 217
4.1.2 The microturbulent velocity p ro file ..........................................................218
4.1.3 The density p ro file ....................................................................................... 221
4.1.4 The kinetic temperature p ro file ................................................................ 222
4.1.5 The abundance p ro file .................................................................................225
4.2 Parameter study o f infall p ro fi le s .........................................................................227
4.2.1 The canonical infall m od e l......................................................................... 227
4.2.2 The origin of the infall p ro file ................................................................... 228
4.2.3 Dependence on impact parameter and beam s i z e ...............................233
4.2.4 Dependence on the infall v e lo c ity .............................................................236
4.2.5 Dependence on tracer molecule abundance............................................ 237
4.2.6 The effect o f turbulence on the line p r o f i le s .........................................238
4.2.7 Solid-body rotation ...................................................................................... 241
4.3 Comparison with observations............................................................................... 245
4.3.1 NGC 1333-IRAS 2 ....................................................................................... 247
7
4.3.2 Serpens S M M 4 ............................................................................................. 256




5.2 Candidate infalling protostars.................................................................................267
5.3 The model c o d e ........................................................................................................... 267
5.4 Infall param eters ........................................................................................................268
5.5 R ota tion ........................................................................................................................ 269
5.6 Specific cases stu d ied .................................................................................................270





The problem of how stars form is one of the most fundamental areas o f study in astron­
omy, with far-reaching implications for many branches of the subject. In particular, a 
theory o f star formation is a prerequisite for a proper understanding of the oi'igin of 
the Solar System, the structure of the Milky Way, and the formation and evolution of 
galaxies. Some o f the questions the work in this field aims to answer are:
• Under what conditions can star formation take place, and how do these conditions 
arise?
• W hat are the processes which initiate, regulate and eventually terminate the 
accumulation of material onto the forming star, and what determines the final 
mass o f the star?
• How did the first stars form in the early universe?
• W hat does the study of star formation tell us about the origin of our own Solar 
System?
Definitive answers to these questions have not yet been found. The problem is 
extremely complicated, encompassing around ten orders of magnitude in scale, from 
a molecular cloud to a hydrostatic protostar. Phenomena originating at the smallest 
scales influence events at the largest scales, and vice-versa -  for example, the stability of
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molecular clouds may depend on the turbulent support provided by both outflows from 
protostars and differential rotation o f the cloud about the galactic centre (e.g. Nor­
man & Silk 1980; McKee 1989; Silk 1995; Fleck 1980, 1981). Even chemical processes 
may have an important influence on the dynamics o f protostellar envelopes, through 
the support provided by the ‘freezing’ o f ionised particles to magnetic field lines. The 
study o f star formation also presents huge observational challenges. The rapid advance 
o f long wavelength astronomy in the past few decades, combined with increasingly so­
phisticated numerical modelling tools, has made star formation one o f the most exciting 
and rapidly evolving fields in astronomy.
1.1 Theory of Protostars
1 .1 .1  G ra v itatio n a l instability
It is observationally well established that stars are formed by the gravitational collapse 
o f interstellar molecular gas clouds (see section 1.2). An approximate criterion for a 
cloud to be gravitationally unstable is that the absolute magnitude o f the gravitational 
potential energy must exceed the combined thermal, rotational, turbulent and magnetic 
energies. 1 For the idealised case o f a uniform spherical isothermal cloud, where the gas 
has no internal degrees o f freedom, the gravitational and thermal energies are given by
, „  , 3G M 2 , x
|-Egrav| — ^  (1 -1 )
3 M k T  3 M a 2 , x
^  =  - o r  =  — ■ (L 2 )
where M  and R  are the mass and radius o f the cloud respectively, T  is the temperature,
k is Boltzm ann’s constant, G  is the gravitational constant, fa is the mean molecular
weight, and a =  \JkT¡m  is the isothermal sound speed. Turbulent energy may be ac­
1 Strictly speaking, the role of each energy in the support o f the cloud must be taken into considera­
tion, e.g. a uniform unidirectional magnetic field would contribute to the magnetic energy in the cloud, 
but would not support it against collapse unless the field lines became distorted, and then only if the 
cloud is sufficiently ionised to couple well to the magnetic field. Also, in the full virial theorem the 
surface boundary conditions may be important, e.g. if there is an externally applied pressure (M cCrea
1957).
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counted for in Equation 1.2 by replacing the isothermal sound speed a, by the ‘effective 
sound speed’ , aeff, where
aeff =  +  CTtb> (1-3)
where crtb is the turbulent velocity dispersion (i.e. the e- 1 / 2 half-width, assuming the 
turbulent velocity follows a gaussian distribution).
Equating E th and Egrav gives an expression for the maximum radius of the cloud 
such that it is gravitationally bound, when supported only by thermal pressure. This 
radius is commonly referred to as the Jeans length, and is given by
2  G M
2efT
R] 2 > I1-4)O C£
M  \ (  aeff
0.043 ( ) • ( -------P — r ) pc. (1.5)
\M@ J VO.2  km s /  v ’
A uniform cloud of fixed mass will be unstable to gravitational collapse if its outer 
radius is less than the Jeans length. In the exact treatment of the gravitational sta­
bility of self-gravitating, hydrostatic isothermal spheres (Ebert 1955; Bonnor 1956; see 
appendix) the numerical coefficient in Equation 1.4 is only changed to 0.41.
Eliminating R  for p in Equation 1.4, using M  — 4nR3p/3, and rearranging, we 
obtain the following expression for the maximum stable mass at fixed density:
' 5 a ? r f \ 3 ^2 ( 47r \~2
(2efF \ ( ^H2  ̂ 2
If the cloud is rotating with a solid body angular velocity fl, the Jeans criterion 
becomes:
M j = * * * * + * * # .H , (L8)
= M? + 0-08 (taF̂ v)2'!^ )3“0' <L9>
where M jh is the Jeans mass for purely thermal support, given by Equation 1.7.
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For a magnetically supported cloud, in the absence of thermal pressure support, 
the collapse criterion may be expressed as a critical value for the mass to flux ratio 
(Mouschovias & Spitzer 1976; Tomisaka, Ikeuchi & Nakamura 1988):
M crit ^  0 . 1 2  , ( 1 .1 0 )
B  \ 3 /  3 \ 2
“  ° - 0 5 4  W p )  ■ (L11)
-  (1.12)MO ¡.lG )  \1 0 4cm 3,
where $  ~  ttR2B  is the magnetic flux threading the cloud and B  is the magnetic field 
(in gaussian units). Magnetically subcritical clouds may evolve towards a critical con­
figuration through ambipolar diffusion (Mestel & Spitzer 1956), which describes the 
inhibited flow o f neutral particles relative to the ionised particles in the gas, when the 
latter are supported by the magnetic field.
Protostellar collapse
Much o f the current theoretical picture of early protostellar evolution is from the pio­
neering hydrodynamical simulations of Larson (1969, 1972), which demonstrated for the 
first time that Jeans-unstable gas clouds with typical molecular cloud densities could 
evolve to form pre-main sequence stars on the Hayashi pre-main sequence track (see 
also Bodenheimer & Sweigart 1968). It also highlighted the essentially non-homologous 
nature of protostellar collapse. Previous theoretical treatments had assumed a ho­
mologous contraction of the cloud, preserving a uniform or polytropic density profile 
throughout the collapse (e.g. Gaustad 1963; Hayashi 1966).
Larson (1969) modelled the collapse of a marginally Jeans unstable ~  1M 0  spher­
ical cloud o f molecular gas, with an initially uniform density (~  1 0 ~1 9 gcm ~3, uh2 ~  
104 cm ~3), and temperature (10K), which serves as a good illustration of the evolu­
tion o f a protostar for a wide range of cloud masses (e.g. Larson 1972), at least for 
the idealised case of spherically symmetric purely hydrodynamic collapse. Subsequent
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studies have confirmed this qualitative picture (e.g. Tscharnuter 1989). The collapse 
takes place in several stages, which are now outlined.
Initially, the collapse is isothermal, since at these densities the gas is reasonably well 
coupled to the dust, which can efficiently radiate away the compressional heat energy 
generated by the collapse as long as the cloud remains optically thin to far-infrared 
radiation. As the initial density profile is uniform, there is no initial pressure gradient 
and the whole cloud begins to collapse in freefall. In the absence o f pressure gradients, 
the whole cloud would collapse homologously, maintaining a uniform density, on the 
free fall timescale:
ever, since the pressure and density at the outer boundary o f the cloud are constrained 
by the external boundary conditions, and cannot keep in step with the rapidly rising 
density in the inner regions. Initially the central regions collapse homologously, while 
in the outer parts o f the cloud a pressure gradient is set up, which retards the collapse 
o f the outer layers, and propagates inwards at the sound speed. The density profile 
becomes centrally peaked, which decreases the free-fall time in the centre relative to the 
envelope, resulting in an extremely non-homologous collapse with the central regions 
evolving on a much shorter timescale than the outer parts. The density profile changes 
from a flat distribution to a p oc r - 2  power law, in about one free-fall time.
The purely isothermal collapse phase ends when a small region at the centre o f the 
cloud becomes opaque. This happens when the central density reaches ~  10- 1 3 g cm - 3  
(nH2 1010 cm-3 ) . The heat generated by the collapse is no longer freely radiated away 
in this region, and the gas temperature rises as the compression becomes approximately 
adiabatic. In this regime, the density and pressure are related by
where 7  is the ratio of specific heats, which for molecular hydrogen at these tempera­
(1.13)
which for the initial density stated above is ~  2 X 105 yr. This does not happen, how-
P  oc p7, (1.14)
tures is ~1.4. In this case the dependence of the Jeans mass on density goes as
M j oc p t ^ -4) /2. ( i . i 5 )
The exponent is positive for 7  >  4 /3 , as in this case, and the Jeans mass increases with 
increasing density. The collapse in the opaque core is therefore rapidly halted, and the 
gas approaches hydrostatic equilibrium. At this stage the gas temperature in the core 
is ~  '200K . The gas further out continues to fall inwards, and intercepts the static core 
at a shock front.
As the mass of the static core increases by accretion, its temperature rises due to 
the adiabatic compression. When a temperature of 2000K is reached inside the core, 
molecular hydrogen begins to dissociate, and the effective value of 7  drops to ~  1 .1 . 
Gravitational instability sets in once again and a second dynamic collapse takes place 
inside the opaque core. When all of the molecular hydrogen in the infalling stream 
is dissociated 7  rises to 5 /3  and the collapse is again halted. A second static core is 
formed with a temperature of ~  2 0 0 0 /v”, a mass of a few tenths o f a solar mass, and a 
radius o f a few solar radii. This stellar core is usually referred to as the ‘protostar’ , and 
the surrounding infalling cloud is the ‘protostellar envelope’ . The original core and its 
associated shock front are rapidly dissipated from within, and a new shock front is set 
up at the interface of the protostar and the infalling envelope.
The protostar initially contains only a very small fraction o f the total cloud mass. 
Most o f the eventual stellar mass is acquired by infall of the envelope over a further 
freefall time. This is known as the main accretion phase. Towards the end o f this stage 
the extinction o f the envelope in the near infrared and the optical drops sufficiently for 
the central protostar to become visible as a pre-main sequence star on the Hayashi track.
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1 .1 .2  T h e  Shu M o d el
The so-called ‘standard model’ or ‘Shu model’ o f protostellar evolution was first ex­
pounded in the seminal paper of Shu (1977), and elaborated upon over the two decades 
following. Shu discovered an exact similarity solution for the idealised problem of 
spherically symmetric, isothermal hydrodynamic collapse. The solution is self-similar 
in the sense that the density and velocity profiles at different times differ only by a nor­
malisation factor and a constant spatial scaling factor, both o f which are well-defined 
functions o f the collapse age. The original motivation for the Shu model was to decou­
ple the problems o f the dynamical evolution of the infalling envelope and the structure 
o f the central hydrostatic protostar (Stahler, Shu & Taam 1980). In its various guises, 
the Shu model has been extremely widely used in the two decades since it was first 
proposed, due to its mathematical simplicity and elegance, and the lack o f competing 
models which allow similarly detailed predictions. Recently, however, the validity of 
the Shu model as realistic description of protostellar evolution has been seriously ques­
tioned (e.g. Whitworth et al. 1996; Ward-Thompson 1996).
To allow a mathematically simple treatment, the details o f the various collapse 
stages which were described in the previous section are omitted, and the gas is assumed 
to remain isothermal at all radii throughout the entire collapse. In the simplest version 
o f the model (Shu 1977) the assumed initial condition is the static singular isothermal
sphere (SIS), for which the dependence of the density and the enclosed mass with radius
are as follows:
=  2 ^ ’ (L16)
. ‘2 a2?’
M (r) =  — , (1.17)
where a is the isothermal sound speed as before, a may be replaced by the effective 
sound speed, aeff, if turbulent motions are present, are spatially uniform, and behave 
like an isotropic pressure as far as their role in the dynamics is concerned. The thermal 
and gravitational energies of the SIS, when truncated at the radius i?, are given by
Eth(R) =  \ M (R )a 2, (1.18)
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Esrav{R) =  2 M {R )a 2, 
hence E th(R )/ E srav(R) is constant and close to unity.
(1.19)
The collapse begins at the centre of the cloud, with the formation of a central point 
mass. There is no collapse phase prior to the formation of the central protostar ( ‘core 
formation’) in the Shu model, in contrast with the predicted collapse behaviour of 
clouds with flat density profiles at the origin (such as the critical Bonnor-Ebert sphere 
- see appendix) which evolve dynamically for about one free-fall time before core for­
mation (e.g. Foster & Chevalier 1993).
Once the collapse has begun it progresses outwards, as the gas just outside the 
collapsing region loses pressure support from within and fall inwards. The spheri­
cal ‘collapse front’ , marking the boundary between the inner collapsing region and the 
undisturbed outer cloud, travels outwards from the moment o f initiation o f the collapse, 
at the isothermal sound speed. The terms ‘inside-out collapse’ and ‘collapse-expansion 
wave’ (CEW ) are frequently used to describe this behaviour. Outside the CEW , the 
envelope is completely unaffected by the collapse taking place inside, and maintains its 
initial 1/r2 density distribution. The boundary between these two regimes lies at the 
‘infall radius’ , r;nf, where n nf =  at.
When the gas at a particular radius is overtaken by the CEW , it begins to accelerate 
inwards, although it is initially retarded from pure free-fall collapse by the pressure 
gradient in the infalling region. As the gas falls towards the centre, gravitational forces 
become dominant, and the density and (outward) radial velocity profiles asymptotically
3 1
approach ‘free-fall’ r~z and r ~ 2 profiles respectively:
v (r ,t)  ~  -1 .4 0  (GM * ) 1 /2  r " 1/ 2, (1.20)
(  a6 V / 2
p(r,t) ~  0.056 r “ 3/2> (1.21)
where M* is the mass of the central protostar. Note that as the collapse proceeds and 
M* increases, the infall velocity at fixed radius increases and the density at fixed radius
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decreases. Only two parameters are required to specify any Shu model solution: the 
isothermal sound speed of the gas, and the infall radius (i.e. the radius o f the head of 
the CEW ).
The mass accretion rate of the protostar is given by:
M* =  lim -47rr2pu, (1.22)
(1.23)
3
M q Myr 1 (1.24)
and remains constant as the collapse proceeds. The total mass accreted by the protostar 
at any given instant may be written as:
Because the Shu model solution is self-similar by assumption, the density and ve­
locity profiles at different times during the collapse can be mapped onto one another
ures 1 . 1  and 1 . 2  show the Shu model predictions for the normalised density and velocity 
profiles, which are satisfied at all times following the initiation o f collapse. The model 
does not predict a final protostellar mass, however, since there is nothing inherent in
Equation 1.23. In practice, the singular isothermal sphere must be truncated at some
wave reaches the outer boundary of the cloud.
The singular initial state assumed by the Shu model represents the extreme un­
stable limit o f the family of hydrostatic, isothermal, pressure-bounded spheres, known 
as Bonnor-Ebert spheres (e.g. Ebert 1955; Bonnor 1956; see appendix). Although all 
Bonnor-Ebert spheres are in precise hydrostatic equilibrium, they may be unstable to
(1.26)
(1.25)
by applying simple scaling factors to both the radial and velocity/density axes. Fig-
the model which leads to a cutoff or lessening of the mass accretion rate as given by
finite radius, and the self-similarity therefore breaks down when the collapse-expansion
9
Figure 1.1: Linear-linear (left) and log-log (right) plots of the normalised velocity profile 
predicted by the Shu model, a is the isothermal sound speed, and t is the time since 
the onset o f collapse. The head of the collapse expansion wave lies at r/at =  1.
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Figure 1.2: Linear-linear (left) and log-log (right) plots of the normalised density profile 
predicted by the Shu model.
pressure and density perturbations. This depends on the degree of central condensation 
(i.e. the ratio o f the central density to the density at the outer surface), which must 
be less than 14.1 for the sphere to remain stable. The critically stable Bonnor-Ebert 
sphere has a density profile which is flat in the centre and only approaches a 1 / r 2 profile 
towards the outer edge (see Figure 1.3).
Shu (1977) argued that the hydrodynamical collapse of the critical Bonnor-Ebert 
sphere should closely resemble the collapse of the SIS, claiming that the density profile 
would subsonically readjust to an approximate l / r 2 configuration only a short time af­
ter the beginning of the collapse. Hunter (1977) and Foster & Chevalier (1993) tested 
this assertion using numerical hydrodynamic calculations to follow the collapse o f a 
marginally supercritical Bonnor-Ebert sphere. Surprisingly, it was found that by the 
time a central protostar has formed, at which time the density profile approaches a l / r 2 
configuration, a significant fraction of the gas is infalling at supersonic velocities, which 
contrasts with the static initial condition assumed in the Shu model. The evolution of
11
r /R c r it
Figure 1.3: Normalised density profile of the critical Bonnor-Ebert sphere. The critical 
radius is given by i?crit — 6.451(a2/ AirGpc) ? .
the collapse beyond the formation of a central protostar also differs markedly from the 
Shu model, particularly with regard to the mass accretion rate, which reaches an early 
peak at times the Shu model prediction (Equation 1.23), and decreases steadily 
until it falls below the Shu model prediction after ~  2tff. Numerical hydrodynamic 
simulations have also established that fragmentation is strongly suppressed during the 
collapse o f a singular 1 / r 2 density profile (e.g. Burkert, Bate& Bodenheimer 1997), 
which makes it difficult to account for the the very large binary frequency among pre- 
main sequence stars (e.g. Simon et al. 1995). By contrast, binary formation appears to 
take place much more readily for initial conditions resembling the critical Bonnor-Ebert 
sphere (Boss & Myhill 1995).
The preceding discussion removes much of the theoretical justification for the Shu 
model in the case of purely hydrodynamic collapse. If magnetic fields play a signifi­
cant role in supporting the cloud, however, then the question of gravitational stability 
needs to be re-examined. Theoretical studies have shown that magnetically supported 
clouds may evolve through ambipolar diffusion towards much more centrally condensed
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configurations than the critical Bonnor-Ebert sphere, before undergoing fully dynamic 
collapse (e.g. Lizano k  Shu 1989; Basu k  Mouschovias 1994; Li k  Shu 1996). The 
timescale for this stage of the evolution is the ambipolar diffusion timescale, given by 
(Mouschovias 1991)
rAD =  2 X 1013(n i/n H2)yr -  1 0 % . (1.27)
During the slow pre-collapse contraction, the coupling of the magnetic field lines to 
both the contracting core and the larger scale cloud (which has a much higher moment 
o f inertia) forces the former to corotate with the latter. Angular momentum is carried 
away from the envelope by torsional Alfven waves which propagate into the surrounding 
medium. As the contraction proceeds, a ~  1 /r 2 density profile is set up in the outer 
envelope, which surrounds a flat central region. The flat region decreases in size and 
increases in density with time, and contains a mass approximately equal to the thermal 
Jeans mass for the instantaneous value of the central density (see Figure 1.4). At some 
point, the gravitational force completely overwhelms the magnetic force in the centre 
o f the cloud, and fully dynamical collapse ensues, leading to the rapid formation o f a 
central protostar (termed ‘core formation’), broadly along the route described in the 
previous section.
There is a lack o f consensus among workers in the field about how the collapse 
evolves beyond core formation. There are two main areas o f disagreement, relating to 
the velocity field in the envelope at the time the central protostar is formed, and the 
degree to which the outer envelope remains supported by the magnetic field during the 
collapse.
On the first point, Shu and co-workers argue that the velocity field which devel­
ops prior to protostar formation has a negligible effect on the subsequent dynamical 
evolution o f the envelope, and the quasi-static approximation is assumed to hold with 
reasonable accuracy right up to the moment the protostar is formed (e.g. Lizano k  Shu 
1989; Shu et al. 1993; Galli k  Shu 1993; Li k  Shu 1996). The numerical simulations of 
Mouschovias and coworkers, however, show that at the time of protostar formation, a 
significant fraction of the contracting core is infalling with a speed comparable to the
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isothermal sound speed. These motions are likely to radically alter the the subsequent 
dynamical evolution compared with the predictions of models which assume a static 
envelope at the time o f protostar formation.
On the second point, Shu and coworkers argue that even in the magnetic case, the 
envelope evolves according to a modified version of the self-similar, inside-out collapse 
o f the hydrodynamical Shu model, and at no point is there a natural cutoff in the infall 
rate (e.g. Shu et al. 1993; Galli & Shu 1993; Li & Shu 1997). Processes not included in 
the model, such as a protostellar wind, have to be invoked to terminate the accretion 
and decide the final stellar mass. On the other hand, Mouschovias and others have ar­
gued that the problem is intrinsically non-self-similar. The mass rate is cut off beyond 
a certain radius due to the increased magnetic support o f the outer regions, resulting 
from more effective ionisation of the gas by cosmic rays and ultraviolet radiation (e.g. 
Mouschovias 1991; Ciolek & Mouschovias 1995). This in turn sets a natural limit for 
the final protostellar mass.
Safier, McKee & Stahler (1997) recently followed the evolution o f a contracting, 
magnetically supported cloud through the core formation stage, using a simplified an­
alytical treatment which assumed that pressure support of the cloud is negligible com­
pared with the magnetic support. As with the collapse of the critical Bonnor-Ebert 
sphere, significant deparatures from the Shu model prior to and immediately following 
core formation were found. In the later infall stages, however, the mass infall rate 
approached a constant value similar to the Shu model prediction. More work needs to 
be carried out in this area, however. The post-core formation evolution of a collapsing, 
magnetically supported protostellar envelope remains one of the most important unre­
solved issues in theoretical star formation.
The collapse of a hydrostatic singular isothermal sphere with a small initial solid- 
body rotation was studied by Terebey, Cassen & Shu (1984) (see also Zhou 1995). The 




Figure 1.4: Evolution of the radial density profile in a magnetically supported envelope 
during the ambipolar diffusion phase (Mouschovias 1994). The number density of 
neutral particles is normalised to the initial central value of nn)C0 =  2.60 x 1 0 3 cm~3, 
and the radius is normalised to Rq =  4.29pc. The density profile is plotted at times 
0, 14.2, 17.7, 18.10, 18.16, 18.178 and 18.182Myr from the start of the simulation (f0). 
The open circles mark the radii which enclose one Jeans mass.
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initial solid body rotation rate Q. The rotation distorts the spherical CEW , flattens 
the density profile, modifies the radial velocity profile, and introduces azimuthal and 
polar components to the velocity field. For small rotation rates and at early times, the
collapse proceeds in a similar fashion to the standard Shu model (Shu 1977). Large
departures from purely radial collapse of the standard model occur on both very large 
and very small scales, i.e when r >  rc and r <  rj, where
rc =  a /O , (1.28)
0  2G 3M 3
-v =  - M -  (1.29)
rc is the outer radius where the centrifugal support due to the solid-body rotation dom­
inates pressure support, and is the inner radius at which the collapse o f a central 
mass M  is halted by the centrifugal support arising from angular momentum conser­
vation during the collapse. On the scale the collapse solution qualitatively changes 
from approximately spherical infall to a centrifugally supported flattened disk.
1.2 The Evidence for Star Formation
Indirect evidence for ongoing star formation of some kind in our galaxy comes sim­
ply from the existence of stars with main-sequence lifetimes of < ~  1 0 1 years (M* > ~  
15 M 0 ), much younger than the age of the galaxy (~  lO10 yr). Over the past few 
decades, the observational evidence for star formation in interstellar molecular clouds 
has become overwhelming. Most of these observations have, for practical reasons, 
concentrated on the later stages or by-products of the star formation process, e.g. ul­
tracompact HII regions (e.g. Welch et al. 1987), T-Tauri stars (e.g Bertout 1989), 
and bipolar outflows (e.g. Lada 1985). Only relatively recently has it been possible to 
directly observe star-formation in progress.
This thesis is primarily concerned with the field of low mass star formation (M* 
3M0 ). High mass protostars are expected on theoretical grounds to evolve more rapidly 
than low mass protostars, reaching the main sequence even before they emerge from
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the gas cloud which forms them (e.g. Yorke 1986; Palla & Stahler 1990). Low mass 
protostars are predicted to be more slowly evolving and more numerous than high mass 
protostars, allowing a better determination o f their statistical properties, and making 
it more likely that the full range of evolutionary stages will be represented. The strong 
interaction o f high mass stars with their environment, and the violent global disruption 
often associated with high mass star forming regions (e.g. cloud-cloud collision -  Ser- 
abyn, Glisten & Schultz (1993)) also complicates the study o f high mass star formation. 
A  final reason for focusing on low mass star formation is that the nearest star forming 
clouds fall into this category, and therefore maximum advantage is gained from the 
resolution and sensitivity of the observational instruments.
Myers & Benson (1983) and Myers, Linke & Benson (1983) carried out the ground­
breaking observational studies which linked low mass star-formation to ‘dense cores’ -  
isolated density condensations, with characteristic properties similar to Bolt Globules: 
size, ~  0.1 pc; mass, ~  30M©; hydrogen number density, ~  104 cm- 3 ; and temper­
ature ~  10K  (see also Benson & Myers 1989). Assuming the broader than thermal 
linewidths measured in these cores could be attributed to cloud-supporting turbulent 
motions, the cores were inferred to be close to virial equilibrium. Beichman et al. (1986) 
found that ~  50% of a sample of 97 dense cores were associated with IRAS far-infrared 
point sources with non-main sequence colours. The detection rate was around 20 times 
greater than expected from the chance overlap of background galaxies. About half of 
these infrared sources had no optical counterpart, and were suggested to be embedded 
protostars.
Myers et al. (1987) presented near-infrared observations which confirmed the pro- 
tostellar nature of the optically invisible IRAS sources. Self-consistent modelling of 
the dust extinction and far-infrared continuum emission (Adams & Shu 1986; Myers 
et al. 1987; Adams, Lada & Shu 1987) suggested that most of the extinction towards 
the objects was produced by surrounding dust (and gas) envelopes, of size < ~ 0 . 1  pc. 
The central radiation sources were inferred to have a lower effective temperature than 
expected from a bare protostellar photospheie, however. Oiicumstellai disks of size
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10-100 AU, which had been predicted by theoretical models o f rotating, collapsing pro- 
tostellar envelopes (e.g. Terebey, Cassen & Shu 1984), were invoked to explain this 
discrepancy. This picture has been supported by a number of subsequent investiga­
tions (e.g. Adams, Lada & Shu 1987, 1988; Ladd et al. 1991; Kenyon, Calvet & 
Hartmann 1993; Lay et al. 1994; McCaughrean & O ’Dell 1996). Initially these objects 
(known as ‘Class I’ objects -  see below) were thought to represent the phase o f evolu­
tion where most of the material of the star was accumulated onto the hydrostatic core. 
Recent observational evidence suggests, however, that these objects only represent the 
later stages of envelope accretion. In the following section we summarise the different 
stages o f protostellar evolution from an observational point o f view.
1 .2 .1  Y ou n g stellar objects
‘Young stellar ob ject’ is the generic term encompassing all phases o f protostellar evo­
lution, following the actual formation of the protostar. At the time o f its formation, 
a protostar is surrounded by a dense and massive gas and dust envelope, which ab­
sorbs the optical and ultraviolet radiation emitted from the photosphere and accretion 
shock of the central protostar, and re-emits it at infrared wavelengths. Over time, 
the extinction and infrared emission from the envelope diminishes, as it accretes onto 
the protostar and surrounding centrifugally supported gaseous disk (if present), or is 
dispersed by protostellar winds. The circumstellar disk evolves over a much longer 
timescale, by accretion onto the star, and by coagulation into large dense bodies (e.g. 
planets). The continuum spectrum of a young stellar object (YSO) is dominated by 
far-infrared emission from the envelope in the early stages (e.g. Larson 1972; Adams 
& Shu 1985), but as the object evolves, the spectrum approaches that of the bare pro­
tostar, on a Hayashi convective track (e.g. D ’Antona & Mazzitelli 1994).
Drawing on infrared observations of young stellar objects in the Ophiuchus star 
forming region (Lada & Wilking 1984), Lada (1987) proposed an empirical infrared 
YSO classification scheme. Recently, small improvements to this scheme have been
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suggested to give better correspondence with the physical stages of YSO evolution 
(André & Montmerle 1994, hereafter AM; Greene et al. 1994). These are adopted in 
the following description of the scheme.
The YSO classes are defined according to the slope of their spectral energy distri­
butions between 2.2 fim. and 25 pm, as measured by the spectral index, a:
d log(AFA) _  d log {vF„) 
d log A cilog v
The value of a  may be obtained by least-squares fitting to all photometric measurements 
in the wavelength range quoted above. In order of decreasing a  (i.e. decreasing infrared 
excess relative to stellar blackbodies), the three classes are labelled Class I, Class II and 
Class III, as detailed in Table 1.1. Also listed in the table is the ‘Flat-Spectrum’ cate­
gory. As discussed below, Flat Spectrum sources probably do not represent a physically 
distinct class o f object, and orientation effects may account for their unusual spectral 
energy distributions. Since the sequence from Class I to Class III is one of decreasing 
far-infrared emission and circumstellar material, it is natural to suppose that it forms 
an evolutionary sequence, tracing the gradual emergence of a newly born star from its 
nascent gas cloud (AM ; Kenyon & Hartmann 1995, hereafter KH). Although this is 
on the whole supported by observations, there is evidence that the Class II and III 
stages may be coeval in some YSO populations (see below), which if confirmed may 
complicate this evolutionary scenario.
In an extension to this scheme, André, Ward-Thompson & Barsony (1993, hereafter 
AW B) introduced the ‘Class O’ category, suggesting that it represents the precursor to 
the Class I phase. Class 0 sources have bright, compact submillimetre continuum emis­
sion, and show indirect evidence for a central embedded YSO, such as very compact 
centimetre continuum emission, or a collimated CO outflow (e.g. Dent, Matthews & 
Walther 1995; Bontemps, André & Ward-Thompson 1995). The continuum spectra 
o f Class 0 sources are usually well fitted by a single temperature 15-30 K ‘greybody’ , 
and they are normally undetected at wavelengths shorter than ~  1 0  fim (André 1995). 
AW B used the criterion Lsubmm/Lboi >  1/200 to define Class 0 sources, where Lsubmm
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is the integrated luminosity at wavelengths longward of 350^m, and Lboi is the total 
luminosity. The submillimetre luminosity mainly arises from dust in the protostellar 
envelope, and the bolometric luminosity, which is mainly derived from accretion, is 
expected to be roughly proportional to the mass of the central protostar (e.g. Stahler, 
Shu k  Taam 1980). The ratio LSubmm/Tbol should therefore be approximately pro­
portional to the fraction of the total mass contained in the protostellar envelope. The 
Class 0 threshold is set such that, under certain assumptions, the envelope contains 
approximately half the total mass of the system or greater (AW B). The lack o f optical 
and near-infrared emission in Class 0 sources is due to the very large extinction from 
this envelope.
W ard-Thompson et al. (1994) and André, Ward-Thompson k  M otte (1996) have 
carried out detailed dust-continuum studies of a number of starless dense cores, which 
they labelled ‘pre-stellar cores’ . It was argued that these were evolving towards a 
gravitationally unstable configuration via ambipolar diffusion, and may therefore be 
precursors to the Class 0 phase. These cores provide the best means o f investigating 
the initial conditions for protostellar collapse, and are therefore o f great observational 
and theoretical interest.
An alternative measure of the shape of YSO spectral energy distributions, is the 
bolometric temperature, which has the advantage that it may be applied to sources 
which are not detected in the near and mid-infrared. Myers k  Ladd (1993) defined the 
bolometric temperature, Tboi, o f a spectrum F„, to be the temperature of a. blackbody 
having the same mean frequency, v (Ladd et al. 1991), where
In practice, the integrals in the above equation are estimated by piecewise linear integra­
tion between the observed photometric measurements, which should span the frequency 
range over which most of the luminosity is emitted. Tboi is then given by (Myers k  
Ladd 1993):
Tboi =  1.25 x 10- 11P K H z_1. (1.32)
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Tboi is expected to increase with evolutionary age, as the central stellar object becomes 
less obscured and the emergent spectrum shifts towards shorter wavelengths. The ap­
proximate range o f Tbd for each YSO class, adapted from Chen et al. (1995), is given 
in Table 1.1. Apart from the flat-spectrum sources (which as stated above probably 
do not define a distinct class), the YSO classes correspond to well defined ranges o f Tb0i-
1 .2 .2  T h e em pirical picture of low m ass star form ation
The YSO populations of the nearby Ophiuchus and Taurus star-forming regions have 
been the most comprehensively studied to date (e.g. AM; Greene et al. 1994; Kenyon 
et al. 1990; KH; Chen et al. 1995; Bontemps et al. 1996). The picture o f the evolu­
tionary progression o f a low mass protostar which has emerged from these studies is 
now described.
The Class 0 stage follows the collapse of a gravitationally unstable molecular gas 
cloud (prestellar core) and the formation of a small partially ionised central hydrostatic 
core, or protostar. It represents the main accretion phase, when the protostar accumu­
lates most of the eventual mass of the star, through the infall of gas from the envelope 
onto the protostar. The duration of the Class 0 phase is estimated to be ~  104 yr from 
their numbers relative to the later evolutionary stages (AM ). Nearly all Class 0 sources 
drive bipolar outflows, which tend to be more energetic and well collimated than those 
o f more evolved objects (Saraceno et al. 1996; Bontemps et al. 1996; Bachiller et al. 
1990; Dent, Matthews & Walther 1995). A number of Class 0 sources show a compli­
cated, multiple-lobed outflow structure, e.g. IRAS 16293—2422 (Walker et al. 1988); 
IRAS 23011 (Ladd & Hodapp 1997), NGC1333-IRAS2 (Sandell et al. 1994) and L723 
(Avery et al. 1990), which may indicate that the intensity and direction o f bipolar 
outflows can be extremely variable in their earliest stages, oi that piotostars tend to 
coexist in close pairs or groups. Class 0 sources are also frequently associated with 
free-free centimetre continuum emission, which may arise in shocks produced by the 
protostellar wind, or by the impact of infalling envelope material onto the protostar or
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disk (e.g. Neufield & Hollenbach 1996). The Class 0 source VLA 1623 was inferred to 
have an unresolved disk with a radius of < 175 AU from submillimetre interferometry 
measurements (Pudritz et al. 1996).
The Class I stage represents the late accretion phase (André 1993), with a lifetime 
of ~  2 X 105yr (AM; Greene et al. 1994; KH), during which the last 10-20% o f the 
protostellar envelope is accreted onto the central protostar/disk system. Class I sources 
usually have outflows, but these are less energetic and collimated than Class 0 sources. 
There is a strong correlation between the outflow luminosity and the protostellar enve­
lope mass, which spans both YSO classes, suggesting a link between infall and outflow 
(Bontemps et al. 1996; Saraceno et al. 1996).
The short lifetimes and large circumstellar masses of Class 0 sources imply that 
the mass accretion rate in these objects is significantly larger than Class I objects. It 
is therefore surprising that the bolometric luminosities o f Class I and Class 0 sources 
appear to lie in approximately the same range. Henriksen, André & Bontemps (1997) 
have argued, however, that this can be explained by the fact that Class 0 sources are 
expected to have lower central protostellar masses and larger protostellar radii (assum­
ing the protostellar radius, R*, obeys R* oc M acc (Stahler 1988)), and may be expected 
to dissipate a larger fraction of their accretion energy in the outflow than Class I sources.
The physical nature of the flat-spectrum sources is still a subject o f some debate. 
Flared disks (i.e. increasing disk scale height with radius) and active, self-luminous 
disks (Kenyon & Hartmann 1987; Adams et al. 1988) have been invoked to explain the 
flat spectral energy distribution. Recent work suggests that flat spectrum sources may 
be Class I sources oriented favourably with respect to the line of sight, such that the 
extinction to the central protostar is unusually low, possibly due to a cavity cleared by 
the outflow (e.g. Kenyon et al. 1993; Calvet et al. 1994).
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Class II objects are approximately equivalent to Classical T-Tauri stars (CTTS) 
(Herbig & Bell 1988; Bertout 1989), which are pre -main sequence stars with surround­
ing compact, centrifugally supported disks (Bertout, Basri & Bouvier 1988). CTTS are 
identified by the strength of their Ha- emission lines, which is thought to be associated 
with strong stellar wind. Cabrit et al. (1990) found a good correlation between the Ha  
line luminosity (which traces mass outflow) and excess near-infrared emission (which 
traces the disk) for a large sample of YSO ’s. There was no strong correlation between 
the Ha line luminosity and the total stellar luminosity, however, suggesting that the 
disk plays an important role in the mass loss mechanism of T-Tauri stars (see also Shu 
et al. 1993).
The predicted infrared spectral index for both optically thick (but spatially thin) 
passive disks (which reprocess incident radiation from the protostar) and actively ac­
creting Keplerian disks, is aaisk =  - 4 /3  (Lynden-Bell & Pringle 1974; Adams et al. 
1988). This lies inside the Class II spectral index range (see Table 1 .1 ). The typical 
Class II disk mass is (~  0.02 M©), similar to the disks associated with most Class I 
objects (Terebey, Chandler & André 1993). Unlike Class I sources, however, Class 
II sources are rarely associated with bipolar outflows, although when optically visible 
they often show evidence of mass loss in optical emission lines, particularly Ha emis­
sion. The lifetime of the Class II phase is ~  1 0 6 yr, as determined from comparisons 
with theoretical pre-main sequence evolutionary tracks (e.g. KH).
Class III sources have continuum spectra similar to a reddened blackbody, and are 
the least obscured o f the YSO classes. They are approximately equivalent to Weak 
Line T-Tauri Stars (W TTS) (Herbig & Bell 1988; Walter et al. 1988), which are distin­
guished from ordinary stars by their strong X-ray emission, and by the fact that they 
lie well above the main-sequence in the Hertzsprung-Russell (H-R) diagram. Although 
Class III sources are occasionally associated with a small amount of cold circumstellar 
material (AM ), they do not have the massive circumstellar disk and strong mass loss 
associated with Class II sources.
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There is a controversy about the evolutionary status of the W TTS (e.g. Alcalá et 
al. 1997). It was initially suggested that Class II sources/CTTS evolved into Class III 
sources/W TTS, after the disk had mostly dispersed, or coagulated into large bodies. In 
contrast to CTTS, which tend to be confined to the vicinity of dense molecular cores, 
W T T S are usually very widely distributed spatially (Wichmann et al. 1996; Alcalá et 
al. 1997). This suggests that they are older than CTTS, having had a longer time to 
disperse from their sites of formation. This is contradicted, however, by the fact that 
W T T S and CTTS are generally well mixed in the H-R diagram, suggesting that they 
have similar age and mass ranges.
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-  1 0 4 
~  1 0 5 
~  1 0 5 
~  1 0 6 
1 0 6
Massive envelope/main accretion phase 
Disk +  residual envelope/late acc. ph. 
‘Pole-on’ Class I?
Optically thick disk/CTTS 
Optically thin or no d isk /W TTS
Table 1.1: Table outlining the different YSO classification schemes. ‘C T T S ’ and 
‘W T T S ’ are abbreviations for ‘Classical T-Tauri Star’ and ‘Weak Line T-Tauri Star’ 
respectively.
1.3 Spectroscopic Evidence for Collapse and Infall
In this section we review the evidence for collapse in molecular clouds and protostellar 
envelopes, provided by millimetre and submillimetre spectral line observations.
1 .3 .1  Turbulence and collapse m otions in m olecular clouds
Early observations of molecular clouds in the C O (.7 — 1 ï 0) rotational emission line 
showed several unexpected features. The velocity widths of the lines were usually many 
times larger than the predicted thermal velocity width corresponding to the gas tem­
perature. The broadening could only be explained by bulk motions o f the emitting
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gas, although the nature of the required velocity field was uncertain. It was difficult to 
understand the apparent ability to ‘see through’ clouds in CO emission, which showed 
peaks towards deeply embedded heating sources, since the optically thick CO emission 
was only expected to probe the outer layers of the cloud. Furthermore, the general 
lack o f self-absorption in the CO profiles was puzzling, since it was expected that the 
CO excitation temperature would drop significantly in the outermost cloud layers as 
the gas density decreased. The following account of some of the attempts made to 
reconcile these facts touches on many important concepts, and pitfalls, associated with 
the analysis o f molecular line profiles.
Homologous collapse
To explain the observations in the preceding paragraph, it was proposed that molecular 
clouds were undergoing global homologous collapse (e.g. Goldreich & Kwan 1974; de 
Jong, Dalgarno & Chu 1975; Kwan 1978). A homologously contracting cloud has a 
(voc r) collapse velocity profile which is the predicted behaviour for a collapsing pres- 
sureless uniform density sphere. This velocity law results in a linear velocity gradient 
along any line of sight through the cloud. If the collapse was rapid enough that the ve­
locity difference at the front and back of the cloud was much greater than the intrinsic 
velocity width of the gas (assumed to be due to microscopic random thermal motions), 
then different points on the observed spectra would directly sample different depth lay­
ers o f the cloud, without confusion from intervening layers. As well as accounting for 
the large observed velocity widths, this could explain the lack o f self-absorption in the 
line profiles, and the apparent ‘transparency’ of the GO emission.
Another advantage of this model was that the ‘large velocity gradient’ (LVG) ap­
proximation (also referred to as the Sobolev approximation) could be used to simplify 
the derivation of cloud properties from the observed specta (e.g. Scoville & Solomon 
1974). The LVG approximation assumes that the systematic flow velocities are much 
larger than the local thermal and turbulent random velocities. More specifically, the
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photon thermalisation length (i.e. the mean distance between the creation and de­
struction of a photon) must be greater than the distance over which the systematic 
velocity changes by an amount equal to the intrinsic velocity width o f the gas. If this 
condition is satisfied, the mean radiation intensity at each point depends only on the 
line excitation temperature and the photon escape probability (i.e. the probability that 
a photon emitted at that point will escape from the cloud without further interaction), 
both o f which are locally determined quantities (Castor 1970; Lucy 1971). The LVG 
approximation made the radiative transfer analysis o f molecular clouds tractable, but 
was only valid for a restrictive range of possible velocity fields.
Turbulence
Objections to the collapse model were raised by Zuckerman & Evans (1974) and Zuck- 
erman & Palmer (1974). If the collapsing material was being turned into stars at the 
centre o f each molecular cloud, the model predicted a prohibitively high value for the 
galactic star formation rate. A more direct problem was the general agreement in 
the radial velocity of H2CO absorption lines and CO emission lines observed towards 
embedded ultracompact HII (UCHII) regions in molecular clouds. If the clouds in 
which the HII regions were embedded were collapsing homologously, the absorption 
lines should be preferentially red-shifted with respect to the CO lines, unless the HII 
regions all happened to be situated close to the rear edge of each cloud.
Zuckerman & Evans (1974) attributed the large CO linewidths to supersonic turbu­
lent motions. One difficulty with the latter explanation, however, was that supersonic 
turbulence was expected to decay on a timescale comparable to the sound crossing time 
o f the largest turbulent eddies, and a constant replenishment o f the turbulent energy 
was required (e.g. Lucas 1974; Field 1978). To address this problem, it was proposed 
that molecular clouds have a very inhomogeneous structure, with small, dense clumps 
moving through a more diffuse medium, interacting with each other only occasionally. 
In this way the predicted dissipation timescale of the supersonic random motions could
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be increased to a value more compatible with molecular cloud lifetimes. Alternatively, 
magnetic fields could inhibit turbulent dissipation (e.g. Arons & Max 1975), or the 
turbulent energy could be replenished by outflows of gas from forming stars (Norman 
& Silk 1980; Bally & Lada 1982; McKee 1989), or by galactic rotational shear (Fleck 
1980, 1981).
Several theoretical investigations have addressed the problem of line formation in 
turbulent gas (e.g Leung & Liszt 1976; White 1977; Leung 1978; Dickman 1985; Al­
brecht & Kegel 1987; Kegel, Piehler & Albrecht 1993; Piehler & Kegel 1995; Park & 
Hong 1995; Park, Hong & Minh 1996; Juvela 1997). Although the earliest studies 
predicted strongly self-absorbed line profiles (e.g Lucas 1974, 1976) which were only 
rarely observed, later work showed that this was largely dependent on the assumptions 
o f microturbulence and a smooth density field. The microturbulent approximation (see 
Chapter 2) assumes that the characteristic turbulent length scale is much less than 
the photon mean free path, and allows the turbulence to be fully taken into account 
by a modification of the intrinsic line profile function of the gas (see Chapter 2 ). For 
very optically thick CO transitions, however, the photon mean free path is typically 
only a very small fraction of the size of the cloud, and it seems unlikely that turbulent 
motions would be confined to such a scale. Furthermore, there is plenty o f observa­
tional evidence that molecular clouds have very inhomogeneous density structures (e.g. 
Falgarone, Phillips & Walker 1991).
Non-homologous collapse
A few exceptions have been found to the general rule that CO line profiles observed 
towards molecular clouds are not strongly self-absorbed. Snell & Loren (1977) (here­
after SL) drew attention to the double-peaked C O (J =  1 0) line profiles observed
towards several molecular clouds, including NGC 1333 (see also Loren 1976) and the p 
Oph cloud. The line profiles tended to be asymmetric, with a brighter blue peak than 
red peak, and a red-shifted absorption minimum (relative to the systemic velocity). SL 
argued that the unusual line profiles could be explained if these clouds were collapsing
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in a noil-homologous fashion.
Hummer & Rybicki (1968) first realised that a region of gas with a systematic ve­
locity gradient and a line excitation temperature which increases with optical depth 
into the cloud, could give rise to an asymmetric, double peaked (or skewed) line pro­
file, as long as the line was reasonably optically thick and the velocity gradient was 
not too large. The predicted profile for a converging velocity field has a blue-shifted 
main peak and a red-shifted secondary peak or red ‘shoulder’ , as observed by SL (see 
also Figure 1.5). The problem actually analysed by Hummer & Rybicki (1968) was an 
expanding slab o f gas, for which the predicted asymmetry is reversed.
SL modelled their observations with a spherical cloud model and a vocz’ - 1 / 2 collapse 
velocity profile, using the LVG assumption. The decrease in infall speed with radius has 
the important consequence that distant regions of the cloud may be radiatively cou­
pled to one another as a result of velocity projection effects, which allows for greater 
self-absorption. Partly for this reason, and partly because of the low velocities at large 
radius for a vocr - 1 / 2 velocity profile, the LVG approximation is strictly invalid in this 
case. This point was emphasised by Leung & Brown (1977), who remodelled some of 
the SL observations by solving the radiative transfer problem for a static cloud, and 
then imposed an infalling velocity field during the line profile calculation. Although 
self-consistency is lost in this approach, it is founded on the expectation that the so­
lution for the equilibrium level populations in the cloud is much less sensitive to the 
velocity field than the prediction for the observed line profile.
Myers (1980) used a simple planar analytical radiative transfer model to fit blue- 
asymmetric CO line profiles observed towards several dark clouds in Taurus. The model 
pictured an outer gas envelope contracting onto a static central core. Myers, Linke & 
Benson (1983) used this model to interpret the significant excess of blue-skewed line 
profiles in their sample of 90 dense cores in terms of contraction motions. A similar 
analytical model was recently proposed by Myers et al. (1996) to analyse line profiles
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observed towards infalling protostellar envelopes.
It has been claimed that the high mass star-forming regions W49N (Welch et al. 
1987; Dickel & Auer 1994), and W51 (Rudolph et al. 1990) are collapsing on a global 
scale. In both cases, inverse P-Cygni type line profiles (i.e. blue-shifted emission and 
red-shif'ted absorption) were observed in H CO+(J =  1 ->• 0) towards a number o f deeply 
embedded UCHII regions, and were fitted using the Shu (1977) protostellar collapse 
model, which was assumed to be applicable on the scale of a molecular cloud. This 
interpretation is controversial however. There is strong evidence that the large scale 
dynamics of W49N is dominated by the collision of two giant molecular clouds, rather 
than by global collapse (Serabyn et al. 1993; Miyawaki, Hayashi & Hasegawa 1986; 
Buckley & Ward-Thompson 1996). Serabyn et al. (199-3) argued that the cloud-cloud 
collision model could explain the inverse P-Cygni HCO+ profiles, if the UCHII regions 
lie in the interface region between the colliding clouds. Ho & Young (1996) inferred 
from their VLA ammonia observations of W51 that collapse was only taking place in 
the direct vicinity o f one of the UCHII regions, and also found evidence for two ex­
tended cloud components with rapidly converging velocities along the line o f sight.
1 .3 .2  O bservations of protostellar infall
‘Protostellar infall’ refers to the main and late accretion phases which follow the initial 
collapse o f a dense core and the formation of a central hydrostatic protostar. The most 
convincing cases for protostellar infall to date have been made for the Class 0 sources 
IRAS 16293-2422, B335 and L1527. We now briefly summarise the evidence for infall 
in these objects.
IR A S  16 293 -242 2
The first claimed spectroscopic detection of infall in a protostellar envelope was made 
by Walker et al. (1986), for the protobinary far-infrared source IRAS 16293-2422
29
(hereafter IRAS 16293), which was observed in the CS(J =  2 1) and (J  =  5 —>■ 4 )
main and isotopic lines. The C S(J =  5 —> 4) main line spectrum showed a double 
peaked asymmetric infall-type line profile, and the data was approximately fitted by 
an infalling spherical envelope model with a veer- 1 / 2 infall velocity profile.
Menten et al. (1987) mapped the IRAS 16293 envelope in CS(J =  3 —>■ 2) emis­
sion, and argued that the asymmetric self-reversed line profile was caused by absorption 
from a physically unrelated foreground gas layer, rather than by infall. They also found 
strong evidence of a rotational velocity gradient across the envelope. Subsequent spec­
troscopic observations have strengthened the support for both infall and rotation, and 
have led to the view that both kinds o f motion are taking place simultaneously (Walker, 
Carlstrom & Bieging 1993; Walker, Narayanan & Boss 1994; Zhou 1995; Narayanan, 
Walker & Buckley 1997). IRAS 16293 will be discussed in greater detail when new 
observations o f this object are presented in Chapter 3.
B335
The most convincing case for infall to date has been made for the isolated Bolt Globule, 
B335, which contains an embedded far-infrared source (Keene et al. 1983) powering 
a wide angle bipolar outflow lying in the plane of the sky (e.g. Cabrit, Goldsmith & 
Snell 1988; Chandler & Sargent 1993).
Zhou et al. (1990) found that an approximate Shu model density profile gave a 
good fit to their 6 cm H2CO map of B335, in which absorption against the microwave 
background radiation was clearly observed. The gas kinetic temperature profile was 
assumed to match the dust temperature profile, which was derived independently from 
dust radiative transfer modelling of the continuum spectral energy distribution. Zhou 
et al. (1993) tested the kinematic implications of this model by carrying out line-profile 
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Figure 1.5: Non-LTE radiative transfer model fits to H2CO and CS line profiles observed 
towards B335, using the density and velocity profiles predicted by the Shu model for 
an infall radius of 6200 AU and an effective sound speed o f 0.23 km s" 1 (from Choi et 
al. 1995).
profiles predicted by the Shu model were used, and acceptable fits to most o f the 
observations were obtained. Choi et al. (1995) later remodelled the same observations 
using an exact, non-LTE Monte Carlo radiative transfer code, and found an improved 
fit to the data (see Figure 1.5).
B335 is the only object discovered to date which is well matched to the original Shu 
(1977) inside out collapse model, both in its kinematics and in its density structure. 
This may be related to the fact that it is an isolated object, with only a small rotation 
(~  0 .4km s_ 1pc_1 , Frerking, Langer & Wilson 1987). Whitworth et al. (1996) and 
Henriksen et al. (1997) have recently questioned the validity of the Shu model in the 
highly perturbing environment present in most molecular clouds. Bok globules usually 
provide an isolated and unperturbed environment for star formation to take place, and 
if the Shu model has any domain of validity at all, it is most likely to be valid in these
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objects. Even so, VLA maps in H2CO (Zhou 1992) and CCS (Velusamy et al. 1995) 
have revealed a rather inhomogeneous structure to the B335 envelope, which raises 
questions about the validity of the assumption of smooth density profiles used in both 
hydrodynamic and radiative transfer models.
L1527
The dense core and Class 0 source L1527, situated in the Taurus molecular cloud, was 
first identified as an infall candidate by Zhou et al. (1994), on the basis o f infall-type 
line profiles seen in H2CO and C 1S0  spectra. L1527 contains an embedded far-infrared 
source (IRAS 04368 +2557) which drives a bipolar outflow oriented close to the plane 
o f the sky (Zhou, Evans & Wang 1996; Tamura et al. 1996; Ohashi et al. 1996). Myers 
et al. (1995) presented mainly qualitative arguments in support o f infall, based on the 
trends in the observed lineshapes with distance across the source and with increasing 
optical depth o f the line, compared with the theoretical predictions o f Adelson & Leung 
(1988). Zhou et al. (1996) carried out radiative transfer modelling of single dish and 
interferometric spectral line observations of L1527, adopting the Terebey, Shu & Cassen 
(1984) model of inside-out collapse with rotation. The best fit parameters for the col­
lapse time and mass infall rate were 1 .3 x l0 5yr and 2 .9 xlO ~ 6 M 0  yr_ 1  respectively. 
The rotation rate at large distance was fixed using the measured velocity gradient of 
3 .3km s- 1pc_ 1  in the core (Goodman et al. 1993), assuming a rotation axis in the 
plane o f the sky, as suggested by the low inclination angle of the outflow. Ohashi et al.
(1996) used a simple kinematic model o f infall and rotation to fit position-velocity dia­
grams derived from their interferometric C 180  observations, and found broadly similar 
rotation and infall parameters as Zhou et al. (1996). Figure 1.6, shows the structure of 
L1527 core and outflow, as revealed in the CO and C180  (J  =  1 —> 0 ) interferometer 
observations o f Ohashi et al. (1996).
In many respects, L1527 is quite similar to B335 -  both have comparable lumi­
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Figure 1.6: Map o f L1527 in C 180 ( J  =  1 -*  0) emission (contours) delineating the 
protostellar envelope, and high velocity red-shifted and blue-shifted CO (J  =  1 —> 0) 
emisson (greyscale), tracing the outflow (Ohashi et al. 1996). The cross marks the 
position o f the central protostar. The envelope is rotating about its minor axis, and 
contains cavities evacuated by the outflow lobes.
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and both have relatively narrow line profiles, which show evidence o f infall motions. 
The principal difference between the objects is the much more rapid rotation in L1527. 
The poorly collimated outflows and narrow linewidths contrast markedly with several 
other Class 0 sources, such as VLA 1623, and L1448-C, although the reason for these 
differences is not clear.
IRAS 16293—2422, B335 and L1527 are the clearest examples of protostellar infall 
which have appeared in the literature to date. Many other objects have been suggested 
as infall candidates on similar but less conclusive spectroscopic evidence: CB 54, C'B 244 
and CB3 (Wang et al. 1995; Zhou et al. 1996); NGC 1333-IRAS 2  (Ward-Thompson 
et al. 1996); NGC 1333-IRAS 4A and 4B (Blake et al. 1994; Mardones et al. 1997); 
L483 (Myers et al. 1995); L1551-IRS 5 (Saito et al. 1996; Ohashi et al. 1996); L1551- 
NE (Moriarty-Schieven et al. 1995); L1524 (Zhou et al. 1994); HH 111 (Yang et al. 
1997); IRAS 04169 +2702 (Ohashi et al. 1997); IRAS 0038 +6312 (Walker & Masheder 
1997); NGC 2264 IRS (Wolf-Chase & Gregersen 1997); Z Canis Majoris (Liljeström & 
Olofsson 1997); T-Tauri (van Langevelde, van Dishoeck & Blake 1994); G10.6—0.4 
(Keto, Ho & Haschick; Keto 1990); HL Tau (Hayashi, Ohashi & Miyami 1993); HH24 
MMS (Krügel & Chini 1994); L1157 (Gueth et al. 1997); IRAS 13036 -7644 (Lehtinen 
1997); Serpens SMM2, SMM3, SMM4 and S6 8 N (Hurt, Barsony & W ootten 1996); 
IRAS 03256 +3055, WL22, Serpens SMM5 and VLA 1623 (Mardones et al. 1997); 
L1544 and L1251B (Myers et al. 1996); and HH25 and IRAS 20050 (Gregersen et al. 
1997).
1 .3 .3  Infall surveys
We now summarise the results o f a number o f recent spectral line surveys o f relevance 
to protostellar infall.
Zhou et al. (1994) mapped 11 dense cores in the Taurus molecular cloud in the 
C 180 ( J  =  2 —>• 1) line. In the five cores containing embedded infrared sources they 
measured excessive C 180  line widths, when compared with the generic linewidth-size
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relation derived by Fuller & Myers (1992). It was suggested the anomalous linewidths 
in the cores containing embedded objects could be due to infalling gas. The linewidths 
and radial C 180  intensity distributions o f these cores could not be well fitted by the 
Shu model however.
Moriarty-Schieven et al. (1995) observed 25 young stellar objects in Taurus (mostly 
Class I sources) in several transitions o f the high density tracers CS and H2 CO, and 
used them to derive temperatures and densities o f the envelope and outflow gas. O f the 
25 sources observed, only 2 (L1527 and L1551-NE) showed profiles indicative o f infall.
Wang et al. (1995) carried out a C lsO (J  =  2 —> 1) mapping survey of 33 Bok 
globules containing IRAS point sources. The IRAS sources were associated with the 
globules by their proximity and characteristic YSO colours (Yun & Clemens 1990). 12 
globules showed C 180  column density peaks close to the IRAS positions, and o f these, 
nine were detected in the high critical density transition H2 C O =  312 —> 2 n ) .  
Three o f the H2CO detections showed mild blue asymmetries, and significantly en­
hanced linewidths compared with C 180 . On this evidence they were suggested to be 
infall candidates.
Hogerheijde et al. (1997) observed most of the source sample studied by Moriarty- 
Schieven et al. (1995) (see above) in the HCO+ (J  =  3 —> 2) transition. A  subsample of 
the nine strongest detections in this line were selected for mapping at 2.7 and 3.4 mm 
using the OVRO millimetre array. Two thirds of the sources showed an unresolved cen­
tral component in interferometer maps, attributed to a compact circumstellar disk, and 
in about half of the sources an extended envelope was resolved. Single dish mapping was 
carried out for these nine sources in HCO+ (J =  1 —>■ 0), (J  =  3 —>■ 2) and (J  =  4 —> 3) 
transitions. On-source spectra of the relatively optically thin H13C O + (J  =  3 ->■ 2 ) 
and (J =  4 —> 3) lines were also obtained. Infall-type profiles were only found towards 
two objects -  L1489 and L1527- similar to the result found by Moriarty-Schieven et 
al. (1995) for CS. It was inferred that HCO+ (J =  3 —> 2 ) and (J =  4 —» 3) were
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robust tracers o f the envelope, whereas the HCO+ (J =  1 —> 0 ) line appeared to be 
contaminated by emission from the surrounding ambient cloud.
Comparing the HCO+ (J  =  3 —> 2 ) integrated emission with the C S(J =  3 —f 2), 
CS (J  =  5 —> 4), C S(J =  7 —> 6 ) observations of Moriarty-Schieven et al. (1995), it 
was concluded that HCO+ is a better tracer o f envelope mass than CS. Hogerheijde et 
al. (1997) also concluded that for single dish observations, HCO+ is a better tracer of 
the mass in the dense protostellar envelope than the millimetre continuum flux. This 
is because the HCO+ emission from the disk is too beam diluted to contribute signif­
icantly to the total, unlike the millimetre continuum flux from the disk, which stays 
optically thin. Hogerheijde et al. (1997) suggested that the ratio o f the integrated 
HCO+ (3 —> 2 ) flux to the bolometric luminosity o f the source could be used as an 
indicator o f evolutionary age. This ratio would be expected to decrease with time, as 
the protostellar envelope mass is depleted by accretion onto the central protostar and 
disk, and as the accretion luminosity rises, due to the increase in mass o f the protostar.
Gregersen et al. (1997) carried out a multi-transition, multi-isotope HCO+ survey of 
a near-complete sample o f the known Class 0 sources. O f the 18 objects which were ob­
served in both the HCO+ (J — 4 —>• 3) and HCO+ (J  =  3 —>■ 2 ) transitions, nine showed 
a blue infall asymmetry in both these lines. Three objects showed a red asymmetry in 
both lines, and one object (L1157) showed a blue asymmetry in HCO+ (J  =  3 —̂ 2) and 
a red asymmetry in HCO+ (J =  4 —> 3). The remaining sources showed no significant 
asymmetry in either line. Hogerheijde et al. (1997) argued that these lines are partic­
ularly good tracers of envelope gas. The observed bias towards profiles which have a 
blue, infall-type asymmetry is consistent with the view that Class 0 sources represent 
protostars in the main accretion phase of their evolution, and so are better observable 
infall candidates than Class I sources. This statement must be qualified, however, by 
the small but significant number of clear counterexamples to the overall trend.
To help determine whether emission from the outflow was significantly contaminat-
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mg the observed profiles, Gregersen et al. (1997) presented HCO+ (J =  3-4-2)  channel 
maps o f seven o f the most promising infall candidates, which showed the spatial dis­
tributions o f line core and line wing emission separately, and further separated these 
into their red-shifted and blue-shifted components. For a pure Shu model collapse the 
line wings were predicted to show a much more compact peak than the line core, since 
the largest systematic velocities are found close to the centre o f the collapsing enve­
lope. In both the line wings and line core, the blueshifted emission was predicted to be 
brighter and more extended than the redshifted emission. None o f the line wing maps 
o f the infall candidates matched the predicted behaviour. For most o f the sources, 
the redshifted and blue shifted line wing maps showed peaks which were displaced a 
significant distance from the source position in opposite directions. Gregersen et al.
(1997) attributed this to bipolar outflows, and for several of the objects this is sup­
ported by the agreement with the CO outflow maps. The redshifted and blue-shifted 
peaks in the line core maps were also displaced from one other, although by smaller 
distances and sometimes in different directions than seen in the line wing maps. One 
explanation for this could be that the line core maps are dominated by rotation o f the 
protostellar envelope, whereas the line wings are dominated by the outflow. On the 
whole, the blue shifted peaks in the line core maps were brighter and more extended 
than the red-shifted peaks, as predicted by the model. These maps therefore suggest 
that outflow, infall and rotation may contribute significantly to different parts o f the 
line profile and at different positions on the source.
Mardones et al. (1997) carried out the largest infall survey to date, observing 
a sample o f 23 Class 0 sources and 24 Class I sources in the typically optically thick 
H2 CO(Jk-_1k-1 =  2 i2 —> In )  and CS(J =  2  —> 1 ) lines, and the optically thin N2 H+ (J =  
1 —)■ 0) lines. They used 5V , defined by the following equation, to measure the line 
asymmetry:
F th ick  !  th in  0 0 \
W =  AFthin ' (L33)
where Fthick and Fthin are the velocities of the peak emission in the chosen optically 
thick and optically thin line respectively, and AVthin is the FW HM  velocity width o f the 
optically thin line. A  line was considered to have no significant asymmetry for the range
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—0.25 <  ÔV <  0.25. Using this measure, a strong segregation was found between the 
Class 0 and Class I sources in the sample. O f the 23 Class 0 objects, 12 showed a blue 
asymmetry in the H2 CO line, 8  showed no asymmetry, and 3 showed a red asymmetry. 
O f the 24 Class I objects, only 3 showed a blue asymmetry, 19 showed no asymmetry, 
and 2 showed a red asymmetry. Class 0 objects therefore show a much stronger ten­
dency towards blue-skewed profiles than Class I objects. The segregation between the 
Class 0 and Class I sources was found to be even stronger in the C S(J =  2 ->  1 ) sam­
ple (see Figure 1.7). Addressing the possibility that emission from the outflow might 
somehow mimic the observed blue asymmetries, Mardones et al. (1997) tested for a 
correlation between asymmetrical emission in the red and blue-shifted line wings, and 
the asymmetries found in the line core, and found none. These results are consistent 
with the findings o f Gregersen et al. (1997) (see above). In a few cases (L1157, VLA 
1623, L1551-NE and L483), however, the two studies found contradictory directions for 
the prevailing line asymmetries. This reflects the different methods used to measure the 
line asymmetry, and is a good indication of the systematic error in the source statistics 
quoted by both studies.
1.4 Summary
In this introduction we have selectively reviewed the current state of theory and ob­
servations in the field o f star formation, focusing particularly on the collapse and main 
accretion phases o f protostellar evolution.
Despite the progress made in recent years, the problem of star formation remains 
a formidable one. Magnetic fields are now generally believed to play a pivotal role in 
regulating the star formation process, and provide an elegant resolution of the angular 
momentum problem. Magnetic fields may also be central to the mechanism behind 
the ubiquitous but largely unexplained bipolar outflow phenomenon. Unfortunately, 
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Figure 1.7: Figure showing the distribution o f SV, as determined from H2C O (J k _1k 1 =  
2i2 111 and C S(J =  2 —y 1) spectra (see text), as function o f Tbol> for a sample of
Class 0 and Class I Y SO ’s (Mardones et al. 1997). Negative values o f SV imply blue- 
skewed line profiles.
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be properly studied using computationally expensive numerical simulations. Much of 
the confusion surrounding the role o f magnetic fields in protostellar evolution arises 
from the lack o f a clear intuitive framework which can be used to interpret and com­
pare the numerical calculations (e.g. Safier et al. 1997). This also causes difficulties 
when attempting to compare the models with observations. One o f the main reasons 
why the Shu model paradigm has, despite its drawbacks, dominated the development 
o f the subject over the past two decades, is that it is intuitive and it makes definite 
predictions. If observations are to play a role in deciding between the competing star 
formation models, then the observational implications o f these models need to be made 
apparent.
The unmatched spectral resolving power offered by today’s millimetre and sub­
millimetre spectral line receivers offers the prospect that the dynamics o f protostellar 
envelopes can be probed by the detailed analysis o f line profiles observed in this wave­
length range. Much work along this line has already been carried out. However the 
formation o f lines in protostellar envelopes is in itself a complex problem, and needs 
to be properly understood before definite conclusions can be drawn about the actual 
dynamics o f the gas using spectral line observations. This is the problem that this 
thesis aims to address.
1.5 Appendix - Hydrostatic equilibrium of spherical isother­
mal clouds.
The equation of motion for an ideal fluid (neglecting viscosity and thermal conductiv­
ity) , in the presence o f a gravitational field is
civ <9v . V P
*  = ¿ i  + ( v ' V )v  = ~ ~ + s ' (L34)
e.g. Landau & Lifshitz (1959). In the equation above, v (r , t) and p (r, t) are respectively 
the density and velocity fields; P  is the pressure, which is related to the density by an 
equation o f state for the fluid, and g is the gravitational field.
40
The conservation of mass in the flow is expressed by the continuity equation,
^  +  V - ( p v )  =  0. (1.35)
We now assume spherical symmetry, and that the gas obeys the ideal gas equation 
o f state and remains isothermal:
pkT  2
P  =    =  pa , (1.36)
where a is the isothermal sound speed, and is a constant. Equations 1.34 and 1.35 
become
dp l d . o ,  .
i  + = 0 <L37>
|  +  4  =  - - ^ - 4 - (+38)at Or p or rz
M (r, t) is the total mass inside the radius r at time t, given by
M( r , t )  — [  47rr'2p(r', t) dr'. (1.39)
Jo
To find a hydrostatic solution, we set v =  0 in equations 1.38 and 1.38. Equa­
tion 1.38 then simply reduces to dp/dt =  0, i.e. the density profile is static, as expected.
Differentiating equation 1.38 with v =  0, and substituting equation 1.39, we arrive at 
the well known Lane-Emden equation:
1 cl ( r 2 dp\ AnGp ,
The density p and the density gradient dp/dr at the centre o f the cloud may be con­
veniently specified as boundary conditions. In the absence of a central point mass, the
gas pressure gradient at the centre must be zero, and hence from equation 1.36 we have
dp
dr
=  0. (1.41)
r=0
The other boundary condition (i.e. the central density) is not constrained a-priori, and 
may be used to parameterise the family of possible hydrostatic equilibrium configura­
tions, which are referred to as Bonnor-Ebert spheres (Ebert 1955; Bonnor 1956). The
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density profiles of all Bonnor-Ebert spheres have an identical mathematical form, as 
can be seen by making the following co-ordinate transformation:
P =  P ce-e{x) (1.42)
=
a2
x  =  R qx, (1-43)
\4wGpc
where g(x)  and x are dimensionless quantities, pc is the central density, and R 0 =  
(a2/AnGpc)1/2 is a constant with the dimension o f length. Substituting these into 
equation 1.40 yields the dimensionless equation
d f x ^ ) = A - , .  ( 1 .44 )
dx V dx J
In these co-ordinates the boundary conditions become g — dg/dx  — 0 at x  =  0. This 
equation may be solved numerically for g(x).  The density profile o f the hydrostatic 
equilibrium configuration may then be constructed using equations 1.42-1.43, once the 
central density and isothermal sound speed have been specified. The entire family of 
Bonnor-Ebert spheres is then represented by a single mathematical form, and any two 
such spheres are related to each other by constant scaling factors in density and radius.
In practice the spheres must be truncated at some finite density and pressure, since 
the enclosed mass diverges as the radius extends to infinity. Bonnor (1956) investigated 
the stability o f these truncated spheres, and found that there is a critical value o f x , (i.e. 
a critical ratio of central to surface density) above which the sphere becomes unstable 
to external perturbations. The threshold value of x  is a:crit ~  6 .451, which in physical 
units corresponds to
= 6'451( i ^ j  ' (L45)
Figure 1.3 shows a plot of e~ex against x / x cv\t (i.e. a plot o f p/pc against r/Rcr-lt) for a 
critical Bonnor-Ebert sphere. The central region is rather flat out to about one tenth 
o f the critical radius. Towards the outer boundary of the sphere the density profile 
approaches a 1 /r 2 behaviour. The mass o f the critical Bonnor Ebert sphere gives a 
precise theoretical value of the critical ‘Jeans mass’ for gravitational instability, and
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may be written in the following ways:
(1.46)
  11 O_________
' (G ^ext ) 1/ 2
(1.47)
where Fe.xt =  p{R)a2 is the pressure at the outer boundary of the cloud.
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Chapter 2
Radiative Transfer in 
Submillimetre Spectral lines
In this chapter we discuss the physical concepts underlying the radiative transfer of 
submillimetre rotational molecular line transitions. A  full description is given o f the 
STENHOLM A-iteration radiative transfer code (Matthews 1986) used in the modelling 
in Chapter 4 o f this thesis. New modifications which have been made to the code are 
discussed, and tests o f the performance o f the code are presented.
2.1 Fundamental Concepts
2 .1 .1  P hoton s and the radiation field
Whilst writing this section, frequent reference was made to the textbooks o f Emerson 
(1996), Pomraning (1973), Cannon (1983) and Mihalas (1978).
The radiation field is carried by photons, which are point massless particles asso­
ciated with a frequency v such that the energy and momentum of the photon are hv 
and hv/c respectively, where h is Plank’s constant and c is the speed o f light. Between 
collisions with matter, a photon is assumed to travel in a straight line with speed c and
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with no change in frequency.
To specify the location of a photon in phase space, three position variables and three 
momentum variables are required. In the quantum mechanical treatment o f photons 
there is a limit to the accuracy with which a photon can be located in phase space. In 
the following discussion, however, it is assumed that, for the system under considera­
tion, the photons can be treated as classical particles with regard to their dynamics. 
Wave phenomena such as diffraction, interference, refraction and polarisation are ne­
glected.
It is convenient to use the direction o f travel Cl (a unit vector defined by two 
angular variables) and the frequency v, to specify the photon momentum. The photon 
distribution function, / ,  (e.g. Pomraning 1973) is defined such that
dN  =  / ( r ,  v, Cl, t) dV dv dCl (2-1)
where dN  is the number o f photons in a volume element dV  at position r, in a fre­
quency interval dv about v, and travelling in a solid angle dCl about the direction Cl. 
In spherical polar co-ordinates dCl =  sin 9 d9 d(j) =  dfj, dcj), where /i =  — cos 9.
The radiation energy density, is the volume energy density o f the radiation 
field, per unit frequency:
uu( r , v , t ) =  I h v f {r ,v ,C l , t )  dCl. (2.2)
J 4tt
The intensity, /¡,, is defined such that
dE  =  Iu(r,v ,C l,t )  dSdvdCldt, (2.3)
where dE is the radiant energy in the frequency range dv about v , travelling in a
solid angle dCl about the direction Cl, which crosses an area dS perpendicular to Cl,
at position r, between times t and t +  dt.. The intensity and distribution functions are 
related by
/ „ (r, v, Cl, t) =  ch vf{v , v, Cl, t). (2.4)
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The m ean  in ten sity  Jv, defined by,
1
(r, i/,£) =  —  [  Iv (r, v, Cl, t) dCl (2.5)
4tt 7 %
is the average o f the intensity over all angles. Substituting equation 2.4 into the above 
expression, gives
Tr
/  hvfdCl — — uu. (2 .6 )
J 4tt 47T
The flu x  den sity , Fv, is defined by,
Fu(r, v, n, t) =  I 7„(r, v, Cl,t) Cl-ndCl =  f  Iv cos 6 dCl, (2.7)
J 47t J 4k
and is the net radiant energy flowing across a surface with normal n, per second, per
unit area, per unit frequency range, after integrating the intensity over all directions.
In the last expression, 0 is the angle between the normal to the surface and the beam 
direction, Cl.
The integral o f the flux density over all frequencies is the flux, F;
r oo
F  =  /  F„dv. (2.8)
■lo
2 .1 .2  T h e equation of transfer
By analogy with the continuity equation for fluid flow:
dp/dt +  V - (pv) =  ^  + %  . ’ (2 -9)
sou rces  sinks
(where p is the fluid density, and the source and negative sink terms allow for the 
possibility o f creation or destruction of the fluid in-situ), one may write a continuity 
equation for the phase space density of photons (e.g. Pomraning 1973);
d fdf d ( f x )  d ( fÿ )  d ( fz )  d (fù ) d m  d ( f i )  =  d f
dt dx dy dz dv dp d f  dt so u rces +  m sinks
(?.io)
The source and sink terms include the emission and absorption o f photons by matter, 
as well as photon scattering, which may be pictured as the simultaneous destruction of 
one photon and creation of another photon with different frequency and/or direction.
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The left hand side of equation 2.10 may be simplified by noting that /I, (fa and v are all 
zero, since the photons are assumed to propagate in a straight line and without change 
o f frequency between interactions with matter. Also, since photons always travel at 
speed c, v  =  ( x ,y , z )  =  c fi. Equation 2.10 therefore reduces to
¿  +  « A - v W r f t ,  ■'’ *■*> -  01  ‘ 9 f
1 " "     D  , o o r e „ +  , i n k , '  ( 2 ' 1 1 )
where D /Dt  is the time derivative moving with the photons in the beam.
In the absence o f interaction with matter (i.e. RHS =  0), we find,
D l^ ir , Cl, t) D f ( v ,v . t l . t )  , .
— — —  =  chv ; =  0. 2.12
Dt Dt y ’
The intensity o f the beam of light therefore remains constant as the beam travels 
through empty space, i.e.
Iv ( r ,v , f l , t )  =  / „ ( r  +  sfl,  iq f2, i +  s/c), (2.13)
where s is distance along the direction of the beam.
Now attention is turned to the form of the source and sink terms in equation 2.11. 
As a photon travels a small distance through the medium, there will be some probability 
that it is absorbed or scattered, which will in general depend on the frequency o f the 
photon, its position in the medium, and possibly also on time. For sufficiently small 
distances, the probability o f absorption will be proportional to the distance (and hence 
the time) o f travel. We define the op a city , k(r, v, t), as the probability per unit distance 
travelled that a photon o f frequency v at position r and time t, be absorbed or scattered. 
In a stationary unmagnetised gas there is no preferential direction in the medium, and 
the opacity will not depend on the direction of travel o f the photon (if the gas is moving 
this is only strictly true in the rest frame o f the gas, since the velocity vector introduces 
a preferential direction). The probability per unit time for removal of a photon from 
the beam is therefore CK(r,v,t),  and we have 
d f ( r ,  i/, Ô, t)
dt
=  —ck(r, f ,  t ) f { r, v, ft, t.). (2.14)
sinks
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k may also be thought of as a cross-section per unit volume for absorption and scatter­
ing.
The source term may be written in terms o f the emissivity, e(r, u, Ù, t ), which is 
the radiation energy emitted or scattered at r into the solid angle c/Q about Û, per unit 
volume, per unit frequency, per unit time, i.e.
e(r, v, fi, t) =  hv (2.15)
^  sou rces
Unlike the opacity, the emissivity cannot in general be assumed to be isotropic in the 
rest frame o f the gas, because of the anisotropic contribution o f photon scattering to 
the emissivity. The scattering probability o f photons travelling through the gas is in 
general dependent on the angle of scatter. Furthermore, each scattering event is ac­
companied by a Doppler frequency shift, which is correlated with the angle o f scatter. 
Anisotropic radiation fields therefore lead to anisotropic emissivities. In certain circum­
stances however, this anisotropy, which adds considerable complexity to the radiative 
transfer problem, may be neglected. This is discussed in some detail below, in connec­
tion with the ‘complete redistribution approximation’ .
Equation 2.11 may therefore be written as
( ^  +  c D - v )  f ( T ,v ,h , t )  =  ~ ^ ^  -  c f {T ,v ,S i ,t )K (r ,v ,t ) .  (2.16)
Substituting /  =  ch v f  finally gives,
1 dlv ~ 1 dlu <9/„ r
c +  n ' v / " =  +  ~d~s ~ £ ~  ^  (2 ' i7)
where s denotes distance along the beam in its direction of travel. This is the fundamen­
tal equation of radiative transfer theory, and is commonly referred to as the equation 
o f transfer. In order for it to be o f practical use, however, explicit expressions relating 
e  and k to the known properties of the medium must be found.
We now assume, as is usually the case, that the time for light to cross the system 




Figure 2.1: Diagram illustrating the geometry used in the integral o f the equation of 
transfer.
change significantly. In this case the time-dependence o f the problem may be ignored, 
and the time derivative in equation 2.17 may be dropped:
dIU^ds' ^  =  ^  ~  K(r ’ z/) / ^(r >D ^ )-  (2-18)
We define the relation between r and s by
r =  r0 +  .si2, (2.19)
where ro is a point along the beam chosen to define s =  0. s increases with distance
in the beam direction, and is negative for points along the beam which are ‘upstream’
from ro (e.g. point rj in Figure 2.1).
Integral form of the transfer equation
Equation (2.18) may be integrated by first multiplying both sides by the integrating 
factor
exp ( / ;  fc(r0 +  s'D , v) d s . (2.20)
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After collecting the terms in / . ,  the resulting expression may be written as
I,Ay, 17) exp (^J K(r0 +  s'Cl) ds' ĵ =  e (r, fi) exp (^J /c(r0 +  s'Cl) ds' ĵ , (2 .2 1 )
d_
ds
where the explicit dependence of the quantities oil v has been suppressed for clarity.
Integrating between s — s\ and 0 (where Si is normally chosen to be negative), 
gives the following expression for the intensity at r0, in the direction from iq:
Iv {r0, Cl) =  / . ( r i, Cl) exp K(r0 +  sCl) clŝ j +
J  e(ro +  s'Cl, Cl) exp J  K(r0 +  s"Cl) ds'^j d s (2 .2 2 )
where iq =  ro +  s if i . If si is negative then the point ri lies upstream of the beam from 
ro-
Equation 2.22 may be written in a more transparent form. First define z =  —s for 
the absolute distance from i'o to a point upstream (Figure 2.1). The optical depth, 
(ro, z, v, Cl), may then be defined as
t v{y0,z,v ,C i)  =  [  K(r0 -  z'Cl, v) dz', (2.23)
Jo
r°
=  J k (to +  s'Cl,v) ds'. (2.24)
r .  increases with distance backwards along the beam, and we have dru =  ndz =  —nds. 
Equation 2.22 becomes (restoring the explicit v dependences)
/ . ( r o ,  v, Cl) =  / . ( n ,  v, Cl)e~r^ ^ )  +  [ Zl£{ro +  y n ,  v, Cl)e~T̂ r°'z' ^  dz', (2.25)
Jo
where z\ =  —sq and ri =  ro — ziCl.
The interpretation of this equation may be illustrated by considering the one di­
mensional problem of a beam of light passing perpendicularly through a plane slab of 
gas. Let ri and ro be the entry and exit points of the beam respectively. Iv (v\,v,Cl) 
is the intensity o f the beam at the frequency v, as it enters the slab at r j. Re­
moval o f photons from the beam by absorption and scattering reduces its intensity
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to Iv (r i, v, f2)e-T‘'(r° ’Zli,/'ii) by the time it reaches r0. The first term on the right hand 
side o f (2.25) is therefore the contribution to the intensity at r 0 from the incident beam 
at r i, after it has been attenuated by the optical depth o f the slab. The second term 
on the right hand side of (2.25) gives the contribution from the slab emission to the 
intensity at r0. The integrand e(ro +  z'fl, v, O ) e— ¿ z> js ĵie the product of 
the intensity e(ro +  z'fl ,  v, f l)dz' emitted by the layer o f slab between z1 and z' +  dz\ 
and the attenuation factor e~Tv(r°,z' d u e  to absorption from the intervening part of 
the slab. The integral sums the contributions from all slab layers between ro and iq.
If the dependence o f e  and re on position and frequency are known a-priori, then 
equation 2.25 may be evaluated for any combination of position, frequency and direc­
tion, once the boundary conditions on the radiation field are specified (i.e. any fixed 
sources o f radiation, whether internal or external to the system). The emissivity and 
opacity are in general dependent on the radiation field itself, however, and since the 
radiation field is not known in advance, equation 2.25 cannot be evaluated directly.
An alternative form of the equation of transfer is found by substituting dr„ =  —nds 
in equation 2.18:
=  Iv {ru) — Sv {rv). (2.26)
CLTi/
where Sv — e/k is known as the source function, and Iv and Su are written as 
functions o f optical depth rather than o f position. In carrying out real calculations of 
complex radiative transfer problems, equation 2.26 is in general less useful than equa­
tion 2.18, since re, e, and S„, are most naturally expressed as functions o f position in
the medium, rather than o f the optical depth, which generally depends in a complex
way on the position o f the ‘observer’ , and the frequency under consideration.
The integral o f equation 2.26 is found analagously to (2.22), with the result,
M O) =  h {T v)e~Tv +  I S „ (r ')e -TM r ',  (2.27)
Jo
If .Sv is independent o f r„ over the range of the integral, which may be a good approx­
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imation when conditions in the gas are close to local thermodynamic equilibrium (see 
below), equation 2.27 becomes
7„(0) =  +  S„ ( l - e -7V) . (2.28)
If the medium is also very optically thick, i.e. tu 1, the above expression simplifies 
to
/„ (0 )  ~  Su, (2.29)
i.e. the intensity approximates to the source function.
2 .1 .3  T h e  density of states
The picture o f a radiation field composed of ‘classical particles’ is a good approximation 
as long as the characteristic length scale of the problem under consideration is much 
larger than the wavelength of the radiation. When the characteristic length scale o f 
the problem is comparable with, or smaller than the wavelength, the wave nature of 
the radiation becomes important, and the behaviour of the photons must be described 
by quantum mechanics. When there is more than one length scale of interest, both 
pictures may be useful. For example, the classical picture may describe well the flow of 
photons on a macroscopic scale through an absorbing gas, whereas the actual absorp­
tion o f a photon by a gas molecule is a microscopic process and requires a quantum 
mechanical treatment. It will therefore be useful to understand the relationship be­
tween the classical and quantum mechanical pictures.
In the quantum mechanical treatment o f the radiation field, a photon can exist in 
one o f a number o f photon states. Each photon state may be represented by a complex 
function o f space and time, called the state wavefunction. Given any set o f boundary 
conditions, (e.g. the size and shape of a. enclosure inside which the radiation field is con­
fined), it is possible to choose a complete set of state wavefunctions, or basis set. Any 
radiation field satisfying the boundary conditions may be characterised by the number 
o f photons occupying each photon state. Although there is a degree o f arbitrariness in
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the choice o f basis set, it is always possible to make the choice such that the photon 
wavefunctions are mutually orthogonal, and each one corresponds to a definite photon 
energy.
It will be useful to find an expression for the number of photon states per unit 
volume and frequency range. It turns out that the result is largely independent o f the 
boundary conditions or the basis set chosen, and for convenience it is assumed that the 
radiation field is enclosed inside a cubical cavity o f side L , and the basis set is the set of 
standing waves o f the form Aetujt cos kxx  cos kyy cos kzz, where lj — ck ; k2 =  J2i=x,y z > 
and A  is a normalization factor. The boundary condition is that the wavefunctions must 
vanish at the walls o f the cavity, restricting the allowed values o f ki=XiVtZ to integral 
multiples o f 7r /L , so that when plotted in k space, the allowed values form a cubical lat­
tice with a nearest neighbour separation o f n/L. Each photon state therefore occupys a 
cube o f ¿-space ‘volume’ (n/L)3 =  n3/ V , where V  is the real space volume o f the cav­
ity. Since replacing k{ by -kt in the wavefunction leaves it unchanged, only the octant 
o f k space where the ki=x,y,z are positive need be included when counting distinct states.
The above discussion has ignored the polarisation o f the photon; for each standing 
wave there are two independent polarisation states. It follows that the number of 
distinct photon states between k and k +  dk (i.e. in a ¿-space volume 4nk2dk/8), is 
given by
1 4nk2dk V k 2dk 
N (k ,k  +  dk) =  - - ^ j ^ - 2 = — ^ ~ .  (2.30)
Substituting k — 2nv/ c produces the equivalent expression,
N(u, v +  dv) =  _  y g vdu  ̂ (2.31)
where gv — 8nu2/c3 is the number of photon states per unit volume and frequency, and 
is called the density of states.
The relation between the description o f the radiation field in terms o f the occupa­
tion numbers o f photon states on the one hand and the photon distribution function,
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/ ( r ,  v, i~2), on the other, is given by the expression, (cf. equation 2 .1 )
d N  = / ( r, z/, f2) dV  dv dQ =  (/„dF dv ~ - n ph(r, /a 12), (2.32)
47T
where dTV is the number of photons in the phase space volume dV  dvdCl; g„dV dvdi2 / 47T 
is the number o f distinct photon states ‘occupying’ this region o f phase space and 
% h (r , v, is the average occupation number of these photon states.
Equation 2.32 leads to the following relation between /  and nph:
/ ( r , v , f l )  =  nph(r, zqf2),
2  v 2
=  -^-rzphir, z/, 12). (2.33)
2 .1 .4  T h erm o d y n a m ic  E quilibrium
If the energy in a closed system is exchanged between all its different forms and be­
tween all regions over a sufficiently long time, then the system will eventually approach 
a state o f complete thermodynamic equilibrium (C T E ), where there is no fur­
ther net transport or transformation of energy. Although complete thermodynamic 
equilibrium is approximated to in only a few astrophysical situations, such as in stellar 
interiors, it is a useful concept because it provides an exact solution to the statistical 
equations describing interactions between the radiation field and matter. Moreover, 
the equilibrium relations for the radiation field, and the velocity and internal energy 
distributions o f the system particles, may be found using statistical mechanics, and are 
independent o f the detailed microphysics which is needed to calculate these quantities 
in non-equilibrium situations. These relations are all characterised by just a single 
parameter, the temperature T.
The equilibrium radiation field is known as the blackbody radiation field, and is 
a function o f temperature and frequency only. It is described by the Planck function,
2  hv3 1
r2 / ha. 1 \c (ekT -  1 )
(2.35)
In the first expression above, the Planck function has been written as the product 
o f four terms: c /4 r , the conversion factor between radiation energy density and mean 
intensity (cf equation 2 .6 ); hu, the photon energy; g„ — 87rz^ /c3, the density o f states 
and nph(u) =  (e*r —l ) -1 , the mean occupation number o f a photon state o f frequency 
v (e.g. Mandl 1971).
Using equations 2.7 and 2.8, the flux on the surface o f a body placed in a blackbody 
radiation field is given by,
F  =
r r 00
/ / B u(v, T) cos 6 dv dfi 
J 2kJ 0
2nh f k T \ 4 f°°  x3 , . .
( t )  J, — •b  = ° T - ‘2-36>c2
where the solid angle integral is only over 2ir steradians since we are excluding the 
radiation emitted by the surface. The constant a is called Stefan’s constant and has 
the value,
o  =  5.67 x 10_8W m -2 K - 4 . (2.37)
If the body in equilibrium with the radiation field is a blackbody, i.e a body which ab­
sorbs radiation perfectly at all wavelengths, then the radiation incident on and absorbed 
by the blackbody must exactly balance the radiation emitted by it. Therefore equation 
2.36 also describes the radiation emitted at the surface o f a blackbody at temperature T.
If the system under consideration is a gas containing a very large number o f identical 
molecules, then the distribution of the molecules over their discrete internal energy 
levels is described, in thermodynamic equilibrium, by the Boltzmann equation:
n ( E i )  _  g { E i ) e ~ &
E ;  1 (Z .O O j
ntot Yli' g{Ei>) e~~*T 
where g(Ei)  is the degeneracy of the energy level E{, n(Ei) is the number density 
o f molecules occupying the energy level E { , and ntot is the total number density of
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molecules. The sum in the denominator is over all internal energy levels. We have 
assumed that the temperature is low enough that dissociation and ionisation processes 
can be ignored. If the gas contains more than one type of molecule, then each molecular 
population separately satisfies equation 2.38. For any two levels, i and j ,  we have
n(Ei) g (E i)
n {E i) 9{E j)
ex p [ - (E i  -  Ej)/kT]. (2.39)
The velocity distribution of particles in CTE, is described, in the ideal classical 
limit (e.g. Mandl 1971), by the Maxwell velocity distribution:
3
7i(v)c/v =  4 ir i  exp m v2/2kT^J v 2 dv, (2.40)
where n(y)dv  is the number density of particles with a velocity magnitude in the range 
dv about the velocity v, ratot is the total number density, and m is the mass o f a 
gas particle. Again, if more than one species o f particle is present in the gas, then 
each population satisfies equation 2.40 separately. The corresponding distribution for 
a single component o f the velocity, vz say, is
n{yz)dvz =  ntot ^ 27^ 2 " )  exp { ~ m vl/2kT) dvz- (2.41)
In real astrophysical systems which depart from CTE, equations 2.35, 2.38 and 2.40 
cannot be simultaneously satisfied with a unique constant temperature, T. If these 
equations are nevertheless rigidly applied, then the temperature parameters in equa­
tions 2.35, 2.38 and 2.40 will in general depend on the frequency, the choice o f energy 
levels, and the velocity respectively. These ‘temperatures’ may sometimes still be useful 
and have physical meaning.
The brightness temperature Tb corresponding to an intensity / „  is defined by B„(Tb) =  
Inverting this equation gives
„  hv
Tb =  T
In 1 +
2  hvz '







In submillimetre and radio astronomy the radiation temperature, Traa, is often used, 
which is defined using equation 2.43 with an equals sign, irrespective o f whether the 
Rayleigh-Jeans approximation is a valid one.
Similarly, the number densities o f molecules occupying any pair o f energy levels, 
may be used to define an excitation temperature, Tex through equation 2.39. If rii and 
nj are the number densities o f molecules occupying energy levels E{ and Ej  respectively, 
then
The value o f Tex will in general depend on the pair o f levels used to define it. Note 
that when the conditions depart markedly from equilibrium, Tex may have a negative 
value for certain pairs o f levels, which can lead to masing behaviour.
The Maxwell velocity distribution is set up by elastic collisions between gas molecules. 
In interstellar gas clouds, the velocity distribution o f the particles is always close to 
Maxwellian, since the mean free time between elastic collisions is much shorter than the 
timescale for other processes (such as inelastic collisions) which change the velocity of 
the particles (Spitzer 1978). The temperature characterising the velocity distribution 
through equation 2.40 is known as the kinetic temperature, ¡n, and we assume it is 
independent o f velocity, although it may be a function of position. There is a tendency 
for inelastic collisions to drive the internal energy level populations towards the corre­
sponding CTE distribution, i.e. Tex —> Tic;n. However the radiation field also acts on 
the level populations through radiative transitions, and the true level populations are 
determined by the competition between these two processes. This is discussed in more 
detail in the next section.
The term Local Thermodynamic Equilibrium, or LTE, is used to describe 
a less stringent equilibrium condition than CTE. In LTE, as with CTE,the velocity 
distribution of the gas particles and the internal energy level populations at a given po-
(2.44)
63
sition are described by the Maxwell velocity distribution and the Boltzmann equation 
respectively, with Tex =  Tvtr, (this temperature being in general a function o f posi­
tion). The radiation field, however, is determined by the equations o f radiative transfer 
with appropriate boundary conditions, and is not in general described by the Planck 
function.
2.2 Spectral line radiation
The energies o f the quantum states for microscopic bound systems, such as atoms and 
molecules, do not form a continuum, but to a first approximation take on discrete 
values. Transitions may occur between states o f different internal energy and angular 
momentum, the difference being supplied (or removed) by the absorption (or emission) 
o f a photon. The strength o f the emission or absorption accompanying such transitions 
is very strongly peaked about a photon frequency (as measured in the molecule’s rest 
frame) uq =  AE/h, where A E  is the energy gap between the two states. Alternatively, 
the transition may occur without the emission or absorption o f a photon, if the energy 
and angular momentum change of the transition is transferred to or from another body 
through a collision.
If an ensemble o f identical systems of this kind is allowed to reach a steady state 
equilibrium, the balance between transitions into and transitions out o f any given state 
will determine the fraction of systems occupying that state. Once the number o f systems 
in each state is known, the emission and absorption properties o f the ensemble are 
completely determined. The radiative and collisional transition probabilities between 
states are therefore fundamental quantities in spectral line radiative transfer.
2 .2 .1  R adiative transitions
We consider three transition processes involving radiation: spontaneous emission, stim­
ulated emission and radiative excitation.
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Consider two energy levels o f a molecule, the upper level lying at an energy E  =  hvo 
above the lower level. If the molecule initially occupies the upper energy level, it may 
spontaneously move into the lower energy level and emit a photon with a frequency 
very close to vq. This process is called spontaneous emission, and occurs irrespective 
o f whether any external stimulus is being applied. The directions o f the spontaneously 
emitted photons are randomly distributed in most cases, since any intrinsic direction­
ality to the emission on a molecular scale will be smoothed out when averaged over a 
randomly orientated ensemble o f molecules. The symbol A ui, referred to as the Ein­
stein A  coefficient, is used to denote the total spontaneous emission probability per 
unit time between the upper and lower energy levels. Since the emission is isotropic, 
the probability per unit time for spontaneous emission into the solid angle d£l may be 
written as A uidil/Air.
If a molecule occupying the upper level is irradiated with a beam of photons con­
taining frequencies close to ẑ o, then the probability per unit time that a further photon 
is emitted into the beam direction by the molecule (with an accompanying downward 
transition), is increased by an amount proportional to the intensity o f the beam. This 
process is called stimulated emission, or radiative de-excitation. Since the frequency 
dependence o f the stimulated emission probability is very strongly peaked about z/o, 
usually only the intensity of the beam at itself (in the molecule rest frame) needs to 
be considered. The range o f photon frequencies about uq for which there is an appre­
ciable transition probability is approximately given by A v  ~  A ui/2n (Emerson 1996). 
In the applications considered in this thesis, this broadening is completely negligible 
when compared with the broadening caused by the Doppler effect. The probability per 
unit time that a photon is emitted through stimulated emission into the solid angle 
d,Q about the direction o f an incident beam of intensity Iu{vo,Ei), may be written as 
BuiE(uo,fi)dQl/4n, where is called the Einstein B coefficient for stimulated emis­
sion.
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If a molecule occupying the lower energy level is irradiated by a similar beam of 
radiation, it may absorb a photon from the beam and move into the upper energy level. 
The probability per unit time for such an event to occur is again proportional to the 
intensity o f the incident beam. This process encompasses the time reverse o f the two 
emission processes described above, and is termed absorption, or radiative excitation. 
The probability per unit time that a photon is absorbed through radiative excitation 
from a solid angle clQ, in the direction o f the incident beam of intensity /„(z/o, f i)  is writ­
ten as B iuIv {vq, Cl)dQ,/4n, where B;u is called the Einstein B coefficient for absorption.
The two emission processes described above may be combined to give an expression 
for the probability per unit time for emission of a photon into the solid angle dQ. If 
R ui is the total downward radiative transition probability per unit time for a molecule 
in the upper energy level, we have
dRui dQ „  T . dQ ,
- ¿ d t t  =  A u/—  +  B ulI l/{v0,Sl) —  (2.45)
dRui A-ui Bui T , , .
- d i r  =  +  (2-46)
Similarly, writing Riu as the total upward radiative transition per unit time for a 
molecule in the lower energy level to a photon from any direction, then
^  ft). (2.47)
Integrating equations 2.46 and 2.47 over solid angle gives the following expressions 
for the total transition probabilities, Rui and Riu:
Rui — A-ui +  B uiJ„0 , (2.48)
Riu =  B luJV0. (2.49)
The thermodynamic equilibrium relations may be used to find the ratios between
the different Einstein coefficients. In thermodynamic equilibrium the radiation field is
given by the Planck function (2.35), and in a large ensemble of molecules, the number
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occupying each energy level satisfies the Boltzmann equation (2.39), with a unique 
value o f the temperature T. Since the level populations must remain constant, the 
total number o f transitions per second from the upper to the lower level must balance 
the transition rate for the reverse process. Writing nu and m as the number density of 
molecules per unit volume in the upper and lower levels respectively, we have
l^uRul — UlRlui (2.50)
(2.51)R i
ft*I Rul A-ul H- ^ul JI
Qn ,=  —  c“ fcT, (2.52)
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where in the final expression the Boltzmann relation has been used. Rearranging for 
JUQ, and substituting A E  =  hv§ gives
j *  =  — — ■ <2-53)9l̂ lu/gUBul £ kT 1
Statistical mechanics, however, predicts that the mean radiation intensity in thermo­
dynamic equilibrium is given by the Planck function:
2hv% 1
=  “ ■ (2-54) c (e fcT -  1 )
If these independent equations for JUQ are to be mutually consistent, the following rela­
tions between the Einstein coefficients (which must be independent o f T) are required:
Aw =  ^ B w ,  (2.55)
9 u ^ u i  — iZ/Bijj, (2.56)
where gu and gi are the degeneracies o f the upper and lower states respectively.
2 .2 .2  T h e com plete redistribution approxim ation
The preceding discussion is relevant to a molecule or ensemble o f molecules at rest 
in the ‘observers’ frame. If the molecules are moving, then the frequencies at which 
they are seen to emit and absorb photons will differ from the transition frequency zz0, 
as a result o f the Doppler shift associated with the change o f reference frame. In a
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gas where particle velocities are spread over a continuous distribution, the frequency 
distribution over which emission and absorption in a given spectral line transition takes 
place will be broadened. The broadened frequency dependence o f the absorption may 
be represented by the line profile function, 0(r, v), which peaks at vq in the velocity 
frame in which the bulk o f the gas is at rest, and is normalised according to
roo
/ <̂ >(r, z/) dv — 1. (2.57)
Jo
In this context <j){r,v)dv is the fraction o f molecules close to r capable o f absorbing 
radiation in the frequency range dv about the frequency v. For radiation o f frequency 
v in the observers frame to be Doppler-shifted to the frequency v0 in the frame o f the 
molecule, the molecule must have a velocity along the beam direction o f v =  c( 1 — Vq/v). 
The frequency range dv therefore corresponds to the velocity range dv =  cdv/vq.
Let R ^ d v d Q  be the probability per unit time per molecule (averaged over an 
ensemble o f molecules with a distribution of velocities) for an upward transition with 
the absorption o f a photon with a frequency in the observers frame in the range dv about 
v, travelling in a direction in the solid angle d£l about D, where R " f l =  d2Riu/dvdQ. 
If the frequency dependence o f the absorption is described by the line profile function 
0 (r , v)d v , then equation 2.47 is replaced by
Rli u { Yi D v )- (2-58)
The total upward transition probability, R[u, is found by integrating this equation over 
frequency and solid angle, which gives
R iu  =  B luJv, (2.59)
where J u is the frequency average of the mean intensity over the line absorption line 
profile function:
roo
Ju =  /  Jv4>(v) dv, (2.60)
Jo
=  y - /  /  Iu<j)(v) dv dQ.. (2.61)
J 4kJ o
68
The effect of the molecular motions on the profile o f emission is considerably more 
complicated, and is in general described by a function ip(r, v, f1) o f direction as well as 
position and frequency, normalised such that
-j— [  [  ^ (r , v, ft) dvdfl  =  1 . (2.62)47r
By analogy with equation 2.58, the expression for the downward transition proba­
bility per unit time, per unit solid angle, per unit frequency, , is
Ru ?  =  ^ I u (  r ,v , f l ) ip (r ,v , f t ) .  (2.63)
For an arbitrary radiation field, the function v, ft) has the general form
-0 (r, zy, O) =  a<j>{r ,i/)  +  -— i —~ I [  x (r , i/, n , v ',f l ' )  I „ ( r ,v ' , f l ' )  dv'df(2.64)
4 'KJy\Y) J 4ttJ o
where a  and f3 are weighting factors (with a +  ¡3 =  1 ) for the terms on the right 
which respectively correspond to pure emission (i.e. emission following collisional exci­
tation) and photon scattering. The function x (r , il!, O r) depends on the velocity 
distribution and systematic motion of the molecules in the gas relative to the frame of 
reference. The reason for the more complicated behaviour of the ‘scattering’ term may 
be illustrated by the following example:
Consider a gas which is irradiated by a beam travelling parallel to the x-axis, con­
taining photons with a frequency v that is slightly greater than the rest frequency 
Vo o f one o f the molecular transitions of the gas molecules. Only the molecules with 
y x  ~  c ( l  — v/vo) can be radiatively excited by the beam, since only in the rest frames of 
these molecules do the beam photons have a frequency approaching v0. The molecules 
selected by the beam in this way are an unrepresentative sample o f the overall velocity 
distribution. If the excited molecules are able to decay radiatively before undergoing 
velocity altering collisions, then the distribution of emitted photons in the observers 
frame will reflect this unusual velocity distribution. The frequency distribution o f the 
emitted photons will be skewed to the blue in the forward direction (relative to the 
beam), and skewed to the red in the backward direction.
69
If the incident radiation field at the frequency v ^  uq is isotropic, the distribution of 
the scattered photons will also be isotropic. The frequency distribution, however, will 
still in general be different from the absorption line profile, due to the absence of 
the contribution o f molecules with speeds v<|c(l — v/vq)\ to the photon scattering at 
this frequency.
The complicated nature of the emission line profile function adds considerable com ­
plexity to the general radiative transfer problem, if treated exactly. The situation is 
not as serious as it first appears, however, for the following reasons:
• If the scattering angle is close to 90° (i.e. A  • A ' ~  0  in equation 2.64), then 
for these pairs o f directions x (r , ẑ , O, O ') ~  c/)(r, v)4>(r, z/), since the velocity 
distributions of the molecules along perpendicular directions are independent. It 
then follows from equation2.64 that ^>(r, u, A) ~  < (̂r, v).
• x (r , £4 A , v'i A 7) — <£(r, z/) (̂ (r ) v<) when v' is close to the peak frequency o f the 
absorption line profile, becoming an equality when v' =  ^peak (Hummer 1971). 
If the radiation field at r is mainly confined to frequencies in the core o f the 
absorption profile then ^ (r , u, A ) ~  <j>(r, v).
• If the average time between elastic collisions is less than the radiative decay 
time trad ~  1 /Aui, then the velocities o f the excited molecules will have time to 
become randomised by collisions before they decay, so that x ( r > v, A , A ')  ~  
4>(r, v)<f>(r, v1),  for all angles and frequencies, and i/>(r, u, A) ~  0 (r, u).
• Molecules which are excited into the upper level of the transition through inelastic 
collisions should have the same velocity distribution as the ordinary gas molecules 
(Spitzer, 1978), in which case the frequency dependence o f the emission from 
these molecules will be described by <f>(r,v). This is the origin o f the first term 
on the right hand side of (2.64). When collisions dominate, a  >> /3, and again 
V>(r,i/, A) ~  </>(r, v).
In the radiative transfer modelling carried out in this thesis, we follow the usual
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practice o f assuming that tj}(r,u,ii) =  <f>(r,u) holds exactly at all positions. This as­
sumption, known as the complete redistribution approximation, is made primarily 
for expediency o f numerical calculation, but is largely justified by the considerations 
mentioned above.
When the complete redistribution approximation is made, equation (2.65) becomes
n )  =  j - [ A ul +  B u M u ,  Cl)]cf>(v). (2.65)
Integrating over solid angle and frequency, we find for the total downward transition 
probability per unit time, R u[, (cf. equation 2.59)
R ui =  A ui +  (2 .6 6 )
where J„ is as given in equation 2.61.
2 .2 .3  T h e relationship betw een m icroscopic and m acroscopic quanti­
ties
An outline is now given of the relationship between the Einstein coefficients, the emis- 
sivity e  and the volume absorption cross-section, k . Consider a beam of light which 
at the point r has an intensity /„(r, v, ft) over a spread o f solid angle dil about the 
direction Cl and over the frequency interval dv about v. As they travel through the 
medium, photons may be removed from the beam by radiative excitation o f a molecu­
lar transition, and photons may be added to the beam by spontaneous emission in the 
transition (where photons are emitted over random directions), or by stimulated emis­
sion (where all the emitted photons travel in the beam direction). Stimulated emission 
may therefore be treated as a kind of negative absorption, since a photon produced by 
stimulated emission ‘replaces’ one lost by absorption.
We introduce again the photon distribution function, /  (see equation 2.1), where 
/ ( r ,  u, Ci)du dQ is the number of photons per unit volume in the beam at r and Iu =
71
c h v f  (cf. 2.4). The net number o f photons per unit time per unit volume added to the 
beam as it travels through the medium, by emission and absorption in the line, may be 
related to the net rate o f transfer o f molecules, per unit volume, from the upper level 
to the lower level o f the transition in the following way:
— ~ dv d£l =  v, fi) dv dfl -  n ; ( r ) i ? ^ ( r ,  v, ft) dv dfl. (2.67)
Substituting for R 'ff  and using equations 2.58 and 2.65,
^  ~  ^ n“ (r )^ (r ,i /) +  ¿ [ B“ ' ra“ (r ) ~  Biun i(r ) ]Iu(r, v, f t ) 0 (r, v) dv. (2 .6 8 )
Here nu{r) and n /(r) denote the number densities o f molecules occupying the upper
and lower levels o f the molecular transition, respectively, as a function o f position. 
Replacing /  with Iu/hvc in (2.68),
1 D I„ (r ,  v, ft) dlv hv . . \ . / \ hv , . .
 px =  —r-  =  - A uinu(r)(f)(r,v) +  — [Buinu( r ) - B i uni(r)] I„(f>(r,v). (2.69
C U t  dS 47T 47T
On comparing this equation with equation 2.17, the expressions for e  and k are found 
to be:
e(r, v) =  ~ A uinu(r)(f>{r,v), (2.70)
47T
k (t, v ) =  ^ - [B iuni(r) -  B „;nu(r)]^ (r, v). (2.71)
47T
Using the relations in equations 2.55 and 2.56, the source function S„ =  e/k may 
be expressed as
S„( r) =  M  /  ■ (2.72)
c2 guni{v)/ginu(v) -  1
Where vq is defined such that hvo is equal to the energy gap between the levels. Note 
that (2.72) is independent of the frequency v.
The excitation temperature Tex (equation 2.44) satisfies the relation:
=  “ cx p [-/izV /cT ex(r)], (2.73)
ni{r) gi
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Equation 2.72 may be written as
n / \ 2hv% 1
' " (r) =  ~ c ^ '  exp[hv0/kTex( v ) ] - l '  (2 '74)
=  B ^ 0,Tex( r)]. (2.75)
In the notation o f equation 2.23, the optical depth differential, dru, is given explicitly
by
dru{r0, 2 , v, O) =  ^ [ B ; un; (r') -  Bu/7iu(r')] <j>{r', v) dz, (2.76)
where r' =  r 0 — zQ,, is a point on the beam a distance 2  from r 0 in the negative beam
direction.
2 .2 .4  T h e  line profile function
We now examine the explicit form of the line profile function <f>(u) (ignoring the de­
pendence on r), when the shape is dominated by the broadening o f absorption and 
emission frequencies caused by the thermal and turbulent motions o f the gas particles 
and the Doppler effect. The contribution o f the natural line width to the overall profile 
may be neglected provided A u; <C z'oO'tot/c where vq is the line frequency, c is the 
speed o f light, and crtotj which is defined below, is a measure o f the spread o f particle 
velocities due to thermal and turbulent random motions. In the actual problems we 
shall consider in this thesis, <Ttot > ~  100m s-1 , and i/0 ~ 3 x  1011Hz, so the constraint 
above corresponds to A ui <C 105. The molecular transitions that will be studied all 
have A u[ <  10-2 , so this condition is more than amply satisfied.
In the following the microturbulent approximation is used, which assumes that the 
characteristic turbulent length scale is much smaller than both the photon mean free 
path, and the scale over which the physical properties of the cloud change significantly. 
The nature o f the turbulent gas motions in protostellar envelopes is not yet properly 
understood (e.g. Vazquez-Semadeni, Canto & Lizano, 1996), and a more sophisticated 
treatment o f turbulence may eventually be required. As discussed in the introduction
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to this thesis, relaxing the microturbulent approximation leads to comparatively less 
self-absorbed line profiles (e.g. Dickman 1995; Park & Hong 1995; Juvela 1997). Lack 
o f detailed knowledge about the true turbulent velocity field in protostellar envelopes, 
and the requirements o f numerical expediency lead us to retain the microturbulent ap­
proximation, however.
Only the line of sight velocity component is relevant in determining the effect of 
Doppler shifts on the line profile. The one dimensional Maxwell velocity distribution 
(2.41) leads to the following expression for ipVth, the normalised thermal velocity dis­
tribution:
(V' ) =  1 7 7  =  ( ¿ i ) 2 eXP , (2.77)
where vz is the molecular line of sight velocity, and tpVtti is normalised such that
/ OO
i>vtb(vz)dvz =  l. (2.78)
-O O
Defining crVth as the thermal rms velocity dispersion, we have
yJkT/m, (2.79)
1 (  v?
^  = 7r^expb4 J- < 2 ' 8 0 )
For convenience, and in the absence of evidence to the contrary, we assume that 
the normalised turbulent velocity distribution, i>Vtb, has a similar functional form:
= 1 7 M f exp(“ 2 i t ) ’ ( 2 ' 8 1 )
where crVtb is the turbulent rms velocity dispersion. The relationship between the full 
width at half maximum velocity and a in these profiles is given by
Av^fwhm  =  o V 8  In 2 ~  2.35a. (2.82)
If -ipVtot is defined as the velocity profile produced by convolving and Vvtb, then
— rzr— eXP ( — 0  2 ) 1 (2.83)
a.Vtotv ^  " V  2< t
where
+ < b- C2-84)
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The frequency line profile function <f>(i/) resulting from the velocity distribution, 
if>Vtot (v2), may be written as
dvy
du
4>{u) is normalised such that
roo




If a molecule is moving with a line o f sight velocity vr <  c, the frequency at which 
it emits or absorbs in a line is Doppler shifted in the observers frame by an amount
Au =  u -  u0 =  ~ (v z/c)u0, (2.87)
and therefore du/dwz =  —Uq/c. Substituting these expressions into equation 2.85 gives
1
, : exp ,
(Tvy/2n \ 2 cr2 ^
where au =  (i/o/c)crVtot is the frequency dispersion. A  profile o f this form is called a 
Doppler profile.
(u -  u0y
(2 .88)
It is sometimes more convenient to express cf> as a function o f vz rather than u. 
Defining (f>Vz(vz) =  we have
</>v2 ( v 2 ) =    - =  exp ( — —^  J . (2.89)
(TVtotu0V2K \ 2aVtotJ
The effect of systematic motions on the line profile function
So far, the discussion has ignored possible systematic motions o f the gas relative to the 
chosen frame of reference. We now ask the question: ‘W hat is the line profile function 
of gas at a point r i, moving with velocity v (r1), from the point o f view o f an ‘observer’ 
at r0, moving with the velocity v(ro)?’
Adopting a similar convention as was used in the discussion o f the optical depth 
(equation 2.23), we write ri =  r 0 — z£l , where Ù is the unit vector in the direction
from ri to r0, and z is the distance between the two points. The speed at which the 
clump at r i moves away along the line o f sight from the ‘observer’ at r0, is given by
v f c(r0, z, Cl) =  -C l  • v(ri) +  Cl • v(r0). (2.90)
The line profile function, (f>Vz o f the the gas at r i, as seen by the ‘observer’ at ro, is 
centred on v!jec, and may therefore be written as
(ro, z, vz ,Cl) =    - =  exp ( -  ^ z Vz 1 » (2-91)
CTvtot(ri)^oV27r \ 2c7Vtot( r i ) 2 J
where ri =  r0 — zCl. The shape o f the line profile function therefore depends on the 
microscopic motions o f the gas molecules, and the position o f its peak depends on the 
systematic motion o f the gas relative to the ‘observer’ .
2 .2 .5  Sem i-classical quantum  m echanical derivation o f the Einstein  
coefficients
A complete derivation o f the absolute values o f Einstein A  and B coefficients requires a 
quantum mechanical treatment of both the molecule and radiation field (e.g. Berestet- 
skii, Lifshitz & Pitaevskii 1982). However, the correct expression for stimulated emis­
sion and absorption (i.e. the Einstein B coefficients) may be derived using a semi- 
classical treatment, where the radiation field is treated classically. An outline o f this 
derivation is given below, following the treatment in Atkins & Friedman (1997).
It is assumed that the molecule has a permanent electric dipole moment, and that 
the contributions of the other electric and magnetic multipole moments to the interac­
tion energy may be neglected. The energy o f interaction between the molecular electric 
dipole moment d =  er and the electric field component of a plane electromagnetic 
wave, E  =  Eo cos cut, is given by V' — — d -E 0 cosu;f. As before we use the device of 
confining the radiation field to a cubical cavity with volume V.
The expression for the transition probability per unit time between initial and final 
molecular states, | i) and | / )  (which here denote only the spatial parts o f the state
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wavefunotions), is given by time dependent perturbation theory (e.g. Schiff, 1968) as
P = - | ( / | d . E o |0|2p(£), (2.92)
where |(/|d-E0 [i)|2 =   ̂\(f\d\i)\2EQ is the average of the perturbation matrix element 
over all possible relative orientations o f d and E 0. p(£)  is the number o f photon 
states in the cavity per unit photon energy, where £ =  hv is the energy o f the photon 
emitted in the transition. The electromagnetic energy contained in each cavity mode 
is related to the electric field amplitude in that mode by £ =  ^£0EqV .  Substituting 
these expressions into 2.92 gives
-  -  *  -\(f\d\i)\i£p{£)
3e0ft 1/1  V  
=  ¿ 2 l W I * > l V  (2.93)
In the second expression above we have used V u v dv =  £ p (£ )d £ , where uv is the 
radiation energy density per unit frequency (2.2), and d£ =  hdu. Equation 2.93 may 
be compared with equation 2.66, to find an explicit expression for Bui, the Einstein 
B coefficient for stimulated emission. Designating |u) and |/) as the upper and lower 
energy states o f a downward molecular transition, and identifying P  as the probability 
per unit time for stimulated emission, BuiJu, we find, on substituting uu =  kJ^/c,
1
■2k
Bul =  3e0ch2 ’ (2 ‘94)
As before, if the final level (in this case the lower level) o f the transition is degenerate, 
the expression for Bui must be summed over all the states in the final level. For each 
degenerate state in the initial level of a rotational transition, the sum over all the final 
level states is identical, since there is no preferred axis in space. Using the labels m u 
and mi to distinguish between the degenerate states in the upper and lower levels of 
the transition respectively, it is convenient to define a line strength, S„;, by,
Sul =  \Qmi\d\umu)\2, (2.95)
m u mi
Applying the relations given in equations 2.55 and 2.56, the explicit expressions for the 
Einstein coefficients are:
8k2v% Sui ,
A ui =  j — g r - — . 2.963e0 càh gu
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=  ^ 7 2 - 7 ^, (2-97)3 e0ch gu
B/u =  7 ^ 2 ' — , (2.98)
3 €0 c/i 91
where hv0 is equal to the difference in energy between the levels.
Depending on the symmetry properties of the molecule, the dipole moment ma­
trix elements in equation 2.95 may equal zero for particular pairs of levels, leading to 
selection rules forbidding radiative transitions between these levels (see section 2 .2 .8 ).
2 .2 .6  Collisional transitions
Transitions between the energy levels of a molecule may be brought about through 
inelastic collisions with other gas particles, as well as through radiative transitions. It is 
necessary to include collisional transitions rates in the determination o f the equilibrium 
level populations o f the molecule. In interstellar molecular clouds the hydrogen molecule 
is the predominant collision partner of all the gas molecules.
Collision rate coefficients
The following derivation of the collision rate coefficient formula is adapted from Flower 
(1990).
Consider a gas which, apart from trace quantities of a particular molecule o f inter­
est, is entirely composed of hydrogen molecules. Let n# 2 be the total number density 
o f hydrogen molecules, and let nx,i be the number density of trace molecules occupying 
the internal energy level i. Also use v i and V2 to distinguish between the velocity o f a 
hydrogen molecule and a trace molecule respectively.
Now write / / / 2 (v i)d A i as the fraction o f hydrogen molecules with velocities in the
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velocity-space volume element dfv\ about the velocity Vi, where d\ i  =  dvixdv\ydviz . 
Similarly write f x , i ( y 2)d3V2 as the fraction of X  molecules, in the level i, which have 
velocities in the velocity-space volume element d3v2 about v 2. In most cases o f interest, 
fx ,i  will be independent o f i (Spitzer 1978), and in the following we simply write f x -  Let 
be the effective cross-section for an X-molecule in level i to undergo a transition 
into the level j ,  as the result o f an inelastic collision with a hydrogen molecule with a 
relative speed v=|vi—v2|. The determination o f the function atj (v) requires an involved 
quantum mechanical scattering calculation. The procedure is outlined in Flower(1990).
The expression [nx ,i fx  (v 2)d3V2] vcqj(v) [nH2fH2('Vi)d3Vi] gives the number o f colli- 
sional transitions between levels i and j  of X , per unit volume and time, due to collisions 
between X  molecules in the z’th level, in the velocity space element dX2 about V2 , and 
hydrogen molecules in the velocity space element dXi about v i. The total number of 
collisional transitions o f X  between levels i and j ,  per unit volume, per unit time, is 
found by integrating over dX i and dX2. Equating this with n x jC i j ,  where C ij is the 
collisional transition rate per X-molecule occupying level i:
rco
nx,iCij =  /  nx,ifx{v2)v<Tij{v)nH2fH2(vi) d^i d̂ w2, (2.99)
Jo
C ij =  nH2<av>ij ,  (2.100)
r oo
<av>ij =  /  vcrIJ(v ) / / i 2 ( v i ) / x ( v 2) A i  d \ 2- (2 .1 0 1 )
Jo
<crv>ij is called the rate coefficient and is an average over the velocity distributions 
o f both the incident and target particles. In most situations o f interest, the velocity 
distributions /# ,  (v j)  and f x  (v 2) conform to the Maxwell velocity distribution (2.40), 
so that
/ffa(vi) = /h3(v i )
3
=  ( S t )  2 6XP i~ mH2 +  +  y U / 2kT] ’ (2 .1 0 2 )
and similarly for f x ( v 2 )- It is assumed that velocity distributions of both species are 
characterised by the same kinetic temperature, T. Substituting the explicit velocity 
distributions into equation 2 . 1 0 1  and eliminating v2a;, v2y and v2z in favour o f the 
components o f the relative velocity, vx , v y and vz , using v=|vi—v2|, the expression for
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the rate coefficient becomes




/  vc7tj(v ) exp 
Jo 2kT 2 ,t=i
Y  m^ 2vL t +  -  v ix, ) : dV, 
(2.103)
where d v̂ =  dvxdvydvz and the Xi correspond to the three cartesian axes, x, y and
The sum in the exponential may be written as 
3 3




niH2 m x  2 -|--------- = v
m #, +  m x X {  Î
(2.104)
which when substituted into equation 2.103 allows the integrals over v1>r, v ly and v iz 
to be carried out. Writing y  =  m n2m x / {mn2 +  toJy), where y  is called the reduced 
mass of the two colliding particles, the resulting expression is
ll< a v > .





v 2 dv, (2.105)
where we have used d3v =  47rv2dv, since the integrand has no angular dependence. 




xaij\y(x)\e x dx, (2.106)
where v (s ) =  (2kTx/y ) ? . The factor in front o f the integral is approximately equal 
to the r.m.s average o f the relative velocity between the X  molecules and hydrogen 
molecules, vrms, and the integral is a weighted average o f the collisional cross-section 
for the transition, giving maximum weight to the values of (?ij[v(x)\ around x  ~  1, i.e. 
v ~  (2kT/y)^ ~  vrms. Note that for an upward collisional transition, there must be 
sufficient kinetic energy in the centre o f mass frame of the colliding particles for the 
energy gap o f the transition to be traversed. This leads to the constraint Cij (v) =  0 
when |/iv2 <  Ej  — £ ).
2 .2 .7  Statistical equilibrium  including collisions
When collisionally induced transitions are included, the total probability per unit time 
for a molecule to undergo a transition from an upper to a lower level may be written
Pul — Rul +  Cui =  A ui +  B uiJp +  C ui- (2.107)
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Similarly, for the upward transition,
Piu =  Riu +  C iu =  B iuJu +  C iu- (2.108)
In a multi-level molecule (i.e. a molecule with more than two levels), similar rela­
tions will apply for all pairs of levels. If in an ensemble o f such molecules, the level 
populations have reached a steady state, then the total rate of transitions from a given 
level into all other levels will be balanced by the total rate o f transitions in the opposite 
direction. When two levels o f a multi-level system are considered in isolation, however, 
then the transition rate going from one level to the other is not in general balanced by 
the transition rate for the reverse process, that is to say nuPui =  does not apply 
in general, even in the steady state. One exception is the two-level molecule, where the 
relation just given necessarily holds in the steady state. For a multi-level molecule, this 
relation can only be assumed to hold for all pairs of levels if the system is in complete 
thermodynamic equilibrium, as a consequence of the principle of detailed balance. In 
this case we have
nu{Pul T  Pul) — ii'l(P/u T  Ciu), (2.109)
In C TE  the radiation field is described by the Planck function, and the level popu­
lation is described by the Boltzmann equation. Reversing the argument leading to 
equation 2.54, this implies that equation (2.51) holds, i.e.:
'Tl'uP'iil — ‘Tl'lPlw (2 .110)
The radiative terms in equation 2.109 therefore drop out, and we find




=  — e - T r .  (2 .1 1 1 )
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Although this relation has been obtained by assuming complete thermodynamic equi­
librium, the values o f the rate coefficients are affected only by the velocity distribution 
o f the gas particles. If the velocity distribution is Maxwellian with a kinetic tempera­
ture Tkin, then equation 2.111 holds with T =  Tkin, whether or not the other equilibrium 
relations are satisfied.
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The two level molecule
We now discuss statistical equilibrium in an ensemble of two-level molecules. The 
behaviour o f this system illustrates some o f the concepts which are useful for under­
standing the behaviour o f systems of multi-level atoms. The equation o f statistical 
equilibrium for the two level molecule was given before as nuPui — n iP u , from which 
we obtain:
^U 1 I u
ni A ui +  B uiJu +  Cul
(2 .112)
This may be substituted into equation (2.72) for the source function, Su. Using the 
relations in equations 2.55, 2.56 and 2.111, we find, after some algebra (e.g. Emerson 
1996):
n _  j v + ' 2 h v $ / c 2 (Cui / A ui)exp( -his0/ k T kin) , ,
"  ~  1 +  ( C „ ; / A u / ) [ 1  — e x p ( — /u 'o / f c T k jn ) ]  ■ 1 '
On making the following substitution,




e is a measure o f the relative importance of collisional over radiative transitions 
in determining the level populations. When e 1 (i.e. collisions dominate), Su —>• 
B „(v0,T k-m) and the excitation temperature approaches the kinetic temperature (i.e. 
the transition is thermalised). When f < l ,  radiative transitions dominate, and the 
excitation temperature approaches the brightness temperature corresponding to the 
mean intensity, <7̂ .
The transition between these two regimes occurs, to a first approximation, when 
C ui =  A  ui (neglecting the exponential term in equation 2.114). This relation can be 
used to define the critical density, ncr;t, for a two level atom;
racrit is an estimate of the threshold gas density above which the populations o f the 
levels become thermalised due to collisions. It is important to realise that this is only 
an approximate condition, and the radiation field can still influence level populations 
even when the density is well above the critical density.
The critical density for thermalisation o f a level i in a multi-level atom (see below) 
may be defined equivalently as
»*crit,< =  . (2.117)
£ j  <(TV>ij
As a rule of thumb, when n ncrit,i, the excitation temperature relating the popula­
tions o f levels i and j ,  where j  <  i (see equation 2.44) is equal to the kinetic temperature 
o f the gas.
The multi-level molecule
Now consider statistical equilibrium when transitions between more than two energy 
levels are included. The total transition probability per unit time from level i to level 
j  is given by
Pij =  +  C ij\ E{ >  Ej, (2.118)
Pi, =  +  Et < E j ,  (2.119)
where hvij =  | Ei — Ej  |, and
2  hvfi
Aij =  ( 2 . 120)
9i^i j  — 9j^ j i i  ( 2 . 121)
giCij =  gjCjiC kT ( 2 . 122)
The rate o f change in the population o f the i energy level may be written as
(2.123)
i#*'
In the steady state, the left hand side of (2.124) is zero for all i, and
— niPij) — 0- (2.124)
j#*
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If we limit the total number o f levels to ¿max, then only ¿max -  1 o f these equations 
can be independent (this can easily be seen for the case o f only two levels). The extra 
equation is provided by the conservation of the total number of molecules per unit 
volume, ntot, i.e.
Y ^ n i =  n  t o t -  ( 2 . 1 2 5 )
i
Equations (2.124) and (2.125) may be expressed as a single matrix equation. Let the 
matrix Mij be defined such that
Mu(i <  ¿max) =  (2.126)
Mij{i  <  imax\j /  i) =  Pji, (2.127)
Mij (i =  imax) =  1, (2.128)
and define the vector m such that m =  0 for % <  imax and m =  ntot for i =  imax.
Equations (2.124) and (2.125) are then equivalent to the matrix equation
Hi -  (2.129)
j
( 2 . 1 3 0 )
The matrix Mij may be inverted using standard techniques, and the solution for the 
equilibrium level populations is
ni =  Y l Mp l yy  (2.131)
j
2 .2 .8  R otation al transitions in linear m olecules
The preceding theoretical treatment is now applied to a problem of real astrophysical 
interest. Clouds o f molecular gas and dust form a significant component o f the inter­
stellar medium. The principal constituent of these clouds is the hydrogen molecule, 
although many other molecules are found to be present at trace levels. The radiation
emitted by the molecules in these clouds as they undergo transitions between their
internal energy levels provides an important means by which the physical state and 
behaviour of the cloud may be studied. The low kinetic temperature o f the gas in these 
clouds (generally below 1 0 0 /L) restricts the range o f molecules and molecular energy
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levels which can be involved in spectral line emission. At these temperatures, collisions 
between molecules are not energetic enough to excite molecular vibrations, and only 
the rotational energy levels o f the molecules are generally accessible. In the case of 
molecular hydrogen, even the rotational levels are at too high an energy to be accessi­
ble from the ground state through collisions. As a result, the rotational energy levels 
o f trace molecules such as CO, CS, HCO"1“ and NH3 , among others, contribute most to 
the line emission from molecular clouds.
The first three molecules in the list given above are linear molecules, whereas am­
monia, having one axis o f three-fold rotational symmetry, is a symmetric top molecule. 
We now examine the possible rotational energies for such molecules. The theoretical 
prototype is the symmetric to p - a rigid body which has one axis about which there is a 
threefold or greater rotational symmetry (the linear molecule may be considered simple 
special case of the symmetric top ). Classically, the rotational energy o f a system rigidly 
rotating with angular velocity u> and angular momentum J is given by Erot =  | J • u>. 
The vectors J and u  are related to each other through the moment o f inertia tensor 
I i j , such that
3
Ji =  (2.132)
i= i
n
Iij =  ^ 2 m kx i(k )x j {k ),  (2.13.3)
k=1
where i and j  are indexes o f the three cartesian axes x, y, and z, n is the number of 
atoms in the molecule, and xi(k) is the perpendicular distance o f the kth atom from 
axis i. In general, u> and J are not parallel, and Iij has off-axis components. It is
always possible, however, to diagonalise /¿j by a rotation o f the co-ordinate axes (e.g.
Arfken 1985). For a symmetric rotor, this is done by choosing one axis (e.g. the z 
axis) to coincide with the symmetry axis. We fix the origin at the centre o f mass, since 
any body rotating freely in space must rotate about its centre of mass. The moment 
o f inertia components about the two axes perpendicular to the symmetry axis Ixx and 
Iyy, turn out to be equal to one another (Atkins & Friedman 1997). Writing J|| =  Izz 
as the moment of inertia about the symmetry axis, and 7j_ =  Ixx =  Iyy, the expression 
for the energy becomes
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Here J 2 =  J2 +  J2 +  J2, and ,]z is the component of angular momentum about the 
symmetry axis. When this system is treated quantum mechanically, J 2 is replaced by 
the quantum mechanical angular momentum operator J2, with eigenvalues J(J +  1 )fr2, 
(J is a positive integer or zero). Jz is replaced by J2 and has eigenvalues Kli, where K 
can take on all integral values between -J and +J. The quantum mechanical expression 
for the energy then becomes (Rohlfs & Wilson 1996),
=  +  1) +  h(A  — B )K 2. (2.135)
In the second expression above the rotational constants A — H/4ttI  ̂ and B — Ti/4-kI x. 
have been introduced, and have the dimension of frequency.
In a linear rotor, all the atoms in the rotating system lie along a single straight line 
axis, which is therefore a rotational symmetry axis. The moment o f inertia, 11| about 
this axis is provided only by the extension in space of the atoms themselves, and is 
much smaller than I± .  Rotation about this axis would therefore require much higher 
energies than for a perpendicular axis, and would manifest itself as excited electronic 
or nuclear states o f the individual atoms. Excluding this case from the discussion of 
molecular rotation, we can take K  =  0 and Erot(J) =  hBJ(J+1) for a rigid linear 
molecule. The degeneracy g(A) o f the rotational energy level E ( J) is 2J+1, since there 
are 2J+1 different eigenvalues o f the Jz operator (where the 2  axis is now the laboratory 
z  axis) for each value of J; the eigenvalues are hMj  where M j runs from -J to +J.
When real molecules rotate, their bond lengths undergo stretching in response to the 
centrifugal force. This increases the moment of inertia o f the molecule, and will decrease 
the rotational energy for a given angular momentum, compared with an absolutely rigid
rotator. To a first approximation, the expression for the rotational energy is modified 
by centrifugal stretching to
# r o t(J ) =  hB3{3 +  1 ) -  h D P {3  +  l ) 2 , (2.136)
where D, the centrifugal stretching constant, depends on the stiffness o f the molecular
bonds. It is necessarily positive and typically o f order ICE5 times the magnitude o f B.
The energy gap between adjacent J levels is given by
A £ 7 ( J - » J - 1 )  =  hv j ,  (2.137)
j/ j  =  2J5J -  4DJ3. (2.138)
In the absence o f centrifugal stretching, the frequencies o f spectral line transitions 
between adjacent rotational energy levels would be equally spaced with increasing J 
number o f the upper level. The centrifugal stretching term causes the separation in 
transition frequencies to decrease with increasing J.
The Einstein A  and B coefficients for dipole radiative transitions between the ro­
tational states o f a linear molecule are given by equations 2.96, 2.97 and 2.98, where 
S u i is zero except for transitions between adjacent rotational levels, which leads to the 
selection rule for dipole radiative transitions, AJ =  ± 1 . This results from the orthogo­
nality o f the angular part o f molecular wavefunctions with different J numbers. Writing 
Ju as the J number o f the upper level o f a transition between adjacent levels, we have 
gu =  2J„ +  1, gi =  2JU -  1. The line strength for transitions between J„ and J„ -  1 is 
found to be (e.g. Landau & Lifshitz, 1977),
Sul(3u) =  3udp, (2.139)
where dp is the permanent dipole moment of the molecule, the value of which may 
be obtained experimentally. The Einstein coefficients for dipole radiative transitions 
between rotational levels J and J —1 of a linear molecule are:
&r2d2 Jz/?
A«'(J) =  (2140>
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, 2k dl ,]
B “ ' ( J )  =  (2 ' 141>
B,“(I) = S 'srE ( 2 -142)
where uj is the transition frequency, given by (2.138). Since i/j oc J, to a first ap­
proximation, equation 2.140 shows that A ui, the spontaneous transition coefficient, 
increases roughly as J3. The critical density, ucrjt for thermalisation o f the upper level, 
also increases in a similar manner, since by equation 2.117,
ncrit(J) =  =r  , (2.143)
where <crv> j j / is the collision rate coefficient for transitions from level J to level J'.
2.3 Numerical Radiative Transfer
The general radiative transfer problem with which the modelling in this thesis is mainly 
concerned is the following: Consider a cloud of gas with a specified distribution of 
density, kinetic temperature and composition, which may have internal turbulent and 
systematic motions. Let any radiation sources not forming part of the cloud itself also 
be specified. W hat is the steady state distribution o f the rotational energy level pop­
ulations o f a given molecular species in the cloud, and what is the predicted emergent 
intensity around the frequency of a spectral line transition between two o f these lev­
els? The complexity o f the problem derives from the fact that well separated parts of 
the cloud may communicate with each other through the radiation exchanged between 
them. This means that the solution for a given part of the cloud cannot be found in 
isolation; the solution for the whole cloud must be arrived at simultaneously. One way 
in which this can be done is to use a numerical iteration technique, which is described 
below.
2 .3 .1  T h e  A -iteration  m eth od
O f all the techniques for solving complex radiative transfer problems numerically, the 
A-iteration method is conceptually the simplest. The flowchart in Figure 2.2 gives an
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outline o f the basic procedure.
The method exploits the fact that the run of molecular level populations and the 
steady state radiation field in the cloud are mutually dependent: the level populations 
may be substituted into equations 2.70 and 2.71 to find the run of emissivity and opac­
ity in the cloud. The integral form of the equation of transfer (2.25) is then used to find 
the radiation field in the rest frame at each point in the cloud. The radiation field in 
turn enters the rate equations (2.124), which may be solved to give the level populations.
The solution for the steady state radiation field in the cloud must produce a run 
o f level populations which, when used to calculate the radiation field, reproduces the 
original radiation field. This is obviously a necessary condition for self consistency. It is 
also a sufficient condition, in that any radiation field which satisfies this condition will 
be a steady state solution. It is conceivable that there may be more than one formal 
solution for the steady state radiation field in some systems, although we know of no 
examples o f this. The A-iteration method will inherently tend to converge on a steady 
state solution o f the radiation field, and in the following it is assumed that any such 
solution is unique.
The A-iteration method begins by assuming an initial radiation field in a more or 
less arbitrary manner, from which a ‘false’ run o f level populations may be calculated 
by assuming that the steady state rate equations (2.124) hold. The level populations 
so obtained will generally lead to a different radiation field from that used to calculate 
the level populations in the first place. On repeating this procedure, however, each 
time using the new radiation field to calculate a new run o f level populations, there 
is a strong tendency for the radiation field and level populations to converge. After a 
sufficiently large number of iterations, the fractional difference in the radiation field (or 
level populations) over the previous iteration will become negligible, and in subsequent 
iterations no significant further change will take place. Cannon (1983) discusses the 
convergence properties of A-iteration, and describes the method as a kind o f simulation
Figure 2.2: Flowchart showing the steps in the A-iteration method.
o f photon diffusion, each iteration being equated to a successive photon scattering in 
the cloud. The value o f the maximum optical depth in the cloud, to the nearest integer, 
therefore places a lower limit on the number of iterations required for proper conver­
gence o f the model, since in each iteration the photons progress a distance equivalent 
to an optical depth of approximately unity.
2 .3 .2  T h e  S T E N H O L M  A -iteration code
The modelling in this thesis was carried out using a modified version o f the STENHOLM 
A-iteration code developed by Stenholm and expanded by Matthews, Little and Gibb at 
the University o f Kent (Stenholm 1977; Matthews 1986; Heaton et, al. 1993). The code 
uses the method described above to solve the spectral line radiative transfer problem for
90
the rotational transitions o f linear molecules in a spherically symmetric model cloud. 
Radial profiles o f systematic velocity, temperature, density, tracer molecule abundance 
and micro-turbulent velocity dispersion may be specified. The model cloud is discretised 
using a number o f spherical shells, and the level populations in each shell are determined 
in the iteration process from the calculated mean radiation intensity in the comoving 
shell frame. Once the level populations have converged, a calculation is made o f a 
simulated spectral line observation on the cloud. This part of the code carries out 
straightforward numerical integrations o f the equation of transfer along parallel lines of 
sight through the cloud to find the emergent intensities for a grid o f impact parameters, 
which are then weighted according to a two-dimensional gaussian beam profile function.
The model cloud
Radiative transfer codes usually divide the model cloud into a number of discrete cells, 
each o f which may be assumed uniform in their physical properties throughout their 
volume. All the points within a single cell should have a similar geometrical relation­
ship with the rest o f the model, otherwise the radiation field would not in general be 
uniform throughout the cell, and we could not treat different points in the cell as being 
equivalent. Hence a spherically symmetric model can be divided into concentric spher­
ical shells, but if the model has ellipsoidal symmetry, ellipsoidal shells do not suffice 
since the radiation fields at the pole and the equator o f an ellipsoidal shell would not in 
general be identical. The STENHOLM code assumes spherical symmetry, and divides 
the model cloud into a number of concentric spherical shells. The parameter i is used 
to number the shells in order o f radius, where i — 1 for the innermost shell.
Frequency and solid angle are also divided up into discrete bins. The frequency bins 
sample the line profile functions of the different rotational transitions of the molecule. 
It is convenient, however, to work in terms of velocity rather than frequency when 
making calculations involving the line profile function. If the frequency bins used to 
discretise the line profile function are centred on the frequencies v { j ) ,  where bins are 
numbered consecutively from j  =  1 to j  — j max, then the velocity v2 ( j )  may also be
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used to describe the frequency bins, where
vz ( j )  =  c V° ~ . (2.144)
i'O
v0 is the line centre frequency o f the molecular transition in the molecule rest-frame. 
The emission in the frequency bin v ( j ) (i.e. in the velocity bin v2 ( j  ) ), arises from 
molecules with line o f sight velocities (relative to the point under consideration) close 
t °  vz{j ) -  In a spherically symmetric model, there is azimuthal symmetry about any 
radial axis, and we use the parameter fj,(k) to specify direction in direction dependent 
quantities, where k runs from 1 to fcmax, and )i =  cos 9, 8 being the angle between the 
specified direction and the outward radial axis (Figure 2.3).
The values of physical quantities such as density, temperature, composition, micro- 
turbulent velocity width and systematic velocity are specified on the outer boundary 
o f each shell (n.b. the innermost ‘shell’ is actually a sphere). A uniform external ra­
diation field may be specified, for example the 2.7K microwave background radiation. 
We write /®xt(J) for the intensity of the external radiation field at the frequency uj o f 
the rotational transition J—̂  J —1, and this intensity is assumed uniform over the line 
profile o f the transition and over direction. Here and in the following equations, the 
appearance o f J in the argument of a quantity specifies either the rotational level J or 
the transition J -»J — 1, depending on the context.
The A-iteration numerical procedure
In order to begin the iteration process, either an initial set of level populations or an 
initial radiation field within the cloud must be chosen. For convenience we choose to 
specify the radiation field, or rather, the values of J (equation 2.61) for each molecular 
transition and in each shell, since these are needed to solve the rate equations (2.124) 
for the level populations. The final solution arrived at should be independent o f the 
choice o f initial radiation field, and this may be used as a test that the code is behaving 
properly. The speed o f convergence may depend on this choice, however. One possible
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choice is to set Ju equal to the microwave background radiation field, i.e.
Jv{i,3) =  B v[v3,2.lK\, (2.145)
where B u is the Plank function (2.35) and z/j is given by (2.138). The rotational
quantum number J should not be confused with the average mean intensity Ju. Another
possible choice is to set J„ equal to the Planck function for the local kinetic temperature:
J„(i, J) =  B v[vj,T (i)] , (2.146)
where T(i)  is the kinetic temperature on the outer boundary o f shell i. This is the 
most expedient choice when the density and optical depth towards the centre o f the 
cloud is very large, since for densities above the critical density (2.117), the excitation 
temperature will approach the kinetic temperature, and when the optical depth is very 
large the radiation field tends to approach the Planck function for the excitation tem­
perature (equations 2.29 and 2.115).
The level populations are found by solving the rate equations using the method 
described previously (see equations 2.118-2.131). In the context o f the present problem, 
the rate equations may be written as
5 3  M b  -  n{i, JO-Pj/.jW] =  °> (2.147)
J^J'
where the sum is over the rotational quantum numbers J, with J' fixed, and this equation 
holds for each value o f J'. The Pj y  are the total transition probabilities per unit time 
per molecule from level J to level 3' in shell i, and may be written as
P j ,j (*) =  0, (2.148)
- P j , J - l ( 0  =  A U;(J )  +  B U;(J )  Ju(i, J )  +  C j ij _ i ( î ) ,  (2.149)
Pj-iA*) = B /tt( J ) j I/( * ,J )  +  C j _ 1|j ( t ) ,  (2.150)
P j . j ' W  =  C j . J 'W ; | J - J ' | > 2 .  (2.151)
The explicit expressions for the Einstein A  and B coefficients are given in equations 
2.140, 2.141 and 2.142. The collision rate term, C j j/(i)  may be written as
C j,J '  =  »Ha (*)<<nr>J,J' [r ( ?:)]/H e  (2.152)
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where nn2 (i) and T(i)  are respectively the molecular hydrogen number density and 
kinetic temperature at the boundary of shell i.<crv> j j/[T (i)] is the the rate coefficient 
for the transition J—>.J' due to collisions with hydrogen molecules with a Maxwellian 
distribution o f velocities for the kinetic temperature T (i) .  fu e — 1-03 is a factor slightly 
larger than unity, which corrects for the contribution o f Helium collisions to the colli­
sion al transition rate. The collision rates are usually only known for a limited number 
o f the lowest rotational levels o f the molecule. This is only a problem if the kinetic 
temperature is high enough to significantly populate the levels above the highest rota­
tional level for which the collision rates are known. The observations and modelling in 
this thesis concentrate on the transitions of the CS and HCO+ molecules. We used the 
H2-CS rate coefficients for the first 2 1  rotational levels of CS and for kinetic temper­
atures between 5K and 300K (Green & Chapman 1978; Turner et al. 1992). HCO+ 
collision rates for the first 11 levels, between 5 and 250K were collated from various 
sources (Monteiro 1985; Turner et al. 1992; L. Little 1995, private communication; E. 
Gregerson, 1997, private communication). The rate coefficients are listed for a number 
o f different temperatures spanning the ranges just mentioned. The rates for tempera­
tures lying between two o f these temperatures are calculated by linear interpolation.
Conservation o f the total number o f tracer molecules provides an additional con­
straint which allows the rate equations to be solved for the level populations:
^  n(i, J) =  X ( i )n u 2 (*) (2.153)
J
where X  (¿) is the fractional abundance of the tracer molecule relative to hydrogen 
molecules at the boundary o f shell i.
Once the level populations have been calculated for each shell, the radiation field 
resulting from them may be found. The following expression (cf. 2.25) is used to 
calculate the intensity in the shell ¿0 , from the direction ¡ .i(k),  in the rotational transition 
J—>-J — 1, in the velocity bin vz ( j ) :
Iv (i0J ,k ,3 )  =  /,eXt( J )e-Mri,rnmi*J,M)
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mmax
+  ^ 2 ( s { i o ,m , j ,k ,J ) e ~ T̂ 0'rn’:i’k’:s'>)m[ z ( m ) - z ( m - l ) \ .  (2.154)
m —1
In the expression above and in the following, triangular brackets means that the aver­
age value o f the quantity in the brackets over consecutive values o f the parameter in 
the subscript should be taken, for example (X ( m ) ) m =  X ( m ) +  X ( m  — 1 )].
The explicit expressions for the optical depth, r„, and emissivity, s, as used in equa­
tion 2.154 are given below. The first term on the right hand side is the contribution 
o f the external radiation field to the intensity. The second term calculates the contri­
bution o f the emission from the gas along the beam path. The beam path is divided 
into segments which extend between adjacent intersections o f the path with the shell 
boundaries. Only the segments along the beam path upstream of the beam direction 
from ¿o are included in the sum. If the step in optical depth or systematic velocity 
across a segment is too large then the segment is divided further into subsegments, and 
values o f the physical parameters intermediate between the values at the shell intersec­
tions are assigned to the subshell boundaries. This is discussed further in the section 
below on modifications to the code. The number o f subsegments is chosen such that the 
optical depth across an individual subsegment is no greater than around 0 .2 , and the 
systematic velocity step across the subsegment is no greater than around 0 . 2  times the 
velocity dispersion o f the shell. This is necessary for the accurate numerical integration 
o f the equation o f transfer. In the following, it is assumed for simplicity o f notation that 
the shells are numerous enough that no subdivision of beam path segments is required.
The index m labels the shell intersections in increasing numerical order backwards 
along the beam from from m — 0  at the ‘ root’ position on shell ¿o, to m — mmax at the 
position where the beam first intersects the outer boundary o f the model (Figure 2.3). 
The distance o f the m ’th intersection from the root position is denoted by z{m ).  The 
symbol im is used to keep track of the shell boundary which is crossed at the m ’th inter­
section (?:0 denotes the root shell by definition, and ¿mmax is the outer shell o f the model).
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The term e(io, m , j , k, J) in equation 2.154 is the emissivity o f the gas at the m ’th 
shell intersection o f the line o f sight in the direction p(k), in the velocity bin vz ( j )  in 
the transition J—>■ J—1 , as seen from the position and velocity frame of the gas at the 
root position on shell ¿o- The explicit expression for s  is (cf. 2.70)
A ui (J )n(im, J)<̂ >(î'o, m, j ,  A:, J ) , (2.155)
where n(i, J) represents the number density of molecules in the rotational level J, at the 
outer boundary o f shell i. The expression for cj)(io,m,j,k, J), the line profile function, 
is adapted from equation 2.91:
. . . . , 7, c (  [vz (j)  — v Tec(i0,m ,k ) ]2\
0(*Ot m ,j ,  k, J) =  —  e x p    —  - ----------  , (2.156)
Crt o t ( îm )^ J V 2 7 T  y  ¿ &t o t { V m )  J
< ^ tot(*m ) is the total velocity dispersion in shell im, after combining the thermal and 
turbulent velocity distributions:
&tot(*m) =  °th(*m) T  < t̂b(*m) • (2.157)
The recession velocity v rzec o f the gas at the m ’th intersection relative to the gas at the 
root position, is given by
vzec(i0, m, k) =  fi(k, m )v(im) -  p {k , 0)u(?'o), (2.158)
where /.i(k, m) is the cosine o f the angle between the line of sight k from the root posi­
tion on shell io, and the outward radial direction at the m ’th shell intersection o f that 
line o f sight (Figure 2.4). p,(k, 0), referred to previously as simply p(k), is the cosine of
the angle between the line o f sight and the outward radial direction at the root position,
and v (i) is the outward radial velocity on shell i (cf 2.90).
Similarly ry(io, m, j ,  k, J) is the optical depth at the frequency corresponding to 
vz (i)  i ° f  the gas at the m ’th shell boundary intersection along the line o f sight in 
the direction fi(k), as viewed from a reference position on shell ¿o, in a velocity frame 
comoving with the shell at the reference position. Adapting equation 2.23, we find
m




Figure 2.3: Diagram illustrating the notation scheme in equation 2.154. The beam 
path is shown by the long arrow, which terminates at the point at which the intensity 
is to be calculated (which we call the root). The points o f intersection o f the beam and 
shell boundaries are labelled by m, where m =  0 at the root position and increases 
by one each time a shell boundary is encountered moving backwards along the beam 
path from the root. The shell numbers i increase outwards from the centre, and the 
im have the following dependence on m: ¿o =  2; i\ =  2; ¿2 =  3, and ¿3 =  zmax =  4. z 
measures the distance back along the beam path from the root position. The direction 
parameter fi and the angle 6 (which is the angle between the outward radial direction 
at the root and the negative beam direction) are related by fi(k) =  cos 9(h).
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Figure 2.4: Geometry used in the calculation of v rzec, the line of sight relative velocity 
component (equation 2.158), where fi(k, 0) =  cos[0(&,O)] and f i (k ,m ) =  cos[6(k,m)]. 
Systematic velocities in the outward radial direction are positive by convention, and 
the velocities v ( îq) and v(im) in the diagram have negative magnitude.
98
where A z(m ')  =  z(m') — z(m' — 1), and from equation 2.71,
J) =  ^ - [ B [ u(3)n(i, J -  1) -  Bu/(J )n (i, J)] <f>(i0, m ',j ,  k, J). (2.160)
As mentioned above, the radiation field enters the rate equations (2.123) through 
the line-profile-averaged mean intensities at each transition frequency (2.61). The 
value of Ju for a particular transition J and shell i, may be found using a discretised 
version o f equation 2.61, by evaluating equation 2.154 for a grid o f beam directions, 
and a grid o f velocities, vz ( j ), sampling the frequency profile o f the transition in 
the shell i.
Carrying out the average over solid angle first, we find the following expression for 
the mean intensity J), in the velocity bin vz ( j) ,  in shell i, for the transition
J—>J—1 (cf 2.6):
2 m̂ax
J) =  x  ^ 2 ( L { i , j , k , J ) ) kA/i(k), (2.161)
k = 2
where A ¡i{k) — /i(k) — fj,(k — 1 ), and it is assumed that the (i[k) are arranged in order 
o f increasing value o f fj,, with ¡j,\ =  —1 and /¿/smax =  1- Since there is azimuthal sym­
metry about the radial axis, then the solid angle AQ, covered by the beam directions 
between fj.(k — 1 ) and /x(k) is given byAO =  27r =  2n[fi(k) — ¡i(k — 1 )], and
equal intervals o f /i correspond to equal intervals o f solid angle. At least five different 
direction angles from the radial axis are normally used to sample the solid angle.
Ju, the average of Ju over the line profile function, is evaluated as follows (cf. 2.60):
■7 max
/„ (* ,  J ) =  J)>j—  A vz ( i ) ,  (2.162)
where A v z (j )  =  vz (j)  — vz ( j  — 1). represents the intrinsic, rest-frame line
profile function for the transition J in shell i (equivalent to setting m =  v^ec =  0 in
equation 2.156), and we have used the relation
u(j -  1) -  v ( j )  =  A v { j )  =  ^ -A vz( j ) ,  (2.163)
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which follows from equation 2.144. In equation (2.162) it is assumed that the vz ( j )  are 
in increasing order o f magnitude. The vz (j)  should span the velocity profile at least 
3otot(i) into the wings, to provide adequate sampling o f the line profile function.
At the start o f the numerical procedure, an initial set o f ./„(*, J) were assumed. 
Using these, we have progressed to the point where a new set of J„(i, J) are calculated. 
The whole process may then be repeated, until the model has converged to the point 
where no further change will take place in the subsequent iterations.
Testing for convergence
It is important to find a reliable test for the convergence o f the model. One possible 
condition is that the maximum fractional change rj(i, j ) v ,  o f the level population n(i, J) 
between iterations N  — 1 and N ,  is less than some specified value a, for all i and J, i.e.
n  n(i, J)jv -  n(i, J)at-i
vih  J)N =  ------------7—TT------------ <  a, (2.164)7Z(2, J) AT
for all i and J, where the subscripts specify the iteration numbers. In many cases, the 
value o f i)(i, J) is a good estimate of the absolute fractional error in the corresponding 
level population, in which case convergence is ensured by setting a suitably low value 
o f a  (a value of 0.02 or less is usually found to be sufficient). When the rate of con­
vergence is particularly slow, however, this test may give a misleading result, since the 
fractional change between two successive iterations may then significantly underesti­
mate the total change produced over a large number of subsequent iterations. In terms 
of rj, this argument may be expressed as follows: if i)(i, J)jv decreases only very slowly 
with N ,  then rj(i, J)n  will be a poor estimate o f the total fractional change in the level 
population n(i, J) between the IV’th iteration and the fully converged model. The rate 
o f decrease o f r] should somehow be taken into account.
Dickel & Auer (1994) use the following procedure to estimate the total fractional
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error rjtot(i,.])N o f the level population n(i, J) after the iV’th iteration:
V{i, J)at
Vtot (*, J)jv - (•2.165)
The convergence criterion is then ??tot(vI) < a  for all i and J, for some specified a  
much less than 1 . Note that if ?7(i,J )jy  ~  7?(f,J)jv-i then rjtot( i ,J )N is much larger 
than rj(i, J)]v, he- the total error is much larger than the fractional change between 
successive iterations.
The rate o f convergence is fastest when the optical depth o f the cloud is small, or 
when the hydrogen number density is much greater than the critical thermalisation 
density. When the optical depth is small, radiation can travel across the whole cloud 
in one iteration, allowing the level populations in different parts o f the cloud to adjust 
to each other quickly. When the density is close to or above the critical density for the 
principal thermally accessible transitions o f the molecule, the level populations are de­
termined mainly by molecular collisions, and are insensitive to changes in the radiation 
field.
For optically thick regions where the density is below the critical density, the con­
vergence rate is generally much slower. The low density results in low collision rates, 
and the level populations therefore depend more sensitively on the radiation field. The 
high optical depth, however, means that the radiation field will take many iterations 
to adjust to the conditions in distant parts o f the cloud.
Figure 2.5 shows plots of the rate o f convergence of the CS level populations for 
four similar model clouds. The models differ only in their hydrogen densities and CS 
abundances. In model (a) the hydrogen density is a factor o f 100 greater than in model 
(b ) , such that model (a) has a density about equal to the critical density o f the lower 
rotational transitions o f CS, and model (b) has a density well below the critical density. 
The absolute CS number density is the same for both models, however, and is large 
enough to give both clouds an optical depth of at least 15 at the frequencies o f the lower 
rotational transitions. The convergence rate of model (b) is significantly slower than
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model (a), since the level populations in model (b) are sensitive to the radiation field, 
which takes many iterations to relax to the conditions in different parts o f the cloud, 
as a result of the high optical depth. In model (b) the level populations are close to 
thermal, and are less sensitive to the radiation field. Models (c) and (d) use the same 
parameters as models (a) and (b) respectively, except that the CS abundances have 
been reduced by a factor o f ten, whilst keeping the hydrogen number densities con­
stant. The resulting reduction in the optical depth of the cloud significantly increases 
the rate o f convergence in both models, since the relaxation time o f the radiation field 
is decreased. In summary, the plots in Figure 2.5 (a), (b), (c) and (d) illustrate the 
relative convergence rate in the regimes of, respectively, high optical depth and high 
density; high optical depth and low density; low optical depth and high density; and 
low optical depth and low density.
Simulation of a telescope spectral line observation
Once the model has converged, a simulated observation on the model with a gaussian 
telescope beam is performed. Before describing this section of the code, a brief outline 
is given o f the way in which submillimetre spectral line observations are carried out 
and calibrated. This is discussed in more detail in chapter 3.
The intensity scale in submillimetre spectral line observations is usually calibrated 
by presenting the line receivers with two extended uniform radiation sources o f known 
intensities, and using the two measured signals to define a linear scale relating the 
signal measured when pointing at an astronomical source to the average intensity of 
the source over the telescope beam profile. The actual beam profiles produced by real 
telescopes are inevitably inferior to the ideal diffraction-limited beam shape, as a result 
o f imperfections in the telescope dish and receiver optics, and obstructions in the light 
path such as the secondary mirror and support arms. The actual antenna pattern will 
usually take the form of an extended low-power error beam surrounding a central core 
which is proportional to the diffraction limited beam (e.g. Richer et al. 1993). The
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Figure 2.5: Plots showing the rate of convergence of the A-iteration method for three 
different model clouds, solving for the first 12 rotational levels o f the CS molecule. The 
solid line plots the maximum value o f rj(i, J)/y over i and J, where N  is the iteration 
number. The dashed line plots the maximum value of the estimate o f the total fractional 
error rjtot{h  J)jv> at each N . In all three models the physical parameters are constant 
with radius, and are identical apart from the hydrogen number densities and tracer 
molecule abundances; the kinetic temperature o f each model is 20K, the turbulent 
velocity width is 1km s“ 1 (FW H M ), the systematic velocity is zero, and the outer 
radius is 10,000au. The initial radiation field in the cloud was set equal to the Planck 
function for a temperature of 10K. In (a), the hydrogen number density is 106 cm ~ 3 
and the CS relative abundance is 10~ 9 (relative to molecular hydrogen). In (b), the 
hydrogen density has been lowered to 1 0 4cm- 3 , below the critical density, and the CS 
relative abundance has been raised by the same factor, to 10“ '. The absolute number 
density o f CS is therefore the same in (a) and (b ). In (c ) , the CS abundance has been 
lowered by a factor of 1 0 , keeping the hydrogen number density the same.
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extended beam pattern is extremely difficult to measure accurately, and will generally 
be non-axisymmetric and highly variable. If the observed source is reasonably com­
pact, however, a corrective scaling factor may be applied to the observed spectrum 
which attempts to renormalise the spectrum to that which would have been obtained 
with a ‘ideal’ telescope with no error beam. The spectrum is usually simply divided by 
the estimated fraction o f power in the diffraction-limited core o f the beam (also known 
as the main beam efficiency). This clearly introduces some error, however, since 
it effectively assumes that the error beam makes no net contribution to the received 
intensity, however the error involved will not usually be more than around 1 0 % or so, 
unless the error beam is particularly strong or the observed source is in a region of 
extended bright emission. After making this correction the observed spectra may be 
compared directly to simulated spectral line calculations which assume an ‘ ideal’ gaus- 
sian, diffraction limited telescope beam.
Most telescope spectral line observations use either sky subtraction or frequency 
switching to eliminate atmospheric emission from the spectrum. Sky subtraction in­
volves taking a spectrum of a piece o f blank sky near to the source, and subtracting it 
from the spectrum taken on source. In frequency switching, two on-source spectra are 
shifted relative to each other along the frequency axis, and then subtracted from one 
another. This eliminates any spectral feature which is broader than the frequency shift. 
Both sky subtraction and frequency switching techniques inevitably subtract the full 
microwave background intensity from the on-source spectrum in the process. This is not 
necessarily balanced by the contribution of the microwave background to the on-source 
spectrum, because the background radiation will be attenuated by the frequency de­
pendent optical depth o f the source, which is largest in the region o f any spectral lines. 
The net contribution o f the microwave background to the final spectrum is therefore 
frequency dependent and will usually be either negative or zero. At submillimetre wave­
lengths, the correction involved is usually negligible, although it is included in the code.
The simulated telescope spectral line observation is carried out by calculating the 
emergent intensity from the model cloud (including the attenuated microwave back­
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ground radiation from the far side o f the cloud) for a number of parallel lines o f sight 
(since the observer is assumed to be distant), which sample different regions o f the 
gaussian, diffraction-limited telescope beam. After subtraction of the microwave back­
ground intensity, the intensities are multiplied by a weighting factor given by the beam 
profile function. The STENIiOLM  code uses a uniformly spaced grid o f line o f sight 
impact parameters to sample the gaussian beam profile. If the grid were not uniformly 
spaced, an additional weighting factor proportional to the solid angle sampled by each 
line o f sight would need to be applied.
We use the co-ordinates (x ,y )  to specify position in the plane of the sky at the 
distance o f the cloud, where the centre o f the spherical model cloud is located at (0 ,0 ). 
Let (xo ,yo), be the point on this plane at which the telescope beam is pointed, and 
let the positions o f the lines of sight used to sample the telescope beam be at (x i,y i),
where I is an index for the different lines of sight. Writing / ° bs(j, J) for the average 
intensity from the cloud over the beam profile function, at the velocity vz ( j ) in the 
observers velocity frame, and in the spectral line transition J —>- .1 — 1, we have
J) =  w{l) j )  -  B v[yi, 2 .7 /i ) ]  ̂ (2166)
L,i w v>
w(l) =  exp
(ai; —.t0 ) 2 +  (y i - y 0 ) 2
(2.167)
where w(l) is the weighting factor applied to line of sight I and -Dfwhm is the projected 
size o f the FW HM  beamwidth at the distance of the cloud. /y ( imaX) j\  ki, J) is the 
intensity emerging from the cloud along the / ’th line o f sight, in the frame o f motion 
o f the gas at the point where the line of sight first enters the model (i.e. not in the 
frame of the observer). The reason for calculating the intensity in this velocity frame 
is that equation 2.154 may then be used directly to integrate the equation o f transfer 
along the line o f sight through the cloud. The intensity in the velocity bin vz (j')  in this 
frame may then be assigned to the velocity bin vz (j)  in the observers frame, where
v2 ( j)  =  v2( / )  +  v (imax)fi(ki, 0 ). (2.168)
v(fmax) is the outward radial velocity o f the outer shell o f the model, and /i(& /,0 ) is 
the cosine of the angle between the / ’th line o f sight and the outward radial direction
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Figure 2.6: Geometry for the telescope observation calculation, showing the first and 
m ’th intersections o f the line of sight I with the shells in the model cloud.
at the point where the line o f sight enters the model. Referring to Figure 2.6, we find 
that fx(ki, 0 ) =  cos 9(ki, 0 ) =  — cos </>; =  —yj  1 -  pj/R 2, where pf =  x 2 +  y 2.
Once equation 2.166 has been evaluated, the beam averaged intensity I ° hs is con­
verted to the main beam radiation temperature scale Tmb, using the relation
Tm b(i , J) =  ^ W , J)- (2-169)
The plot o f Tmb(j, J) against vz ( j ) may then be directly compared with an actual 
observed spectrum to which the main beam correction has been applied (see above).
2 .3 .3  N ew  additions to the code
We have made several improvements to the code since it was made available in Septem­
ber 1995. These have included changes to the internal structure of the code (e.g. mod­
ularising frequently used operations, such as integration of the equation o f transfer 
along a beam; improving the shell subdivision algorithm; incorporating rotation into 
the line profile calculation) and improvements to the input and output interfaces (e.g. 
presentation of results using PGPLOT; a fully interactive user interface; the ability 
to examine a range o f different cross-sections through the simulated data-cubes; help
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facility; storage and retrieval of full details of the models and their solutions to and 
from file).
Some o f the more significant changes made are now discussed in more detail.
The Rybicki approximation
An important modification made to the radiative transfer calculation was the removal 
o f an approximation used in the original code, known as the Rybicki approximation 
(Rybicki 1972; Stenholm 1977; Rybicki 1984) which may be summarised as follows: sup­
pose that at some point in the cloud the following relation is satisfied for all directions,
fl:
Tv(jO) Zb, v, O) >  7 , (2.170)
where Zj} is the distance to the boundary o f the model and 7  is some prescribed constant. 
The intensity in all directions at that point is defined in the Rybicki approximation to 
be equal to the local source function, i.e.
I „ { t 0, v )  =  S „{r0,v ) .  (2.171)
Equation 2.171 is only applied for the particular values of v for which 2.170 is valid. 
For increasing values of 7 , the volume of the cloud to which the approximation applies 
becomes smaller, and disappears altogether when 7  increases beyond the maximum 
optical depth o f the cloud. The motivation behind the Rybicki approximation is that, 
as demonstrated above, regions o f particularly high optical depth in the model cloud 
can slow down convergence o f the A-iteration method significantly, and it would be 
useful if the level populations o f these regions could be assigned independently o f the 
radiative transfer calculation. Equation 2.29 shows that in a region o f high optical 
depth where the source function is approximately uniform over a distance o f one or two 
optical depths, then the radiation field is expected to approximate to the local source 
function, as assumed by the Rybiki approximation. Unfortunately, for the problems 
we will later consider, which involve strong spatial gradients in velocity, temperature
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and density, the source function cannot be assumed to be uniform over distances corre­
sponding to a few optical depths, and the Rybicki approximation cannot be used. We 
therefore do not use the Rybicki approximation in the modelling o f this thesis.
Solid body rotation
In this context ‘solid body ’ means that the angular velocity of all points in the cloud 
about some fixed axis is a constant; systematic radial motions in the rotating frame are 
still allowed. The radiative transfer effects o f solid body rotation were fully accounted 
for by changes to the section o f the code which calculates the emergent line profile from 
the cloud, after the A-iteration solution has been found. No change needs to be made 
to the A-iteration code itself, since the solution for the level populations in the cloud 
does not change when solid body rotation is introduced, as is now explained.
The radiation field in a frame comoving with the gas at a given point in the model 
can only be affected by a superimposed velocity field if the latter introduces changes 
in the relative line o f sight velocities of other parts of the cloud (ignoring relativistic 
effects of order v2/c2 or less). This follows from equation 2.156. Solid body rotation, 
however, does not introduce changes in relative line of sight velocities from one part of 
the cloud to another. For example, consider a non-rotating cloud which has systematic 
radial velocities vr (r i)  and vr (r2) at the positions rx and r2 respectively. Writing 
r \2 =| r2 — ri | for the distance separating the two points, the component o f relative 
velocity, vios, along the line o f sight between r i and r 2 is given by
vios =  (r2 - r i )  • [vr(r2) —vr ( n ) ] / r i 2. (2.172)
Now assume the cloud is made to rotate in solid-body fashion with angular velocity fit.
Let the new systematic velocities at positions ri and r2 be v(ri) and v(r2), where
v(ri) =  vr(rx) +  f t  X ri, (2.173)
v(r2) =  vr(r2) +  fl X r2. (2.174)
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vios =  (r 2 - r i )  • [v (r 2 ) - v ( r i ) ] / r i 2 (2.175)
=  (r 2 - r i )  • [vr (r 2 ) - v r( r i ) ] / n 2 + ( r 2 - r i )  • [ft x (r2 l r i ) ] / r i 2 (2.176)
=  (r2 —r i)  • [vr (r2 ) —vr ( r i ) ] / r 12. (2.177)
The final expression above is identical with equation 2.172, which means that the solid 
body rotation makes no difference to the relative line of sight velocities between any 
two points in the cloud. This further implies that the radiation field in the comoving 
frame at each point in the cloud is not affected by solid body rotation. Note that this 
result only applies to the radiation emitted by the cloud itself. Radiation entering the 
model from outside will be Doppler shifted in the gas frame by the rotation, but the 
effect o f this will usually be completely negligible, especially if the external radiation 
has a very broad frequency dependence (e.g. the microwave background radiation). 
Also it is important to emphasize that if the rotation is not solid body, and the angular 
velocity varies with position in the cloud, then the result above no longer holds. A  
significant modification o f the structure o f the code would be required to treat this 
problem exactly, since the assumption of spherical symmetry could no longer be used.
Since the level populations at a given point in the cloud are determined by the 
radiation field at that point and the local physical conditions o f the gas, it follows 
from the discussion above that solid body rotation does not affect the solution for the 
distribution o f rotational level populations in the cloud. Solid body rotation does make 
a difference, however, to the prediction for the observed line profile, since the rotation 
does introduce changes in the line of sight velocities of different parts of the cloud 
relative to an observer outside the cloud. If z is the unit vector parallel to the line of 
sight from the observer to the cloud, and v2 (r) is the line o f sight velocity (relative to 
the observer) of the gas at the position vector r (relative to the centre o f the cloud), 
then
The expression for V]os then becomes
v2(r) =  z ■ vr(r) +  z ■ (ft X r),




where vr,2(r) is the component along the line o f sight of the radial component o f the gas 
velocity at r, and x and y are, as before, spatial co-ordinates in the plane perpendicular 
to the line o f sight at the distance of the cloud. Q,x and Qy are the components o f the 
angular velocity vector in this plane. Since the rotational terms on the right hand side 
o f (2.179) depend on x  and y but not z, the contribution o f the rotation to the line of 
sight velocity relative to the observer is constant along any given line o f sight through 
the cloud. The component of angular velocity parallel to the line o f sight, fiz , does not 
appear in (2.179) and has no effect on the emergent spectrum from the cloud.
The effect o f rotation on the predicted spectral line calculation may therefore be 
accommodated by rewriting equation 2.168 as
^z ( j ) — ) T  ^(Imax)^(^ii 0) T  y& x  (2.180)
i.e. we simply need to make a change to the velocity shift which is applied to bring the 
emergent intensities along each line o f sight into the observers velocity frame. Apart 
from this velocity shift, the integral o f the equation o f transfer along each line o f sight 
is not affected by the rotation.
Improvements to the equation of transfer integral calculation
In the original code, all the relative line o f sight distances and velocities between the 
different shells required for the radiative transfer calculation were calculated and stored 
in arrays, in advance o f carrying out the calculation. In the new treatment given to the 
equation of transfer integral calculation, the beam integral routine has been placed in an 
external subroutine called by the main program every time integration o f the equation 
of transfer along a line o f sight is required. This eliminated the repetition o f large blocks 
o f almost identical code which appeared in the original program, improving the struc­
ture o f the code. The geometrical calculations are now performed as they are needed, 
eliminating the need for large arrays to store all the geometrical information in advance.
An improvement to the accuracy of the beam integration routine was made by
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changing the way the values o f physical parameters are assigned to the subshell bound­
aries when the beam path between two shell intersections is subdivided. Instead of 
interpolating along beam path between the values at the two shell intersections, as was 
done in the original code, the code now uses the radial co-ordinate relative to the centre 
o f  the cloud, to assign the values at each subshell boundary (interpolating along the 
radial direction where necessary). This gives a much more realistic treatment to beam 
paths which pass just outside a shell boundary at their point o f closest approach to 
the cloud centre, as is illustrated in Figure 2.7. Consider the line o f sight ABC on the 
diagram shown, which intersects shell 2 at A and C, and passes close to point D on 
shell 1, but does not intersect it. Now suppose that the code has subdivided beam 
segment AC, and one o f the subshell boundaries lies at B. In the previous treatment, 
the emissivity and opacity, and line o f sight velocity assigned to point B would be the 
mean o f their values at points A  and C. The shell 1 parameters would therefore have 
no bearing on the parameters assigned to point B, despite the fact that shell 1 was the 
closest shell to point B. In the new treatment, the parameters at B would be assigned 
by linear interpolation along DBE (i.e. along the radial direction) which weights the 
parameters at B strongly towards their values on shell 1. The new treatment therefore 
gives a more realistic estimate of the values o f physical parameters in-between shell in­
tersections, which should decrease the number o f shells required to represent the model 
cloud properly.
2 .3 .4  Tests o f the m odel 
LTE comparison
Analytical solutions o f the equation of transfer are in general unobtainable for all but 
the simplest of problems. However, in the limit that the level populations are com­
pletely thermalised by collisions (i.e. in LTE), the spectral line calculations from the 
numerical model may be compared directly with analytical predictions.
I l l
Figure 2.7: Diagram to illustrate the improved scheme for assigning parameters to the 
subshell boundaries. See text for details.
In LTE, the excitation temperature for each transition approaches the kinetic tem­
perature o f the gas, and from (2.75), the source function for the transition J—> J —1 
becomes Su(r) =  Bu[uj, Ikin(r)]. If Tk;n is constant over the cloud, then the solution to 
the equation of transfer is given by equation 2.28, i.e.
/ „ ( v „  J) =  J )e - T̂ (Vz) +  Bu(v j , Tkin) ( l - e “ ^ ) )  , (2.181)
where t u ( v z )  is the optical depth of the cloud at the frequency corresponding to the 
velocity bin vz. For simplicity, we consider the intensity emerging from a uniform 
density isothermal cloud layer of thickness L, with no systematic motions, and with a 
constant velocity dispersion (crv) and total tracer molecule number density (ntot)- The 
optical depth through the cloud layer may be written as (cf. equation 2.76)
Tv{vz) =  k (i/)L, (2.182)
=  — [B;„(J)ra(J -  1) -  Bu((J)n(J)]<jf>(v2), (2.183)
47r
-  b u;n (J)[exp(/ivj/ A:Tkin) -  l]<£(vz), (2.184)
47T
where n(J) and n(J — 1) are the number densities of tracer molecules in the upper and
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lower level o f the transition, and in the last equation we have used the fact that in LTE,
=  g g (J )^  exP (W fr?k in ), (2.185)
and also
5 (J)Bu/(J) =  5 ( J - 1 ) B /u(J). (2.186)
The explicit equation for c/>(vz) is given by equation 2.89 with v0 — uy.
(f>(vz) =  ^-^jV27rexp > (2.187)
and the number density n(J) o f tracer molecules in the level J may be evaluated using 
equation 2.38:
m  ( 2 J + l ) e x p ( - / 7 W j / A : T kin)
v J n to t  co  / n i /  i i \  / u / / m  \ * ( 2 . 1 8 8  J
E j '= o (2J +  !)  exp(—/iz/jz/fcTkin)
The sum in the denominator usually converges rapidly after about ten or so terms 
(depending on Tk;n), and can be easily evaluated to the required accuracy.
Substituting these expressions into equation 2.28, with /®xt(J) =  B^(yj, 2.73/v"), 
gives an expression for the predicted intensity as a function o f vz . To compare these 
predictions with the STENHOLM code, we used a static model cloud with a uniform ki­
netic temperature, hydrogen number density, velocity dispersion, and abundance. The 
hydrogen number density was set several orders of magnitude above the critical density 
to enforce LTE.
Figure 2.8 shows comparisons of the analytical and numerical predictions for the 
C S(J=  5 —>■ 4) line, from LTE models with progressively increasing CS abundance, 
covering a wide range of cloud optical depths. The excellent agreement between the 
predicted spectra in all parts of the line, and across the large range of optical depths, 
is a good indication that the integration of the equation of transfer along the line of 
sight is being carried out correctly.
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Figure 2.8: Comparison of analytical and numerical predictions o f the C S(J=  5 —̂  4) 
spectra from four uniform LTE models with progressively increasing CS abundance. 
The solid and dashed lines show the numerical and analytical predictions respecitively. 
Each model has a radius o f 10,000au, a uniform kinetic temperature o f 20K, a uni­
form hydrogen number density of 1 0 locm -3 , and a uniform FW H M  velocity width of 
1.0kms- 1 . The uniform CS number density in the first model is 10_ 5cm~3, and in­
creases by factors o f 10 to 10~2cm ~ 3 in the last model. The microwave background 
intensity has been subtracted from both sets o f spectra.
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N on-LTE comparison
The LTE comparison shown above, while instructive, does not test the ability o f the 
code to carry out non-LTE radiative transfer calculations reliably. We have not found 
any exact analytical solutions for non-LTE radiative transfer problems in spherical ge­
ometry, to compare with the code in a similar manner as shown above. Instead, we 
attempt to reproduce the line profiles obtained in a previous non-LTE radiative transfer 
study (Kriigel & Chini 1994, hereafter KC), which used a somewhat different numerical 
method. Figure 2.9 shows a comparison of profiles taken from KC with the correspond­
ing profiles calculated with STENHOLM. The figure caption gives details o f the model 
cloud used, which has strong velocity and density gradients towards the centre, and is 
far from LTE. Overall, the agreement between the two sets o f line profiles is very good. 
The intensities o f the line profiles predicted by STENHOLM are up to 10% weaker 
than the KC profiles, however, and the disagreement appears to be greatest for the 
smallest beam sizes. We checked that this was not the result o f inadequate sampling 
o f the lines o f sight used in the beam convolution, by recalculating the profiles for a 
range o f different beam sampling densities. The small disagreement in the line profile 
strengths is not serious, however, and may be caused by differences in the spatial, an­
gular or frequency discretisation schemes used in the models, or small differences in the 
precise values o f several o f the parameters used. Particularly encouraging is the very 
good agreement in the shapes o f the corresponding lines.
2.4 Summary
This chapter has given an overview the physics of non-LTE radiative transfer in sub­
millimetre molecular lines, which underpins the modelling presented later in this thesis. 
The radiative transfer code which we will use has been described in some detail, includ­
ing some improvements which we have made to the code. We have highlighted some of 
the approximations used in the code, such as microturbulence, complete redistribution, 
and spherical symmetry, which considerably reduce the computational effort required
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Figure 2.9: Comparison o f the CS line profile calculations from Figure 11 o f Kriigel & 
Chini (1994) (top), with those produced by STENHOLM for the same model cloud. 
For each transition, line profiles are plotted for a number of different FW H M  beam 
sizes, as indicated in the bottom right hand panel of the top diagram. The model cloud 
had an outer radius o f 6684 AU and was assumed to lie at a distance o f 450 pc. The 
adopted hydrogen number density and velocity profiles were o f the form nn, (r) oc?’ ~ 3 / 2 
and v (r) ocr - 1 / 2 respectively, with nh, =  1.1 X 105 and v= -0 .237km s-1 at the outer 
edge o f the cloud. The kinetic temperature was set to 10K up to the half-way radius, 
then rising linearly to a value of 20K at the edge o f the cloud. The microturbulent 
velocity width and the CS abundance were assumed to be constant throughout the 
cloud, with values o f 0 .5km s_ 1  (FW HM) and 2x'10~ 9 respectively. Both calculations 
used the CS collision rates from Green & Chapman (1978).
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to solve problems, but have uncertain validity. The code has been tested against an­
alytical predictions in the LTE regime, and against previously published independent 
calculations in the non-LTE regime, showing very good agreement in both cases.
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Chapter 3
Observations of Protostellar 
Envelopes
In this chapter, results are presented of a submillimetre spectral line study o f the gas 
envelopes surrounding a number o f candidate low mass protostars. After giving an 
overview o f the instruments and observing methods used, the data are presented and 
discussed.
3.1 The James Clerk Maxwell Telescope
The temperature o f most o f the gas in dense star-forming cores lies in the range 10-100K, 
and it therefore radiates primarily at far-infrared, submillimetre and millimetre wave­
lengths. Telescopes designed to work in the submillimetre range (~  350 — 2000/um) 
have been in existence for some years now and are invaluable tools in the study of 
star formation. The data presented in this chapter were taken using the James Clerk 
Maxwell Submillimetre Telescope (JCM T), which is currently the largest telescope in 
the world which routinely operates over the full submillimetre wavelength range. The 
JCM T is a 15 metre alt-azimuth telescope, situated on Mauna Kea, a volcanic peak on 
the main island o f Hawaii, at an altitude o f 4092 metres and a latitude o f +19° 49'33".
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Full details o f the telescope and its operation are given in Matthews (1996). A  brief 
overview is given below.
The telescope and its instruments are designed to operate in the submillimetre re­
gion o f the electromagnetic spectrum, in the approximate frequency range 100-1000 GHz 
(i.e. in the wavelength range 300-3000 fim). The primary mirror is a parabolic dish 15 
metres in diameter, with an r.m.s. surface accuracy o f around 30/xm. Incoming radia­
tion is reflected off the primary and chopping secondary mirrors, onto the flat tertiary 
mirror situated in a receiver cabin behind the primary surface, at the Cassegrain focus. 
The tertiary mirror directs the radiation either to one of several spectral line receivers 
located in the receiver cabin, or to a continuum receiver located on one o f the Nasmyth 
platforms o f the telescope.
The r.m.s. pointing accuracy is typically around 2 arcseconds, and is checked fre­
quently during the observations. The tracking accuracy is usually better than 1 arc- 
second over a period o f about one hour.
3 .1 .1  A tm osp h eric  transm ission in the subm illim etre waveband
Figure 3.1 shows the atmospheric transmission across the operating frequency range 
of the JCM T, and how it varies with the water vapour content of the atmosphere. 
Frequency bands of reasonably good atmospheric transmission lie between strong ab­
sorption lines due to atmospheric oxygen and water vapour. The atmospheric transmis­
sion deteriorates at all frequencies when the water vapour content o f the atmosphere 
increases, although some frequencies are affected more than others. The atmospheric 
‘window’ below 300 GHz stays open (i.e. transmission > ~  0.3) even when conditions 
are comparitively poor. The higher frequency windows are more sensitive to changes in 
atmospheric water vapour content, and the window centred around 650 GHz (~  450/im) 
is only usable in excellent observing conditions.
120
V A V E  LENGTH I mm I
F R E D U EN C r CCHz]
Figure 3.1: Plot o f the calculated atmospheric transmission as a function o f frequency in 
the submillimetre region, for three different values of the atmospheric precipitable wa­
ter vapour content, corresponding to ‘excellent’ (0.5 mm), ‘good ’ (1.0 mm), and ‘ poor’ 
(5m m ) observing conditions on Mauna Kea (Duncan 1990). This plot was produced 
using the ATM  atmospheric model (Cernicharo 1992) which does not include ozone 
lines.
The state o f the atmosphere during the observing is monitored from the JCM T 
using a link to the Caltech Submillimetre Observatory radiometer, which measures the 
intensity o f the 225 GHz sky emission at different elevations. The results are fitted to an 
atmospheric model, providing an automatic update o f the zenith atmospheric optical 
depth at this frequency every few minutes. The behaviour o f this optical depth over a 
period o f few hours gives a good indication of the quality and stability of the observing 
conditions.
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3 .1 .2  J C M T  spectral line receivers
The data presented in this chapter were mostly obtained using the JCM T heterodyne 
receivers RxA2 and RxB3i (Davies et al. 1992; Cunningham et al. 1992). Table 3.1.2 
lists the important parameters relating to these two receivers. The efficiency with which 
a particular spectral line transition can be observed depends on both the transmission 
o f the atmosphere and the internal noise of the receiver at the transition frequency. The 
operating frequency range o f receiver B3i includes the strong atmospheric absorption 
feature at around 325 GHz, which degrades the system performance when observing 
the C lsO (J  =  3 —» 2) transition at 329GHz, for example.
Both receivers work on the following principle: radiation from the telescope is com ­
bined with monochromatic radiation from a local oscillator and is passed via a feedhorn 
to a non-linear mixing element (i.e. an electronic component with an I-V curve which 
differs markedly from Ohm’s law). The output voltage from the mixer includes the 
difference frequencies between the local oscillator frequency and the signal frequencies, 
as well as the signal and oscillator frequencies themselves, and multiples and combina­
tions o f these frequencies (e.g. Lesurf 1990). If the local oscillator frequency, nOSC: is 
close to the signal frequency, z/sjg , then the difference frequency, i/jp, also known as the 
intermediate frequency (IF), will be much smaller than either. The IF signal can 
be filtered, amplified, and processed further using conventional electronic techniques, 
which cannot be used on the direct signal.
The mixer stage acts as a frequency down-converter, retaining the spectral and 
phase information in the original signal. It is important to realise that the IF output 
at the frequency I'jp is a superposition o f the contributions from the signal frequencies 
z/si =  vosc ±  z/jp. For a given range of IF frequency, the corresponding range o f signal 
frequencies using this relation is called the upper sideband when the positive sign is 
taken, and the lower side band, when the negative sign is taken. The signal and noise 
in both sidebands are therefore down-converted onto the same range o f IF frequency, 
and the lower sideband is ‘flipped’ along the frequency axis in the process. This can in
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Receiver Frequency Beam Efficiencies Atmos.
Name Range FW HM Va Vmb Vf SS Trans.
RxA2 205-280 GHz 24-18" 0.57 0.69 0.80 0.9
RxB3i 298-380 GHz 17-13" 0.49 0.58 0.70 0.7
Table 3.1: Parameters relating to the JCM T heterodyne receivers RxA'2 and RxB3i. 
The efficiencies given were typical at the time of the observations, and the zenith 
atmospheric transmission is for ‘average’ conditions, away from any strong atmospheric 
absorption features within the band. rja is the aperture efficiency, which is the ratio of 
the strength o f signal actually received from a point source to the predicted strength 
for a ‘perfect’ telescope of the same diameter, with no surface errors, blockage or losses. 
The main beam efficiency, Vmbi is the fraction o f power contained in the main diffraction 
beam o f the telescope. rjjss is the forward spillover and scattering efficiency, defined as 
the fraction of power within a circular aperture o f 0.5° diameter.
theory lead to ambiguities in the interpretation of a measurement. In practice, however, 
any ambiguity can normally be easily resolved. For example, changing the local oscil­
lator frequency by a small amount causes features in the upper and lower side-bands 
to move in opposite directions along the IF frequency axis, which allows the sideband 
o f any ambiguous feature to be identified. The terms signal and image sideband are 
normally used to distinguish between the sideband which encompasses the frequency 
range o f observational interest, and the other sideband which usually contains no signal. 
The image sideband does contribute noise to the observation however, unless there is a 
facility to suppress the image sideband (this facility was not available at the time the 
observations were made).
Figure 3.2 shows the optical layout for RxA2, prior to the mixer stage. A  similar 
scheme is used for RxB3i (Cunningham et al. 1992). The local oscillator arrangement 
consists o f a Gunn oscillator, which produces microwave radiation in the frequency 
range ~  70 — 95 GHz; this is followed by a Schottky diode frequency tripler, which 
up-converts the oscillator frequency to the range o f operation of the receiver. The 
Gunn oscillator relies on the Gunn diode, which displays the phenomenon known as
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the Gunn effect, found to occur in the bulk o f certain homogeneous semiconductors (e.g. 
n-type gallium arsenide). If a steady electric field, stronger than about 300k V m - 1 , is 
set up across a Gunn diode, the current through it is found to flow in regular pulses 
with a period proportional to the length o f the sample (e.g. Seymour 1981). This is 
accompanied by strong microwave emission at the frequency of the pulses, typically 
in the Gigahertz range. Various techniques are available to control the frequency and 
frequency stability o f the radiation produced by the device, such as phase-locked and 
frequency locked electronic feedback loops (e.g. Wilmhurst et al. 1990).
The mixing element is a lithographically produced superconductor-insulator-superconductor 
(SIS) sandwich. An outline of the physics o f this device is given by Phillips (1988).
Its main advantage is that it gives a highly non-linear response over a voltage range 
o f around a millivolt, which is well matched to photon energies in the submillimetre 
region (Im V  ~  240GHz).
The spectral analysis o f the IF signal, following the mixer stage, is carried out by a 
digital autocorrelation spectrometer (the DAS). This method is based on a theorem in 
Fourier analysis, known as the Wiener-Khinchin Theorem, which states that the power 
spectrum of a function, /(£'), is equal to the Fourier transform of its autocorrelation 
function (e.g. Burke & Graham-Smith, 1997). The autocorrelation function, R (t'), o f 
/ ( i ) ,  is defined by
R(t') =  lim [  f ( t ) f ( t  +  t')d t. (3.1)
T -> o o  J _ T
Writing P {y )  as the power spectrum of /(£ ), the theorem is expressed mathematically 
by the following equation:
I f 00 ■ i
P {v )  =  | F {v ) |2 =  dt', (3-2)
where
1 r ° °
m  =  i t  f { t ) e  mvt dt. (3.3)
J — oo
In the actual operation of the DAS, the function /(£ ) (i.e. the IF signal) is replaced
by a fairly coarse digital representation, by passing it through a 3-level (2-bit) analogue
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Figure 3.2: Schematic diagram of the optical layout for Receiver A2 (from Davies et 
al. 1992). The radiation from the telescope is directed past the chopper wheel to the 
diplexer (a piece o f mylar film) which combines the local oscillator signal with the beam. 
The beam is then focussed onto the SIS mixer feedhorn by the ellipsoidal mirror. The 
chopper wheel allows ambient temperature and cold (100K) loads to be presented to 
the mixer, for calibration purposes.
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to digital converter. This samples the amplitude o f the signal at a sampling frequency 
which must be at least twice the desired band-width of the observation. The digitised 
signal retains only the information on whether the amplitude o f the signal is positive 
or negative, and whether its magnitude is above or below some predefined threshold. 
The digital equivalent of the equation 3.1 is evaluated by introducing a delay, t' into 
a section o f the digitised IF signal; the product o f the delayed and undelayed signals 
is then formed, and the average value o f this product over a large number o f bits is 
found. This calculation may be repeated for a series of different time delays, t'n =  nA t' 
(where n is an integer) to build up a digital equivalent of the autocorrelation function, 
Rdig{t'n)- After applying a transformation to this function which compensates for the 
digitisation process, it is operated on by a discrete Fourier transform algorithm, which 
gives a result proportional to the power spectrum of the original signal. The absolute 
scaling o f the power spectrum is found by making a separate total power measurement 
over the bandwidth used.
One o f the advantages of this method is that the digital autocorrelation function 
lends itself to fast computation in real time, allowing processors to keep up with the 
signal. The autocorrelation function may be allowed to build up in buffers over time, 
and can be read off at manageable intervals for further processing. The frequency 
resolution of the spectrometer is approximately equal to the reciprocal o f the longest 
delay introduced in the calculation of the autocorrelation function (i.e. 8v ~  l/ (N St)). 
The best spectral resolution that the DAS can achieve is 95 kHz, although the actual 
resolution o f the spectra can also depend on intrinsic broadening originating in the 
receiver system. In the case of RxA2, the intrinsic phase-instability o f the Gunn local 
oscillator at the time of use limited the spectral resolution to about 400 kHz (equivalent 
to ~  0.5km s - 1  at 245GHz -  the frequency o f the CS(J =  5 —> 4) transition). This 
problem does not affect RxB3i, however, and for this instrument the spectral resolution 
is limited only by the DAS.
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3 .1 .3  C alibration  o f subm illim etre spectral line observations
The signal measured from an astronomical source is calibrated using the direct, two 
load method (e.g. Kutner & Ulich, 1981), whereby measurements are taken o f the signal 
produced when a ‘hot load’ (ambient temperature), and a cold load (liquid nitrogen), 
are presented to the receiver. The output signal V  o f the receiver, when uniformly 
illuminated in both sidebands with radiation of intensity Iu =  2kTva(\u2/ c2, is given by
V  =  g(Tvec +  Trad) (3.4)
where Trec is a property of the receiver and is fairly constant, and g is the double side­
band gain, appropriate for when the input signal appears in both sidebands equally. 
Using the measurements of V  for the hot and cold loads, Trec, and g may be easily 
derived. The gains appropriate to the signal and image sidebands taken individually, 
gs and gi (where g =  gs -\~ gi) are more difficult to find, although it is often the case 
that gs ~  gi ~  g/2.
The signal Usky measured by the receiver when the telescope is pointing at ‘ blank’ 
sky may be written as
f'sky =  g T rec  T  Ç{ 1 — ^teO'famb T  Vte\[g sT sky  (sig) +  dî sky ( im )], (3-5)
where Jamb is the radiation temperature of the emission from the immediate telescope 
surroundings, at the physical temperature Tamt,:
Jamb "  ex p ih n / k T ^ ) -  l ’ (3-6)
and T/te\ is the telescope efficiency. The latter quantity is the product of 7]r, the radiation 
efficiency, which accounts for ohmic losses at the reflecting surfaces and in the membrane 
which protects the dish, and tjrss, the rear scattering and spillover efficiency, where 
( 1  — Vrss) is the fraction of beam power which is directed in the backward directon (i.e. 
towards the ground), terminating at the ambient temperature. Tsky(sig) and Tsi<y(im) 
are the sky radiation temperatures in the signal and image sidebands respectively, where
Tsky =  ^atm(l -  ’?sky)- (3.7)
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?/sky is the transmission o f the atmosphere at the relevant frequency, and Jatm is an ‘ef­
fective radiation temperature’ of the atmosphere, typically around 1 0 K less than Jamh■
Now suppose the telescope is pointed at an astronomical source, which has a ra­
diation temperature (outside the atmosphere) at the peak of the antenna pattern, of 
Tr. The signal Von measured by the receiver when the telescope is pointing at an 
astronomical source may be written as
V o n  —  ^ s k y  "H QsVte l7 s k y  ( 3 - 8 )
=  Kky +  9sTa , (3-9)
where ??/ is the coupling o f the source to the forward antenna pattern o f the telescope 
(see below) and Ta is called the antenna temperature (Ulich & Haas, 1976):
Ta =  7 tel??sky VfTr- (3.10)
We now define TA as the corrected antenna temperature, corrected for atmo­
spheric attenuation, ohmic losses, and rear spillover and scattering:
T*a =  , (3.11)
VtelV sky
=  VfTr. (3.12)
From equation 3.9 we have
rn* ^ o n  — h 'sk y    V o n  — ^ s k y  rp / o  0 ^
J-A — —  T? 1 s y s ,
i/s^7tel^7sky * sky
where
Tsys =  V-^— ■ (3.14)
9 sVte\Vsky
Tsys is called the system temperature, and is a measure of the noise in the obser­
vation, including contributions from the receiver and the atmosphere. The automatic 
online calibration at the telescope evaluates Tsys for each observation, and produces 
spectra on the T\ scale, using a reference ‘blank sky’ observation to carry out the anal­
ysis described above.
128
Spectral line temperature scales
T% is an estimate o f the radiation temperature that would be measured outside the 
atmosphere, with no telescopic losses, and for an antenna pattern which is truncated to 
zero in all directions in the rear hemisphere relative to the dish. Adapting the notation 
o f Kutner & Ulich (1981), the observed value o f T\ when the telescope is pointing in 
the direction Oo, may be written as
f 27rP0(Q )B n(Q) dQ
T\{Q  o) =  Tr (3.15)
f 2jrP0(tl) dQ
where Po is the antenna power pattern, centred on fio , B n is source brightness distribu­
tion, normalised to unity in the direction flo> Tr is the source radiation temperature in 
this direction, as before, and the quantity in square brackets is equal to rjf (see above). 
In both integrands, f i  is the unit vector in the direction of the solid angle element dQ. 
The integration range is over the hemisphere in the forward direction relative to the 
dish, however this is only strictly valid when the telescope is pointing at the zenith. 
The error involved in truncating the beam rearward o f the dish, rather than towards 
the ground, is only likely to be significant for observations very close to the horizon, 
however (Kutner & Ulich 1981).
The value of T\ defined in this way, is related to IU(Ù o), the average o f the source 
radiation intensity over the truncated beam pattern, by the following relation:
f 2„P 0 (Q )dQ  
where v0\,s is the frequency of the observation.
J „ (f i0) =  2 kT \vlhJ c\  (3.16)
(3.17)
f 2irP o(Ù )I(Û ) dQ
Since the antenna power pattern, P0 (i2), is usually only known with any degree of 
certainty over a solid angle much less than 2tt, equation 3.15 is not very convenient 
for modelling purposes. To address this problem, Kutner & Ulich (1981) proposed a 
different temperature scale, T*, defined by
T ; =  TrVc,, (3.18)
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f0  P0(n )B n(fl) dQ =  Jnd 01 n{ j-----
f a i b M d s i  1
where i]c is the efficiency with which the beam pattern is coupled to the source, and 
the beam pattern is now truncated to zero outside the small solid angle Qd around the 
beam direction. In terms of T\:
Tt* =  TZ/Vf*s, (3-20)
Jo p 0(n )d n
r,ks =  ’----- . (3.21)
f 2n P o(ty  dPl 1 )
It is conventional to define as the solid angle subtended by a 0.5° diameter disk, 
so that ?7fss, the forward scattering and spillover efficiency, may be measured using the 
full moon. T* is the convolution of the actual source radiation temperature distribu­
tion, TTB n((l) , with an antenna beam pattern which is truncated to zero outside the 
solid angle centred on the peak of the beam pattern, f2  ̂ more than adequately 
accommodates the main diffraction and error beams at all operating frequencies at the 
JCM T (e.g. Richer et al. 1993). It eliminates the very extended, very low power beam 
component caused by small scale surface inaccuracies in the main dish and scattering 
past the secondary mirror and support arms.
If the characteristic angular diameter of the source is comparable with the FW HM  
diameter of the main diffraction limited component of the telescope beam, it may be 
useful to define yet another temperature scale —  the main beam temperature, Tmb- 
This estimates the temperature that would be observed if the antenna pattern were the 
ideal diffraction limited gaussian profile, with no error beam:
Tmb =  TX/Vm b, (3.22)
_  Pq{&o) fp °exp[— (4 In 2) ^2/o 'fwhm ] 27rfldfl 
??mb ~  f 2„Po(Ù)dS2
2?r (o-f w h m /2 .3 5 )2P0(í 2o) 
f 2jTP o (ñ )d n
where crpwHM is the full-width-at-half-maximum diffraction limited beam size. <tfwhm
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given by
o f w h m  =  1.22A obs/ D ap, (3 .25)
where A0bs is the wavelength o f the observation, and D ap is the diameter o f the primary 
mirror.
Use o f the main beam temperature scale requires the strongest a-priori assumption 
about the source brightness distribution (i.e. that it is compact) of all the tempera­
tures defined so far. Emission from the source on a scale more extended than the main 
diffraction beam will make Tmb greater than the ‘ideal’ value, although if this emission 
is much weaker than the emission inside the main beam, then the error in Tmb will be 
small. Even if the source is of uniform brightness over a region o f the size o f (i.e. 
a disk 0.5° in diameter), Tmb will only be over-estimated by the factor 77fss/??mb (be. 
~  15 -  20%).
In summary, the corrected antenna temperature scale, T|, naturally emerges from 
the on-line calibration at the telescope, and includes the full forward-directed antenna 
pattern. T* is the most appropriate temperature scale for objects which are very 
extended in comparison to the beam size. In this case the beam is effectively truncated 
to zero outside a region the size of the full moon, but includes the main diffraction and 
error beams. The main beam temperature scale, Tmb, may be useful if the emission 
from the object is reasonably strongly peaked on scales o f a few times the beam size or 
less. In this case only the main diffraction limited beam is assumed to be significant. 
Since this component o f the beam is well known, spectra calibrated on the main beam 
temperature scale may be readily compared with synthetic observations produced using 
numerical radiative transfer models.
3 .1 .4  Spectral line observing m odes
A full discussion o f observing techniques available for use with JCM T heterodyne re­
ceivers is given in Matthews (1996). Single point observations can be made using one of 
three modes: position switching, beam switching, and frequency switching. Mapping
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of objects can be carried out either by making a number o f pointed observations over 
a grid o f positions (grid-mapping), or by using the raster-mapping technique. All of 
these modes were used at various times to obtain the data presented in this chapter, 
and a brief overview is now given.
In position-switched observations, the telescope observes alternately at the source 
position and a reference position, every 30 seconds or so. The telescope software uses 
the reference spectra to calibrate the result and eliminate atmospheric and instrumen­
tal effects. The reference position should ideally be as close to the source as possible, 
whilst avoiding emission in the reference beam. If the source lies in an extended region 
o f emission, however (e.g. when observing CO emission in molecular clouds), position 
switches as large as one degree may be necessary, but not desirable.
For compact sources, beam switching may be appropriate. In the beam-switching 
mode, the secondary mirror is ‘chopped’ at a rate of around 1Hz between the source 
position and a nearby reference position, and the difference between the two measure­
ments is taken. Every 20 seconds or so the telescope dish moves (or ’nods’) so that the 
source lies in the other chopping beam - this helps to remove standing wave ripples from 
the final spectrum. Beam-switching is effective in minimising sky noise, but can only 
be used for reference positions separated by < ~  3 arcminutes from the observed source.
The problem of finding a reference position free of emission is avoided by using 
the frequency switching technique. Here the telescope spends the entire duration of 
the observation on-source, which means that frequency switching is more efficient than 
position or beam-switching. The observed frequency is alternated above and below the 
line frequency by a small amount every 2 0  seconds or so, and the difference between 
the resulting spectra is taken, producing a positive and negative image o f the line pro­
file, separated along the frequency axis. The frequency switch must be large enough 
that there is no overlap between the two line profile images, and is otherwise chosen to 
be as small as possible, whilst minimising the effect of standing waves in the receiver.
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After the observation, the positive and negative images may be combined using data 
reduction software. A  disadvantage of using frequency switching is that it tends to pro­
duce curved or sinusoidal baselines, which makes detection of broad, low-level features 
difficult or impossible.
Maps can be made in either grid-mapping or raster-mapping mode. Grid maps are 
simply an array o f single point observations, using one of the switching modes described 
above. Grid maps are less efficient than raster maps, but allow greater flexibility in the 
shape o f the map and the distribution of integration times in different parts o f the map.
In raster-mapping mode, the telescope is scanned along lines o f constant declina­
tion, whilst the signal is continuously integrated by the DAS. The average o f the signal 
received whilst traversing each map cell is formed and stored. At the end o f each scan­
ning row, a position switched observation at a fixed pre-specified reference position is 
carried out. Raster-mapping is extremely efficient (up to ~  75% of the observing time 
spent on source) for bright extended sources, and for mapping large areas.
3.2 Observations
The observations presented here were carried out entirely at the JCM T, using receivers 
RxB3i and RxA2, with the DAS backend. Details o f the observing runs are given in 
Table 3.2. The February 1995 observations were carried out by Dr Wayne Holland and 
Dr Jane Greaves as part of their backup observing proposal, and the January 1997 
observations were carried out in serviced mode by the JAC staff. The remaining two 
runs were carried out by us at the telescope.
No significant instrumental problems were encountered, except for the poor fre­
quency resolution (~  400kHz) of RxA2 mentioned previously. RxA2 was unavailable
133
during the March 1996 run as it had been moved from the telescope for repairs. Point­
ing and focus checks were performed roughly once per hour during each run. The focus 
was found to be very stable throughout, and the pointing accuracy was ~  2  arcsec. 
Observations o f standard sources were taken once or twice per run for each transition 
observed. We estimate the absolute calibration is accurate to within ~25% , although 
the relative calibration between different observations should be much better than this. 
Throughout the observations the DAS was configured with the optimum frequency res­
olution o f 95kHz per channel, giving a usable bandwidth of 125MHz (equivalent to at 
least ~  lOOkms- 1  at the frequencies observed).
Most o f the pointed observations were made using position switching. Frequency 
switching was used only for some o f the HCO+ and H13C O + observations, and to 
check for emission-free reference positions during position switching. Beam-switching 
was used only occasionally, for sources which were known to have very compact emis­
sion. Comparison o f identical observations using each o f these observing modes gives 
excellent agreement in each case.
Mapping of extended sources was carried out in both grid mapping and raster 
mapping mode. In some of the maps, the noise is greater towards the edge of the map 
than at the centre, due to a reduced integration time per map point at these positions. 
In the individual raster maps, integration times of 4-6 seconds per cell were used, as 
recommended in the JCM T Users Guide (Matthews 1996). Longer integration times 
per point were obtained by repeating the raster.
Table 3.2 gives details o f the various spectral line transitions observed. Data from 
the JCM T data archive were also used to supplement our observations where possible, 











1995, 9-10 Feb. 17:30-01:30 03-18 450 - 500
OOOt—
1 2 - f95
1995, 26-28 July 01:30-09:30 18-05 500 - 600 700 - 1100 0.04-0.14 j95
1996, 17-22 March 01:30-09:30 16-19 - 500 - 800 0.03-0.10 m96
1997, 30 Jan 01:30-09:30 16-18 ~  400 - - J97
Table 3.2: Details o f the JCM T observing runs. The system temperature ranges of 
RxA2 and RxB3i are given for the C S(J =  5 —> 4) and HCO+ (J =  4 —» 3) transition 
frequencies respectively, which are well removed from atmospheric absorption features.
Data reduction
Data reduction was carried out mostly using the SPE C X  package (Padman 1990). 
Baseline calibration was usually performed by subtracting a straight line fit through 
sections o f baseline placed on either side of the spectral feature o f interest, carefully 
chosen to avoid suppression o f low level wing emission. Frequency switching tends to 
produce moderately curved and/or sinusoidal baselines. Curved baselines were removed 
by subtracting a second order polynomial fit to sections of baseline on either side o f the 
observed spectral feature. This procedure was checked on several occasions by mak­
ing observations o f the same object in both frequency-switched and position-switched 
mode, giving very good agreement between the line profiles.
The spectra presented in this chapter are calibrated in terms o f the main beam tem­
perature scale (as described above), apart from the maps, where the corrected antenna 
temperature, TJ, is used. The efficiencies listed in Table 3.1.2 may be used to convert 
between the various temperature scales.
The integrated intensity and centroid velocity, position-velocity and channel maps 
presented below were also produced using the standard SPE C X  map-making facilities. 









HCO+ J =  3 ->  2 267.557625 18.3 -0 .2 5 -  500 archive
J  =  4 —>■ 3 356.734248 13.6 0.080 -  800 j95/m 96
Ii13CO+ J =  3 -> 2 260.25548 18.8 -0 .2 5 -  500 archive
J =  4 - » 3 346.998540 14.1 0.082 — 800 j95/m 96
CS J  =  5 —> 4 244.935606 19.3 -  0.25 -  500 f95 /j95 /j97
J  =  7 -> 6 342.88294 14.2 0.083 — 800 f95 /j95 /m 96
CO J =  3 ->  2 .345.795979 14.1 0.082 -  800 m96
q 00 o J =  2  1 219.56032 2 2 . 1 -  0.25 -  500 archive
o00b
J =  3 -> 2 329.33050 14.8 0.087 -  1500 m96
Table 3.3: Table giving details of the submillimetre line transitions observed using the 
JCM T. The line frequencies were taken from the Lovas spectral line catalogue (Lovas 
1992). The observing runs during which each transition was observed are indicated 
in the last column (cf. Table 3.2). Also indicated are transitions which were obtained 
from the JCM T data archive. The C O (J =  3 —> 2 ) and CS(J =  7 —1 6 ) transitions were 
observed simultaneously, by selecting a frontend frequency which placed one transition 
in each sideband.
first interpolated onto a grid with twice the spatial sampling rate.
Centroid velocity analysis
The centroid velocity over a given velocity interval is calculated using the following 
formula:
£ i viTAivc =  ^  T ~ , (3-26)
1 Aj
where Vi and T T  are the velocity and antenna temperature o f the i ’th velocity chan­
nel, and the sum is over the nch velocity channels lying in the specified velocity interval.
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An expression can be found for the error in the centroid velocity determination using 
the standard relations for the propogation of errors (Narayanan, Walker & Buckley, 
1997). If we define S vt  =  vi^A, an<̂  ^ a , > then the variance o f the centroid




aVc _  aST
V,2 ,S'2 1 S 2v T  ~  S T  • S v T  ’
_j_ ’ SvT _  2  Sr,SyT
1 TV
i  =  l
TV
N^-oo N  
1
lim —  y
j  A  T » ^
i=  1
TV








l v f E 5 « r ( i ) 2 - 5 ur  ,
i = l
TV




-  E » tA




J im , E ( S r ( i )  -  S f ) ( 5 « r ( ; )  -
l= i
1 AT ' ĉh
lim —  y
TV-»oo iV J= 1
( ĉh
E ^ P X « - 7 * ) )  I E 1 * « ) - 1 *








The index i is used to sum over the nch channels in the chosen velocity range, and j  is 
used to sum over an arbitrarily large number of repetitions o f the observation. Bars over 
quantities indicate their average over repeated observations. In the above equations, 
the fractional error in the velocity assigned to each channel is assumed to be negligible 
compared with the fractional error o f the temperature measurement. Assuming further 
that there is no correlation between the noise in separate velocity channels, then the 
cross terms in the expansion of equations (3.29), (3.31), and (3.33) average to zero over 
a large number o f observations, which leads to the following simplified equations:
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where uta is the rms noise in a single channed, assumed to be constant for all the 
channels in the velocity window under consideration.
The final explicit expression for <r̂  is obtained on substitution o f these relations 
into equation 3.27:
nch°TA aTA ^ i Vi 2°TA Y ,ivi
 ̂ ' rn-M \ 9 ' \9 /v~~v \ l\—\ (3.38)
This equation is used to derive the error bars for the centroid velocity measurements 
presented below
3 .2 .1  T h e source list
Details o f the sources observed are given in Table 3.2.1. The source list was chosen on 
criteria o f proximity, observability, and probable evolutionary status. Objects from the 
Perseus, Ophiuchus and Serpens star forming regions are included, as well as isolated 
regions o f individual star formation. The list is comprised exclusively o f Class 0 and 
Class I sources, which represent the youngest protostellar stages (see Chapter 1 for a 
discussion o f these classes). IRAS 16293-2422 and L483 have previously been proposed 
as infall candidates. In the remainder o f this section the observations o f each o f these 
objects are presented and discussed in turn.
3 .2 .2  N G C 1 3 3 3 -I R A S  2
NGC 1333 is a reflection nebula associated with the L1450 dark cloud, which lies at a 
distance o f about 220pc (Cernis 1990), in the Perseus molecular cloud complex (Sar­
gent 1979). To the south o f the reflection nebula lies a ~  450 M g molecular core, 
with a central density and temperature o f 104cm and ~  18K respectively (Warin et 
al. 1995; Lada et ah, 1974). This is a site o f highly active low and intermediate mass 
star formation, evidenced by the large concentration of T-Tauri and Herbig A e /B e  stars








(4 -1 3 )
h 13c o +
(4 —13)
CS
(5 -1 4 )
CS
(7 -1 6 )
L1448-IRS3 03 22 31.8 +30 34 45 0/1 300 5.0 m 1.5 1.5 -
N1333-IRAS2 03 25 49.9 +31 04 16 0 220 4.5 m 1.8 1.5 m 1.7
VLA1623 16 23 24.9 -24 17 46 0 125 6.0 1.8 1.5 1.0
L1689S-IRS67 16 28 58.5 -24 50 21 I 125 2.5 m 0.5 1 0.3 m
IRAS 16293-2422 16 29 21.1 -24 22 15 0 125 23 m 2.0 8.0 8.0 m
L483 18 14 50.6 -04 40 49 0/1 200 6.0 0.7 2 1.5
Serp. SMM1 18 27 17.3 +01 13 23 0 300 3.5 1.8 - 2.3
Serp. SMM4 18 27 24.7 +01 11 10 0 300 8.0 m 0.7 2.0 1.5 m
Serp. SMM3 18 27 27.3 +01 11 55 0 300 6.2 - - 1.0
Serp. SMM2 18 27 28.0 +01 10 45 0 300 3.1 0.4 1.0 <0.4
Table 3.4: List o f sources, showing the peak antenna temperatures measured in selected 
transitions. The label ‘m ’ is used to indicate that the source was mapped in the 
corresponding transition.
(Lada, Alves & Lada 1996; Aspin, Sandell & Russell 1994), Herbig-Haro objects, (Bally, 
Devine & Reipurth 1996), and bipolar jets and outflows (Hodapp & Ladd 1995; Liseau, 
Sandell & Knee 1988) in and surrounding the core. Loren (1976) originally suggested 
that the star formation in NGC1333 is being triggered by the collision o f two dense 
molecular clouds. More recently, Warin et al. (1996) have argued that the morphology 
o f the region supports a sequential star formation scenario, where outflows produced 
by one generation o f stars compresses the surrounding gas which triggers collapse and 
further star formation.
Jennings et al. (1987) listed nine compact IRAS sources associated with the NGC1333 
cloud, five o f which drive bipolar molecular outflows (Liseau, Sandell & Knee 1988). Of 
these, IRAS 2 and IRAS 4 have no associated on-source optical or near-infrared emis­
sion. A full submillimetre continuum survey of NGC 1333-IRAS 2 was carried out by 
Sandell et al. (1994) using the JCM T. A  strong compact peak was found at all wave­
lengths, with low-level emission at 800pm extending northwest and southeast o f the 
peak, in a ‘flattened bar’ morphology. Sandell et al. (1994) derived an envelope mass
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of ~  0.8 M 0  for the compact submillimetre source. The total far infrared luminosity of 
IRAS2 was estimated at 17 L0 by Jennings et al. (1987) (for a distance o f 220pc) and 
an upper limit o f 26 L0 was found by Ward-Thompson et al. (1996). The latter authors 
quote the ratio o f bolometric to submillimetre luminosity to be ¿b o l/L su b m m  <  130, 
within the Class 0 threshold o f 200 (André, Ward-Thompson & Barsony 1993).
Two bipolar outflows have been associated with IRAS2 , observed in CO ( J =  3 —> 2 ) 
emission (Sandell et al. 1994; Sandell & Aspin 1993), several transitions o f CS (Langer, 
Castets & Lefloch 1996; Sandell et al. 1994), and 2.12/^m shock-excited molecular 
hydrogen emission (Hodapp & Ladd 1995). The outflows are oriented nearly perpen­
dicular to each other on the plane o f the sky, at position angles o f ~  24° and ~  104°. 
Figure 3.3 shows the high velocity C O (J  =  3 —> 2) map o f Sandell & Aspin (1993), 
in which the north-south outflow is seen to be significantly more extended and less 
collimated than the jet-like east-west outflow. The north-south outflow also appears 
much brighter and more extended in 2.12/¿m emission (Hodapp & Ladd 1995, Figure 
1), and is probably much older. Part o f the eastern outflow lobe appears in the HH7-11 
HCO+ (J  =  4 —> 3) map o f Dent et al. (1993), although they interpreted this as an 
adjacent molecular clump. Sandell et al. (1994) estimated dynamical timescales for 
the north-south and east-west outflows o f ~  6  X 103 and ~  2.5 X 104 yr respectively.
The east-west outflow axis appears to coincide exactly with the IRAS2 continuum 
peak, and is symmetrical about this position, making its physical association with 
IRAS2 quite secure. The alignment of the north-south outflow with IRAS2 is poorer, 
which led Sandell et al. (1994) to suggest that this outflow is driven by a separate, more 
evolved source situated ~  10 — 15 arcseconds to the west o f IRAS2. Hodapp & Ladd 
(1995) claimed that the axis of the 2.12/rm emission associated with the north-south 
outflow passes within 3 arcseconds of IRAS2, although a different and possibly more 
plausible choice o f axis has a minimum separation 8  arcseconds to the west. The small 
misalignment o f the north-south outflow with the IRAS2 submillimetre continuum peak 
therefore appears to be real, although the nature o f the driving source of this outflow is 
uncertain. Hodapp & Ladd did not detect any 2.12¿¿m emission from a more evolved,
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—s NGC1333 IRAS2 CO and CS Outflow
o
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Figure 3.3: Map o f the central part o f the IRAS‘2 outflow, taken from Sandell & Aspin 
(1993). The solid and dashed contours show integrated red- and blue-shifted C O (J  =  
2  —y 1 ) emission respectively. The greyscale is integrated red-shifted C S(J =  5 —>■ 4) 
emission.
less deeply embedded companion to IRAS2, as speculated by Sandell et al. (1994). 
One possible explanation is that the companion is still deeply embedded, although less 
so than IRAS2 itself, and is responsible for the southeast-northwest elongation o f the 
submillimetre continuum emission. In this case, the position o f the north-south out­
flow driving source would lie ~  10 — 15 arseconds to the northwest o f the submillimetre 
continuum peak. Interferometer observations may be able to resolve this question.
New  observations
JCM T spectra taken at the position of NGC1333-IRAS2 (hereafter IRAS2) are pre­
sented in Figure 3.4. Both the HCO+ (J =  4 -*  3) and CS(J =  5 —> 4) spectra show 
asymmetric double peaked line profiles, with the blue peak stronger. The absorption 
dip in the HC'0+ (J =  4 —> 3) line profile is particularly strong, and coincides in velocity 
with the peak o f the isotopic line. Also visible in the main line HCO+ and CS spectra 
are broad, low-level wings, which are probably tracing the outflowing gas associated
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with this source. The peak o f the C 180 ( J  =  2 1) line is shifted towards the blue
relative to the H13CO + (J =  4 —>• 3) peak. Since H13C O + (J  =  4 ->■ 3) is expected to 
be the optically thinner o f the two lines, we interpret this as showing that the C 180  
line is partially optically thick in this object.
Several properties o f the spectra displayed, which we now outline, agree with the 
predicted qualitative signatures of infall in protostellar envelopes (e.g. Myers et al. 
1995; Zhou et al. 1993). For optically thin lines, radiative transfer models predict a 
symmetric single peaked line profile, centred on the systemic velocity. Such a profile is 
shown by the H13CO + (J =  4 —► 3) line, suggesting a systemic velocity o f 7 .7k m s-1 . 
The asymmetric double-peaked line profiles skewed towards blue velocities seen in both 
the HCO+ (J  =  4 —>■ 3) and C S(J =  5 —> 4) spectra are predicted by radiative trans­
fer models o f infalling envelopes for optically thick lines (see Chapters 1 and 4). The 
velocity o f the self-absorption minimum may coincide with the systemic velocity, or 
be red-shifted with respect to it, depending on the optical depth of the line and the 
velocity and density structure of the envelope. The C 180 ( J  =  2 4  1 ) line profile, 
which is slightly asymmetric, and blue-shifted with respect to the systemic velocity, 
is also consistent with infall model predictions for a line with small but non-negligible 
optical depth. The only disagreements with the qualitative expectations o f a pure infall 
model are the strong high velocity wings seen in several o f the spectra (infall models do 
predict high velocity wings, but at a lower level than observed here), and the very small 
red-shift o f the peak of the C S(J =  7 —»■ 6 ) line profile, with respect to the inferred 
systemic velocity.
Recently, Mardones et al. (1997) obtained on-source spectra of IRAS 2 in C S(J =  
2 —> 1 ), N2 H+ (J F iF 2 =  101 —> 102) and H2CO Jk -\K\ — (2 i2 —> I n ) ,  using the 
IRAM  30-m telescope. The CS line is single-peaked and approximately symmetrical, 
peaking at the systemic velocity (7.7km s_1), and the N2 H+ line has an infall type 
asymmetrical profile. Within the infall scenario, this would suggest that the CS line 
is more optically thin than the N2 H+ line, contrary to expectations. The H2CO line 
profile observed by Mardones et al. (1997) has a complicated, multiple-peaked struc-
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ture, with a very broad red-shifted wing, suggesting that this line is sensitive to the 
outflow. The line core is symmetrical and skewed to the red, which contrasts with the 
blue-skewed profiles line profiles shown in Figure 3.4. The complete set o f spectral line 
observations at the position o f this object do not, therefore, paint a wholly consistent 
picture. On the whole, however, they are in reasonable agreement with the qualitative 
expections for an infalling envelope, although the case for infall is weakened by the fact 
that outflow emission is probably contributing significantly to the line cores in many 
o f the observed transitions.
The spatial dependence o f the observed line profiles may be able to shed light on 
this question. Grid maps o f IRAS2 in HCO+ (J  =  4 —*■ 3) and C S(J =  5 —>• 4) emission 
are presented in Figures 3.5 and 3.6 respectively. In both maps the emission is cen­
trally peaked, and the strength o f the self-absorption feature decreases away from the 
peak. The off source spectra in the maps show an interesting variety of profiles. In the 
HCO+ map there is a clear trend towards broader linewidths from south to north, which 
is also discernable in the CS map. The CS map spectra show broader and relatively 
stronger wing emission than the HCO“1" spectra, and may therefore be more sensitive 
to outflow gas. In a detailed submillimetre spectral line study o f the NGC1333-IRAS4 
protobinary source, Blake et al. (1995) came to a similar conclusion, finding that the 
CS abundance is considerably enhanced in the outflow, and HCO+ appears to be less 
depleted than other neutral species in the dense protostellar envelope.
North o f the map centre, a dramatic reversal of the line asymmetry in the HCO+ map 
is seen, and the CS spectra show weaker blue-asymmetries. One possible explanation 
for this is that the emission from the northern (red-shifted) outflow lobe is enhancing 
the redshifted emission, perhaps due to an interaction with ambient gas at this posi­
tion. The broader line widths at the northern map positions may also be connected 
with this, although this is rather speculative.
Centroid velocity maps calculated from the HCO+ and CS grid maps are shown in
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Figure 3.4: Spectra observed towards NGC1333-IRAS2 with the JCM T. The vertical 
dashed line is at a velocity o f 7.7 km s-1 .
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Figure 3.6: Grid map of NGC1333-IRAS2 in the CS(J =  5 - »  4) transition. The 
spectra are calibrated on the T\ scale.
Figure 3.7. The interpretation o f centroid velocity maps requires some care, since the 
centroid velocity may be quite sensitive to the velocity range over which it is calculated. 
To illustrate this, we show H C 0 + (J  =  4 —̂ 3) and C S(J =  5 —)• 4) centroid velocity 
plots calculated for two different velocity windows, one covering the entire line profile, 
including the high velocity wings (3.7 - 11.7 km s“ 1), and one covering mainly the line 
core (6.2 - 9 .2km s_1). All of the plots show a clear velocity gradient along an axis with 
a position angle between 0° and 20°. The velocity gradient is in the same sense as the 
north-south bipolar outflow (cf. Figure 3.3), suggesting a possible physical connection 
with it. The east-west outflow may be responsible for the small east-west velocity gra­
dient apparent in the centroid velocity plots calculated over the wider velocity window.
The wide velocity window centroid velocity plots clearly show a much stronger veloc­
ity gradient than the narrow velocity window plots, particularly in the C S(J =  5 -*  4) 
maps. This is consistent with the idea that this gradient is caused by the north-south 
bipolar outflow, and also supports the suggestion that CS is a more sensitive outflow
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tracer than HCO+ . The agreement in the direction o f the centroid velocity gradient 
for both the narrow and wide velocity windows suggests that the outflow even affects 
the line profile shapes in the line cores. This adds a serious complication to the inter­
pretation o f the line core profiles in terms o f infall models, since it is then extremely 
difficult to separate reliably the contribution of the envelope and outflow to the line 
profile.
Because o f the importance of this question, we now examine a possible alterna­
tive explanation for the velocity gradient seen in the centroid velocity maps, and the 
reversal o f line asymmetry seen in the HCO+ (J  =  4 —> 3) map —  rotation o f the 
protostellar envelope. Rotation will tend to produce a centroid velocity gradient across 
the envelope, and radiative transfer models which include both rotation and gas infall 
predict reversals o f the infall asymmetry at certain off-centre positions (Zhou 1995; 
also see Chapter 4), although the degree o f reversal in the HCO+ spectrum north of 
the map centre in Figure 3.5 is larger than typically predicted by such models. Since 
the line wings o f our CS and HCO+ observations are clearly affected by the outflow, 
we concentrate on centroid velocities calculated over the line core only.
Figure 3.8 shows linear fits to the combined CS(J =  5 —)■ 4) and HCO+ (J  =  4 —» 3) 
centroid velocities calculated over the velocity window 6 .7 -8 .7km s- 1 , along north- 
south and east-west axes through the source. The fit to the north-south centroid 
velocity gradient is 7 .7(±0.9) X 10- 3  km s- 1arcsec_1. For a distance o f 220pc, this is 
equivalent to 7 .2±0 .8k m s_ 1pc~1. The corresponding numbers for the east-west veloc­
ity gradient are —8 .0 (± 0 .8 )x  10- 5  km s_ 1arcsec_ 1  and 7 .5(±0.7) X 10- 2  km s_ 1p c_1 . 
The interpretation o f centroid velocities is complicated by optical depth effects, since 
both the transitions are optically thick in the line centre. Furthermore, infall motions 
in the envelope will tend to skew the profiles o f optically thick lines towards bluer ve­
locities, in a spatially non-uniform manner. One indication o f this is the fact that the 
centroid velocities along the east-west axis are blue-shifted by ~  O .lkm s- 1 , on average, 
with respect to the systemic velocity. The measured centroid velocity gradient for an 
optically thick line is therefore an unreliable measure of the actual velocity gradient in
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Figure 3.7: Comparison of centroid velocity maps calculated over the velocity range 
3.7-11.7km s_ 1  (left) and 6 .2-9.‘2 km s - 1  (right), respectively covering the whole line pro­
files and the line cores. The top and bottom panels show HCO+ (J  =  4 —> 3) and 
C S(J =  5 —> 4) centroid velocity plots respectively. The greyscaling and contour spac­
ing (0.05 km s“ 1) are identical over all of the maps. The first light contour in each case 
marks a centroid velocity of 7.7 km s-1 .
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Figure 3.8: Plot showing weighted least-squares linear fits to the centroid velocities 
along north-south (left) and east-west (right) axes through the position o f NGC1333- 
IRAS2 submillimetre continuum peak (at the map origin). The circles and crosses 
denote HCO+ (J  =  4 - ^ - 3 )  and C S(J =  5 —> 4) measurements respectively. The 
centroid velocity was calculated over the line core (6.7-8.7km s_1). The fit parameters 
are given in the text.
the object, and a proper treatment requires full radiative transfer modelling, or the use 
o f optically thin lines to eliminate optical depth effects. For the purposes o f the present 
discussion, however, we assume that our centroid velocity gradient measurements give 
a reasonable indication of the actual line-of-sight velocity gradient across the object 
due to rotation.
Using the assumption that the velocity gradient is due to rotation, a lower limit for 
the binding mass can be estimated by supposing the rotation is centrifugally balanced 
by gravity, and that the rotation axis lies in the plane of the sky. This gives a lower 
limit, because the actual rotation rate may be greater if the rotation axis is inclined out 
o f the plane o f the sky, and magnetic fields and pressure gradients may also contribute 
to the support o f the envelope. Furthermore, if part of the envelope is infalling, as some 
o f the observations suggest, then at some level the gravitational forces must dominate
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over the centrifugal support.
Assuming spherical symmetry, the mass M  interior to a radius r is then given by
rv (r ) 2 r3 f i ( r ) 2 
M  =  - 4 - A -  =   ̂ \ 3.39
G cosz G eos i
where r is the distance from the centre of rotation, v(r) is the line o f sight velocity at r 
(relative to the systemic velocity), f2(r) is the angular velocity o f the rotation at r,  G  
is the gravitational constant, and i is the inclination angle o f the rotation axis from the 
plane o f the sky. Using equation 3.39 with i =  0, we find a lower limit of o f 0 .40M gfor 
the enclosed mass inside a 30 arcsecond (6600AU) radius. Sandell et al. (1994) esti­
mated a total dust and gas mass in the IRAS2 protostellar envelope o f 0.79 M q, and to 
this must be added the mass of the central protostar. This analysis therefore does not 
reject the hypothesis that the line-core centroid velocity gradient is tracing rotation 
about an east-west axis (when projected onto the plane of the sky). Assuming this 
to be correct, the most likely model is that the east-west bipolar outflow is driven by 
the Class 0 source, and the protostellar envelope is rotating about this outflow axis. 
The older north-south outflow is driven by a separate, more evolved (and as yet un­
observed) object which may or may not be physically associated with the Class 0 source.
Although we have not been able to eliminate on physical grounds the possibility 
that the centroid velocity gradient in the line core is due to rotation, we consider it 
more likely that this velocity gradient is tracing the north-south outflow.
3 .2 .3  T h e  Ophiuchus star-form ing region
The nearby (~125 pc- de Geus, de Zeeuw & Lub 1989) Ophiuchus molecular cloud 
complex is one of the best known regions of low to intermediate mass star formation 
(Wilking 1992). The extensive 13C O (J =  2 —> 1) map of the region made by Loren 
(1989) shows a symmetric morphology to the large scale molecular gas distribution, 
with the massive cores L1688 and L1689 each connected to lower density filaments 
extending towards the northeast. Certain morphological and spectroscopic features of
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the cloud suggest that the star formation in the complex is being triggered by the pas­
sage o f a shock front, driven by the adjoining Sco OB2 association (Vrba 1977; Loren 
& W ootten 1986; Loren 1989; Loren, Wootten &: Wilking 1990). Lépine and Duvert
(1994) proposed a different scenario, suggesting that the Ophiuchus complex was pro­
duced when a high velocity HI cloud collided with and passed through the galactic plane.
The L1688 cloud (also referred to as the p Oph cloud) is associated with a rich clus­
ter o f about 100 embedded young stellar objects (e.g. Greene & Young 1992; André 
& Montmerle 1994; Greene et al. 1994; Strom, Kepner & Strom 1995; Greene & Lada 
1996). It contains a number of dense cores, believed to be current or probable future 
sites of star formation (Mezger et al. 1990; Loren, Wootten & Wilking 1990; AWB; 
Abergel et al. 1996). L1688 has been noted for its apparently high star formation 
efficiency (SFE =  M sta,rs/[Mstars +  M ciouci])> suggesting a bound cluster is forming. This 
conclusion, however, depends on a disputed value o f the molecular gas mass (Liseau 
et al. 1995). Estimates o f the mass o f the cloud range from 550M 0 (Wilking & Lada 
1983) to 2500 M q (Liseau et al. 1995).
3 .2 .4  V L A  1623
The warm (Tkin ~  30-45 K) p Oph A core, situated towards the northwestern boundary 
o f L1688, hosts the prototypical Class 0 source, VLA 1623, which powers an extremely 
collimated and energetic bipolar outflow lying close to the plane of the sky (André 
et al. 1990; AW B; Dent, Matthews & Walther 1995). VLA 1623 has an estimated 
envelope mass and luminosity of O.6 M 0 and O.5 - 2 .5 L0 respectively (AW B), and a ra­
tio Lsubmm/Lbol ~  0.1 . Despite showing a strong dust continuum peak, VLA 1623 
is remarkable for the absence o f peaked emission in virtually all observed molecular 
transitions (e.g. W ootten et al. 1994; Yu & Chernin 1997). This is often attributed 
to the depletion of molecules onto dust grains in the cold, dense envelope. There has 
recently been speculation that VLA 1623 is a multiple source driving two separate but 
closely aligned bipolar outflows (Dent et al. 1995; Yu & Chernin 1997), although the
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evidence for this is not yet convincing.
The density structure o f the VLA 1623 envelope has been investigated both by ra­
diative transfer modelling o f the dust continuum emission (AW B) and by modelling the 
extinction o f the smooth near-infrared background by the protostellar envelope (Dent 
et al. 1995). Both these studies have found that Shu model density profiles cannot 
produce an adequate fit to the observations, and suggest that the actual density profile 
may be closer to a gaussian distribution.
Several features point to VLA 1623 being an unusually young Class 0 source: It has 
one o f the largest values o f Xsubmm/£bol) usually taken to be a measure o f youth, of 
all the Class 0 sources, and the dynamical timescale for the collimated outflow is only 
~  5 X 103 yr (André et al. 1990). The relatively low bolometric luminosity implies a 
small value for the central protostellar mass < ~  0.1 M@ (if the luminosity is derived 
from accretion at the expected rate), which in turn implies a collapse age o f ~  1 0 4 yr 
(AW B). The strong molecular depletion in the envelope suggests that the the central 
protostar has not had sufficient time or luminosity to warm dust grains and sublimate 
ice mantles back into the gas phase. Finally, most collapse models predict that soon 
after the formation of the central protostar, the envelope density distribution should 
approach a power law distribution (e.g. Larson 1969; Foster & Chevalier 1993; Galli & 
Shu 1993). The fact that the density distribution in the VLA 1623 envelope appears 
to be approximately gaussian may therefore provide further support for a very young 
age.
New  observations
Figure 3.9 shows the on source spectra observed towards VLA 1623. The H13CO + (J  =  
4 —> 3) profile is symmetric, narrow, and is probably optically thin, so we use the 
peak o f this line as the best indicator o f the systemic velocity. All o f the other lines 
in the figure show a strong blue wing, probably tracing the outflow, and secondary
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peaks are apparent in the blue wing of the H C O +(J =  4 —> 3) and C S(J =  5 —>■ 4) 
lines. Apart from the blueshift o f the peak o f the C 180 (J  =  3 —>■ 2 ) line relative to 
that o f the H 13CO + (J =  4 —>■ 3) line, the set of line profiles do not show the signatures 
expected for infall. Since VLA 1623 is the ‘prototypical’ Class 0 source, this is somewhat 
surprising. The orientation of the outflow close to the plane o f the sky would appear 
to be a favorable configuration for observing infall in the ‘equatorial’ plane, if present 
(although it may be argued that if the outflow lies in the plane o f the sky, its emission 
will be projected onto lower velocities, possibly producing greater confusion with the 
emission from the protostellar envelope).
If the VLA 1623 envelope is actually infalling, then the lack o f observed infall sig­
natures may be partly explained by factors relating to the extreme youth o f the source. 
During the earliest stages o f collapse, the infall velocities are expected to be relatively 
small compared to the later stages, and may be difficult to detect spectroscopically. 
The observed line profiles are probably adversely affected by the strong depletion of 
tracer molecules in the envelope. Conversely, the gas entrained in the outflow and in 
the boundary layer between the outflow and the envelope is probably much warmer 
than the gas in the envelope, causing tracer molecules or their progenitors to be locally 
released from grain mantles into the gas phase. The excavation o f an outflow cavity 
may also allow the central protostar to be more efficient at heating the envelope along 
the cavity walls. This could have the result that the molecular emission in the earliest 
stages o f protostellar evolution preferentially traces gas which is being perturbed by 
the outflow. The depletion of molecules in the rest o f the envelope would also have 
the effect of reducing the attenuation o f the outflow emission as it passes through the 
envelope on the way to the observer. The absence of clear infall signatures observed 
towards this object does not necessarily rule out, therefore, the possibility that infall 
is taking place. We simply do not find any evidence in favour of it. This example 
highlights some of the inherent difficulties in using molecular line emission as a probe 
o f protostellar envelope dynamics.
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Figure 3.9: JCM T spectra observed towards VLA 1623. The vertical dashed line marks 
the inferred systemic velocity o f 4.1 kms- 1 .
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3 .2 .5  IR A S  16293  -2 4 2 2
About one degree to the east o f L1688 lies the L1689 cloud, which divides into northern 
and southern components, labelled L1689N and L1689S, in the 13C O (J  =  1 —> 0) map 
o f Loren (1988). The 15 M 0  L1689N core hosts the well studied protobinary source, 
IRAS 16293-2422 (hereafter IRAS 1629-3). This has a luminosity o f ~  30L@ and drives 
what appears to be two distinct bipolar outflows oriented east-west and northeast- 
southwest (Walker et al. 1988; Walker et al. 1990; Mizuno et al. 1990).
Interferometric C 180  maps show the dense gas in the inner region of IRAS 16293 
to be elongated (~1800 AU X <  800 AU), with a strong velocity gradient along the 
major axis (Mundy, Wilking & Myers 1986; Mundy, Wootten & Wilking 1990). The 
orientation of the elongation axis is approximately perpendicular to both the magnetic 
field direction (Vrba et al. 1976; Tamura et al. 1993) and the axis o f the northeast- 
southwest outflow. VLA observations at 2cm and 6 cm (W ootten 1989; Estalella et 
al. 1991) and OVRO 2.7-mm observations (Mundy et al. 1992) have revealed that a 
protobinary lies at the heart of the IRAS 16293 cloud, with a separation on the sky 
o f ~650A U  (see Figure 3.10). The binary components are labelled 1629a (southeast 
component) and 1629b (northwest component) (Walker, Carlstrom & Bieging 1993). 
Mundy et al. (1992) derived a mass o f approximately 0.5 M 0  for each component, and 
inferred that the luminosity o f the system is provided almost entirely by accretion, with 
a required infall rate o f lO_ 5 M 0 yr_1.
Recent studies have suggested that 1629a is the focus of most o f the activity in IRAS 
16293. (e.g. Walker, Carlstrom & Bieging 1993). H2 O maser emission has been de­
tected towards this object (Wilking & Claussen 1987).
IRAS 16293 was one o f the first protostellar candidates claimed to show spectro­
scopic evidence for gas infall (Walker et al. 1986). This claim was disputed by Menten 
et al. (1987), who argued that rotation of the gas envelope and foreground absorption 
gave a more consistent explanation of the observed line profiles. More recently, Zhou
(1995) re-examined the issue, and found good agreement with a model incorporating
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Figure 3.10: 3-mm continuum map of the IRAS 16293 protobinary, taken with the Hat 
Creek interferometer (from Walker, Carlstrom & Bieging 1993).
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both infall and rotation.
N ew  observations
Figure 3.11 shows the spectral line profiles observed towards the position o f 1629a, the 
southeastern component of the IRAS 16293 protobinary. All o f the lines show asym­
metrical line profiles consistent with infall, with the exception of the C O (J  =  3 —> 2 ) 
line, which has a blue-shifted absorption minimum relative to the systemic velocity, 
although this is almost certainly due to unrelated foreground material. Broad high- 
velocity wings characteristic of outflow are apparent in all o f the main-line spectra. 
The two isotopic lines show remarkably broad line cores (~  3 km s_ 1FW H M ). None 
o f the lines show the symmetric profile expected for an optically thin line. We esti­
mate the systemic velocity to be 4.1 km s-1 , by assuming that the outer parts o f the 
H13C O + (J =  4 —y 3) line are symmetrical about systemic velocity. The velocity o f the 
absorption minimum in this line is significantly red-shifted relative to the absorption 
minima o f the other lines, suggesting that the absorbing material is well inside the infall 
region.
Figures 3.12 and 3.13 show HCO+ (J =  4 —* 3) and CS(J =  7 —> 6 ) raster maps 
o f IRAS 16293. Both maps are well peaked at the origin, and show blue-asymmetric 
double-peaked line profiles over much of the central map region. To the south o f the 
centre, however, the asymmetry becomes weaker, and can be seen to reverse at some 
positions towards the southern edge o f the HCO+ map. This trend was also found 
in the C S(J  =  3 —» 2 ) map of Menten et al. (1987) and in the C S(J =  2 —)■ 1) 
map of Walker, Carlstrom & Bieging (1993), and was attributed to rotation o f the 
cloud. The integrated intensity greyscale map in Figure 3.14 reveals a low level ‘halo’ 
o f HCO+ emission well over an arcminute across, surrounding the compact central 
emission peak. A secondary emission peak lies to the east o f the main peak, extending 
beyond the eastern edge of the map, which we label 16293-E. The main peak itself is 
well resolved in the 13.6" beam, (the FW HM  level is approximately given by the first
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Figure 3.11: JCM T spectra observed towards IRAS 1629a. The vertical dashed line is 
at a velocity o f 4.1 kms .
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light contour), and we estimate the deconvolved size of the HCO+ peak to be 27" X 19", 
with the major axis oriented at a position angle o f ~  100°. In the lower contours, an 
extension o f bright emission towards the northwest can be seen.
In Figure 3.15 HCO+ (J  =  4 —y 3) channel maps are plotted. As the velocities be­
come further removed from the rest velocity of the source (~  4 .1k m s_1), the emission 
is seen to become increasingly confined towards the central position. Furthermore, the 
channels on the blue-shifted side o f the systemic velocity are consistently brighter than 
the red-shifted emission. Because o f the self-absorption the channel which encompasses 
the systemic velocity o f the source (~  4.1 km s-1 ) actually represents a local minimum 
in the peak brightness. The channel maps also show a shift o f the emission peak from 
northwest to southeast with increasing velocity.
The C S(J  =  7 —>■ 6 ) channel maps in Figure 3.16 reproduces many o f the fea­
tures o f the HCO+ (J  =  4 —y 3) channel maps, including the shift in the emission 
peak from northwest to southeast with increasing velocity, although the area coverage 
is too small to include emission from the 16293-E peak. In both channel maps, the 
3.10 km s_ 1  velocity channel contains the brightest emission. This reflects the skewing 
towards blue velocities of the line profiles seen in the raster maps. Both transitions 
show a flattened peak along an east-west axis in this channel, although the significance 
o f this is not clear.
H CO+ (J =  4 —>• 3) integrated intensity and centroid velocity maps, over the region 
o f strongest emission, are compared in Figure 3.17. The centroid velocity map clearly 
shows a coherent velocity gradient across the bright HCO+ peak, along an axis with 
a position angle of +60°. This velocity gradient has been noted in previous molecular 
line studies of IRAS 16293 (Menten et al. 1987; Walker, Carlstrom & Bieging 1993). 
In contrast to NGC1333-IRAS2, the centroid velocity gradient can be ascribed with 
reasonable confidence to rotation, first because of the remarkably parallel and coherent 
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tyjfrWn, r̂ *-̂
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Figure 3.14: Greyscale map of IRAS 16293-2422 in integrated HCO+ (J  =  4 —>■ 3) 
emission, between 1.1 and 7.1 km s- 1 . The contour step is 2 .5K km s-1 starting at - 
2 .5K k m s_1. The beam size is 13.6 arcseconds.
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R.A. offset(arcsec) from 16 29 20.88
Figure 3.15: Channel maps o f IRAS 16293-2422 in HCO+ (J  =  4 —> 3) 
Contours increase in steps of 1.0K km s_1from a base level o f -l.O K km s- 1 .
emission.
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0 2 4 6
Figure 3.16: C S(J =  7 —>■ 6 ) channel maps of IRAS 16293. Contours start at - 
0 .5K km s_1and increase in intervals of 0 .5K km s_1.
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appears to be no confusion from the outflow (the velocity gradient o f the CO outflow 
in this direction has an opposite sign to the gradient measured here -  see Figure 3.20 
below).
Plots of centroid velocity versus position along axes parallel and perpendicular to 
the velocity gradient axis, passing through the origin, are shown in Figure 3.18. We 
selected grid points in the observed maps displaced less than ~ 4  arcseconds from each 
axis, and assigned the measured centroid velocity to the point along the axis perpen­
dicularly below or above the observed position. The measured gradient parallel to 
the velocity gradient axis was -0.040(±0.003) km s_ 1 arcsec_1. This is equivalent to 
6 6 (± 5 ) km s_ 1pc_ 1  for a distance o f 125 pc.
As before we assume the velocity gradient is due to rotation, and use the inferred 
rotation to derive a lower limit for the mass o f the central region, by assuming the 
rotation axis lies in the plane o f the sky, and that the central region is centrifugally 
supported. We derive a lower limit for the mass enclosed between the position offsets 
-15 and +10 along the velocity gradient axis (see Figure 3.18) o f 0 .3M®. This is com­
fortably below the corresponding estimate of 1.2 Mq (for a distance o f 125pc) derived 
by Mezger et al. (1992) from observations o f dust continuum emission, and probably 
indicates that rotational support is not dominant at this scale, unless the rotation axis 
is highly inclined from the plane of the sky (cf. Walker, Carlstrom & Bieging, 1993). It 
is nevertheless possible that centrifugal flattening of the envelope is responsible for the 
elongation o f the lower contours of the integrated HCO+ (J =  4 —> 3) map in the top 
panel o f Figure 3.17, which are approximately aligned perpendicularly to the rotation 
axis inferred from the centroid velocity map.
The 16293-E peak coincides with the western limb o f the ~  4 Mq ammonia core 
discovered by Mizuno et al. (1990), who found evidence that this core was interact­
ing with the eastern blue-shifted outflow lobe from IRAS 16293. Examination o f the 
channel maps, however, shows that 16293-E peaks in the 5.1 km s_ 1  velocity bin, i.e. it
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Figure 3.17: HCO+ (J  =  4 —> 3) Integrated intensity map (top) and centroid velocity 
map (bottom ) o f the IRAS 16293 and 16293-E, calculated over the velocity interval 
2.1-6.1 km s- 1 . The integrated intensity map has a peak contour of 37 .5K k m s- 1 and 
a contour interval o f 1.25K k m s-1 . The centroid velocity map has a contour spacing 







Figure 3.18: Weighted least-squares fits to the centroid velocity gradient along axes 
through the origin, parallel (left) and perpendicular (right) to the velocity gradient 
axis at a position angle o f 60°. The circles and triangles indicate measurements from 
the HCO+ (J  =  4 —»• 3) and C S(J =  7 -¥  6 ) raster maps respectively. In both plots, 
the origin coincides with the origin used in the maps, and increasing position offset 
corresponds to increasing position from the left hand edge o f the maps. In the left 
hand plot, only points with a position offset between -25 and +15 arcseconds were used 
in the line fit.
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is red-shifted with respect to the source rest velocity. This can also be seen from the 
centroid velocity map in Figure 3.17. If 16293-E is produced by the interaction o f the 
eastern blue-shifted outflow lobe with the ammonia core, as the morphology suggests, 
then these observations may support the hypothesis o f Mizuno et al. (1990), that the 
red-shifted north-eastern outflow lobe results from the deflection o f the eastern blue- 
shifted outflow lobe after impacting with the ammonia core.
Figure 3.19 shows a grid map o f IRAS 16293 in the C O (J — 3 —> 2) line, and 
channel maps in this line are presented in Figure 3.20. The inner region o f the eastern 
blue-shifted outflow lobe is clearly visible in the low velocity channels, as well as the 
head o f the southwestern blue-shifted lobe. The red-shifted velocity bins show the west­
ern red-shifted outflow lobe, which is actually oriented towards the northwest, close to 
the driving source (e.g Walker et al. 1990). There is no indication o f the northeastern 
red-shifted outflow lobe which is observed at larger scales however. If the northeastern 
outflow lobe is produced by the deflection o f the eastern blue-shifted outflow lobe from 
the ammonia core to the east, as proposed by Mizuno et al. (1990) (see discussion of 
the HCO+ data above), then this would explain the absence o f the northeastern out­
flow lobe from our CO map. The origin o f the southwestern blue-shifted outflow lobe, 
which is seen in the CO channel maps, is not explained by this model however.
The IRAS 16293 system is clearly very complex and is still not yet fully understood. 
We have argued, however, that the complex outflow motions do not dominate the 
H C O +(J  =  4 — 3) line profiles observed close to the central protobinary, and that 
the possible signatures o f rotation and infa.ll shown to be present in this data may be 
attributed with some confidence to the protostellar envelope itself.
3 .2 .6  L 1 6 8 9 S -IR S 6 7
The little studied ~50 M 0  L1689S cloud, situated about half a degree to the south 
o f IRAS 16293, contains an interesting variety o f objects. The only IRAS source in
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Figure 3.19: C O (J  =  3 —>■ 2 ) raster map of IRAS 16293.
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Figure 3.20: C O (J  =  3 —> 2 ) channel maps o f IRAS 16293. Contours start at 
6 .6 6 K k m s_1and increase in steps o f 3.33K km s_1.
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the cloud, IRAS 16289-2450, is actually comprised of two Class I near-infrared sources, 
with a combined luminosity of ~  7L q , separated by about 2  arcminutes in the east-west 
direction (Wilking 1992; Hodapp 1994; Greene et al. 1994). In the 2.12/rm image of 
Hodapp (1994), the western infrared source (L1689S#1) appears to be double, and is 
associated with a bubble-shaped nebulosity. The eastern source (L1689S-IRS 67), shows 
a narrow monopolar extension at 2 .1 2 /rm, pointing in a north-northwesterly direction. 
Either or both o f these sources could be responsible for the CO outflow associated 
with L1689S (Fukui 1989). Bontemps et al. (1996) detected an apparent southeast- 
northwest bipolar outflow centred on L1689S-IRS67 in C O (J  =  2  —4 1 ) emission (with 
the northwestern lobe blue-shifted). A  larger scale C O (J  =  1 —4 0) map o f the region 
(A. Mizuno, private communication) reveals a complicated distribution o f high velocity 
gas in the cloud, suggestive o f more than one outflow source. In this map, the IRS67 
outflow appears to be aligned along a north-south axis.
A  1.3 millimetre continuum IRAM  map of the region (F. M otte, priv. comm.) shows 
compact peaks coincident with both infrared sources, tracing circumstellar envelopes 
with estimated masses o f ~  0.1 M g. About one arcminute to the south of the infrared 
sources lies an elongated ~  1 M@ core (L1689#2) containing four or five subconden­
sations, which have no known association with compact infrared or radio continuum 
sources (Buckley et al. 1997). This object appears to have similar properties to the 
prestellar cores described in Ward-Thompson et al. (1994).
New  observations
Figure 3.21 shows the on-source spectra observed towards L1689S-IRS67 (hereafter 
IRS67). A  narrow absorption feature is visible in the HCO+ (J  =  4 —4 3) line profile, 
which gives the line a double-peaked, blue-skewed appearance, and a red ‘knee’ is ap­
parent in the C S(J =  5 —4 4) line profile. These two lines identify IRS67 as a possible 
infall candidate. The H13CO+ (J  =  4 - 4  3) line is very weak, and has a rather low 
signal to noise, although there is some suggestion that it has a double-peaked profile.
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Within the noise, the C 180 ( J  =  3 - »  2 ) and CS (J =  7 —> 6 ) profiles appear to be 
symmetric about the systemic velocity. The CO (J  =  3 - 4  2) profile is quite unusual, 
with a double-peaked asymmetric core, skewed to the red, and a very bright, blue wing, 
which unambiguously identifies this object as an outflow source.
Figure 3.22 shows a HCO+ (J  =  4 —> 3) grid map o f IRS67. The strength o f both 
emission and absorption are seen to peak close to the source position. At several po­
sitions the profiles show enhanced emission in the wings, particularly at the on-source 
position and along the eastern edge of the map. A  northeast-southwest velocity gradi­
ent is apparent in the centroid velocity map shown in Figure 3.23. The direction o f the 
velocity gradient is approximately perpendicular to the axis o f the bipolar outflow de­
tected towards IRS67 by Bontemps et al. (1996), which suggests the velocity gradient 
may be tracing rotation rather than outflow.
Linear fits to the centroid velocity, calculated between 2.0 and 6 .0km s_1, along 
axes parallel and perpendicular to the direction of maximum velocity gradient, are 
shown in Figure 3.24. The right hand panel in the figure shows variation o f centroid 
velocity along the southeast-northwest axis through the source, perpendicular to the 
velocity gradient. Although the number of data points is small, there appears to be a 
minimum in the centroid velocity at the position o f the source along this axis. This is 
consistent with model predictions for the variation o f centroid velocity parallel to the 
rotation axis o f a rotating and infalling protostellar envelope (e.g. Walker, Narayanan 
& Boss 1994). The fit to the gradient along the northeast-southwest axis (in the left 
hand panel o f the figure) is (5.1 ±  0.4) X 10- 2 km s - 1  arcsec-1 , which is equivalent to 
88±7 km s- 1  pc - 1  for an assumed distance of 120 pc. If this is interpreted as being due 
to rotation, the lower limit on the mass contained within the central 2 0  arcseconds is 
~  0.35M g. As stated above, the mass of the envelope alone estimated from dust con­
tinuum observations is ~  0.1 M q, and to this must be added the unknown mass o f the 
central protostar. The possibility that the centroid velocity gradient is due to rotation 
is therefore not ruled out on these grounds. Whether the outflow could be responsible 
for this velocity gradient still needs to be considered, however.
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Figure 3.22: Grid map of L1689S-IRS67 in the HCO+ (J  =  4 —» 3) transition
174
R.A. o ffse t(a rc se c ) fro m  16 28 58.48
Figure 3.23: Centroid-velocity map o f L1689S-IRS67 calculated from the HCO+ (J  =  
4 —y 3) map shown in Figure 3.22, over the velocity range 3.1-5.1 km s_1. The contour 
step is 0.05 km s- 1 .
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Figure 3.24: Weighted least-square fits to the centroid velocity gradients along
northeast-southwest (left) and southeast-northwest (right) axes through L1689S-IRS67. 
The centroid velocity gradient is calculated over the velocity range 2.0-4.0 km s- 1 . See 
the text for more details.
A  C O (J  =  3 —̂ 2) raster map of the close vicinity of IRS67 is shown in Figure 3.25. 
The line profiles clearly show enhanced wing emission at many positions, especially 
at blue-shifted velocities. Channel maps produced from this map are presented in 
Figure 3.26. The red-shifted lobe extending south from IRS67 in the channel maps is 
consistent with previous observations of the outflow associated with this source (see 
above). There is little indication, however, o f a northern or northwestern blue-shifted 
outflow lobe in the channel maps -  rather, a blue-shifted outflow lobe is seen pointing 
towards the west. There are many examples o f outflows which show very different 
morphologies on large and small scales (e.g. see the discussions o f the IRAS 16293- 
2422 and Serpens SMM4 outflows in this chapter). One possible explanation for this 
is that outflows are intrinsically highly variable in direction. Another possibility is 
that the morphology of bipolar outflows is to a large extent determined by the way 
they interact with their surroundings. A  map with identical sampling but greater area 
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Figure 3.25: Grid map of L1689S-IRS67 in the C 0 (J  =  3 —> 2) transition.
certain that the velocity gradient measured in the H C 0 + (J  =  4 - »  3) map cannot 
be attributed to the outflow, since there appears to be little correlation between the 
H CO+ and CO velocities (e.g. the CO emission is red-shifted south of IRS67, whereas 
the HCO+ emission is blue-shifted in the south.)
3 .2 .7  Serpens S M M l —4
The Serpens molecular cloud is a low to intermediate mass star-forming region which 
has been the subject o f intensive observational study (e.g. Eiroa 1991; Eiroa & Casali 
1992; White, Casali & Eiroa 1995, hereafter W CE). The distance to the region has
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R.A. offset(arcsec) from 16 28 58.48
Figure 3.26: Channel map of L1689S-IRS67 in the C O (J  =  3 —> 2) transition.
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been the source o f some debate, with estimates ranging from 250 parsecs (Chavarria 
et al. 1988), to 750 parsecs (Zhang et al. 1988), based on spectroscopic parallaxes of 
stars believed to be physically related to the cloud. The most recent studies (de Lara 
et al. 1991; Straizys, Cernis & Bartasiute, 1996) have identified misclassifications of 
the spectral types o f some o f the stars used in the previous distance determinations, 
and suggest an actual distance of 300 ±  30 parsecs.
Eiroa & Casali (1992) carried out a comprehensive near-infrared survey o f the re­
gion and positively identified 51 young stellar objects associated with the cloud. They 
estimated a lower limit o f ~  450 pc - 3  for the average stellar density over a region ~0.5 
parsecs diameter, and a star formation efficiency in the range 8-28 per cent, suggesting 
that a bound cluster may be forming. The peak of the star formation activity is centred 
close to the Serpens reflection nebula (SRN), which is a diffuse optical and near-infrared 
nebula (Gomez de Castro, Eiroa & Lenzen 1988; Eiroa & Casali 1992) powered by the 
luminous pre-main sequence star SVS 2 (Strom, Vrba & Strom 1976).
Maps in ammonia (Ungerechts & Gusten 1984), C ^ O  (W CE), CS (McMullin et al. 
1994) and far-infrared emission (Zhang et al. 1988; Hurt & Barsony 1996) show the 
gas and dust in the central region to be concentrated in two cores, aligned approxi­
mately northwest-southeast. Estimates o f the gas density and temperature in the cores 
lie in the range 104 — 105cm ~ 3 and 20-30K respectively, with higher temperatures and 
densities towards some o f the embedded sources. The ~  70 M q northwestern core con­
tains the well studied far-infrared source Serpens FIRS 1 (Harvey et al. 1984), which 
is associated with a highly collimated, high velocity (~  300 km s-1 ) radio continuum 
jet (Rodriguez et al. 1980, 1989; Curiel et al. 1993, 1996), and a linear near-infrared 
feature, approximately aligned with the northwestern lobe o f the radio jet (Eiroa & 
Casali 1989). This source was labelled SMM1 by CED, and is the strongest o f the 
submillimetre continuum sources in the cloud.
The more massive southeastern core overlaps the reflection nebula, and contains
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a small cluster o f compact submillimetre continuum sources (Casali, Eiroa & Duncan 
1993, hereafter CED), two o f which (SMM2 and SMM4) have no near-infrared coun­
terparts. Barsony et al. (1996) used a maximum correlation algorithm to enhance 
the spatial resolution o f the IRAS maps o f this region, and derived upper limits for 
the far-infrared luminosities o f the submillimetre sources. SM M 1-4, and S6 8 N (Mc- 
Mullin et al. 1994) were identified as Class 0 sources. Hurt, Barsony & Wootten 
(1996) have observed each o f these sources in the high density molecular tracer H2 CO. 
In the B-2C O (J k_1k 1 =  (3 o3 —> ‘¿0 2 ) transition, four out of the five sources showed 
asymmetrical line profiles suggestive of infall. The remaining source, SM M 1 , showed a 
symmetrical double-peaked profile. Gregersen et al. (1997) included Serpens SM M 1-4 
in their HCO+ survey o f Class 0 sources, and found strong infall signatures towards 
SMM2 and SMM4.
The CO (J  =  2 —> 1 ) outflow map in Figure 3.27, taken from W CE, shows pos­
sible bipolar outflow associations with SMM1 (southeast-northwest) and SMM4 (ap­
proximately north-south), and perhaps SMM2 (southeast-northwest). Establishing the 
presence or absence o f outflows driven by the other Serpens objects is hindered by the 
considerable confusion from overlapping outflow lobes.
New  observations
Figure 3.28 shows the I4CO+ (J =  4 —>■ 3) and H13CO + (J =  4 —>■ 3) spectra observed 
towards the Serpens Class 0 sources SM M 1-4. O f the four sources, SMM2 and SMM4 
show line profiles most suggestive of infall. SMM4 in particular shows the classic sig­
nature o f a double-peaked self-absorbed main line profile skewed heavily towards the 
blue, with an absorption minimum redshifted relative to the peak of the optically thin 
isotopic line. The SMM1 main-line profile shows a deep absorption minimum, close to 
the peak velocity o f the isotopic line, and a very mild blue asymmetry. Strong high 
velocity wings are also visible, which are probably tracing the energetic bipolar jet and 
outflow driven by this source. The HCO+ (J  =  4 —> .3) spectrum observed towards 
SMM3 does not show any sign o f self-absorption, but a strong blue-shifted wing, prob-
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Figure 3.27: Map of the Serpens core in blue-shifted (dashed contours) and red-shifted 
(solid contours) high velocity C O (J  =  2 —̂ 1 ) emission, and 1100¿¿m continuum emis­










Figure 3.28: HCO+ (J =  4 —» 3) and H13CO+ (J  =  4 —» 3) (bold) spectra of the Serpens 
sources SMM1-4.
ably tracing an outflow, is clearly seen. In the following we concentrate primarily on 
the sources SMM2 and SMM4, as the best protostellar infall candidates in the Serpens 
cloud.
In Figure 3.29, the on-source spectra observed towards Serpens SMM2 are shown. 
Blue asymmetric line profiles are seen in most of the transitions shown, although 
C S(J  =  7 —> 6 ) emission was not detected above the ~0.2K  noise o f the observation. 
There is a remarkable similarity between line profiles of the main line HCO+ transitions 
and their isotopic counterparts, although the signal to noise ratio in the H13C O + (J  =  
4 ->  3) line profile is too low to attach too much weight to this.
Figure 3.30 shows a grid map of Serpens SMM2 in the H C O +(J =  4 —>■ 3) transition. 
This map was obtained from the JCM T data archive, and the observing runs during 
which these data were taken are described in W CE. The H C O +(J =  4 —> 3) emission
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Figure 3.29: Spectra observed towards the position o f the Serpens SMM2 continuum 
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Figure 3.30: Grid map of Serpens SMM2 in the H C 0+ (J =  4 ->  3) transition (taken 
from the JCM T data archive). The origin is at the position o f the submillimetre 
continuum peak.
is seen to peak northwest o f the continuum peak. The bright line profiles observed 
towards the north-western corner of the map include a contribution from the outer 
envelope o f SMM4 however, which lies at an offset of (-25,+50), and shows extended 
bright emission in HCO+ (J =  4 ->■ 3) (see Figure 3.32). This may in part explain the 
similar velocity structure of the isotopic and main line profiles discussed above, if the 
emission arises from overlapping clumps with different velocities along the line o f sight. 
There is no reliable way, however, to separate the overlapping contributions to the line 
profiles, and we therefore do not discuss this source any further.
The spectra observed towards the position o f the Serpens SMM4 submillimetre con­
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tinuum peak are shown in Figure 3.31. The optically thin lines (H 13CO + (J  =  3 —»■ 2) 
and H13C O + (J  =  4 —> 3) ) peak at a velocity of 7.95 km s- 1 . The C 180 (  J  =  3 —>■ 2) line 
peaks at 7.7 km s-1 , suggesting that there is a non-negligible optical depth in this line, 
as we have found for several of the objects previously discussed. There is good qualita­
tive agreement between the line profiles shown and radiative transfer model predictions 
for an infalling envelope (see the discussion above o f the NGC1333-IRAS 2  on-source 
spectra). First, both the main line HCO+ transitions show the asymmetric double­
peaked line profile skewed towards blue velocities (we note that the CO (J  =  3 —> 2 ) 
line also shows this type o f profile, however CO line profiles are not as robust infall 
indicators as H C O +, since they suffer greater confusion from foreground material and 
outflow gas). The isotopic HCO+ line profiles shown are also in qualitative agreement 
with model predictions, being single-peaked, and peaking between the velocity o f the 
absorption minimum and the blue-shifted peak of the main-line profile. A  further 
qualitative agreement between model predictions and observations is shown by three 
isotopic CO lines. Models predict that as the optical depth of the observed transition 
increases, the line profiles progress from single peaked and symmetric, to single-peaked 
and skewed to the blue, to double-peaked with the blue peak brighter than the red 
(Myers 1995). This is just the progression observed in the CO line profiles as the 
isotopic abundance increases. The CS line profiles represent the intermediate optical 
depth stage, being single peaked and skewed to the blue. Taken as a whole, therefore, 
the set o f line profiles shown in the figure are remarkably consistent with the qualitative 
expections for an infalling envelope.
Figure 3.32 shows a grid map of the SMM4 envelope in the HCO+ (J  =  4 —>■ 3) 
transition. The strongest emission is found at the origin and at the grid position imme­
diately north o f the origin. Blue-skewecl line profiles are evident in most of the spectra 
shown, although double peaked line profiles are only found in the central and western 
map columns. Comparison of the spectra in the southeast and northwest corners of 
the map reveals a shift in the peak velocity o f about 1 km s~1towards the blue along 
the southeast-northwest direction (see Figure 3.33). A centroid velocity map calcu­
lated from this grid map is shown in Figure 3.34, from which a southeast-northwest
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Figure 3.31: Spectra observed towards the Serpens SMM4 continuum peak. The dashed 
vertical line indicates a velocity of 7.95 km s-1 .
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Figure 3.32: Grid map of Serpens SMM4 in the HCO+ (J =  4 —>■ 3) transition, centred 
on the submillimetre continuum peak.
centroid velocity gradient o f ~  30km s_1pc_1 is measured. Also apparent in this plot 
is a ‘ blue-bulge’ encroaching onto the red-shifted side o f the velocity gradient from the 
blue-shifted side. As we discuss below and in the next chapter, this is a predicted 
signature o f infall in the presence o f rotation.
A  larger area HCO+ (J  =  4 —y 3) raster map of SMM4 is shown in Figure 3.35, 
which has been convolved with a 7 arcsecond FW HM  gaussian beam to improve the 
signal to noise ratio. The high spatial sampling of the map allows a 40% improvement 
in the signal to noise ratio at the expense of only a, 1 2 % increase in the effective beam 
size, from 13.6 to 15.3 arcseconds FWHM.
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Figure 3.33: Comparison o f spectra in the northeast (-14,+14) and northwest (+14,-7) 
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Figure 3.34: Centroid velocity map derived from the HCO+ (J  =  4 - 4  3) grid map 
o f Serpens SMM4 shown in Figure 3.32, over the velocity range 5.0-11.0km s- 1 . The 
contour spacing is 0.05 km s-1 .
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Figure 3.35: Raster map of Serpens SMM4 in the HCO+ (J =  4 —> 3) transition. This 
map has been convolved with a 7-arcsecond FW HM  beam to improve the signal to 
noise ratio, increasing the effective beamwidth from 13.6 to 15.3 arcseconds.
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Figure 3.36: Channel map of Serpens SMM4 in the HCO+ (J =  4 —)• 3) transition, 
produced from the raster map in Figure 3.35
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Figure 3.37: H C 0 + (J =  4 —>■ 3) integrated intensity (left) and centroid velocity (right) 
maps o f Serpens SMM4, over the velocity interval 4-12 km s-1 . The maps are both 
derived from the raster map shown in Figure 3.35, although for the integrated inten­
sity map the unsmoothed raster map was used. The peak contour o f the integrated 
intensity map is 18.6Kkm s_1, and the contour spacing is 0 .6K km s_1(~  la ) .  In the 
centroid velocity map, the minimum and maximum contours levels are at 6 .8  and 
8 .8 km s “ 1 respectively, and the contour spacing is O .lkm s-1 . The rest velocity o f the 
source (~  7.95 km s-1 ) lies in the transition interval between the dark and light con­
tours. The crosses indicate the effective FW HM  beam sizes.
The left hand plot in Figure 3.37 shows the integrated intensity map produced from 
the unsmoothed raster map. The HCO+ (J  =  4 —>■ 3) emission is seen to be strongly 
enhanced in the region o f SMM4 and is well resolved in our beam (the transition from 
dark to light contours in the figure marks the half-maximum level). The emission is ap­
proximately centred around the offset position (0,+5) on the map. Towards this point 
the integrated intensity flattens off into a plateau, and there is a shallow minimum 
at the central point itself, surrounded by horseshoe-shaped peak. The lower contours 
reveal an extension o f the peak towards the northeast, and a flattened linear feature 
oriented along a southeast-northwest axis through the peak.
In the right hand panel of Figure 3.37, the centroid velocity map calculated from the
20 10 0 - 1 0  -2 0  
R.A. offset(arcsec) from 18 27 24.70
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Figure 3.38: HCO+ (J  =  4 —»■ 3) position velocity diagrams for position cuts parallel 
(left) and perpendicular (right) to the elongated linear feature at a position angle of 
~  —50° in the integrated intensity map. They were calculated from the raster map 
shown in Figure 3.35, after interpolation onto a rotated grid which placed the elongated 
feature parallel to the x-direction.
spatially convolved HCO+ (J =  4 —>■ 3) raster in Figure 3.35 is shown. Centroid velocity 
maps suffer more from low signal to noise ratios than integrated intensity maps, and the 
small loss o f spatial resolution associated with the convolution is not significant. The 
southeast-northwest velocity gradient already mentioned is again very apparent in the 
figure. Comparison of integrated intensity and centroid velocity maps show the region 
o f brightest integrated HCO+ (J  =  4 —>• 3) emission to coincide with the blue-shifted 
part o f the velocity gradient, which makes the symmetric appearance of the plot about 
the line rest velocity all the more remarkable. The axis o f the steepest velocity gradient 
(P .A .~  —40°) is close to (but not coincident with) the axis o f the elongated feature 
in the integrated intensity map (P .A .~  —50°). A  further illustration o f the velocity 
gradient is given in Figure 3.38, which shows position-velocity diagrams along axes 
parallel and perpendicular to the flattened feature in the integrated intensity map. A 
clear velocity gradient is seen along the parallel axis, but not along the perpendicular 
axis.
Figure 3.39 shows the fits to the velocity gradient along axes parallel to and per-
Centroid Velocity Centroid Velocity
Position Offset (arcsec) Position Offset (arcsec)
Figure 3.39: Weighted least-squares fits to the centroid velocity gradient along axes 
parallel (left) and perpendicular (right) to the elongated feature at a position angle of 
-50° in the HCO+ (J =  4 —> 3) greyscale map (Figure 3.37). The open and filled circles 
represent measurements taken from the HCO+ (J =  4 —> 3) raster map (Figure 3.35) 
and grid map (Figure 3.32) respectively. In both plots, the origin coincides with the 
peak o f the HCO+ (J  =  4 —> 3) emission, and increasing position offset corresponds to 
increasing distance from the eastern edge of the maps. In the left hand plot, the line 
fit was calculated using only the points lying between the position offsets -30 and +12.
pendicular to the flattened feature, as in the position-velocity maps. The velocity 
gradient in the parallel direction is seen to be remarkably linear within a 15 arc- 
second radius of the origin. The gradient of the straight line fit is —4.1(±0.15) X 
1 0 ~ 2 km s- 1arcsec-1 , which implies a velocity gradient o f 28 +  lk m s _ 1pc_1 , for a dis­
tance o f 300pc. The corresponding fit values for the perpendular velocity gradient are 
—4.0(±3 .9 ) x lO - 5  km s_ 1  arcsec-1 , and 0.03±0.91uns-1 pc- 1 , however the points in this 
plot are not well fitted by a straight line. The centroid velocities along this axis clearly 
shift towards bluer velocities at positions near to the central peak. This ‘blue-bulge’ 
signature, parallel to the rotation axis o f a rotating, infalling protostellar envelope, was 
first predicted by the radiative transfer analysis of Walker, Narayanan & Boss (1994; 
see Chapter 4).
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As before, we estimate the lower limit on the mass assuming the observed velocity 
gradient is due to rotation, and the rotation axis lies in the plane o f the sky. We con­
sider the mass enclosed within the limits of the steep velocity gradient between position 
offsets o f -20 and +10 from the HCO+ peak (see Figure 3.39), and obtain a lower limit 
o f ~  1.9 M g (for a distance of 300 parsecs). Hurt and Barsony (1996) estimated a gas 
mass o f 3 Mgsurrounding SMM4, derived from dust continuum emission, which, along 
with the mass o f any embedded protostars, is sufficient to provide the centripetal force 
required to bind the rotation, as long as the rotation axis is close to the plane o f the 
sky. Nevertheless, if our analysis is correct, centrifugal effects are likely to have a very 
significant influence on the equilibrium and dynamics o f the envelope gas. It is tempt­
ing to speculate that the striking elongation seen in the integrated HCO+ (J  =  4 —> 3) 
map (see Figure 3.37), which is aligned approximately perpendicular to the inferred 
rotation axis, is caused by centrifugal flattening of the outer envelope (e.g Pudritz & 
Norman 1987). We note that a similar, although less striking, elongation was found 
in the only other source in our sample which unambiguously shows a strong rotational 
velocity gradient, IRAS 16293-2422.
It remains to be considered whether outflowing gas might be responsible for the 
observed velocity gradient in the H C O +(J =  4 —> 3) maps. Gregersen et al. (1997) de­
tected a velocity gradient in the same sense and along the same axis in their HCO+ (J =  
3 —> 2) map o f SMM4, but interpreted it in terms of outflow rather than rotation. 
SMM4 has previously been associated with a north-south bipolar outflow (W CE; Fig­
ure 3.27), however no well sampled CO maps have previously been published to our 
knowledge, which show the detailed structure o f the outflow in the direct vicinity of 
SMM4. Figure 3.40 shows our CO (J  =  3 —̂ 2) raster map of SMM4. Channel maps 
derived from this map are presented in Figure 3.41.
The first thing to notice from the channel maps is that SMM4 lies in a very confused 
region o f high velocity gas. In the velocity bins centred on -1 and + 2 k m s~ 1, a out­
flow lobe is seen to emerge eastwards from the vicinity o f the SMM4 continuum peak, 
curving towards the northeast. A  second region of high velocity blue-shifted emission
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Figure 3.40: C O (J  =  3 —f 2) raster map o f Serpens SMM4 and its close surroundings. 
The origin is at the position of the submillimetre continuum peak.
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Figure 3.41: C O (J =  3 —> 2 ) channel maps of Serpens SMM4 and its surroundings, 
produced from the raster map in Figure 3.40.
lies in the southeastern corner o f the map, well separated from SMM4. Blue-shifted 
high velocity gas was also detected at this position in the C O (J  =  2 —> 1) outflow 
map o f W CE, however it is unclear from where this high velocity gas originates. In the 
+ 2  km s~xblue-shifted velocity bin a second ‘lobe’ is seen to the west o f SMM4, and 
appears to be connected to it.
Turning attention now to the high velocity red-shifted emission, a striking lobe ex­
tending northwestwards from the southern edge o f the map is seen in the 14 km s - 1  velocity 
bin, which is very suggestive of a collimated outflow lobe, and appears to originate from
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a driving source at or just beyond the southern edge o f the map. We have found no 
plausible candidates for the driving source in the literature however. We note, however, 
that the southern half of our CO map overlaps with the extremely compact SVS4 clus­
ter o f young stellar objects (Eiroa & Casali 1989). Also visible in the 14km s-1 velocity 
bin is a narrow filament o f emission extending southwards from the northern edge of 
the map. This may be an outflow lobe associated with the double Class I source SVS20 
(labelled SMM 6  by CED), which lies about 12 arcseconds beyond the northern edge 
o f the map in the direction o f the filament. In the highest redshifted velocity bin, 
a curving southern high velocity lobe is seen, similar to the curved lobe seen in the 
- 1  km s_ 1  blue-shifted velocity bin.
The confusion from the overlap of different regions of high velocity gas apparent 
in the channel maps, and the limited extent of the mapped region, prevents the un­
ambiguous association of these regions with particular sources. A probable exception 
is the eastern/northeastern blue-shifted lobe which emerges from the northern half of 
SMM4 in the northern half of the - 1  km s- 1  velocity bin. This is supported by the fact 
that a counterpart to this lobe is also seen in the HCO+ (J  =  4 —> 3) channel maps (see 
Figure .3.36). Identification of the expected red-shifted counterlobe is confused by the 
strong southeast-northwest redshifted lobe dominating the southern half o f the map 
at redshifted velocities, which is probably not associated with SMM4. We tentatively 
suggest, however, that the shallow decline o f the emission on the southwestern side of 
this red-shifted lobe is due to the overlap of the southwestern red-shifted counterpart 
to the SMM4 northeastern blue-shifted lobe. The origin of the other high velocity fea­
tures, in particular the striking southeast-northwest redshifted outflow lobe, is left as 
an interesting area for future study.
The orientation o f the bipolar outflow (approximately northeast-southwest) sug­
gested above to be driven by SMM4, is approximately perpendicular to the direction 
o f the velocity gradient inferred from the HCO+ (J =  4 —>■ 3) data (e.g. Figure 3.37). 
This would appear to rule out this outflow being responsible for the observed velocity 
gradient in the northwest-southeast direction. We also largely discount the influence of
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the strong redshifted outflow which is oriented approximately parallel to the velocity 
gradient, for the following reasons. First, there is actually very little overlap between 
this lobe, as seen in the CO channel maps, and the bright peak o f HCO+ (J — 4 —> 3) 
emission. Secondly, it is implausible that the interaction o f a highly red-shifted outflow 
lobe with the SMM4 gas envelope could produce a coherent velocity gradient featuring 
strongly blue-shifted as well as red-shifted velocities. It is possible, however, that red- 
shifted emission contributed by this outflow is responsible for the slight disagreement 
between the axis of elongation in the HCO+ (J =  4 —>- 3) greyscale map and the velocity 
gradient axis (see Figure 3.37). In summary, we conclude that the velocity gradient 
measured in the SMM4 HCO+ (J =  4 —> 3) map is not significantly affected by outflow 
gas, and is most likely due to rotation o f the gas envelope.
3 .2 .8  L 1 4 4 8 -IR S 3
The L1448 dense globule lies at the western end of the Perseus dark cloud complex, at a 
distance o f about 300pc (Cernicharo, Bachiller & Duvert 1985). Bachiller et al. (1990) 
mapped the globule in various transitions o f CO, CS and NH3 , and derived a mass of 
~5OM0 , a kinetic temperature of 12-14K, and a central density o f nn2 ~  5 X 104cm - 3 . 
The ammonia emission was found to be spatially separated into two distinct cores, 
which were later mapped in HCO+ (3 —> 2) and CS(5 —> 4) by Davis et al. (1994), 
using the JCM T.
The southern ammonia core peaks close to the Class 0 source L1448-C, which has 
an estimated luminosity o f 9 ± 3 L0  (Bachiller, André & Cabrit 1991). L1448-C (also re­
ferred to by the names L1448-mm and L1448-S) is the driving source o f one o f the most 
powerful and collimated bipolar outflows discovered to date (Bachiller et al. 1990), 
with CO (2 —$■ 1) observations recording a terminal radial velocity o f around ±70km  
s_1 . An extended knotty jet is seen in 2 .1 2 ¡urn H2 v =  1 — 0 S (l) emission (Terebey 
1991; Bally et al. 1993; Davis et al. 1994), which mainly follows the northern lobe of 
the approximately north-south bipolar outflow. Using the VLA, Curiel et al. (1990)
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detected 2 -cm radio continuum emission coincident with the submillimetre continuum 
peak, which they attributed to shock ionisation produced by a fast neutral wind from 
the central star.
The northern core harbors the 11L© Class 0 source IRS3 (Bachiller & Cernicharo 
1986), (also referred to as L1448-N). It coincides in the plane o f the sky with the north­
ern, blue-shifted lobe of the L1448-C bipolar outflow (see Figure 3.42), but probably 
lies in the foreground, since the molecular hydrogen jet appears to be extincted at this 
position (Davis 1994). L1448-IRS3 is itself driving a weaker collimated bipolar outflow, 
aligned SE-NW, and was detected as a double source at 2-cm and 6 -cm wavelengths 
by Curiel et al. (1990).
New  observations
Figure 3.43 shows our on source observations towards L1448-IRS3. Although only three 
different transitions were observed, the line profiles are consistent with infall predic­
tions and follow a similar pattern to the other good infall candidates in our sample. In 
particular, the HCO+ ( /  =  4 —̂ -3) line shows a double-peaked, blue-asymmetric profile, 
and the isotopic line peaks in the absorption minimum of the main line.
The HCO+ (J  =  4 —>■ 3) grid map o f L1448-IRS3 paints a somewhat more compli­
cated picture. To the north and east of the source position, the line profiles are skewed 
strongly to the red. It is tempting to attribute this to the strong outflow in this object, 
although it is difficult to understand why the outflow should produce such a strong 
enhancement in the red-shifted HCO+ (J  =  4 —>■ 3) emission at the northern position, 
when the red-shifted outflow from this source extends in a southeasterly direction. We 
note that a very similar kind of reversal was seen in the HCO+ (J =  4 —> 3) grid map 
o f NGC1333-IRAS2 (see Figure 3.5), although in that case the position o f the reversal 
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Figure 3.42: C O (J  =  2 —> 1) map of the L1448-C and L1448-N outflows (labelled 
the figure as L1448-mm and IRS3 respectively), from Bachiller et al. (1991).
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Figure 3.43: Spectra observed towards L1448-IRS3.
that L1448-IRS3 coincides on the sky with the blue-shifted outflow lobe from L1448-C, 
and there may even be some direct interaction between the two. In any case, the off- 
centre HCO+ (J  =  4 —>■ 3) line profiles weaken considerably the case for infall in this 
object. Even if the on-source line profiles are tracing infall, the off-centre profiles do not 
fit into any simple infall model, and if the off-centre profiles are caused by the outflow, it 
is difficult to argue that the on-source spectra are not also contaminated by the outflow.
In summary, we find that probable confusion from the outflow makes it impossible 
to identify unambiguously protostellar infall signatures in this object.
3 .2 .9  L 483
L483 is a ~  21M 0  isolated core containing a deeply embedded young stellar object 
(IRAS 18148-0440), which drives a collimated east-west bipolar outflow (Fuller et al. 
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Figure 3.44: Grid map of L1448-IRS3 in the HCO+ (J =  4 —> 3) transition.
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sumed by Ladd et al. (1991), but no reliable distance estimate has been published to 
our knowledge.
The striking bipolar near-infrared reflection nebula associated with this source (see 
Figure 3.48) is produced by the scattering o f light from the central protostar from the 
walls o f cavities cleared by the outflow. The asymmetric near-infrared brightness distri­
bution in the two lobes of the nebula can be understood if the outflow is inclined from 
the plane o f the sky by > ~  40° (Fuller et al. 1995). L483 appears to be a typical Class 
0 source, with an envelope mass of > ~  0.3 M@ (Fuller et al. 1995), a collimated outflow 
and a centimetre radio continuum detection (Anglada et al. 1997). The spectral energy 
distribution o f the central source is well fitted by a 40K grey body, although on a larger 
scale the kinetic temperature derived for the core gas is only ~  12K (Parker, Padman 
& Scott 1991). Ammonia maps o f the core show a strong peak towards the position of 
the embedded source (Anglada et al. 1997; Fuller & Myers 1993). The relatively warm 
dust temperature and the molecular emission peak suggests that L483 is more evolved 
than some other Class 0 sources such as VLA 1623.
Myers et al. (1995) tentatively claimed that L483 showed spectroscopic evidence 
o f gravitational infall, using tracers covering a range of optical depth. An infall type 
line profile was observed in the CS(J =  2 —>• 1) line, although overall the evidence 
was not conclusive. Gregersen et al. (1997) presented observations o f L483 in several 
transitions of I1C 0+ and H13CO+ , which showed line profile asymmetries opposite to 
that expected for infall.
New  observations
Figure 3.45 shows the on-source spectra observed towards L483. The C S(J =  5 —)■ 
4) and HCO+ (J  =  4 —)• 3) lines are clearly skewed towards red velocities, relative 
to the systemic velocity (5 .6km s_1), which was estimated from the centroid o f the
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H 13C O + (J =  4 —>■ 3) line. Apart from the H13CO + (J  =  4 —* 3) line, the line profiles 
do not show any o f the characteristic signatures o f infall, and are in fact more consis­
tent with an expanding envelope model. One possible explanation is that we are looking 
at the L483 core through entrained gas in the blue-shifted outflow lobe, which has a 
sufficiently large inclination and opening angle to allow it to intersect with the line of 
sight to the central source.
Figure 3.46 shows a HCO+ (J =  4 —> 3) grid map of L4-83. Red-skewed asymmetric 
line profiles are seen over most o f the map. The red-shifted peak varies strongly in 
intensity with position, reaching a maximum at the position northwest o f the origin. 
Figure 3.47 shows a wider area HCO+ (J =  4 —> 3) raster map o f L483. In Figure 3.48 
a greyscale map o f the integrated H C O +(J =  4 —y 3) intensity is compared with the 
2.12/rm map o f Fuller et al. (1993). The first thing to notice is that the HCO+ emission 
does not peak at the origin, which, in fact, coincides with a weak saddle point in the 
HCO+ emission. The overall morphology of the HCO+ emission appears to be well 
correlated with the western lobe of the bipolar infrared reflection nebula centred on the 
L483. Since this lobe o f the reflection nebula is clearly associated with the blue-shifted 
bipolar outflow lobe (Fuller et al. 1995), this strongly suggests that the off-centre 
HCO+ (J  =  4 —>• 3) emission is dominated by the outflow.
To investigate this further, we show in Figure 3.49 channel maps derived from the 
raster map in Figure 3.47. Surprisingly, the HCO+ (J =  4 —y 3) emission to the west 
o f the centre is not biased towards blue-shifted velocities, as would be expected if it 
mainly arises in the blue-shifted outflow lobe -  in fact the strongest emission in this 
region is seen in the red-shifted 6 .1  km s_ 1  velocity bin.
The line profile shapes and morphology shown by our spectral line observations 
o f L483 do not fit into any simple source model. The observations are clearly not 
consistent with infall, and in contrast to VLA 1623, we cannot plausibly attribute 
this to strong depletion, since the gas in the L483 envelope is much warmer than in
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Figure 3.45: Spectra observed towards the peak of L483. The vertical dashed line is at 
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irMtv AW* iHrsuw v ptMjÛYf~̂ Wihfkf,vJV̂W(íWML-' i v4y«WW
WiVWI ■}■"""').! -VS1*# A ) NfAtivA+ i>i/'vr
AtVViA*JVn-»«fftwtMNih^Wiv̂ Vu>jA mfrAtfJ V « i/V i , / ;■. rV>1̂V' tyi\y
■W'-'V whiv- , A iA rtfArl IVrVVljaf'V.'
(VvWvïAírVI .mA h njA, - - ■: W^S
W i hi'"-' LtfA*»n A IfAy 1/hV iw/ivWiS/̂ Lk̂ V
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Figure 3.47: HCO+ (J =  4 —ï 3) raster map of L483.
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Figure 3.48: The top diagram shows the 2.12 fxm map of the L483 infrared nebula, from 
Fuller et al. (1995). The pixel scale is 1 pixel=1.09". The position o f the protostar 
is indicated by the ‘star’ . The bottom map shows the integrated HCO+ (J  =  4 —)■ 3) 
emission towards L483, between 3.0 and 20$km s-1 .The contour step is 1.0K  km s- 1 , 
and the origin coincides with the position of the protostar.
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Figure 3.49: HCO+ (J  =  4 —>■ 3) channel maps o f L483, derived from the raster map in 
Figure 3.47. The contours begin at -0 .5K km s_1, and increase in steps of 0 .5K km s_1.
VLA1623. Taken at face value, the line profiles suggest that the L483 envelope is 
expanding. It is interesting to contrast the line profiles in this map with those in the 
Serpens SMM4 HCO+ (J =  4 —> 3) map shown in Figure 3.32. The profiles in each 
map appear remarkably similar to the reflections along the velocity axis o f the profiles 
in the other map. A  similar relation is found between the line profiles predicted by 
radiative transfer calculations o f envelope models which differ only by a change in sign 
of the systematic gas motion.
3.3 Summary
In this chapter we have presented results from a submillimetre spectral line survey 
using the James Clerk Maxwell Telescope, o f a sample o f objects representing the
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earliest known stages of protostellar evolution. Our study has revealed a mixture o f 
infall, rotation and outflow motions. O f the ten objects included in our sample, five 
(NGC1333-IRAS2; IRAS 16293-2422; L1689S-IRS67; Serpens SMM2; Serpens SMM4) 
showed qualitative signatures of infall (i.e. blue-skewed line profiles) in the high crit­
ical density tracers, CS and HCO+ . O f the remaining objects, four showed either no 
signature of infall or conflicting signatures in different tracers, and one (L483) showed 
red-skewed line profiles, in direct conflict with the infall expectation. We examined 
the evidence that the line profiles o f the HCO+ and CS transitions observed towards 
each o f the objects were confused by emission from outflows, by comparing the mor­
phology and centroid velocity gradients found in maps o f these transitions with CO 
outflow maps, wherever possible. A  strong conclusion o f this study is that the CS 
and IiC O + submillimetre transitions, which are usually thought o f as good tracers of 
protostellar envelopes by virtue o f their large critical densities, are often significantly 
contaminated by outflow emission.
We identify two objects from the five infall candidates in our sample, Serpens SMM4 
and IRAS 16293-2422, for which we find little or no evidence o f contamination by out­
flows in the HCO+ and CS data. These objects appear to have many similarities. Both 
show strong evidence for rotation (£2 sin i ~  28 and 6 6  km s- 1  pc - 1  for SMM4 and IRAS 
16293 respectively), and appear to be elongated perpendicular to the rotation axis in 
maps o f integrated HCO+ (J  =  4 —> 3) emission. This may provide evidence that 
centrifugal support is significant in parts of the envelope. Both these objects are also 
associated with complicated outflows. We identify NGC1333-IRAS2 as a third strong 
in fall candidate, although in this object the HCO+ and CS spectra show evidence of 
contributions from the outflow.
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In this chapter, we discuss the general approach to the modelling o f infall line profiles 
using spherically symmetric radiative transfer models, dealing with each physical pa­
rameter in turn. Using the STENHOLM radiative transfer code described in Chapter 
2 , we investigate the qualitative dependence of the predicted line profiles on a num­
ber o f different model parameters. Model fits to the HCO+ and CS observations of 
NGC1333-IRAS2 and Serpens SMM4 are presented and discussed.
4.1 Approach to the modelling
The approach to the data modelling is necessarily a compromise between the desire to 
represent realistically the object being modelled, and the practical need to limit the pa­
rameter space and running time of the numerical simulations. Ideally, the model should 
include two or three dimensional source geometries, with dumpiness and macroscopic 
turbulence, and a self-consistent treatment o f the dynamics, heating and cooling, chem­
istry, and ionisation balance (and hence magnetic support) in the protostellar envelope. 
This lies beyond the aims of this thesis, however.
The observations are modelled using the spherically symmetric microturbulent A-
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iteration radiative transfer code described in Chapter 2. Such a model is better matched
Even with the considerable simplification of spherical symmetry, however, the choice 
o f parameters is formidable. Radial profiles of density, kinetic temperature, molecule 
abundance, systematic velocity, and microturbulent velocity width must be specified. 
Additional parameters include the choice o f inner and outer boundaries o f the model, 
the incident radiation fields at the inner and outer boundaries, and the distance to 
the object. Strictly speaking, the number of parameters required to constrain each 
radial profile fully is equal to the number o f discrete radial shells used to represent 
the model cloud. Some a-priori assumptions must be made about the form s  taken by 
these profiles, so that they may be described by specifying only a few parameters. For 
example, some o f the profiles may be assumed to have a power law dependence on 
radius, which requires only the power law exponent and a normalisation factor to be 
specified. Wherever possible, theoretical considerations are used to guide the choice 
o f parameters used to describe the radial profiles. In the following sections we discuss 
each physical parameter profile in turn.
4 .1 .1  T h e  system atic  velocity  profile
Following the onset of fully dynamical collapse, the radial velocity profile should tend 
towards a freefall r - 1 / 2 profile (e.g. Larson 1969; Shu 1977; Hunter 1977; Zhou 1992; 
Foster & Chevalier 1993). The pure free-fall velocity profile may be written as:
Hunter (1977) argued that the infall velocity profiles in non-rotating clouds which col­
lapse from different initial conditions should approximately converge, even when the 
mass accretion rates are very different, as long as the comparison is made at times when 
the central protostellar masses are equal. This gives some justification for our use of 
the Shu model velocity profiles to parameterise the infall velocity field in the radiative 
transfer modelling. This allows the velocity field to be described in terms o f only two




quantities: the infall radius, r;nf and the effective sound speed aefr, We stress again that 
these are merely used as parameters characterising the velocity field, and their actual 
physical significance is model dependent.
We have found the following empirical fit to the exact velocity profile predicted by 
the standard Shu model (Shu 1977; see Chapter 1 ), inside the infall radius at r;nf =  aeffi:
( « I
® eff V H n f  )  V H n f  /
If the collapsing cloud has some initial rotation, then centrifugal effects are expected 
to become important at small radii, and the radial velocity profile should turn over close 
to the centre as well. According to the Terebey, Shu & Cassen (1984) model, if the 
collapsing cloud has an initial angular velocity Q, then the inner radius, r^, at which 
centrifugal forces begin to dominate depends on the mass already accreted, M acc, and 
the radius, R, enclosing this mass in the initial singular isothermal sphere, through the 
following relation:
Q 2 R 4  ( a  n
Vd G M acc ’ ( ' }
n  y  f  r  y  (  m .c
1 7  U m s - V - V  V5000AuJ A M q )  a u ‘ (4'5)
(4.6)
- l
4 .1 .2  T h e m icroturbulent velocity  profile
As discussed in Chapter 2 , the radiative transfer code used to model the data in this 
thesis makes use o f the microturbulent approximation, which assumes that random 
‘turbulent’ motions can be treated in the same way as thermal molecular motions, i.e. 
they are incorporated into the local line profile function. Comparisons between radia­
tive transfer codes which model macroscopic and microscopic turbulence suggest that 
the main effect o f relaxing the microturbulent approximation is to reduce the strength 
o f self-absorption features (Park & Hong 1995).
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Although observations appear to indicate random motions o f some kind must be 
present in protostellar envelopes, very little theoretical work has been done on the 
role o f turbulence and turbulent support in protostellar collapse. Lizano & Shu (1989) 
derived a ‘ turbulent equation of state’ using the well known ‘ Larson’s Laws’ (Larson 
1981), which relate the observed velocity dispersion (<r), size (R ), and average density 
(p) in molecular clouds and cores:
cr oc (4.7)
p oc RT1. (4.8)
These correlations apply to ensembles of clouds and also to observations o f individual
clouds in different molecular tracers, and are believed to characterise the turbulent
motions in molecular clouds (e.g. Myers 1983). Together they imply
a cc p ~ 2 .  (4.9)
Zhou (1992) assumed that this relation describes the spatial variation o f turbulent 
velocity with density in an individual protostellar envelope, in radiative transfer calcu­
lations o f infall line profiles from self-similar collapse models.
Lizano & Shu (1989) defined the ‘turbulent pressure’ , Ptb, by the relation
a 2 =  dPth/clp, (4.10)
which when combined with equation 4.9 leads to
Ptb -A \ o g p .  (4.11)
This was suggested to characterise the mechanical support provided by the turbulence.
When added to the thermal pressure Pth, it leads to the following ‘equation o f state’ :
P  =  pa2 +  A logp , (4.12)
where a is the isothermal sound speed and A is a variable parameter. This is known as
a ‘ logotropic’ equation of state.
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McLaughlin & Pudritz (1996) derived a similar but different equation o f state by 
using the relation a 2 =  Ptot/P in place of equation 4.10 (where Ptot is the combined 
turbulent and thermal pressure), and incorporating deviations from the standard line- 
width size relation (4.7) observed towards high mass cores (Caselli & Myers 1995), with 
the result:
^  =  1 +  A l n ( f ) ,  (4.13)
-*c Pc
where Pc and pc are the central density and pressure in a cloud.
Vasquez-Semadeni, Canto & Lizano (1997) have recently argued that equations 
o f state derived from Larson’s Laws may be inappropriate to dynamically collapsing 
clouds, because Larson’s Laws were determined from observations of clouds which were 
in equilibrium configurations, i.e. “instead of representing a number o f different states 
for the same cloud, they represent the same state for different clouds” . They carried out 
numerical hydrodynamic and magnetohydrodynamic simulations to test the behaviour 
o f the turbulence during the collapse, and found that, in contrast to equation 4.9, 
the turbulent velocity dispersion actually increases with density during the collapse. 
For purely hydrodynamic and weakly magnetic collapse models the relation between 
the turbulent velocity dispersion and the density approached a power law o f the form 
a  oc p 1/ 2 (i.e. Ptb p2). In the case of strongly magnetically inhibited collapse, 
the power law index changed to a oc p 1/ 4 (Ptb oc p3/ 2), consistent with the predicted 
behaviour for the slow compression of Alfven waves (McKee & Zweibel 1995). The 
increase in turbulent velocity dispersion during the collapse was likened to the heating 
of a gas (i.e. increasing thermal velocity dispersion) under adiabatic compression.
As the preceding discussion has illustrated, the behaviour o f the turbulence in in­
falling protostellar envelopes is theoretically rather uncertain. Turbulence nevertheless 
plays a very important part in the formation o f line profiles, and is unfortunately one of 
the principal sources of uncertainty in the radiative transfer modelling. In the models 
in this Chapter, we will usually assume that the turbulent velocity is spatially uniform.
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4 .1 .3  T h e  density profile
In a region where the infall velocity has a free-fall profile (Equation 4.2), there will 
usually be a strong tendency for the density profile to adopt an r - 3 / 2 distribution: if 
the rate o f injection of material into the accretion stream is not changing rapidly with 
time, the quantity 4nr2pvr should be approximately independent of radius. The Shu 
model prediction for the density profile deep inside the infalling region may be written 
as:
P(r) =  — V eiï 1 /2  r 2 , (4.14)
7Tv/32 Gr 1 / 2in f
where, as before, r ¡nf =  aeffi is the infall radius, and aeff is the effective sound speed. 
This may be written in terms of the molecular hydrogen number density, ?zh2, using 
«h 2 =  p/p, where p  ~  2 .8  mp is the mean molecular mass:
* < ■  * 1 0 6  ( o i i i ^ ) 2 '  ( ™ ) ' * ' ( m ) ' *  < 4 - 1 5 >
The exact Shu model density profile inside the whole infalling region is very well ap­
proximated by the following empirical formula:
- 0 . 6 T
p(r) = ■‘eff
2tt Gr?nî 0.35 ( —— ) +  0.65 ( —— )\ r in iJ \ n nfJ (4.16)
Writing this in terms o f the molecular hydrogen number density, we find
«eff \2 i r \~2nn2 =  2.9x10
0.35 km s 1/  V1000AU/
0.35 ( —  ) 2 +  0.65
H n f  /  V i ’ i n f y
^ x - 0 .6 4
cm -3 .
4.17)
Outside the infall radius, the density profile is
a
P(r) =  2 ^ ,  (4.18)
nn2 =  2 .9 x 1 0 s ( ------— — =-) • ( TT ) cm “ 3. (4.19)
2 V 0.35 km s“ 1/  VlOOOAUy v ;
- 2
There are several competing theoretical models which predict different forms o f the 
density profiles at various stages in the contraction and collapse o f a dense cloud core 
(e.g. Basu & Mouschovias 1994; Foster & Chevalier 1993). Once a central core has 
formed, however, and the collapse begins to evolve hydrodynamically, theoretically, 
there is a tendency for the forms of the density and velocity profiles to converge to­
wards the Shu model forms, at least towards the centre o f the collapsing regions (e.g.
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Foster & Chevalier 1993). We therefore initially search for fits to our observations us­
ing density profiles o f the form o f Equation 4.17, although we do not require that the 
adopted density profile uses the same rjnf and aeff as the Shu model form of the velocity 
profile. The values o f aeff and r;nf used in the model fits are simply adjustable parame­
ters, and do not necessarily carry the physical meaning given to them by the Shu model.
4 .1 .4  T h e  kinetic tem p eratu re profile
The temperature o f the gas in an infalling protostellar envelope is determined by the 
balance of heating and cooling processes. The heating processes include line-absorption 
o f dust-continuum photons followed by collisional de-excitation; compressional heating 
due to the converging gas motion; and gas-grain collisions (when the dust temper­
ature is higher than the gas temperature). Cooling processes include line emission 
and gas-grain collisions (when the dust temperature is lower than the gas tempera­
ture). Ceccarelli, Hollenbach & Tielens (1996) modelled all o f these processes, as well 
as chemical evolution and grain mantle desorption, to derive the temperature profile 
in protostellar envelopes with density and velocity profiles given by the Shu (1977) 
model, and a central embedded heating source. They found that in all the cases stud­
ied, the gas temperature profile stays within ~  30% of the dust temperature, usually 
lying slightly below the dust temperature. In the following it is assumed that the gas 
temperature is well coupled to the dust temperature, which is primarily determined by 
the balance o f absorbed and emitted continuum radiation. This assumption may be 
significantly in error, however, for hydrogen number densities below ~  1 0 4 cm~3.
An approximate expression for the dust temperature profile in a spherical proto­
stellar envelope in the optically thin limit may be obtained as follows. We first o f all 
assume that the wavelength dependence o f the dust opacity over the range o f peak 
wavelengths o f the dust emission in the envelope, is given by
Kd(A) cc A_/3, (4.20)
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where ¡3 is a constant, and typically has a value between 1 and 2. We will later adopt
the canonical value o f 1.5 suggested by submillimetre dust continuum observations of
Class 0 envelopes (e.g. André, Ward-Thompson & Barsony 1993). If the emitted 
radiation reaching the optically thin part o f the envelope peaks at the wavelength A*, 
then a representative grain of dust at the radius r will be heated by radiation at a rate 
approximately given by
(4-21)
where L* is the luminosity o f the central source. If T^(r) is the grain temperature at 
the radius r, then the grain cooling rate approximately satisfies
As (r) a  aTd(r)4\ci(r)~^ (4.22)
oc aTd(r)4+l3, (4.23)
where A¿(r) is the wavelength at which the dust emission peaks. In radiative equilib­
rium, As (r) =  Ts (r), which finally gives
/  r \ i/(4+/9)
U r )  °= ( ^ )  • (4.24)
The value o f A* depends on the details of the dust radiative transfer through the 
optically thick inner region (i.e. how the material in this region is distributed). Kenyon 
et al. (1993) used the diffusion approximation in the optically thick region to estimate 
the value o f A*. For a density profile of the form p(r) =  por~q this gives:
A+ oc Po2^
L
1 /(4 + 4 /3 )
(4.25)
Substituting this expression into equation 4.24, and setting (3 =  1.5 and q =  1.5 
(appropriate for a hydrodynamically collapsing region), we find
rp  (  \  — 0 .055  t  0 .21  „ —0 .3 6  /.<Td(r) oc p0 T* r . (4.26)
The temperature profile in the optically thin part o f the envelope is therefore only 
weakly dependent on the density normalisation and the luminosity. An expression for 
the accretion luminosity of the central protostar may be derived if the standard Shu 
model is correct. The mass accretion rate predicted by the Shu model is:
If the infalling gas falls directly onto the surface o f the protostar, with radius i?*, the 
accretion luminosity may be written as:
GM*M* M a3
L *  =  — i r  =  I T ’ ( 8 )
=  ( 4 - 2 9 )
Model calculations for the central hydrostatic protostar indicate that the protostellar 
radius, R+, is a function of the mass accretion rate, the protostellar mass, and the 
deuterium abundance, but for masses below 1 M 0  this radius is confined to the range 
1.5-6 R®, and has a typical value of around 3 R 0  (Stahler 1988). The accretion lumi­
nosity could be considerably less than the value given by Equation 4.29, however, if the 
mechanical luminosity o f the outflow accounts for a significant fraction o f the accretion 
energy (Henriksen, André & Bontemps 1997).
Despite the approximations used in the above derivation, the predicted dependence 
o f the temperature profile on the various quantities agrees well with the results o f de­
tailed dust radiative transfer calculations (e.g. Butner et al. 1990; Kenyon, Calvet & 
Hartmann 1993). Equation 4.26 only applies to the optically thin region o f the enve­
lope, however. Inside the radius at which the envelope becomes optically thick to its 
own radiation (typically < ~  100 AU), the temperature profile steepens, to a ~  r~ 5/7 
power law (Adams & Shu; Kenyon et al. 1993). For the objects modelled in this chap­
ter, the optically thick region is expected to be very much smaller than the beam size 
o f the observations, and is comparable to the inner shell radius used in the radiative 
transfer models. At sufficiently large radii, the gas temperature will approach the am­
bient temperature o f the larger scale cloud. We therefore adopt the temperature profile 
appropriate to the optically thin limit (T  oc r s; s =  —0.33-0.4) in the inner region, and 
switch to a flat profile at the radius where the power law inner profile falls below the 
ambient cloud temperature.
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4 .1 .5  T h e  abundance profile
The profiles o f CS and HCO+ relative abundance in an infalling protostellar envelope 
are governed by time dependent chemistry and the transfer of molecules between the 
gas phase and the ice mantles surrounding dust grains. This problem has been stud­
ied by Rawlings et al. (1992) and Willacy, Rawlings & Williams (1994) in the case 
o f isothermal collapsing clouds. The objects studied in this thesis, contain internal 
stellar heating sources, and are unlikely to be well described by an isothermal model.
The chemistry o f internally heated infalling protostellar envelopes has been studied by
Ceccarelli, Hollenbach & Tielens (1996), who included HCO+ in their list o f chemical 
species.
The principal formation mechanism of H C O + in dense cloud environments is through 
the reaction o f CO with H3 :
H+ +  C O -> H C O + +  H2. (4.30)
H i is formed following the ionisation of molecular hydrogen hydrogen by cosmic rays 
(CR):
H2 +  CR -»■ H+ +  H +  e~, (4.31)
H+ +  H2 ->  H+. (4.32)
The principal destruction mechanisms of HCO+ are
HCO+ + e "  -> CO +  H, (4.3.3)
H C 0+ +  H20  -> H3 0 + +  C 0 , (4.34)
HCO+ +  CS -4  HCS+ +  CO. (4.35)
(4.36)
The second o f these reactions only becomes significant when H20  ice evaporates from
dust grain mantles at T(_i >  100K. This introduces a qualitative difference between
chemical models o f HCO+ in isothermal and internally heated envelope models. In 
the isothermal models, the abundance o f HCO+ increases in the inner regions, as a
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result o f the greater depletion o f H2 O onto dust grains with increasing gas density 
(Rawlings et al. 1992). Conversely, internally heated models may warm the innermost 
regions sufficiently to release H20  from grain mantles into the gas phase, causing a 
substantial drop in the HCO+ abundance in the inner regions (Ceccarelli et al. 1996). 
The HCO+ abundance profile has more than just an observational significance, since 
IICO+ is one of the principal ionic species through which the cloud is coupled to the 
magnetic field, and chemical processes in the envelope may have dynamical conse­
quences.
The main production mechanisms for CS include the following reactions (Prasad & 
Huntress 1982):
CH +  S —> CS +  H, (4.37)
SO +  C CS +  O, (4.38)
HCS+ +  e“ CS +  H. (4.39)
The first reaction only takes place in low density regions where CH is abundant. 
CS is difficult to destroy, since the main destruction mechanism o f CS produces HCS+, 
which leads directly back to CS. If sufficient carbon atoms remain available after forma­
tion o f CO, all gas-phase sulphur should eventually be processed into CS in quiescent 
clouds (Swade 1989).
Given the theoretical uncertainties regarding the radial profiles o f the tracer molecule 
fractional abundances, and the requirement to limit the parameter space, we used flat 
abundance profiles in our modelling. The fractional abundances o f CS and HCO+ mea­
sured in dense molecular gas cores occupy similar ranges, typically between 1 0 - 9  and 
1(T8 (e.g. Irvine et al 1987; McMullin, Mundy & Blake 1994; Blake et al. 1995). The 
measured values o f [12C / 13C] at the galactocentric radius of the sun (which applies to 
all our observed objects) lie in the range 50-100 (Wilson & Rood 1994). We therefore 
restrict the abundances used in the modelling to these ranges of values.
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4.2 Parameter study of infall profiles
4 .2 .1  T h e canonical infall m odel
It is useful to define a specific infalling envelope model, with plausible physical param­
eters, which may be used to investigate some general properties o f infall spectral line 
profiles. We use the Shu model density and velocity profiles (equations 4.17 and 4.3) 
at the stage when a mass M ® /2 has already accreted onto the central protostar, and a 
further ~ M ® /2  o f envelope gas is infalling towards it. If we choose an effective sound 
speed for use in the Shu model formulae of aeff =  0.35km s_1, then an infall radius 
o f ~3700AU  is implied. We therefore use the following Shu model relations for the 
systemic velocity and hydrogen number density profiles:
0.15"
vr (r) = 
nu2 (r) =  2.0 x l O 5









- 0 .6 4
(4.40)
cm -3 . (4.41)
(4.42)
Outside the infall radius, the systematic velocity is set to zero, and the density profile 
is given by




We truncate the density profile at an outer radius o f 10000 AU, which encloses a total 
mass o f 2.75 M®. This corresponds to the typical radius at which dense cores merge 
with the more diffuse gas in the ambient molecular cloud. As we shall see, the data do 
not favour the Shu model over other forms of collapse.
The adopted microturbulent velocity dispersion is crtb =  0 .3km s_1, which is as­
sumed to be spatially constant. Although there is little empirical or physical justifi­
cation for a flat turbulent velocity profile, (see the discussion in the previous section), 
we make this assumption as a zeroth order approximation, in the absence o f any clear 
consensus as to the correct description of turbulence in infalling envelopes.
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As discussed above, the kinetic temperature profile (assumed to be equal to the dust 
temperature profile) in the optically thin part o f the envelope is expected to be fairly 
insensitive to the luminosity o f the central source. We choose a canonical temperature 
profile of
r ( r )  =  2 ° ( l O o i i A u ) " 0 3 6  K ' <4 4 4 >
The normalisation of the temperature profile was fixed using the dust temperature 
profile calculated by Kenyon, Calvet & Hartmann (1993), for a source luminosity of 
~  15L®. The varying kinetic temperature in the envelope is not strictly consistent with 
the assumption o f constant aeff implied by the Shu model, where a2ff =  cr2b +  kT/m. 
Our primary concern is not to investigate the Shu model solution in detail however, 
but rather to investigate the essential features o f line formation in infalling envelopes, 
whether the infall is described by the Shu model or not.
We set both the CS and HCO+ relative abundances to 5.0 X 10~9, and assume a 
[H12CO +]/[H 13CO+] isotopic ratio of 60. The set of molecular constants used in the 
radiative transfer modelling are listed in Table 4.2.1. The data are taken from the JPL 
spectral line catalogue (Poynter & Pickett 1985).
Molecule Mass







HCO+ 48.16 1 2 .2 44.59 2.14
h 13c o + 49.81 13.0 43.38 2.08
CS 73.02 6.54 24.50 3.50
Table 4.1: Assumed physical constants of the molecules modelled, /i denotes the per­
manent molecular dipole moment.
4 .2 .2  T h e  origin o f the infall profile
We now use the radiative transfer code described in Chapter 2 to simulate JCM T spec­
tral line observations o f the canonical infall model, and investigate how the predicted
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line profiles depend on a number o f different model parameters.
Figure 4.1 shows the predicted HCO+ , H13C!0+ and CS line profiles for the canon­
ical infall model described above. The model cloud was assumed to lie at a distance 
o f 2 0 0  pc, which is approximately the median distance o f our sample of sources, and 
the appropriate JCM T beam sizes for each transition were used when carrying out the 
beam convolution (see Chapter 3).
Double-peaked, blue-asymmetric line profiles are seen in all o f the main isotope tran­
sitions, apart from the C S(J =  7 -4  6 ) line, which is nevertheless skewed slightly blue- 
wards o f the systemic velocity. The minima between the peaks o f the double-peaked 
profiles lie close to the systemic velocity. The HCO+ ( J — 3 —y 2) line shows a stronger 
self-reversal than the HCO+ ( J  =  4 —» 3) line, and in both these lines the self-reversal 
is stronger than the C S(J =  5 —> 4) line. The two single-peaked H13CO + lines peak 
very close to the systemic velocity, coinciding with the minima in the main line profiles. 
Low level high-velocity wings are visible in all o f the main line profiles, and appear to 
be stronger in the higher rotational transitions of both molecules.
To illustrate how the asymmetries in line profiles arise, we show in Figure 4.2 the 
separate contributions o f the front and rear portions o f the envelope to the line profiles 
for the HCO+ (J  =  4 —>■ 3) and C S(J =  5 —̂ 4)  transitions. The front hemisphere 
o f the envelope (in which the systematic velocity is red-shifted) is seen to be mostly 
responsible for the red-shifted peak in the line profile, as expected. More surprising, 
however, is the observation that the front hemisphere also dominates the emission at 
velocities well into the blue-shifted side of the line profile, and contributes significantly 
to the blue-shifted peak. Emission from the rear hemisphere only becomes dominant 
in the most blue-shifted part of the line. It is interesting to note that the contribution 
o f the rear hemisphere to the blue peak is no greater than the contribution o f the front 
hemisphere to the red peak, and it is the extra contribution o f the front hemisphere 
to the 6 /ue-shifted emission which produces the blue asymmetry. This contrasts with 
the explanation usually given for the infall asymmetry, in which it is argued that the 
optical depth to the warm dense blue-shifted gas just beyond the central protostar is
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Figure 4.1: Predicted JCM T line profiles for the canonical infall model, for an assumed 
distance o f 200 pc. The isotopic lines are plotted as dashed lines in the top panels.
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Figure 4.2: Plots showing the contribution of the emission from the front hemisphere 
o f the envelope (dashed line) and the attenuated emission from the rear o f the envelope 
(dotted line), to the predicted HCO+ (J =  4 — 3) and C S(J =  5 —y 4) line profiles 
(solid lines).
less than the optical depth to the red-shifted gas just in front o f the protostar, due 
to the Doppler shift o f the intervening infalling envelope. If this explanation were the 
correct one, then we would expect the blue-shifted emission from the rear hemisphere 
to be, by itself, much brighter than the red-shifted emission from the front hemisphere, 
which contradicts our findings.
Figure 4.3 shows how the emission from the rear half of the envelope is modified 
by the optical depth o f the front half o f the envelope on its way to the observer. Self­
absorption clearly plays a very important role in shaping the emergent line profile. In 
Figure 4.4 the contribution of the beam-averaged optical depths through the front and 
rear hemispheres o f the envelope for both CS (J  =  5 -> 4) and HCO+ (J  =  4 —> 3) 
are plotted. The total optical depth of the HCO+ (J  =  4 —¥ 3) line is much greater 
than the CS(J  =  5 —> 4) line, which accounts for the stronger self-absorption features 
in the HCO+ line. As expected, there is a separation in velocity o f the peaks o f the 
optical depth profiles from the front and rear hemispheres, although this is rather small 
( ~  0 .2 k m s _1).
To shed further light on how the asymmetric infall profiles are formed, we show 
in Figure 4.5 how the HCO+ (J =  4 —> 3) line profile changes as successive ‘layers’
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Figure 4.3: Plots showing the unattenuated emission from rear half o f the model enve­
lope (dot-dashed line) in the HCO+ (J =  4 —>■ 3) and CS(J =  5 —* 4) lines. The full line 
profile (solid line) and the attenuated emission from the rear (dotted line) are shown 
for comparison.
C S (J  =  5 - 4 )
V (km /s)
HCO+(J = 4 - 3 )  CS(J = 5 - 4 )
Figure 4.4: Plots showing the contribution to the total beam-averaged optical depth 
through the envelope (solid line) from the front and rear hemispheres o f the canonical 
infall model (dashed and dotted lines respectively), in the HCO+ (J  =  4 —>• 3) and 
C S(J =  5 -> 4) lines.
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of the model envelope are included, from the rear edge o f the envelope forwards. For 
all the ‘slice planes’ in the rear of the envelope (left hand panel o f Figure 4.5), the 
predicted profiles are single peaked. This is explained by the fact that in the rear half 
o f the envelope, the higher excitation gas always lies in front o f the lower excitation 
temperature gas. Figure 4.6 shows the radial dependence of the systematic velocity, 
kinetic temperature, and HCO+ (J =  4 ^ 3 )  and CS(J =  5 —>• 4) excitation tempera­
ture in the model. The fact that the excitation temperature lies well below the kinetic 
temperature over most of the envelope is a demonstration o f the inapplicability o f the 
LTE approximation to this problem.
As successive layers of the front half of the envelope are included in the line profile 
calculation (right hand panel of Figure 4.5), there is a reduction in the intensity in the 
core o f the line. This is due to the fact that in the front half of the cloud, lower excita­
tion temperature gas lies in the foreground, and absorbs the emission from the higher 
excitation gas behind it. Nevertheless, the emission o f this gas is also very important 
in determining the form of the emergent line profile. The emission from gas near the 
centre, in the front of half of the envelope, is seen in Figure 4.5 to produce an increase 
in the line intensity at strongly red-shifted velocities. The contribution o f this gas to 
the emission at lower velocities is obscured in the figure by the dominating effect of 
absorption towards the line centre, but Figure 4.2 shows that this emission is significant 
even on the blue-shifted side of the line. In the outermost region o f the envelope, where 
the excitation temperature is lowest, the gas is predominantly absorbing, and simply 
deepens the self-reversal of the line profile.
4 .2 .3  D ependen ce on im pact param eter and b eam  size
Figure 4.7 illustrates how the predicted HCO+ (J =  4 —> 3) and CS (J  =  5 —>■ 4) 
line profiles depend on the impact parameter o f the line of sight. As expected, the 
strength o f the lines diminish with increasing impact parameter, as the beam samples 
increasingly less dense and lower temperature gas. The degree o f asymmetry in the line
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HCO+(J =  4 - 3 )
V (km /s)
HCO+(J =  4 - 3 )
V (km /s)
Figure 4.5: Plots illustrating how the HCO+ (J  =  4 —> 3) evolves as progressively more 
o f the cloud is included in the line profile calculation. The profiles represent different 
‘slices’ through the model cloud, where the slice planes are perpendicular to the line of 
sight and only the part of the cloud which lies behind the slice plane is included. The 
left hand plot shows profiles obtained for slice planes at various positions in the rear 
half o f the cloud. The distances of the slice planes from the cloud centre along the line 
o f sight are: 5000 AU (solid line); 2000AU (dashed line); 1000AU (dotted line); and 
0 AU (dot-dashed line). The right hand plot shows the profiles obtained for slice planes 
lying in the front half o f the cloud. The distances o f the planes from the cloud centre are 
0AU  (solid line); 1000AU (dot-dashed line); 2000AU (dotted line); 5000AU (dashed 
line); and 10000 AU (double-peaked solid line). The radius of the cloud is 10000 AU.
System atic Velocity
Radius (AU)
Figure 4.6: The left hand panel shows the radial profile of systematic velocity for 
the canonical infall model. In the right hand panel, the solution for the excitation 
temperatures o f the HCO+ (J =  4 -> 3) (dashed line) and CS(J =  5 —> 4) (dotted line) 
transitions are plotted. The kinetic temperature profile (solid line) is also plotted for 
comparison.
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Figure 4.7: Plot showing the dependence o f the line profiles on the impact parameter 
o f the beam direction relative to the centre of the cloud. The solid lines show the on- 
source line profiles, and the line profiles for impact parameters o f 1000 AU (dotted line), 
2000 AU (dashed line), and 4000AU (dot-dashed line) are also plotted. The assumed 
distance to the cloud is 2 0 0  pc.
profiles decrease with increasing impact parameter, partly because o f the lower infall 
velocities at larger radii, and partly because of the lower column densities, and hence 
optical depth, along the line o f sight. The lines also become narrower with increasing 
impact parameter, as a result of the decreasing infall velocity with radius.
The distances to many nearby protostellar objects are often only known to an accu­
racy o f ~50% , so it is important to examine how sensitively the predicted line profiles 
depend on the assumed distance. There is a degeneracy between the assumed distance 
to the cloud and the beam size, as regards their effect on the predicted line profiles: i.e. 
doubling the beamsize is equivalent to doubling the assumed distance to the cloud. In 
Figure 4.8 we plot HCO+ (J  =  4 —>■ 3) and CS(J =  5 —» 4) line profiles for a number of 
different assumed distances, whilst keeping the beam sizes fixed.
The peak line temperatures increase approximately as the inverse o f the assumed 
distance (or beam size). The increase in the strength o f the line wings depends ap­
proximately on the inverse square of the assumed distance, which suggests that the line 
wing flux originates from a region on the source much smaller than the beam size. This 
is the explained by the fact that in the velocity profile we have adopted, the highest
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HCO+(J = 4 3) CS(J =  5 -* 4)
Figure 4.8: Plots showing the dependence o f the predicted line profiles on the assumed 
distance to the cloud. Spectra are plotted for distances o f 50pc (solid lines), 100pc 
(dashed lines), 200pc (dotted lines), and 400pc (dot-dashed lines).
infall velocities lie at the smallest radii, and therefore the high velocity wings o f the line 
profile are formed in a very small region around the centre o f the cloud. The different 
dependence of the line core and line wings on distance produces increasingly broad 
profiles with decreasing distance and beam size.
We conclude that distance uncertainties may contribute significantly to the overall 
uncertainty in the radiative transfer modelling o f protostellar envelopes. Gregersen et 
al. (1997) analysed HCO+ observations o f a large sample o f Class 0 sources using a 
model cloud at a single ‘ representative distance’ . This approach will not give reliable 
results when the scatter in the distances o f the objects in the sample is large.
4 .2 .4  D ependen ce on the infall velocity
In Figure 4.9 line profiles are plotted for a number of different infall radii (only the
velocity profile is varied, according to Equation 4.3. and the density profile remains
fixed as for the canonical model). For increasing values o f the infall radius, larger
fractions of the envelope take part in the infall motion, and the collapse speed at a
1 /2given radius increases approximately as rin'f . The line profiles become more strongly 
skewed towards blue velocities with increasing infall velocity, mainly as a result o f the
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Figure 4.9: Plots illustrating the dependence of the line profiles on infall velocity. The 
infall velocity profiles were calculated using the Shu model relation (Equation 4.3), 
for infall radii o f 2000 AU (solid lines), 4000 AU (dashed lines), 6000 AU (dotted lines) 
and 8000AU (dot-dashed lines). The canonical values were used for all other model 
parameters.
diminishing intensity of the red-shifted peak. The actual velocities of the two peaks 
show remarkably little variation over range of infall velocities considered. Predictably, 
the models with the the highest infall velocities produce the strongest emission in the 
line wings. In actual observations, however, this infa.ll signature will usually be obscured 
by emission from the outflow.
4 .2 .5  D ependen ce on tracer m olecule abundance
Figure 4.10 shows how the predicted line profiles vary with the assumed relative abun­
dance o f CS and HCO+ in the envelope. The relative abundance o f the tracer molecule 
largely determines the optical depth through the envelope in the observed line, and 
is therefore a very important parameter in deciding the overall appearance o f the line 
profile. This is apparent from the figure, where the intensities and shapes of the line 
profiles are seen to vary significantly over the factor of 1 0  range o f relative abundances 
covered. As expected, the lowest values o f the relative abundance (and hence optical 
depth) produce the weakest infall asymmetries. The progression o f line shapes with in­
creasing optical depth is from a single-peaked gaussian, to a single-peaked blue-skewed 
profile, to a profile with a blue-shifted peak and red-shifted ‘shoulder’ (or ‘ red knee’), to 
a double-peaked profile with a stronger blue-shifted peak. As the abundance and opti-
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Figure 4.10: Plots showing the dependence o f the predicted line profile on the constant 
relative abundance o f the tracer molecule. Spectra are plotted for H C O +/C S abun­
dances (relative to molecular hydrogen) of 1 x 1 0 ~ 9 (solid lines), 2 x 1 0 ~ 9 (dashed lines), 
5 X 10- 9  (dotted lines), and 1.0 X 10- 8  (dot-dashed lines).
cal depth increase further, the absorption dip deepens, the line peaks become stronger 
and their separation increases.
4 .2 .6  T h e  effect o f turbulence on the line profiles
Figure 4.11 shows how the line profiles depend on the value o f the turbulent velocity 
dispersion, <7tb, when it is assumed to be uniform throughout the envelope. As the 
turbulence velocity dispersion increases, the most apparent effect on the line profiles 
is to increase the velocity separation between the two peaks, as a result o f the broad­
ening o f the absorption profile o f the foreground envelope. The total integrated flux 
in the line tends to increase with the turbulent velocity dispersion. This is because 
the peak optical depth o f the foreground absorbing gas is reduced as the molecules are 
spread over a wider range o f velocities, and the similar reduction in the optical o f the 
strongly emitting gas in the centre of the cloud allows more o f the emission to escape. 
Comparing the HCO+ (J =  4 —y 3) and C S(J =  5 —> 4) profiles in the figure, we find 
that the effect of changing the value o f the turbulent velocity dispersion on the line 
profile depends quite strongly on the peak optical depth in the transition. When the 
optical depth is small, increasing the turbulence tends to ‘smear out’ the double-peaked 
profile, whereas for very optically thick lines the double-peaked structure remains just
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Figure 4.11: Plots showing the dependence of the predicted line profiles on the magni­
tude o f the turbulent velocity dispersion, assumed in this case to be constant throughout 
the envelope. Spectra are plotted for turbulent velocity dispersions o f 0.1 km s“ 1 (solid 
lines), 0 .2  km s_ 1  (dashed lines), 0 .3km s“ 1 (dotted lines) and 0 .4km s_ 1  (dot-dashed 
lines). The equivalent FW HM  turbulent velocity widths are found by multiplying 
these numbers by 2.35.
as promiment as the velocity gap between the two peaks increases.
Figure 4.12 illustrates how the line profiles vary with the exponent in the assumed 
power-law relation between the turbulent velocity and the density. Guided by the dis­
cussion on turbulence in the previous section, we investigate turbulent velocity laws of 
the form <7tb oc p 1/ 4 and <7tb oc p 1/ 2 (as found in the numerical simulations of Vâsquez- 
Semadeni et al. 1997), and atb oc p - 1 / 2 (derived using Larson’s Laws). For comparison 
we also plot the profile produced by the canonical model, which assumes a flat turbu­
lent velocity profile.
The profiles are clearly quite sensitive to the form of the turbulent velocity law. 
The profiles obtained using the crtb oc p - 1 / 2 law (dashed lines in the figure) are ap­
preciably narrower than the other profiles, which is particularly evident in the cores of 
the I i13C O + (J =  4 —y 3) and CS(J =  7 —̂ 6) lines. This arises because the p - 1 / 2 law 
assigns the lowest turbulent velocity dispersion to the hot, dense, inner regions o f the 
cloud, where most o f the line emission takes place. These profiles also tend to show the 
strongest emission in the close to the line centre, mainly arising from the lower optical
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HCO+(J = 4 - 3 ) CS(J =  5 - 4 )
H,3CO+(J =  4 - 3 ) CS(J = 7 - 6 )
V (km /s)
Figure 4.12: Plots showing the predicted line profiles for different forms o f the microtur­
bulent velocity profile. The adopted relations between the turbulent velocity dispersion, 
crtb, and the gas density, p, were: <7tb =constant (solid line); <7tb oc p - 1 / 2 (dashed line); 
<7tb oc p1/ 4 (dotted line); and crtb oc p 1/ 2 (dot-dashed line). Each profile was normalised 
such that the FW HM  turbulent velocity width (=  2.35<7tb) at the half-radius o f the 
cloud (5000 AU) has a value of 0 .3km s_1.
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depth o f the outer envelope due to the enhanced velocity dispersion there, although in 
the case o f the H13CO+ (J =  4 —)■ 3) and possibly the CS(J =  7 —> 6 ) lines, it is due to 
the increased optical depth in the centre of the cloud, as these lines are not completely 
optically thick.
As the exponent s in the crtb cc Ps relation increases from -0.5 through to +0.5, 
the line profiles become much more dominated by broad line wings. For the positive 
exponents, the largest velocity dispersions are located in the centre of the cloud, which 
cause the emission from this region to be distributed over a wide velocity range. The 
low turbulent and systematic velocities in the outer envelope confine the absorption 
o f the gas in this region to line core velocities, allowing the enhanced high velocity 
emission from the centre to remain virtually unobscured. Despite the change in overall 
appearance, the H C O +(J =  4 —> 3) and CS(J =  5 —>■ 4) profiles retain the charac­
teristic blue-asymmetric, double-peaked structure. The strong wings of these lines are 
similar to those normally associated with outflow emission. The more optically thin 
H13C O + (J =  4 —y 3) and CS(J =  7 —> 6 ) lines may provide some means o f distinguish­
ing between these two possibilities. If the wings in the main line profiles are caused by 
enhanced turbulence near the centre o f the cloud, then the optically thin lines sould also 
show very broad profiles. Conversely, if the wings are tracing a bipolar outflow, then 
the optically thin line profiles, which are expected to be dominated by the envelope, 
should be narrower.
4 .2 .7  S o lid -b o d y  rotation
Figure 4.13 shows how the predicted line profiles change when a solid-body rotation 
is superposed on the infa.ll velocity field. This velocity field is not physically realistic 
however, since angular momentum conservation will tend to cause the angular velocity 
o f the gas to increase as it falls inwards, even in the presence o f magnetic braking (e.g. 
Mouschovias 1994), and we use this example simply to illustrate some o f the quanti­
tative effects o f rotation on line profiles. A  proper treatment o f differential rotation
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would require a two-dimensional radiative transfer analysis, which is computationally 
a very large step from the one-dimensional problem.
The on-source line profiles are least affected by the rotation, only showing a small 
decrease in the height o f the double peaks, and a very slight broadening o f the line as a 
whole. For differential Keplerian (if sin i ~  r~3/ 2) rotation, the on-source profile would 
probably be more strongly affected, since the largest rotational velocities would then 
lie closest to the centre.
The off-centre line profiles are more affected by solid-body rotation than the on- 
source profiles. As expected, the shifts in the centroid velocity o f the line profiles follow 
the rotational velocity gradient. As well as shifting the centroid, the rotation also signif­
icantly distorts the shape o f the off-centre line profiles. On the blue-shifted side o f the 
rotational velocity gradient, the rotation produces an enhanced blue-asymmetry in the 
line profiles, in addition to the blue-asymmetry produced by the infall. At the positions 
on the red-shifted side o f the rotational velocity gradient, the blue infall-asymmetry is 
completely reversed by the rotation. This behaviour is in qualitative agreement with 
the spatial variation of the profile shapes across a number o f the spectral line maps 
o f protostellar envelopes presented in Chapter 3. It is difficult, however, to reproduce 
some o f the very strongly red-skewed line profiles seen in a few o f the maps (e.g. the 
HCO+ (J =  4 —>■ 3) map o f NGC1333-IRAS2) using this model.
Figures 4.14 and 4.15 show HCO+ (J =  4 —>• 3) and CS( J =  5 —>■ 4) centroid velocity 
contour plots from the canonical infall model for projected rotational angular veloc­
ities o f f2sin i=0 and 30km s_ 1 pc_:L respectively. The non-rotating, infalling model 
produces circularly symmetric negative centroid velocity contours, which reach a mini­
mum at the central position. The solid body rotation tends to produce approximately 
parallel contours of centroid velocity, aligned with the axis of rotation. Due to the infall, 
however, the contours are distorted towards bluer velocities close to the centre o f the 
cloud, producing a ‘blue-bulge’ in the centroid velocity contour plot, which encroaches
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V(km /s)
Figure 4.13: Plot showing the effect of solid-body rotation on infall line profiles. 
HCO+ (J  =  4 —> 3) and CS(J =  5 —> 4) line profiles are plotted in the left and 
right hand columns respectively. The solid lines show the predicted line profiles for 
the canonical infall model and a projected angular velocity o f solid-body rotation of 
fi sin ¿=30 km s- 1  pc- 1 , where ¿ is the inclination angle o f the rotation axis to the line 
o f sight. The lines are plotted for several impact parameters which are displaced from 
the centre o f the cloud along the perpendicular to the rotation axis in the plane o f the 
sky, by the distance given in the title o f each plot. Impact parameters with positive 
displacements lie on the red-shifted side of the rotational velocity gradient. The dashed 
lines show the predicted line profiles in the absence o f rotation, for comparison.
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Figure 4.14: Simulated HCO+ (J =  4 —> 3) and CS(J =  5 —> 4) centroid velocity 
contour plots (in km s-1 ) produced from the canonical infall model with no solid body 
rotation. The centroid velocity was calculated over the velocity range -2.0 to 2.0 km s_1.
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Figure 4.15: Simulated HCO+ (J  =  4 —> 3) and CS(J =  5 —>• 4) centroid velocity 
contour plots (in km s-1 ) produced from the canonical infall model with a solid body 
rotation o f f2sin i= 30k m s_1 pc_1. The centroid velocity was calculated over the veloc­
ity range - 2 .0  to 2 .0  km s-1 .
into the red-shifted half of the rotational velocity gradient. This behaviour was first 
noted by Walker, Narayanan & Boss (1994), who argued that centroid velocity plots 
provide a more robust signature of infall than the line profile shapes themselves.
In Chapter 3, we used measurements o f the centroid velocity gradient across our 
spectral line maps of protostellar envelopes to place limits on the rotation rate o f these 
envelopes. As a check on this procedure, we now carry out a similar analysis on the line 
profiles produced by the STENHOLM radiative code for the rotating envelope model 
used to produce Figure 4.13. In Figure 4.16 the calculated HCO+ (J  =  4 —> 3) and
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C S(J =  5 —>■ 4) centroid velocities are plotted, along axes perpendicular to and parallel 
to the rotation axis, at 1000 AU intervals (i.e. 5 arcsecond intervals for a distance of 
200 p c ). A  straight line fit to the centroid velocity along the perpendicular axis is shown 
in the left hand panel o f the figure. It is apparent that the CS centroid velocities ‘drag 
behind’ the overall velocity gradient on both sides o f this gradient. This is due to the 
larger assumed beam size in the calculation o f the CS(J =  5 —> 4) profile (19.3V FW HM  
compared with 13.6"), which will tend to increase the contribution o f the brighter inner 
regions (which have lower rotational velocities) to the line profile. The centroid velocity 
along the axis parallel to the rotation axis in the right hand panel clearly shows the 
‘ blue-bulge’ signature discussed previously, although in this case the magnitude o f the 
associated centroid velocity shift is rather small.
The formal least-squares straight line fit to the centroid velocity gradient perpendic­
ular to the rotation axis is (1 .14±0.33) X 10~ 4 km s_ 1AU_1, or 23.5 ±  6 .8  km s - 1  pc“ 1, 
and the zero intercept is -0.018 km s- 1 . The actual angular velocity used in the model 
was 42 sin i — 30km s_ 1 pc_1 , so the actual and measured values agree to within la . 
The slightly low measurement for the centroid velocity gradient is mainly due to the 
‘dragging behind’ o f the CS centroid velocities mentioned above, as can be seen from 
the figure. Nevertheless, this example shows that the centroid velocity gradient gives 
a reasonable estimate of the actual projected velocity gradient across a cloud, at least 
for the case o f solid body rotation.
4.3 Comparison with observations
In this section we use the STENHOLM code to carry out radiative transfer modelling of 
two o f the objects identified in Chapter 3 as strong infall candidates: NGC 1333-IRAS2 
and Serpens SMM4-.
245
Centro id  Velocity
0.05
Centro id  V elo city
Figure 4.16: Centroid velocity measurements of the predicted HCO+ (J  =  4 —> 3) (open 
circles) and C S(J =  5 —> 4) (crosses) line profiles for the canonical infall model with a 
solid body rotation of Q sin ¿=30 km s- 1  pc_1 . The left hand panel shows a least-squares 
straight line fit to the centroid velocities measured along the axis perpendicular to the 
rotation axis (i.e. in the direction of maximum rotational velocity gradient) passing 
through the centre o f the cloud. See text for details o f the line fit. The right hand 
panel shows the measured centroid velocities at positions along the rotation axis.
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4 .3 .1  N G C  1 3 3 3 -IR A S  2
Figure 4.17 shows our best model fit to the HCO+ and CS line profiles observed to­
wards NGC1333-IRAS2. We approached the modelling by first searching for a fit to the 
HCO+ (J  =  4 —)■ 3) profile, choosing physical parameters lying within the constraints 
given in Section 4.1. We aimed to achieve consistency in our model fits with previ­
ously determined properties o f the objects, such as the envelope mass and ambient gas 
temperature. When searching for a model fit we were guided by the trends found in 
the parameter study of the previous section. Once a suitable fit was found, the same 
model was used to find the best fit to the I113C 0 + (J =  4 —> 3) profile, but in this 
case the only free parameter was the [H12C O +]/[H 13CO+] ratio, which we required to 
lie in the range 50-100. Depending on the quality of this fit, the model was either 
rejected, or tested further against the CS line profiles. We attached less weight to the 
CS profiles in the model fitting, since CS tends to be more affected by outflow emission 
than HCO+ (e.g. Blake et al. 1995). Langer, Castets & Lefloch (1996) mapped the 
entire NGC1333 core region in the CS(J =  5 —>■ 4) , (J  =  3 - 4  2) and (J =  2  —> 1 ) 
transitions using the IRAM  telescope, and found that the CS emission extended over 
a very wide area. The CS profiles may therefore be significantly affected by emission 
and absorption from the gas in the foreground core. Furthermore, the JCM T spectral 
line receiver RxA2, which was used to observe the CS(J =  5 —» 4) line, was at the time 
o f the observations known to be susceptible to unpredictable fluctuations in intrinsic 
broadening, affecting the shapes of and peak intensities o f the observed line profiles.
The parameters used in the model fit were as follows:
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vr (r >  6000 AU) 
^h2 (r <  900 AU)
nH-> (r >  900 AU) 
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Figure 4.17: Model fits (dashed lines) to the on-source spectra (solid lines) observed 
towards NGC 1333-IRAS 2. The assumed systemic velocity is 7.75 km s- 1 , which has 
been subtracted from the velocities in the observed spectra. See the text for details.
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T ( r >  2400 A U )  =  17 K ,  (4.50)
At>tb(FW H M ) =  0.60 km s- 1 , (4.51)
^ h c o +  — 6.0 X 1 0 - 9, (4.52)
A c s  =  6.0 x  1 0 - 9, (4.53)
[H 12C O +]/ [H 13C O + ]  =  90. (4.54)
The outer radius o f the cloud was set at 10 000AU, and an inner shell radius o f 15 AU 
was used. A  distance to the cloud o f 220 pc was assumed (Cernis 1990). The total en­
velope mass within the outer radius o f the cloud inferred from the molecular hydrogen 
density profile, is 3 .7M®. In reference to Equations 4.3 and 4.17, the values of r;nf used 
in the infall velocity and density profiles above (Equations 4.45 and 4.47) are 6000 AU 
and 900 AU respectively, and aeff =  0.29 km s_ 1  was used in both cases. No acceptable 
fit could be found which used identical values of r;nf for both profiles, i.e. we could 
not find a solution where the density and velocity profiles taken together are consistent 
with the exact Shu model.
The fit to the HCO+ (J  =  4 —» 3) line profile is very good between -1 and 1 km s- 1  (we 
quote velocities relative to the systemic velocity o f 7.75km s_1). At larger velocities 
in both the red and blue wings o f the line, the model significantly underestimates the 
emission. The most likely origin for the excess high velocity emission is from one or 
both of the bipolar outflows associated with this source (see Chapter 3). The clear 
break in the slope o f the observed line profile at ~1.3 km s_1also suggests a separate 
origin for the high velocity emission. We have not tried to estimate how much the 
outflow contributes to the line profile at lower velocities, however, and this is another 
source of uncertainty in the model fit.
The H13C O + (J — 4 —> 3) model fit agrees well with the peak velocity and intensity 
in the observed line. The model profile has overestimated the line width, however. 
The width o f the I413CO+ (J =  4 —>■ 3) line in the model is mostly determined by the 
systematic and turbulent velocities near the centre of the cloud, since the warm dense 
gas in this region has the strongest intrinsic emission, and for an optically thin tracer
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CS(J =  5 -> 4) CS(J =  7 -» 6)
Figure 4.18: Model fits using the same model parameters as in Figure 4.17, but with 
the infall velocity set to zero inside a radius o f 800 AU, and a factor o f 4 reduction in 
the CS relative abundance.
this emission is unattenuated by the outer envelope on its way to the observer. The 
asymmetry in the main line profile is mainly sensitive to the systematic and turbulent 
velocities at larger radii. If the infall velocity at large radii is chosen to produce agree­
ment with the asymmetry in the H CO +(J =  4 -4  3) profile, then the inferred velocity 
at small radii always produces too much broadening in the H13CO+ (J  =  4 —4 3) line, 
as a result o f the v oc r - 1 / 2 velocity law.
The largest discrepancy between the observations and the model is in the CS (J  =  
5 —4 4) line, where the model predicts a substantially higher intensity in the line core 
than is observed. Better fits to the overall intensity of the CS line (but not the line 
shape) could be found by reducing the CS relative abundance, however this would 
then underestimate the intensity o f the CS(J =  7 —4 6 ) line. The variable intrinsic 
broadening of RxA2 mentioned above may account for the factor o f two discrepancy
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in the C S(J =  5 —► 4) intensity. It is possible that both the C S(J =  7 —>• 6 ) and 
C S(J  =  5 —> 4) could be fitted by a model in which the CS relative abundance varies 
with radius. However in the absence o f reliable theoretical constraints on the likely 
form o f the CS abundance profile, we have not pursued this extra free parameter. The 
value o f the CS relative abundance used in the model fits was optimised to give the 
best agreement with the C S(7 =  7 —» 6 ) line.
Figure 4.18 shows the improved overall fit to the HCO+ (J  =  4 —> 3) and H13C O + (.7 =  
4 —> 3) line profiles obtained by setting the infall velocity to zero inside a radius of 
800 AU, keeping all other parameters the same. The main line profile is affected re­
markably little by this dramatic alteration to the inner velocity field, which underlines 
the point that each observed transition constrains only a limited domain o f parameter 
space in the model envelope. The CS line profiles (in which the CS relative abundance 
has been lowered by a factor of 4 relative to the original model fit) are still not well 
fitted by this model. In both Figures 4.17 and 4.18, the predicted H13CO + (J  =  4 - »  3) 
and C S(J =  7 —» 6 ) line profiles are almost identical to each other, and we could not 
produce simultaneous fits to the velocity widths of both observed profiles. Since CS 
emission shows a greater tendency for contamination by the outflow, we are inclined 
to attribute the larger velocity width on the CS(7 =  7 —> 6 ) line to the outflow, and 
tentatively suggest that the infall velocity is retarded, relative to the freefall relation, 
close to the centre o f the cloud.
One possible explanation for this is centrifugal braking, if the infalling material has 
non-zero specific angular momentum (i.e. the initial collapsing cloud is rotating). The 
radius at which centrifugal effects are typically expected to become important is only 
~  200 AU or less, however (Bodenheimer 1995), and broadening due to the rotational 
motion will tend to compensate for the retarded infall velocity. The situation becomes 
more complicated, however, if, as is argued below, NGC1333-IRAS2 contains a pro­
tobinary system. On a more speculative level, the ionising radiation responsible for 
the free-free emission associated with most Class 0 sources, usually attributed to the 
accretion shock or the interaction of a jet or outflow with ambient material (Neufeld
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& Hollenbach, 1996), may increase the ionisation fraction in the infalling gas near to 
the centre o f the cloud, and recouple it to the magnetic field, which could conceivably 
bring about a retardation in the infall velocity.
Before resorting to such explanations, however, further observational confirmation 
o f this result is needed. We should also point out that the resolution o f the problem may 
lie with some o f the other assumptions we made to limit the volume o f parameter space 
in which to search for a model fit, such as flat turbulent velocity and relative abundance 
profiles. Another possible explanation for the narrowness o f the H13C O + (J =  4 —>■ 3) 
line may be, for example, that in the innermost regions o f the envelope, where the infall 
velocity is highest, the HCO+ molecules are strongly depleted. HCO+ may be depleted 
through reactions with H2 O, which is released from the ice mantles of dust grains when 
the dust grain temperature approaches 1 0 0 K (Ceccarelli et al. 1996; Sectiond.l). In 
our model fit, however, the temperature drops below 100 K at a radius of only >  80 AU. 
This radius appears to be too small to produce the required result.
In Figure 4.19, we compare the off-centre HCO+ (J  =  4 —>• 3) line profiles with the 
model predictions. Because of the assumption of spherical symmetry, the predicted 
line profiles depend only on the impact parameter o f the line o f sight relative to the 
origin, and not on its direction. The decrease in line intensity with increasing impact 
parameter is reasonably well matched by the model. However the line shapes at the 
off-centre positions show less agreement. With the exception o f the spectrum at the 
(0,15) position, the ofF-source line profiles are all skewed towards the blue. The model 
profiles are much more symmetric, as a result of the fall off in infall velocity at large 
radius, which is again a consequence of the v oc r - 1 / 2 infall velocity law. It is very diffi­
cult to accommodate the strong high velocity emission seen in several o f the off-source 
positions, most prominently at (0,15) and (15,-15), within a plausible infall model, par­
ticularly given the highly asymmetric distribution o f the high velocity emission in both 
position and velocity, which could never be fitted by a spherically symmetric model.
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Figure 4.19: Comparison o f the off-centre HCO+ (J =  4 -> 3) line profiles observed 
towards NGC1333-IRAS2 (solid lines) with the model predictions (dashed lines). The 
Right Ascension and Declination offsets (in arcseconds) from the IRAS2 position are 
given in the title o f each plot.
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In Chapter 3 we explored the possibility that the centroid velocity gradient measured 
across the NGC1333-IRAS2 envelope using HCO+ (J =  4 —>■ 3) and C S(J =  5 —* 4) 
spectral line maps could be explained by rotation, and concluded that although rotation 
could not be ruled out, outflow was the more likely explanation. On the basis o f the 
results presented here, we assert with greater confidence that the north-south bipolar 
outflow, and not rotation, is responsible for the centroid velocity gradient.
The fact that the north-south bipolar outflow appears to have been detected in our 
observations has implications for the nature of the NGC1333-IRAS2 system. As was 
discussed in Chapter 3, IRAS2 is associated with two bipolar outflows, which are very 
nearly perpendicular to each other on the plane o f the sky. The north-south outflow is 
older, has larger extent, and is less collimated than the east-west outflow. The iden­
tification o f the east-west outflow with IRAS2 appears to be secure, since the outflow 
axis passes precisely through the IRAS2 position (Hodapp & Ladd 1995). Sandell et 
al. (1994) suggested, however, that the north-south outflow, which is less well aligned 
with the IRAS2 position, is driven by a well separated, more evolved object. Our ob­
servations support the conclusion of Hodapp & Ladd (1995), based on near-infrared 
observations o f the IRAS2 outflows, that the north-south outflow is indeed well aligned 
with, and probably driven by, IRAS2 itself. Furthermore, the presence o f outflow emis­
sion so close to the central source suggests that the north-south outflow is still actively 
being driven by the protostar, rather than being a ‘fossil remnant’ of an earlier outflow 
episode.
This argues against the possibility that the two perpendicular outflows originate 
from a single driving source, where the outflow underwent a sudden change in direc­
tion from north-south to east-west on the sky about 104 years ago. The most likely 
situation, as far as can be ascertained from the current observational evidence, is that 
NGC1333-IRAS2 is a close protobinary source, surrounded by a common protostellar 
envelope. Both binary members drive bipolar outflows, which are probably very poorly 
aligned. If the outflows were nearly aligned, then to appear perpendicular to each other 
in the plane o f the sky, both would have to be very highly inclined from the plane of
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the sky. Outflow inclination angles are notoriously difficult to estimate, however the 
collimation of the east-west outflow (e.g. Sandell et al. 1994; Langer, Castets & Lefloch 
1996) argues against such a high inclination angle. Therefore the true angle between 
the two outflows must be quite large.
The mass o f the central protostars can be approximately estimated from the infall 
velocity profile used in the model fit, applying the freefall equation M* =  rv2/'2G to the 
inner part o f the profile. Using this relation we obtain an estimate o f ~  O.3M0 . This 
must be regarded as rather uncertain, however, since a velocity profile which drops 
to zero in the innermost part o f the cloud actually gives a better overall fit to the 
HCO+ and H13CO + data, as shown by Figure 4.18.
The presence of two non-aligned bipolar outflows originating from within the IRAS2 
protostellar envelope is clearly difficult to reconcile with our perfectly spherically sym­
metric, radially infalling envelope model. It is possible that the contribution o f the 
bipolar outflows to the low velocity emission in the line profiles could mimic some 
o f the signatures o f infall. We therefore do not claim that the interpretation o f our 
observations in terms of infall is unique. However for the outflows to mimic exactly 
infall profiles in the way we have seen, seems unlikely. We have shown that they are 
reasonably consistent with an infall interpretation for reasonable choices o f the model 
parameters.
The density and velocity profiles adopted in the best fit model are inconsistent with 
the Shu model, despite individually having the Shu model forms. The infall radius used 
in the velocity profile is a factor of ~  7 greater than the infall radius used in the den­
sity profile, indicating that the infall is more well developed than a Shu model envelope 
with a similar density profile. As discussed in Chapter 1 , the initial condition assumed 
by the Shu model is the static singular isothermal sphere. Hydrodynamical (e.g. Fos­
ter & Chevalier 1993) and Magnetohydrodynamical (e.g. Ciolek & Mouschovias 1994) 
simulations o f the evolution of dense cloud cores during the pre-stellar phase predict,
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however, that by the time the density profile approximates closely to a singular dis­
tribution, substantial infall velocities have already developed. Notwithstanding the 
uncertainties in our model fit, our results support this picture o f a non-static initial 
condition for collapse.
In conclusion, we believe our data are consistent with the interpretation that IRAS2 
is binary protostar surrounded by an infalling protostellar envelope and powering two 
non-aligned bipolar outflows.
4 .3 .2  Serpens S M M 4
Figure 4.20 shows the model fits to the CS and HCO+ on-source spectra observed 
towards Serpens SMM4. The approach to the modelling was similar to that used 
for NGC1333-IRAS2, starting with the HCO+ (J =  4 —> 3) line, and then making 
adjustments to produce the optimal agreement with the remaining lines. To produce 
a fit to the HCO+ (J =  4 —> 3) line required the infall radius in the Shu model form of 
the velocity profile to be set well beyond the outer radius o f the cloud, i.e. the entire 
protostellar envelope must be infalling. If the infall radius was set inside the outer 
radius o f the cloud, then absorption from the static gas beyond this radius tended 
to produce an absorption dip close to the systemic velocity, in disagreement with the 
observed profile. As the Shu model velocity profile is inappropriate in this case, we 
used a simple r ~ 1//2 power law, which is the asymptotic form of the inner part o f the 
Shu model profile, to model the velocity profile instead.
The parameters used in the model were as follows:
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The outer radius o f the model envelope was taken as 10 000 AU, and we used an inner 
shell radius of 62 AU. The assumed distance to the source was 300 pc. The total enve­
lope mass implied by the model is 5.1 M®, consistent with the estimate o f 3 M 0  derived 
from the IRAS fluxes by Hurt & Barsony (1996).
As with NGC1333-IRAS2, the infall velocities in the model fit are much greater 
than would be predicted by the Shu model given the density profile. From the in­
fall velocity profile we estimate the mass of the central protostellar system to be
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M* =  rv2/2G — 2.1Mq. The temperature profile is normalised at a considerably 
higher level than in the IRAS2 fit, which would suggest that SMM4 is considerably 
more luminous. A  high accretion luminosity for this object is also suggested by the 
large central protostellar mass and mass accretion rate (~  6  X 10- 5  M 0  yr-1 ). Hurt 
& Barsony (1996) estimated the luminosity of SMM4 at 9Lq,  after deconvolving the 
HIRES IRAS images of the Serpens region to obtain the far-infrared fluxes. Jennings et 
al. (1987) estimated the luminosity of IRAS2 at 17L0 , also using IRAS fluxes, however 
there are large uncertainties on these estimates. The parameters used in our model fits 
are inconsistent with these luminosities, and if our model is correct, then the SMM4 
luminosity calculated from the IRAS data must be a significant underestimate.
Both the HCO+ (J =  3 —>• 2) and HCO+ («7 =  4 —>• 3) line profiles are in reasonable 
agreement with the observations. We see little evidence for emission from the outflow 
in these profiles, as was found in the HCO+ (J =  4 —> 3) spectrum of NGC1333-IRAS2, 
and we can largely accommodate the high velocity wings in the observed line within 
our infall model. In Chapter three, we similarly concluded that the outflow contributes 
very little to the HCO+ (.7 =  4 —)- 3) emission observed towards Serpens SMM4, after 
comparing the morphology and velocity gradients seen in CO outflow maps with the 
corresponding properties in our HCO+ (J =  4 —>■ 3) map.
The predicted H13CO+ linewidths are considerably broader than the observations, 
as we found with NGC1333-IRAS2, although the peak intensities are in very good agree­
ment. Again, we suggest this may be indicating deviations o f the infall velocity profile 
below the r - 1 / 2 free-fall profile in the centre o f the cloud. We found in Chapter 3 that 
the SMM4 envelope shows strong evidence for rotation (12 sin i ~  28 km s - 1  pc“ 1), and 
suggested that the flattening seen in the spatial distribution of integrated HCO+ (J  =  
4 —>■ 3) emission may be caused by centrifugal support o f the outer envelope. This gives 
some credence to the suggestion that centrifugal braking may retard the infall velocity 
near to the centre o f the cloud.
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The calculated C S(J =  5 —>■ 4) and CS(J =  7 —»■ 6 ) line profiles match the observed 
line intensities reasonably well, but their peak velocities o f the calculated profiles are 
less red-shifted than the observations . The enhanced blue-shifted wings seen in both 
o f the observed CS spectra strongly suggest that outflow contributes to the emission in 
these lines. As has been discussed, CS is believed to be enhanced relative to HCO+ in 
bipolar outflows (Blake et al. 1995).
Figure 4.21 shows the fits to the off-centre HCO+ (J  =  4 —» 3) line profiles towards 
SMM4 from our best-fit model. We included a solid body rotation o f 28km s~1 pc - 1  in 
the model (assuming the rotation axis is in the plane of the sky), consistent with the 
centroid velocity gradient measured across SMM4 in Chapter 3. Since the HCO+ (J  =  
4 —> 3) spectra at the (0,0) and (0,7) positions have approximately equal intensities, 
we assumed that the centre o f the cloud lies at the offset (0,3.5). Although the model 
profiles consistently underestimate the observed lines, we are encouraged by the overall 
agreement o f the trends in the observed lineshapes across the envelope. It is likely that 
a better fit to the line intensities could be found by a continued search of the parameter 
space, however this may require a shallower density profile than the predicted by the 
Shu model. In contrast to IRAS2, we again find little evidence for outflow emission 
in the off-centre line profiles, and essentially all of the high velocity emission can be 
accounted for by the infall. We consider these results, when combined with the results 
presented in Chapter 3, to provide convincing evidence that both infall and rotation 
are taking place in the the Serpens SMM4 envelope. The magnitude of the rotational 
velocity is large enough for centrifugal effects to have a significant influence on the gas 
dynamics.
4.4 Summary
We have discussed the physical constraints which can be used to limit the number and 
range of parameters needed to define the spherically symmetric models in the STEN-
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Figure 4.21: Comparison of the off-centre HCO+ (J =  4 —̂ 3)  line profiles observed 
towards Serpens SMM4 (solid lines) with the model predictions (dashed lines). The 
Right Ascension and Declination offsets (in arcseconds) from the IRAS2 position are 
given in the title o f each plot. In the model spectra we have included a solid body 
rotation of 28 km s - 1  pc_1 , about an axis passing through the centre o f the cloud at a 
position angle of +40°, as derived in in Chapter 3. The centre of the cloud was assumed 
to lie at the offset (0,3.5).
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HOLM radiative transfer code. We have studied the dependence o f the predicted line 
profiles on a number of model parameters. Increasing the infall velocities in the en­
velope tends to produce stronger asymmetry between the blue and red-shifted peaks 
of double-peaked line profiles, without strongly affecting the separation between the 
peaks. The value o f the turbulent velocity dispersion is the most significant factor in 
determining the velocity separation between the peaks. We carried out a preliminary 
investigation into the effect o f adopting different power law dependences o f the tur­
bulent velocity width on the gas density and found the predicted line profiles to be 
extremely sensitive to the value of the power law exponent.
We have studied the effect on the predicted line profiles o f superimposing a solid- 
body rotation onto the infall velocity field. The effect o f the solid-body rotation on the 
on-source double-peaked line profiles was to ‘smooth out’ the double peaked structure, 
The centroid velocities and the line shapes o f the off-centre profiles were found to be 
significantly altered by the solid-body rotation. On the red-shifted side o f the rota­
tional velocity gradient, a reversal of the asymmetry in the line profiles was seen, in 
qualitative agreement with our HCO+ (J =  4 —> 3) observations o f IRAS 16293-2422. 
We measured the centroid velocity gradient predicted by our model for a solid body 
rotating envelope, which was found to slightly underestimate the actual rotational ve­
locity gradient used in the model.
We selected the objects NGC1333-IRAS2 and Serpens SMM4 for detailed modelling 
using the STENHOLM radiative transfer code, confining our search to the Shu model 
forms for the density and velocity profiles in the modelling, although we did not require 
these profiles to use the same Shu model parameters in the models. Our best model 
fits to both the NGC1333-IRAS2 and Serpens SMM4 data used velocity profiles which 
were more strongly developed than the Shu model would predict, given the fit to the 
density profile. This is consistent with theoretical predictions that at the instant a cen­
tral protostar is formed, the gas in the envelope has already accelerated to substantial 
velocities (e.g. Foster & Chevalier 1993), which contrasts with the static initial state 
assumed by the Shu model, and is one of the principal distinguishing features between
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the Shu model and other collapse models.
Our fits to the H13CO+ line profile observations o f both objects consistently overes­
timated the profile widths. We could produce better fits to these lines by lowering the 
infall velocity in the centre of the cloud, without significantly affecting the fits to the 
main line profile. The infall velocity may therefore be retarded from the r “ 1/ 2 free-fall 
relation towards the centre of the cloud, possibly by centrifugal braking. Alternatively 
our assumption o f a flat turbulent velocity profile may be incorrect.
In the case o f IRAS2, the discrepancies between the model predictions and the 
observations for the off-source profiles could not possibly be accommodated within a 
plausible model of infall and rotation, and we attribute them to the outflow. This re­
solves the debate about whether IRAS2 contains the driving source o f the north-south 
in its vicinity. IRAS2 has thus been unambiguously identified as the driving source of 
a collimated east-west outflow, and we conclude therefore that IRAS2 is a protobinary.
The model fits to the off-centre HCO+ (J =  4 —» 3) line profiles o f Serpens SMM4 
included the solid-body rotation inferred from the HCO+ (J  =  4 —> 3) centroid ve­
locity gradient in the calculation. The predicted and observed profiles showed good 
agreement in the overall line shape although the model consistently underestimated 
the line intensities. Since we found no evidence for excess emission from the outflow at 
the off-centre positions, we therefore concluded that Serpens SMM4 is an infalling and 
rotating protostar.
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In this thesis we have studied the problem of how to identify, and measure the properties 
of, infalling protostellar envelopes, through radiative transfer modelling o f submillime­
tre spectral line observations. This is a timely project, since the principal theoretical 
star formation models are beginning to make distinguishing predictions concerning the 
evolution o f the velocities and densities o f the gas in protostellar envelopes. Since 
spectral lines carry information about the velocities and densities o f the gas in which 
they are formed, they may potentially be used to discriminate between these models. 
Our aim in this thesis was first to assess critically the use of spectral line modelling to 
investigate protostellar infall, and secondly to identify and study new infall candidates.
The main conclusions o f this thesis are that we have found observational evidence 
which tends to support the assertion that SMM4, NGC1333-IRAS2 and IRAS 16293 
are undergoing a phase of significant infall. The model fits that we have found to the 
observations o f SMM4 and IRAS2 lead us to believe that this is a very plausible conclu­
sion. We may not have proved this beyond doubt, but believe the balance o f evidence 
is in its favour.
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5.1 Observations
We carried out a submillimetre spectral line survey using the James Clerk Maxwell 
Telescope, o f a sample o f objects representing the earliest known stages o f protostellar 
evolution. The objects studied were L1448-IRS3, NGC1333-IRAS2, VLA 1623, L1689S- 
IRS67, IRAS 16293-2422, L483, and Serpens SM M 1 , SMM2, SMM3 and SMM4. These 
are all Class 0 sources, apart from L1689-IRS67, which is a Class I source, and L483, 
which appears to be borderline Class 0 /C lass I. O f the objects in our sample, IRAS 
16293-2422 and L483 had previously been suggested as infall candidates.
Our study has revealed a complicated mixture of infall, rotation and outflow mo­
tions. O f the ten objects included in our sample, five showed qualitative signatures of 
infall (i.e. blue-skewed line profiles) in the high critical density tracers, CS and HCO+ . 
O f the remaining objects, four showed either no signature of infall or conflicting sig­
natures in different tracers, and one (L483) showed red-skewed line profiles, in direct 
conflict with the infall expectation. We examined the evidence that the line profiles of 
the HCO+ and CS transitions observed towards each o f the objects were confused by 
emission from outflows, by comparing the morphology and centroid velocity gradients 
found in maps of these transitions with CO outflow maps, wherever possible. A  strong 
conclusion o f this study is that the CS and HCO+ submillimetre transitions, which are 
usually thought o f as good tracers of protostellar envelopes by virtue o f their large crit­
ical densities, are often significantly contaminated by outflow emission. There appears 
to be no molecular tracer which is uniquely sensitive to the protostellar envelope. The 
other molecule commonly used to probe protostellar envelope gas is H2CO (e.g. Zhou 
et al. 1993), but this too is thought to be enhanced in bipolar outflows (Blake et al. 
1995). Overall our observations indicate that HCO+ is less susceptible to contamina­
tion from the outflow than CS.
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5.2 Candidate infalling protostars
We identify two objects from the five infall candidates in our sample, Serpens SMM4 
and IRAS 16293-2422, for which we find little or no evidence o f contamination by out­
flows in the HCO+ and CS data. Both these objects show strong evidence for rotation 
(0 sin i ~  28 and 6 6  km s - 1  pc - 1  respectively), and appear elongated perpendicular to 
the rotation axis in maps of integrated H C O +(J =  4 -> 3) emission. This may provide 
evidence that centrifugal support is significant in the outer region o f the envelope. We 
identify NGC1333-IRAS2 as a third strong infall candidate, although in this object the 
HCO+ and CS spectra show evidence of contributions from the outflow.
5.3 The model code
The modelling in this thesis was carried out using a modified version of the STENHOLM 
radiative transfer code developed by Matthews, Little and Gibb at the University o f 
Kent (Matthews 1986). The code employs the A-iteration method to solve the spectral 
line radiative transfer problem in the rotational transitions o f linear molecules, using 
the assumption o f spherical symmetry. The model cloud is defined by specifying radial 
profiles o f systematic velocity, temperature, density, tracer molecule abundance and 
micro-turbulent velocity dispersion. Once the model has converged, a simulated tele­
scope observation on the cloud is carried out.
We have confirmed the viability of the STENHOLM code as a practical tool for 
the analysis of submillimetre spectral line profiles. We have shown that the code per­
forms convincingly when tested against both simple analytical LTE predictions, and 
independent non-LTE radiative transfer calculations. The A-iteration method is often 
criticised because for certain problems it can take a prohibitively long time for full 
convergence to be achieved, particularly when the optical depths in the problem are 
large, llsing a reliable estimator of the convergence, however, the most optically thick
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models tested were typically found to converge in less than one hour of CPU time on 
a fast workstation.
5.4 Infall parameters
We have examined the physical constraints which can be used to limit the number 
and range o f parameters used in the spherically symmetric model fits. The parameters 
which are o f most relevance to the theoretical models are the velocity and density pro­
files. The shapes and intensities of the observed line profiles are also influenced by the 
temperature, relative abundance, and turbulent velocity profiles. O f these, the abun­
dance and turbulent velocity profiles are the least well understood. In the modelling of 
the data, we have assumed flat profiles for these two parameters as a practical measure, 
since otherwise the parameter space would be too large to search in a reasonable time. 
The uncertain validity o f these assumptions, and the assumption o f spherical symmetry 
itself, are the largest sources of uncertainty in the modelling.
We have studied the dependence of the predicted line profiles on a number o f model 
parameters, and identified the following trends. Increasing the infall velocity tends 
to produce an stronger asymmetry between the blue and red-shifted peaks in double­
peaked line profiles, without strongly affecting the separation between the peaks. The 
value o f the turbulent velocity dispersion, when assumed to be spatially uniform, is 
the most significant factor in determining the velocity separation between the peaks in 
the double-peaked profiles. The turbulent velocity dispersion was not found to have a 
significant effect on the degree o f asymmetry of the line profile however. We carried out 
a preliminary investigation into the effect o f adopting different power law dependences 
o f the turbulent velocity width on the gas density, and found the predicted line profiles 
to be extremely sensitive to the value o f the power law exponent. The uncertainty in 
the correct form o f the turbulent velocity profile is a limiting factor in the accuracy of 
the model fits to the infall velocity profile.
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The relative abundance of the tracer molecule, by determining the overall opti­
cal depth through the cloud, plays a central role in determing the appearance o f line 
profiles. Changing the value of the tracer molecule abundances over their empirical ob­
servational ranges, the predicted line profile can change from a single gaussian profile 
to a strongly double-peaked asymmetric line profile. Since the absolute tracer molecule 
abundance is proportional to the gas density, the uncertainty in the relative abundance 
is an important source of uncertainty in the density profiles o f the model fits.
5.5 Rotation
We have studied the effect on the predicted line profiles o f superimposing a solid-body 
rotation onto the infall velocity field. This does not introduce any departure from 
spherical symmetry, as far as the A-iteration calculation is concerned, since the radia­
tion field in the frame co-moving with the rotation remains unaltered if the rotation is 
solid-body (apart from the relativistic corrections to the radiation field of order v2/c2, 
and the inconsequential doppler shift of the background continuum radiation). The ef­
fect o f the solid-body rotation on the on-source line profiles was simply to ‘smooth out’ 
the double peaked structure, but for plausible values of the angular velocity this effect 
was found to be small. Both the centroid velocities and the line shapes of the off-centre 
profiles were found to be significantly altered by the solid-body rotation however. On 
the red-shifted side of the rotational velocity gradient, a reversal of the asymmetry in 
the line profiles was seen, in qualitative agreement with our HCO+ (J  =  4 —> 3) obser­
vations of IRAS 16293-2422. We measured the centroid velocity gradient predicted by 
our model for a solid body rotating envelope, which was found to slightly underestimate 
the actual rotational velocity gradient used in the model. The measured centroid ve­
locity gradient across observed spectral line maps should therefore be treated as lower 
limits to the actual line of sight velocity gradient in the cloud. The degree to which it 
is an underestimate depends on the beam size of the transition, the degree o f central
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concentration o f the emission, and size o f the region over which the velocity gradient is 
observed.
5.6 Specific cases studied
We selected the objects NGC1333-IRAS2 and Serpens SMM4 for detailed modelling 
using the STENHOLM radiative transfer code. We were able to produce reasonable 
fits to most o f the data, and we believe them to be sufficiently well constrained, within 
the range o f parameter space we have chosen to explore, to draw some preliminary 
conclusions from the results.
We confined ourselves to the Shu model forms for the density and velocity profiles 
in the modelling, both o f which are defined by just two parameters: the infall radius 
and the effective sound speed. In an attempt to explore alternative descriptions of 
protostellar collapse, however, we did not require the density and velocity profiles to 
have the same values for these parameters in our fits. This still left open the possibility 
that the exact Shu model could provide the best fit to the data.
Our best model fits to both the NGC1333-IRAS2 and Serpens SMM4 data used ve­
locity profiles which were more strongly developed than the Shu model would predict, 
given the fit to the density profile. This is consistent with theoretical predictions that 
at the instant a central protostar is formed, the gas in the envelope has already acceler­
ated to substantial velocities (e.g. Foster & Chevalier 1993). which contrasts with the 
static initial state assumed by the Shu model, and is one of the principal distinguishing 
features between the Shu model and other collapse models. In the subsequent evolution 
the infall velocities and mass infall rates are predicted to be higher than in the Shu 
model.
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Our fits to the H13CO + line profile observations o f both objects consistently overes­
timated the profile widths. We could produce better fits to these lines by lowering the 
infall velocity in the centre of the cloud, without significantly affecting the fits to the 
main line profile. The infall velocity may therefore be retarded from the r - 1 / 2 free-fall 
relation towards the centre of the cloud, possibly by centrifugal braking. Alternatively 
our assumption of a flat turbulent velocity profile may be incorrect.
The model predictions for the off centre HCO+ (J =  4 —>■ 3) line profiles showed 
greater discrepancies with the observed profiles. In the case o f IRAS2, these discrepan­
cies could not possibly be accommodated within a plausible model of infall and rotation, 
and we attribute them to the outflow. This resolves the debate about whether IRAS2 
contains the driving source of the north-south outflow in its vicinity. IRAS2 has also 
been unambiguously identified as the driving source o f a collimated east-west outflow, 
and we conclude therefore that IRAS2 is a protobinary.
The model fits to the off-centre HCO+ (J =  4 —f 3) line profiles of Serpens SMM4 
included the solid-body rotation inferred from the HCO+ (J — 4 —» 3) centroid velocity 
gradient in the calculation. The predicted and observed profiles showed good agree­
ment in the overall line shape although the model consistently underestimated the line 
intensities. In particular, the distortion of the model profiles caused by the solid-body 
rotation represented the data well. Since we found no evidence for excess emission from 
the outflow at the off-centre positions, we therefore concluded that Serpens SMM4 is 
an infalling and rotating protostar.
5.7 Future work
In this thesis we have made a number of approximations to facilitate the analysis of our 
spectral line observations, including the assumption of spherical symmetry, the micro- 
turbulent approximation, the complete redistribution approximation, and assumptions 
concerning the forms of the radial profiles of the different physical parameters. To take
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the work carried out in this thesis forward, the following considerations need to be 
addressed:
• Spherical Sym m etry: The assumption of spherical symmetry was used in this 
thesis to make the computational radiative transfer problem tractable in a rea­
sonable length o f time. Significant deviations from spherical symmetry are found 
in actual observations of protostellar envelopes, however, including dumpiness 
and flattened structures, and therefore spherically symmetric analyses can only 
be expected to have limited accuracy. The problem is not only a computational 
one, since increasing the dimensionality of the models also significantly increases 
the parameter space in which model fits have to be constrained by the data. It 
is essential that the parameter space be constrained within manageable limits 
if meaningful results are to be obtained. Structure on smaller scales than our 
beam play an important role. Forthcoming submillimetre interferometer arrays 
will assist with this problem.
• Turbulence: Turbulence plays a central role in determining the appearance of 
infall line profiles, but theoretical models are only just beginning to examine the 
behaviour o f turbulence in the protostellar environment. The turbulence in pro­
tostellar envelopes may either be driven from larger scales, through a Kolmogorov 
cascade starting with the differential rotation about the galactic centre of an en­
tire molecular cloud, and from smaller scales, through the perturbing effect of 
bipolar outflows, jets and stellar winds. The uncertain nature o f turbulence is a 
major limiting factor in the accurate determination o f the systematic velocity in 
protostellar envelopes.
• Abundance: The abundances of the tracer molecules are crucial in shaping the 
appearance of line profiles, and again are only poorly understood. The chemical 
abundances in protostellar envelopes depend not only on the current physical state 
o f the gas, but also depend in general on its history. The transfer o f molecules
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between grain mantles and the gas phase is an added complication. The un­
certainties in chemical abundances are a major limiting factor in the ability to 
determine envelope densities reliably.
• O u tflow s: The molecular outflows commonly associated with the earliest stages 
o f protostellar evolution can contribute significantly to the line profiles observed 
towards protostellar envelopes, even for the molecules which are usually thought 
o f as good tracers o f the protostellar envelope. There is no reliable tracer which 
is sensitive only to the protostellar envelope and not the outflow. This means 
that the possible effect of outflow on the observed line profiles must be evaluated 
before a claim that infall is taking place can be reliably made. It is unclear what 
factors are important in determining whether the outflow contributes strongly to 
the line profiles, although the inclination angle of the outflow is probably impor­
tant. Because blue-shifted outflow lobes are always situated on the near side of 
the protostellar envelope to the observer, and red-shifted lobes are situated on 
the far side, there will be a tendency for blue-shifted emission from the outflow to 
be less absorbed by the envelope than the red-shifted emission. This asymmetry 
works in the same direction as the infall asymmetry, and could conceivably lead 
to a misidentification o f infall. The problem of the interaction of jets and outflows 
with the protostellar envelope is a complicated one, but is clearly important in 
over half of all potential infall candidates.
Notwithstanding the above caveats, this thesis has shown that significant progress 
can be made even with relatively simple assumptions.
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