Abstract -The aim of the present paper is to investigate the regularization extragradient method for solving a system of ill-posed equilibrium problems in Hilbert spaces. An application to the mathematical programming with coupled constraints is also given.
Introduction
Let H be a real Hilbert space with the scalar product and the norm denoted by the symbols ·, · and · , respectively, let U be a nonempty closed convex subset of H, and let F j , j = 1, . . . , N, be a family of bifunctions from U 2 to (−∞, +∞). Consider the system of equilibrium problems find u * ∈ U such that F j (u * , v) 0 ∀v ∈ U, j = 1, . . . , N.
(1.1)
Assume that the bifunctions F j all satisfy the following set of standard properties. Condition 1.1. The bifunction F is such that: (i) F (u, u) = 0 ∀u ∈ U; (ii) F (u, v) + F (v, u) 0 ∀(u, v) ∈ U 2 ; (iii) for every u ∈ U, F (u, ·) : U → (−∞, +∞) is lower semicontinuous and convex; (iv) ∀(u, h, v) ∈ U 3 lim ε→0 + F ((1 − ε)u + εh, v) F (u, v). In the case of a single equilibrium, i.e., N = 1, problem (1.1) was shown in [7] , [9] , [26] to cover monotone inclusion problems, saddle point problems, variational inequality problems, minimization problems, Nash equilibria in noncooperative games, vector equilibrium problems, as well as certain fixed point problems (see also [14] ). For finding approximative solutions of (1.1) there exist several aproaches: the regularization approach in [12] , [13] , [15] , [28] , the gap-function approach in [16] , [17] , [20] , and the dynamical system or iterative procedure approach in [1] , [2] , [10] , [11] , [15] , [19] , [21] - [25] , [29] , [30] .
In the case that N > 1, we are only aware of the result [13] where on the basis of constructing the resolvent of the bifunction, which is a set-valued operator, Combettes and Hirstoaga studied the block-iterative algorithms and the regularization method only for the particular case N = 1.
In this paper, on the basis of the idea in [8] we solve problem (1.1) by using the regularization extragradient method for the general case N > 1, and their application to the equilibrium programming.
Note that the extragradient method is an iterative procedure which was first proposed in [18] . Then it was developed in [23] , [24] for variational inequality problems involving pseudomonotone operators. Recently, this method was improved by Solodov and Svaiter [27] . The improved method requires one to compute a projection onto K and a projection onto K ∩H k at each iteration, where H k is a hyperplane associated with the current iterative point. On the other hand, the extragradient method is combined with the regularization method and is called regularization extragradient method. The regularization extragradient method is used for solving variational inequalities in [5] and equilibrium programming in [6] , [28] . Set
From now on, suppose that S = ∅. In addition, we also assume that F j (u, v) all are convex and weak lower semicontinuous in the variable v for each fixed u ∈ U instead of (iii), i.e. F j (u, v) limF j (u, v n ) for the sequence {v n } ⊂ U converging weakly to v, and that F j (u, v) all are hemicontinuous in the variable u for each fixed v ∈ U instead of (iv), i.e.,
The strong and weak convergences of any sequence are denoted by → and ⇀, respectively.
Main results
We formulate the following facts in [7] , [22] which are necessary in the proof of our results.
is hemicontinuous for each v ∈ U and F is monotone, i.e., satisfies (ii) in condition 1.1, then U * = V * , where U * is the solution set of F (u * , v) 0 ∀v ∈ U, V * is the solution set of F (u, v * ) 0 ∀u ∈ U, and it is convex and closed. (ii) If F (·, v) is hemicontinuous for each v ∈ U and F is strongly monotone, i.e., there exists a positive constant τ such that
then U * contains a unique element. Since each S j is closed convex (proposition 2.1 ,(i)), then S is closed convex, too.
Lemma 2.1. Let {a k }, {b k }, {c k } be the sequences of positive numbers satisfying the conditions:
We construct the regularization solution u k * by solving the single equilibrium problem
(2.1) and α k > 0 ∀k > 0, is the regularization parameter.
We have the following results.
C , that also is a positive constant, then we have
Proof. It is easy to verify that F k (u, v) is a bifunction, i.e., F k (u, v) satisfies condition 1.1, and strongly monotone with constant α k > 0. Therefore, (2.1) has a unique solution u
Now we shall prove that u
Hence, from (2.1) it follows that
This fact, α k > 0, and the standard property (ii) of
because every convex and closed in norm set in H is also weak closed and u k i * ∈ U. First, we prove that u * ∈ S 1 . Indeed, by virtue of (ii) in condition 1.1 for F 1 (u, v), the weak lower semicontinuous property of the bifunction F 1 (u, v) in the variable v and (2.1) we have 0 F 1 (v, u * ) ∀v ∈ U, i.e., u * ∈ S 1 . Now we prove that u * ∈ S j , j = 2, . . . , N. From (2.1) and the property (ii) in condition 1.1 of the bifunction F 1 this implies that
Therefore, from the property (ii) in condition 1.1 of
By tending i → ∞, we have got
Consequently, F 2 (u * , y) 0 ∀y ∈ S 1 that is equivalent to
This means that u * is aslo an element of S 2 , i.e., F 2 (u * , y) 0 ∀y ∈ U. SetS l = ∩ l p=1 S p . Then,S l is also closed convex, andS l = ∅. Now suppose that we have proved that u * ∈S l , and need to show that u * belongs to S l+1 . Again, by virtue of (2.1) and the property (ii) in condition 1.1 of F l+1 (u, v) for each y ∈S l we can write
After passing i → ∞, we obtain 0 F l+1 (y, u * ) ∀y ∈S l .
SinceS l ∩ S l+1 = ∅, then u * is also an element of S l+1 , i.e., F l+1 (u * , y) 0 ∀y ∈ U. Inequality (2.2) and the weak convergence of {u k i * } to u * ∈ S, which is a closed convex subset in H, give the strong convergence of {u k i * } to u * : u * y ∀y ∈ S. From (2.1) and the properties of F j (u, v), for each α, β > 0 it follows that
Using (2.2), the boundedness of F j and the Lagrange mean-value theorem for the function α(t) = t −µ , 0 < µ < 1, t ∈ [1, +∞), on [α m , α k ] we have conclusion (iii). This completes the proof of the theorem.
Remark 2.1. Obviously, if u k * →ũ, k → +∞, where u k * is the solution of (2.1), then S = ∅.
Consider now the extragradient method
where β k are positive numbers, and
Note that this approximative condition was used in [5] and [6] , and it is satisfied when F j (u, v) = A j (u), v − u , where the monotone operators A j are given by monotone pertur-
with the function g(t) = 1 + t.
Theorem 2.2. Assume that the positive parameters α k , β k , and δ k are chosen such that
iv) in addition, assume that F j are bounded and Fréchet differentiable with respect to v such that ▽ v F j (u, u) are Lipschitz continuous, i.e.,
where L is a positive constant. Then, the sequence {u k } defined by (2.3) converges strongly to the element u * as k → +∞, if the assumptions in Section 1 hold.
Proof. Since
then from (2.3) we have
By replacing v = u k+1 and v = u k * in the first and second inequlities in the above inequlities, respectively, and adding the results, we obtain
and (2.4) this implies that
By using (2.2), (2.3) and the inequality 2|ab| εa 2 + b 2 /ε with ε = 1/2 we have the following estimations:
because of the Lipschitzs property of ▽ v F j (w, w) over U. On the other hand, from the monotone property of ▽ v F j it follows that
The last term in (2.5) is estimated as follows:
Therefore,
Since α k , β k , δ k → 0, then for k k 0 the last two terms in the above inequality are negative. Hence,
Thus, applying the inequality (a + b)
It is not difficult to check that b k and c k satisfy the conditions in the lemma for sufficiently large k. Hence, lim k→+∞ a 2 k = 0. This completes the proof of the theorem.
Application
Consider the mathematical programming with coupled constraints: find an element u * ∈ U such that ϕ(u * ) = min u∈S ϕ(u), S = {u * ∈ U : F j (u * , v) 0 ∀v ∈ U, j = 1, . . . , N − 1}, (3.1)
where F j (u, v) all are the bifunctions defined on H 2 and ϕ(x) is a lower semicontinuous convex functional on H. The variable u ∈ U plays the part of a parameter and v ∈ U is the optimization variable. We also assume that the set of solutions U * ⊂ U of (3.1) is not empty.
This problem in the finite-dimensional space R N was investidated in [3] , [4] by the gradient method, the proximal method, and the first order continuous regularization extragradient method. All these methods are constructed on the basis of operators of projection onto the positive orthant R N + and the set U. This problem can be solved by the methods in Section 2 assuming in addition that the Gateau derivative of ϕ is Lipschitz continuous with the constant L. In this case, set F N (u, v) = ϕ(v)−ϕ(u). Obviously, F N is also a bifunction. Consequently, by the argument in the proof of Theorem 1 we have F N (y, u * ) 0 ∀y ∈S N −1 = S, i.e., ϕ(u * ) − ϕ(y) 0 ∀y ∈ S. This means that the element u * minimizes the functional ϕ(v) over S.
