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ON ARTIN ALGEBRAS ARISING FROM MORITA CONTEXTS
EDWARD L. GREEN AND CHRYSOSTOMOS PSAROUDAKIS
Abstract. We study Morita rings Λ(φ,ψ) =
( A ANB
BMA B
)
in the context of Artin algebras from various
perspectives. First we study covariantly finite, contravariantly finite, and functorially finite subcategories
of the module category of a Morita ring when the bimodule homomorphisms φ and ψ are zero. Further
we give bounds for the global dimension of a Morita ring Λ(0,0), as an Artin algebra, in terms of the
global dimensions of A and B in the case when both φ and ψ are zero. We illustrate our bounds with
some examples. Finally we investigate when a Morita ring is a Gorenstein Artin algebra and then we
determine all the Gorenstein-projective modules over the Morita ring Λφ,ψ in case A = N =M = B and
A an Artin algebra.
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1. Introduction
Morita contexts, also known as pre-equivalence data, have been introduced by Bass in [8], see also [16],
in his exposition of the Morita Theorems on equivalences of module categories. Let A and B be unital
associative rings. Recall that aMorita context over A, B, is a 6-upleM = (A,N,M,B, φ, ψ), where BMA is
a B-A-bimodule, ANB is an A-B-bimodule, and φ : M⊗AN −→ B is a B-B-bimodule homomorphism, and
ψ : N ⊗B M −→ A is an A-A-bimodule homomorphism, satisfying the following associativity conditions,
∀m,m′ ∈M , ∀n, n′ ∈ N :
φ(m⊗ n)m′ = mψ(n⊗m′) and nφ(m⊗ n′) = ψ(n⊗m)n′
Associated to any Morita context M as above, there is an associative ring, the Morita ring of M, which
incorporates all the information involved in the 6-uple M, defined to be the formal 2× 2 matrix ring
Λ(φ,ψ)(M) =
(
A ANB
BMA B
)
where Λ(φ,ψ)(M) = A⊕N ⊕M ⊕B as an abelian group, and the formal matrix multiplication is given by(
a n
m b
)
·
(
a′ n′
m′ b′
)
=
(
aa′ + ψ(n⊗m′) an′ + nb′
ma′ + bm′ bb′ + φ(m ⊗ n′)
)
The Morita ring of a Morita context, not to be confused with the notion of a (right or left) Morita
ring appearing in Morita duality, has been studied explicitly by various authors in ring, module, or
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2representation, theoretic framework; in this connection we refer to the papers by Amitsur [1], Muller [30],
Green [21], Cohen [15], Loustaunau [28], and Buchweitz [14], among others. We refer also to the classical
textbooks [25], [29], [34] for the terminology of Morita rings.
It should be noted that the Morita rings form an omnipresent class of rings, providing sources of many
important examples and the proper conceptual framework for the study of many problems in several
different contexts in ring theory. We describe briefly some important examples and situations where
Morita rings are involved.
Let A be a ring and MA be a right A-module. If B = EndA(M) is the endomorphism ring of A, then
viewing M as a B-A-bimodule and setting N = HomA(M,A), it is easy to see that there exist naturally
induced bimodule homomorphisms φ and ψ and a Morita context M = (A,M,N,B, φ, ψ). Hence any pair
(A,MA), where A is a ring and MA is a right A-module induces a Morita context.
An important special case is when M = eA, where e2 = e is an idempotent element of A. Clearly then
N = HomA(M,A) = Ae and B = eAe, and the Morita ring Λ(φ,ψ)(M) takes the form
Λ(φ,ψ)(M) =
(
A Ae
eA eAe
)
On the other hand if e2 = e ∈ A is an idempotent element of A and f = 1A−e, then the Pierce decomposi-
tion of A with respect to the idempotents e, f induces a Morita contextM(e, f) = (eAe, eA, fA, fAf, α, β),
and the ring A is isomorphic to
A ∼= Λ(φ,ψ)(M(e, f)) =
(
eAe eAf
fAe fAf
)
Note that since any Morita ring Λφ,ψ(M) contains the idempotents e =
(
1A 0
0 0
)
and f = 1Λ − e =
(
0 0
0 1B
)
,
it is not difficult to see that there is a ring isomorphism Λφ,ψ(M) ∼= Λφ,ψ(M(e, f)). It follows that any
Morita ring is isomorphic to the Morita ring arising from the Pierce decomposition of a ring A with respect
to two orthogonal idempotents whose sum is the identity of A. We mention that, as a consequence, any
upper or lower triangular matrix ring is a Morita ring.
As another important example, in a more general context, let C be an additive category and X,Y be
arbitrary objects of C . We view M := HomC (X,Y ) as an A-B-bimodule and N := HomC (Y,X) as a
B-A-bimodule in a natural way, where A = EndC (X) and B = EndC (Y ). It is easy to see that there is a
Morita context M = (A,M,N,B, φ, ψ) and an isomorphism of rings
EndC (X ⊕ Y ) ∼= Λφ,ψ(M)
i.e. Morita rings appear as endomorphism rings of a direct sum of objects in any additive category. This
is the universal example of a Morita ring since it is not difficult to see that any Morita ring arises in this
way. On the other hand the above construction gives the well-known bijective correspondence µ : C −→ M
between pre-additive categories C with two objects X,Y and Morita Contexts M = (A,N,M,B, φ, ψ).
Under this correspondence µ(X) = EndC (X) = A, µ(Y ) = EndC (Y ) = B, M = HomC (X,Y ), N =
HomC (Y,X) and the maps φ and ψ are given by the composition of maps in C . As a consequence the
study of Morita rings subsumes the study of pre-additive categories with two objects.
The examples and situations mentioned above and the important role they play in various different
contexts provide a strong motivation for studying Morita rings in a general context using homological and
representation-theoretic tools. Our main aim in this paper is to study Morita rings, mainly in the context
of Artin algebras, concentrating mainly at representation-theoretic and homological aspects.
The organization and the main results of the paper are as follows.
In section 2 we collect preliminary notions and results on Morita rings that will be useful throughout
the paper and we fix notation. In particular we describe the module category over a Morita ring and also
we analyze the connections with recollement situations between the involved module categories. In section
3 we describe the projective, injective and simple modules in case the Morita ring is an Artin algebra.
Using this description we characterize when the Morita ring is selfinjective and then, as an immediate
consequence of this we give an upper bound for the representation dimension of the Morita ring Λ0,0(M)
arising from the Morita context M where A = B =M = N = Λ: selfinjective and φ = 0 = ψ.
In sections 4 and 5 we study finiteness conditions on subcategories of the module category of a Morita
ring Λ(φ,ψ)(M) arising from a Morita contextM = (A,N,M,B, φ, ψ), and also we investigate the global di-
mension of Λ(φ,ψ)(M), in the special case when the bimodule homomorphisms φ and ψ are zero. One advan-
tage for working in this setting is that the module categoriesMod-A,Mod-B,Mod-
(
A 0
BMA B
)
,Mod-
(
A ANB
0 B
)
3are fully embedded into the module categoryMod-Λ(0,0)(M) as functorially finite subcategories. More gen-
erally we show in section 4 that if U is a functorially finite subcategory of Mod-A and V is a functorially
finite subcategory of Mod-B, then under some additional conditions the subcategories U and V induce a
functorially finite subcategory of Mod-Λ(0,0)(M), thus generalizing some well known results of the liter-
ature, see [35], in the setting of triangular matrix rings. In section 5, after introducing the notion of an
A-tight (resp. B-tight) projective Λ(0,0)-resolution, we prove our first main result of the section, namely if
the bimodule M has a B-tight projective Λ(0,0)-resolution and the bimodule N has an A-tight projective
Λ(0,0)-resolution, then the global dimension of Λ(0,0) is bounded by the sum of the global dimensions of
A and B plus one. Further we deal with the case where either M or N does not have a tight projective
Λ(0,0)-resolution and we present some formulas for the global dimension of Λ(0,0). We provide examples
which shows that the inequalities of our bounds are sharp and that the inequalities can be proper.
The final section 6 is devoted to investigate when a Morita ring Λ(φ,ψ)(M), regarded as an Artin algebra,
is Gorenstein and discuss applications of this result. More precisely, under the assumption that the adjoint
pair of functors (M ⊗A −,HomB(M,−)) induces a quasi-inverse equivalence between the category of A-
modules of finite projective dimension and the category of B-modules of finite injective dimension, and the
adjoint pair of functors (N ⊗B −,HomA(N,−)) induces a quasi-inverse equivalence between the category
of B-modules of finite projective dimension and the category of A-modules of finite injective dimension,
we show that the algebra Λ(φ,ψ)(M) is Gorenstein. For example if Λ is a Gorenstein Artin algebra then the
matrix algebra ∆(φ,φ)(M) =
(
Λ Λ
Λ Λ
)
, arising from the Morita context M = (Λ,Λ,Λ,Λ, φ, φ), is Gorenstein.
As a consequence we determine the Gorenstein-projective modules over the Artin algebra ∆(φ,φ)(M), under
the assumption that Λ is a Gorenstein Artin algebra.
Conventions and Notations. We compose morphisms in a given category in a diagrammatic order.
For a ring R we work usually with left R-modules and the corresponding category is denoted by Mod-R.
Our additive categories are assumed to have finite direct sums and our subcategories are assumed to be
closed under isomorphisms and direct summands. For all unexplained notions and results concerning the
representation theory of Artin algebras we refer to the book [6].
2. Preliminaries on Morita Rings
Let A and B be rings, ANB an A-B-bimodule, BMA a B-A-bimodule, and φ : M ⊗A N −→ B a B-
B-bimodule homomorphism, and ψ : N ⊗B M −→ A an A-A-bimodule homomorphism. Then from the
Morita context M = (A,N,M,B, φ, ψ) we define the Morita ring :
Λ(φ,ψ)(M) =
(
A ANB
BMA B
)
where the addition of elements of Λ(φ,ψ) is componentwise and multiplication is given by(
a n
m b
)
·
(
a′ n′
m′ b′
)
=
(
aa′ + ψ(n⊗m′) an′ + nb′
ma′ + bm′ bb′ + φ(m ⊗ n′)
)
We assume that φ(m⊗n)m′ = mψ(n⊗m′) and nφ(m⊗n′) = ψ(n⊗m)n′ for all m,m′ ∈M and n, n′ ∈ N .
This condition ensures that Λ(φ,ψ)(M) is an associative ring. From now on we will write for simplicity
Λ(φ,ψ) instead of Λ(φ,ψ)(M).
Remark 2.1. Morita rings have appeared in the literature under various names, for instance: the ring
of the Morita context [29] and generalized matrix rings [21], [31].
Since we are interested in Artin algebras, the following easy result characterizes when a Morita ring is
an Artin algebra.
Proposition 2.2. Let Λ(φ,ψ) =
(
A ANB
BMA B
)
be a Morita ring. Then Λ(φ,ψ) is an Artin algebra if and only
if there is a commutative artin ring R such that A and B are Artin R-algebras and M and N are finitely
generated over R which acts centrally both on M and N .
The description of the modules over a Morita ring Λ(φ,ψ) is well known, see for instance [21], but for
completeness and due to our needs we include it also here. For this reason we introduce the following
category. Let M(Λ) be the category whose objects are tuples (X,Y, f, g) where X ∈ Mod-A, Y ∈ Mod-B,
4f ∈ HomB(M ⊗A X,Y ) and g ∈ HomA(N ⊗B Y,X) such that the following diagrams are commutative :
N ⊗B M ⊗A X
ψ⊗IdX

N⊗f // N ⊗B Y
g

A⊗A X
≃ // X
M ⊗A N ⊗B Y
φ⊗IdY

M⊗g //M ⊗A X
f

B ⊗B Y
≃ // Y
We denote by ΨX and ΦY the following compositions :
N⊗BM⊗AX
ψ⊗IdX //
ΨX
((
A⊗A X
≃ // X M ⊗A N ⊗B Y
φ⊗IdY //
ΦY
((
B ⊗B Y
≃ // Y
Let (X,Y, f, g) and (X ′, Y ′, f ′, g′) be objects of M(Λ). Then a morphism (X,Y, f, g) −→ (X ′, Y ′, f ′, g′)
in M(Λ) is a pair of homomorphisms (a, b) where a : X −→ X ′ is an A-morphism and b : Y −→ Y ′ is a
B-morphism such that the following diagrams are commutative :
M ⊗A X
M⊗a

f // Y
b

M ⊗A X
′
f ′ // Y ′
N ⊗B Y
N⊗b

g // X
a

N ⊗B Y
′
g′ // X ′
Dually since the functorsM⊗A− : Mod-A −→ Mod-B andN⊗B− : Mod-B −→ Mod-A have right adjoints
we can define the category M˜(Λ). We denote by
π : HomB(M ⊗A X,Y )
≃ // HomA(X,HomB(M,Y )) and ρ : HomA(N ⊗B Y,X)
≃ // HomB(Y,HomA(N,X))
adjoint isomorphims and let ǫ : M ⊗AHomB(M,−) −→ IdMod-B , resp. ǫ
′ : N ⊗B HomA(N,−) −→ IdMod-A,
and δ : IdMod-A −→ HomB(M,M ⊗A −), resp. δ
′ : IdMod-B −→ HomA(N,N ⊗B −), be the counit and the
unit of the adjoint pair (M ⊗A −,HomA(M,−)), resp. (N ⊗B −,HomA(N,−)). The objects of M˜ are
tuples (X,Y, κ, λ) where X ∈ Mod-A, Y ∈ Mod-B, κ : X −→ HomB(M,Y ) and λ : Y −→ HomA(N,X)
such that the following diagrams are commutative :
X
κ

≃ // HomA(A,X)

HomB(M,Y )
(M,λ) // HomB(M,HomA(N,X))
Y
λ

≃ // HomB(B, Y )

HomA(N,X)
(N,κ) // HomA(N,HomB(M,Y ))
Let (X,Y, κ, λ) and (X ′, Y ′, κ′, λ′) be objects in M˜(Λ). Then a morphism (X,Y, κ, λ) −→ (X ′, Y ′, κ′, λ′)
in M˜(Λ) is a pair of homomorphisms (c, d) where c : X −→ X ′ is an A-morphism and d : Y −→ Y ′ is a
B-morphism such that the following diagrams are commutative :
X
c

κ // HomB(M,Y )
HomB(M,d)

X ′
κ′ // HomB(M,Y
′)
Y
d

λ // HomA(N,X)
HomA(N,c)

Y ′
λ′ // HomA(N,X
′)
We define the functor F : M(Λ) −→ M˜(Λ) by F(X,Y, f, g) = (X,Y, π(f), ρ(g)) on objects and F(a, b) =
(a, b) on morphisms. Then it is straightforward that F : M(Λ) −→ M˜(Λ) is an isomorphism of categories
with inverse given by G(X,Y, κ, λ) = (X,Y, π−1(κ), ρ−1(λ)) on objects and G(a, b) = (a, b) on morphisms.
The relationship between Mod-Λ(φ,ψ) and M(Λ) is given via the functor F
′ : M(Λ) −→ Mod-Λ(φ,ψ) which
is defined as follows. If (X,Y, f, g) is an oblect of M(Λ), then we define F′(X,Y, f, g) = X ⊕ Y as abelian
groups, and the Λ(φ,ψ)-module structure is given by(
a n
m b
)
(x, y) = (ax+ g(n⊗ y), by + f(m⊗ x))
for all a ∈ A, b ∈ B, n ∈ N,m ∈ M,x ∈ X and y ∈ Y . One can verify easily that the object F′(X,Y, f, g)
is a Λ(φ,ψ)-module. If (a, b) : (X,Y, f, g) −→ (X
′, Y ′, f ′, g′) is a morphism in M then F′(a, b) = a⊕ b : X ⊕
Y −→ X ′ ⊕ Y ′.
5Proposition 2.3. Let Λ(φ,ψ) =
(
A ANB
BMA B
)
be a Morita ring. Then the categories Mod-Λ(φ,ψ), M(Λ)
and M˜(Λ) are equivalent.
Proof. See [21, Theorem 1.5]. 
From now on we will identify the modules over Λ(φ,ψ) with the objects of M(Λ). We define the following
functors :
(i) The functor TA : Mod-A −→ Mod-Λ(φ,ψ) is defined by TA(X) = (X,M ⊗A X, IdM⊗X ,ΨX) on
the objects X ∈ Mod-A and given an A-morphism a : X −→ X ′ then TA(a) = (a,M ⊗ a).
(ii) The functor UA : Mod-Λ(φ,ψ) −→ Mod-A is defined by UA(X,Y, f, g) = X on the objects
(X,Y, f, g) ∈ Mod-Λ(φ,ψ) and given a morphism (a, b) : (X,Y, f, g) −→ (X
′, Y ′, f ′, g′) inMod-Λ(φ,ψ)
then UA(a, b) = a.
(iii) The functor TB : Mod-B −→ Mod-Λ(φ,ψ) is defined by TB(Y ) = (N ⊗B Y, Y,ΦY , IdN⊗Y ) on the
objects Y ∈ Mod-B and given a B-morphism b : Y −→ Y ′ then TB(b) = (N ⊗ b, b).
(iv) The functor UB : Mod-Λ(φ,ψ) −→ Mod-B is defined by UB(X,Y, f, g) = Y on the Λ(φ,ψ)-modules
(X,Y, f, g) and given a Λ(φ,ψ)-morphism (a, b) : (X,Y, f, g) −→ (X
′, Y ′, f ′, g′) then UB(a, b) = b.
(v) The functor HA : Mod-A −→ Mod-Λ(φ,ψ) is defined by HA(X) = (X,HomA(N,X), δ
′
M⊗X ◦
HomA(N,ΨX), ǫ
′
X) on the objects X ∈ Mod-A and given an A-morphism a : X −→ X
′ then
HA(a) = (a,HomA(N, a)).
(vi) The functor HB : Mod-B −→ Mod-Λ(φ,ψ) is defined by HB(Y ) = (HomB(M,Y ), Y, ǫY , δN⊗Y ◦
HomB(M,ΦY )) on the objects Y ∈ Mod-B and given a B-morphism b : Y −→ Y
′ then HB(b) =
(HomB(M, b), b).
(vii) Suppose that φ = 0 = ψ. Then we define the functor ZA : Mod-A −→ Mod-Λ(0,0) by ZA(X) =
(X, 0, 0, 0) on the objects X ∈ Mod-A and if a : X −→ X ′ is an A-morphism then ZA(a) = (a, 0).
Dually we define the functor ZB : Mod-B −→ Mod-Λ(0,0).
The following result gives more informations about these functors and the module category over Morita
rings. For the notion of recollements of abelian categories we refer to [18], [33].
Proposition 2.4. (i) The functors TA, TB and HA,HB are fully faithful.
(ii) The pairs (TA,UA), (TB,UB) and (UA,HA), (UB ,HB) are adjoint pairs of functors.
(iii) The functors UA and UB are exact.
(iv) We have Ker UA = Mod-Λ/Λe1Λ ≃ Mod-B/ Imφ, Ker UB = Mod-Λ/Λe2Λ ≃ Mod-A/ Imψ,
Mod-e1Λe1 = Mod-A and Mod-e2Λe2 = Mod-B, where e1 =
(
1 0
0 0
)
and e2 =
(
0 0
0 1
)
are idem-
potent elements of Λ(φ,ψ).
(v) The following diagrams :
Mod-B/ Imφ
inc // Mod-Λ(φ,ψ)
UA //
yy
ee
Mod-A
TA
{{
HA
dd
Mod-A/ Imψ
inc // Mod-Λ(φ,ψ)
UB //
yy
ee
Mod-B
TB
{{
HB
dd
are recollements of abelian categories. If φ = 0 = ψ then we have the following recollements :
Mod-B
ZB // Mod-Λ(0,0)
UA //
yy
dd Mod-A
TA
yy
HA
ff
Mod-A
ZA // Mod-Λ(0,0)
UB //
yy
dd Mod-B
TB
yy
HB
ff
Proof. Parts (i)-(iv) are easy to verified, see also [32]. For (v) recall that the recollement situation of
Mod-Λ(φ,ψ) means that (TA,UA), (UA,HA) are adjoint pairs, TA, HA and inc are fully faithful and
Mod-B/ Imφ is equivalent with Ker UA = {(0, Y, 0, 0) | Y ∈ Mod-B}. But this holds from (i)-(iv) and
similarly we deduce that the rest diagrams are recollements of abelian categories as well. Note that
the unlabeled functors in each diagram are induced from the counit of the adjoint pair (TA,UA), resp.
(TB,UB), and the unit of the adjoint pair (UA,HA), resp. (UB ,HB). This result is a special case of a
more general statement in [32], see also [33]. 
The next result describes the Morita rings Λ(φ,ψ) with φ = 0 = ψ. For the notion of trivial extension
of rings we refer to [17].
6Proposition 2.5. [17] Let Λ(0,0) =
(
A ANB
BMA B
)
be a Morita ring where the bimodule morphisms φ and ψ
are zero. Then we have an isomorphism of rings :
Λ(0,0)
≃ // (A×B)⋉M ⊕N
where (A×B)⋉M ⊕N is the trivial extension ring of A×B by the (A×B)-(A×B)-bimodule M ⊕N .
Proof. First we have to show that the abelian group M ⊕N is an (A×B)-(A×B)-bimodule. We define
the morphisms:
(A×B)×M ⊕N −→M ⊕N, [(a, b), (m,n)] 7→ (bm, an)
and
M ⊕N × (A×B) −→M ⊕N, [(m,n), (a, b)] 7→ (ma, nb)
Then it is easy to establish that M ⊕N is a left A×B-module and a right A×B-module. Also since ANB
and BMA are bimodules it follows that M ⊕N is an (A×B)-(A×B)-bimodule. Hence we can define the
trivial extension (A × B) ⋉M ⊕N with elements [(a, b), (m,n)] where (a, b) ∈ A × B, (m,n) ∈ M ⊕N ,
the addition is componentwise and the multiplication is given by
[(a1, b1), (m1, n1)] · [(a2, b2), (m2, n2)] = [(a1, b1) · (a2, b2), (a1, b1) · (m2, n2) + (m1, n1) · (a2, b2)]
= [(a1a2, b1b2), (b1m2, a1n2) + (m1a2, n1b2)]
= [(a1a2, b1b2), (b1m2 +m1a2, a1n2 + n1b2)]
Then it is straightforward that the morphism Λ(0,0) −→ (A×B)⋉M ⊕N,
(
a n
m b
)
7→ [(a, b), (m,n)] is an
isomorphism of rings. 
2.1. Examples of Morita Rings. We continue by giving a variety of examples of Morita rings which
will be used throughout the paper.
The first example shows that any ring with an idempotent element is a Morita ring.
Example 2.6. Let R be a ring with an idempotent element e. Then from the Pierce decomposition of
R with respect to the idempotents e, f = 1R − e it follows that R is the Morita ring with A = eRe,
B = (1− e)R(1− e), N = eR(1− e), M = (1− e)Re and the bimodule homomorphisms φ, ψ are induced
by the multiplication in R.
The following example is well known from Morita equivalence.
Example 2.7. Let A be a ring and P be an A-module. Then we have the following Morita ring :
Λ(φ,ψ) =
(
A HomA(P,A)
P EndA(P )
)
with bimodule homomorphisms φ : P ⊗A HomA(P,A) −→ EndA(P ), p⊗ f 7→ φ(p⊗ f)(p
′) = pf(p′) and
ψ : HomA(P,A) ⊗EndA(P ) P −→ A, f ⊗ p 7→ ψ(f ⊗ p) = f(p). Hence any pair (A,PA), where A is a
ring and PA is a right A-module induces a Morita ring. Also it is well known that if the A-module P is
progenerator, then the rings A and EndA(P ) are Morita equivalent.
The next example shows that Morita rings are special cases of semi-trivial extensions [31].
Example 2.8. Let R be a ring, M a R-R-bimodule and θ : M ⊗R M −→ M a R-R-bimodule ho-
momorphism. Then on the Cartesian product R × M we define multiplication by (r,m) · (r′,m′) =
(rr′+θ(m,m′), rm′+mr′) such that θ(m⊗m′)m′′ = mθ(m′⊗m′′), for every r, r′ ∈ R and m,m′,m′′ ∈M .
Then this data defines a ring structure with unit element on the Cartesian product set R×M . This ring
is denoted by R⋉θM and is called the semi-trivial extension of R by M and θ. We refer to Palmer [31] for
more details.
Let Λ(φ,ψ) =
(
A ANB
BMA B
)
be a Morita ring. Set R = A×B and consider the R-R-bimodule M˜ = N×M .
Then the map θ : M˜⊗RM˜ −→ R is a R-R-bimodule homomorphism, where M˜⊗RM˜ = N⊗BM×N⊗BM ,
and we have the following ring isomorphism: R ⋉θ M ≃ Λ(φ,ψ).
The following is the example which motivated this work.
Example 2.9. Let Λ be an Artin algebra and U, V two finitely generated Λ-modules. Consider the
endomorphism Artin algebra EndΛ(U ⊕ V ). Then we have the Artin algebra :
Λ(φ,ψ) = EndΛ(U ⊕ V ) ≃
(
EndΛ(U) HomΛ(U, V )
HomΛ(V, U) EndΛ(V )
)
7where the bimodule homomorphisms φ : HomΛ(V, U) ⊗ HomΛ(U, V ) −→ EndΛ(V ) and ψ : HomΛ(U, V ) ⊗
HomΛ(V, U) −→ EndΛ(U) are given by composition.
Example 2.10. Let Λ be an Artin algebra and let {ǫ1, . . . , ǫn} be a full set of primitive orthogonal
idempotents. Suppose n ≥ 2 and 1 ≤ r < n. Set e1 =
∑r
i=1 ǫi and e2 =
∑n
i=r+1 ǫi. Then
Λ(φ,ψ) =
(
e1Λe1 e1Λe2
e2Λe1 e2Λe2
)
is a Morita ring having the structure of an Artin algebra and the bimodule homomorphisms φ : e2Λe1⊗e1Λe1
e1Λe2 −→ e2Λe2 and ψ : e1Λe2 ⊗e2Λe2 e2Λe1 −→ e1Λe1 are given by multiplication.
Example 2.11. Let A be a ring and let I and J be ideals in A. Then we have the Morita ring
Λ(φ,ψ) =
(
A J
I A
)
where φ : J ⊗A I −→ A and ψ : I ⊗A J −→ A are multiplication maps. Interesting special cases are when
I = J , A is an Artin algebra and I and J are contained in the Jacobson radical of A, or I = J = A.
Later in the paper we will study the special case of Morita rings with φ = ψ = 0. More generally, the
case where φ = ψ is of interest. Towards this end, we have the following result and its corollary.
Lemma 2.12. Suppose that
Λ(φ,ψ) =
(
A N
A A
)
is a Morita ring and that α : N −→ A ⊗A N and β : N −→ N ⊗A A are given by α(n) = 1 ⊗ n and
β(n) = n⊗ 1. Then φ ◦ α = ψ ◦ β.
Proof. We note that φ(a⊗n)a′ = aψ(n⊗ a′) for all a, a′ ∈ A and n ∈ N . Taking a = a′ = 1A, we see that
φ(α(n)) = φ(1 ⊗ n) = ψ(n⊗ 1) = ψ(β(n)) and the result follows. 
As a consequence, we have the following result.
Corollary 2.13. Suppose that
Λ(φ,ψ) =
(
A A
A A
)
is a Morita ring. Then φ = ψ.
Proof. Noting that A ⊗A A is generated by 1 ⊗ 1, we need only to show that φ(1 ⊗ 1) = ψ(1 ⊗ 1). But,
keeping the notation of the Lemma 2.12, with N = A, φ(1 ⊗ 1) = φ(α(1)) = ψ(β(1)) = ψ(1 ⊗ 1) and we
are done. 
3. Projective, Injective and Simple Modules
In this section we describe the projective, injective and simple modules over Λ(φ,ψ) as an Artin algebra
and we examine also when Λ(φ,ψ) is selfinjective. We work in the setting of finitely generated modules
over the Artin algebra Λ(φ,ψ) although there is a description for arbitrary modules over Morita rings. We
refer to [32] for more details.
3.1. Projective and Injective Λ(φ,ψ)-modules. We start with the next result which gives a description
of the indecomposable projective Λ(φ,ψ)-modules.
Proposition 3.1. Let Λ(φ,ψ) be a Morita ring regarded as an Artin algebra. Then the indecomposable
projective Λ(φ,ψ)-modules are objects of the form :

TA(P ) = (P,M ⊗A P, IdM⊗AP ,ΨP )
TB(Q) = (N ⊗B Q,Q,ΦQ, IdN⊗BQ)
where P is an indecomposable projective A-module and Q is an indecomposable projective B-module.
8Proof. If P =
(
A 0
M 0
)
and Q =
(
0 N
0 B
)
then Λ(φ,ψ) ≃ P ⊕ Q as left Λ(φ,ψ)-modules. From Proposition 2.3
it follows that the object of M(Λ) which corresponds to the Λ(φ,ψ)-module P is (A,M ⊗A A, IdM⊗A,ΨA).
Also the tuple (N ⊗ B,B,ΦB, IdN⊗B) is the object of M(Λ) corresponding to Q. Let A = P1 ⊕ · · · ⊕ Pn
be the decomposition of A into a direct sum of indecomposable projective A-modules. Then we have the
following decomposition of (A,M ⊗A A, IdM⊗A,ΨA) :
(A,M ⊗A A, IdM⊗A,ΨA) ≃ (P1,M ⊗A P1, IdM⊗AP1 ,ΨP1)⊕ · · · ⊕ (Pn,M ⊗A Pn, IdM⊗APn ,ΨPn)
and for every 1 ≤ i ≤ n we have the isomorphism EndΛ(φ,ψ)(Pi,M ⊗A Pi, IdM⊗APi ,ΨPi) ≃ EndA(Pi). Since
the algebra EndA(Pi) is local it follows that (Pi,M ⊗A Pi, IdM⊗APi ,ΨPi) is an indecomposable projective
Λ(φ,ψ)-module, for all 1 ≤ i ≤ n. Similarly if B = Q1 ⊕ · · · ⊕ Qm is the decomposition of B into the
direct sum of indecomposable projective B-modules, then we infer that (N ⊗B Qi, Qi,ΦQi , IdN⊗BQi) is
an indecomposable projective Λ(φ,ψ)-module for all 1 ≤ i ≤ m. In this way we get all indecomposable
projective Λ(φ,ψ)-modules up to isomorphism. 
Our aim now is to describe the injective Λ(φ,ψ)-modules. In order to do this we describe how the duality
acts on the objects of M˜(Λ) using the equivalence of categories : M˜(Λ)
≃
−→ M(Λ)
≃
−→ mod-Λ(φ,ψ). First
we identify the opposite algebra Λop(φ,ψ) with the Morita ring
Λop(φ,ψ) ≃
(
Bop BopNAop
AopMBop A
op
)
,
(
a n
m b
)op
7→
(
bop n
m aop
)
Let (X,Y, f, g) ∈ M(Λ). Then the object (X,Y, π(f), ρ(g)) ∈ M˜(Λ) and applying the duality we obtain
the morphisms D(π(f)) ∈ HomAop(DHomB(M,Y ),DX) and D(ρ(g)) ∈ HomBop(DHomA(N,X),DY ). Let
0 −→ Y −→ I0 −→ I1 be an injective coresolution of Y . Since the functors DHomB(M,−), M ⊗Bop
D(−) : mod-B −→ mod-Aop are right exact we have the following exact commutative diagram:
DHomB(M, I1)
≃

// DHomB(M, I0)
≃

// DHomB(M,Y )
σ
✤
✤
✤
// 0
M ⊗Bop D I1 // M ⊗Bop D I0 // M ⊗Bop DY // 0
Hence the morphism σ : M ⊗Bop DY
≃
−→ DHomB(M,Y ) is an A
op-isomorphism which is functorial in Y .
Similarly we obtain a Bop-isomorphism τ : N ⊗Aop DX
≃
−→ DHomA(N,X) which is functorial in X . Then
we have the object (DY,DX, σ ◦ D(π(f)), τ ◦ D(ρ(g))) ∈ M(Λop) where the morphisms are the following
compositions :
M ⊗Bop DY ≃
σ // DHomB(M,Y )
D(π(f)) // DX N ⊗Aop DX ≃
τ // DHomA(N,X)
(D ρ(g)) // DY
If (a, b) : (X,Y, f, g) −→ (X ′, Y ′, f ′, g′) is a morphism in M(Λ) then it is easy to check that
(D(b),D(a)) : (DY ′,DX ′, σ′ ◦ D(π(f ′)), τ ′ ◦ D(ρ(g′))) −→ (DY,DX, σ ◦ D(π(f)), τ ◦ D(ρ(g)))
is a morphism in M(Λop) and in this way we obtain a contravariant functor D : M(Λ) −→ M(Λop). Then
from the following commutative diagram:
M(Λ)
D

≃ // mod-Λ(φ,ψ)
D

M(Λop)
≃ // mod-Λop(φ,ψ)
where D : mod-Λ(φ,ψ) −→ mod-Λ
op
(φ,ψ) is the usual duality, we infer that the functor D : M(Λ) −→M(Λ
op)
is a duality. We are now ready to describe the injective Λ(φ,ψ)-modules.
Proposition 3.2. Let Λ(φ,ψ) be a Morita ring regarded as an Artin algebra. Then the indecomposable
injective Λ(φ,ψ)-modules are of the form :

HA(I) = (I,HomA(N, I), δ
′
M⊗I ◦ HomA(N,ΨI), ǫ
′
I)
HB(J) = (HomB(M,J), J, ǫJ , δN⊗J ◦ HomB(M,ΦJ))
where I is an indecomposable injective A-module and J is an indecomposable injective B-module.
9Proof. This follows from the description of the duality D : M(Λ) −→ M(Λop) and Proposition 3.1. 
3.2. Simple Λ(φ,ψ)-modules. In this subsection we determine the simple Λ(φ,ψ)-modules. Note that the
description of the simple Λ(φ,ψ)-modules follows from the recollement diagram of Proposition 2.4 and is
due to Kuhn, see [24] for a general result about simple objects in recollements of abelian categories. For
completeness we sketch the proof in our case.
Let X be an A-module. Then we have the following commutative diagram:
TA(X)
%% %%❑❑
❑❑
❑❑
❑❑
❑❑
(IdX ,µX ) // HA(X)
CA(X)
99
99ssssssssss
where CA(X) = Im (IdX , µX) = (X, ImµX , κ, λ) and µX = δ
′
M⊗X ◦ HomA(N,ΨX). Then the assigment
X 7→ Im (IdX , µX) defines a functor CA : mod-A −→ mod-Λ(φ,ψ) on objects and given an A-morphism
a : X −→ X ′ then CA(a) = (a, θ), where θ : ImµX −→ ImµX′ is the unique morphism which makes the
following diagram commutative :
M ⊗A X
µX //
)) ))❙❙❙
❙❙❙
M⊗a

HomA(N,X)
HomA(N,a)

ImµX
θ

55
55❧❧❧❧❧
M ⊗A X
′
µX′ //
)) ))❙❙❙
❙❙❙
HomA(N,X
′)
ImµX′
55
55❧❧❧❧❧
From the above diagram it follows that the functor CA : mod-A −→ mod-Λ(φ,ψ) preserves epimorphisms
and monomorphisms.
We have the following result which shows that the functor CA lifts simple modules.
Lemma 3.3. Let S be a simple A-module. Then CA(S) is a simple Λ(φ,ψ)-module.
Proof. Consider the following exact commutative diagram:
TA(S) //

HA(S)
0 // (X,Y, f, g) // CA(S) //
77
77♥♥♥♥♥♥♥♥♥♥♥♥
(X ′, Y ′, f ′, g′) // 0
We claim that either (X,Y, f, g) = 0 or (X ′, Y ′, f ′, g′) = 0. If we apply the exact functor UA we get the
short exact sequence 0 −→ X −→ S −→ X ′ −→ 0 and so X = 0 or X ′ = 0 since S is simple. Hence
(X,Y, f, g) ∈ Ker UA or (X
′, Y ′, f ′, g′) ∈ Ker UA. Let (0, Y, 0, 0) be the submodule of CA(S). Then the ob-
ject (0, Y, 0, 0) is also a submodule of HA(S) and HomΛ(φ,ψ)((0, Y, 0, 0),HA(S)) ≃ HomA(UA(0, Y, 0, 0), S) =
0. This implies that CA(S) has no nonzero submodules. Similarly if (0, Y
′, 0, 0) is the quotient mod-
ule of CA(S) then (0, Y
′, 0, 0) is also a quotient module of TA(S). But HomΛ(φ,ψ) (TA(S), (0, Y
′, 0, 0)) ≃
HomA (S,UA(0, Y
′, 0, 0)) = 0 and then CA(S) has no nonzero quotient modules. We infer that (X,Y, f, g) =
0 or (X ′, Y ′, f ′, g′) = 0 and therefore the Λ(φ,ψ)-module CA(S) is simple. 
Lemma 3.4. Let (X,Y, f, g) be a simple Λ(φ,ψ)-module such that UA(X,Y, f, g) = X 6= 0. Then X is a
simple A-module and CAUA(X,Y, f, g) ≃ (X,Y, f, g).
Proof. From the following commutative diagram:
TA(X)

(IdX ,f) //
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
(X,Y, f, g)
(IdX ,δ
′
Y ◦HomA(N,g))

CAUA(X,Y, f, g) // // HA(X)
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we deduce that the map CA(X) −→ Im (IdX , δ
′
Y ◦ HomA(N, g)) is a monomorphism. But then since
(X,Y, f, g) is simple and CA(X) 6= 0 it follows that CAUA(X,Y, f, g) ≃ (X,Y, f, g). Let X
′ be a submodule
of X and let i : X ′ −→ X be the inclusion map. Then since the functor CA preserves monomorphisms
we have the monomorphism CA(i) : CA(X
′) −→ CAUA(X,Y, f, g) and therefore CA(X
′) = 0 or CA(X
′) ≃
(X,Y, f, g). Thus if we apply the functor UA we get X
′ = 0 or X ′ ≃ X and therefore we conclude that
the A-module UA(X,Y, f, g) = X is simple. 
The following result describes the simple Λ(φ,ψ)-modules in terms of simple A-modules, simple B-
modules, simple B/ Imφ-modules and simple A/ Imψ-modules.
Proposition 3.5. There are the following bijections :
{simple B/ Imφ-modules}
ZB
// {simple Λ(φ,ψ)-modules such that UA(X,Y, f, g) = 0}
UBoo
{simple A-modules}
CA
// {simple Λ(φ,ψ)-modules such that UA(X,Y, f, g) 6= 0}
UAoo
{simple A/ Imψ-modules}
ZA
// {simple Λ(φ,ψ)-modules such that UB(X,Y, f, g) = 0}
UAoo
{simple B-modules}
CB
// {simple Λ(φ,ψ)-modules such that UB(X,Y, f, g) 6= 0}
UBoo
Proof. The second and fourth bijections follow from Lemma 3.3, Lemma 3.4 and their duals concerning the
functor CB. Suppose now that (0, Y, 0, 0) is a simple Λ(φ,ψ)-module. We claim that UB(0, Y, 0, 0) = Y is a
simple B-module. Since (0, Y, 0, 0) is a Λ(φ,ψ)-module we have ΦY = 0. Let Y
′ be a non-zero submodule
of Y and i : Y ′ →֒ Y the inclusion map. Since ΦY ′ ◦ i = (M ⊗A N ⊗B i) ◦ΦY = 0 it follows that ΦY ′ = 0.
This implies that we have the monomorphism (0, i) : (0, Y ′, 0, 0) −→ (0, Y, 0, 0) and since (0, Y ′, 0, 0) is not
zero and (0, Y, 0, 0) is simple we infer that the Λ(φ,ψ)-modules (0, Y
′, 0, 0) and (0, Y, 0, 0) are isomorphic.
Then Y ′ ≃ Y and therefore the B-module Y is simple. Conversely starting with a simple B-module Y
with ΦY = 0 then we deduce that the object ZB(Y ) = (0, Y, 0, 0) is simple. Then the first bijection follows
and similarly we derive the third one. 
Remark 3.6. Let {S1, . . . , Sn} be a complete set of simple A-modules and {S
′
1, . . . , S
′
m} a complete set
of simple B-modules. The simple B/ Imφ-modules are the simple B-modules with the additional property
that ΦS′1 = · · · = ΦS′m = 0. Then from the first two bijections of Proposition 3.5 the simple Λ(φ,ψ)-modules
are of the form: CA(S1), . . . ,CA(Sn),ZB(S
′
1), . . . ,ZB(S
′
m). Similarly the simple A/ Imψ-modules are the
simple A-modules such that ΨS1 = · · · = ΨSn = 0, and using the last two bijections of Proposition 3.5 we
get that the simple Λ(φ,ψ)-modules are the following objects : CB(S
′
1), . . . ,CB(S
′
m),ZA(S1), . . . ,ZA(Sn).
It is easy to check that these two descriptions essentially coincide.
3.3. Selfinjective Artin Algebras. After the complete description of the indecomposable projective and
injective Λ(φ,ψ)-modules we are interested to find conditions for the Artin algebra Λ(φ,ψ) to be selfinjective.
Recall that an Artin algebra A is selfinjective if A is an injective and projective A-module.
The following result gives a sufficient condition for a Morita ring to be selfinjective.
Proposition 3.7. Let Λ(φ,ψ) be a Morita ring which is an Artin algebra. Assume that the adjoint pair of
functors (M ⊗A −,HomB(M,−)) induces an equivalence between projA and injB, and the adjoint pair of
functors (N ⊗B −,HomA(N,−)) induces an equivalence between projB and injA. Then the algebra Λ(φ,ψ)
is selfinjective.
Proof. Let TA(P ) = (P,M ⊗A P, IdM⊗AP ,ΨP ) be an indecomposable projective Λ(φ,ψ)-module, where P
is an indecomposable projective A-module. Since the categories projA and injB are equivalent we have
isomorphisms a : M ⊗A P
≃
−→ J and b−1 : HomB(M,J)
≃
−→ P for some injective B-module J , where
b = δP ◦ HomB(M,a). Then we have the injective Λ(φ,ψ)-module HB(J) = (HomB(M,J), J, ǫJ , δN⊗BJ ◦
HomB(M,ΦJ)) and we claim that the map (b, a) : TA(P ) −→ HB(J) is an isomorphism of Λ(φ,ψ)-modules.
It is straightforward that the map (b, a) is an isomorphism since both the maps b and a are isomorphims.
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Hence we have only to prove that (b, a) is a morphism in mod-Λ(φ,ψ), i.e. we have to show that the
following diagrams are commutative :
M ⊗A P
M⊗b ≃

IdM⊗P // M ⊗A P
a≃

M ⊗A HomB(M,J) ≃
ǫJ // J
N ⊗B M ⊗A P
N⊗a ≃

ΨP // P
b≃

N ⊗B J
δN⊗J◦HomB(M,ΦJ ) // HomB(M,J)
Clearly the first diagram is commutative and for the second we have
(N ⊗B a) ◦ δN⊗J ◦ HomB(M,ΦJ) = δN⊗M⊗P ◦ HomB(M,M ⊗A N ⊗B a) ◦ HomB(M,ΦJ )
= δN⊗M⊗P ◦ HomB(M,ΦM⊗P ) ◦ HomB(M,a)
= δN⊗M⊗P ◦ HomB(M,M ⊗ΨP ) ◦ HomB(M,a)
= ΨP ◦ δP ◦ HomB(M,a)
= ΨP ◦ b
Thus TA(P ) ≃ HB(J) and so the indecomposable projective Λ(φ,ψ)-module TA(P ) is injective. Moreover
from Proposition 3.1 we have also the indecomposable projective Λ(φ,ψ)-module TB(Q) = (N ⊗B Q,Q, φ⊗
IdQ, IdN⊗BQ) for some indecomposable projective B-module Q. Then using the equivalence between projB
and injA it follows as above that TB(Q) ≃ HA(I) for some injective A-module I and so TB(Q) is an
injective Λ(φ,ψ)-module. Since every indecomposable projective Λ(φ,ψ)-module is injective we infer that
the Artin algebra Λ(φ,ψ) is selfinjective. 
Example 3.8. Let Λ be a selfinjective Artin algebra. Then from Proposition 3.7 we get that
(
Λ Λ
Λ Λ
)
(φ,φ)
is a selfinjective Artin algebra.
The following example shows that the converse of Proposition 3.7 is not true in general.
Example 3.9. Let K be a field and KQ be the path algebra where Q is the quiver
v1
◦
a // v2◦
b
  ✁✁
✁✁
✁✁
✁✁
v3
◦
c
^^❂❂❂❂❂❂❂❂
Let I be the ideal generated by ba, cb, and ac and Λ = KQ/I. Then Λ is a selfinjective finite dimensional
K-algebra. Setting e = v1 and e
′ = v2 + v3, we view Λ as a Morita ring via
Λ(φ,ψ) =
(
eΛe eΛe′
e′Λe e′Λe′
)
Note that, in this case, φ = ψ = 0. Since eΛe has one indecomposable projective-injective module up to
isomorphism and e′Λe′ has two nonisomorphic indecomposable projective-injective modules, the converse
to Proposition 3.7 fails.
For an Artin algebra Λ we denote by LL (Λ) the Loewy length of Λ. We have the following consequence,
where for the notion of Auslander’s representation dimension we refer to [2].
Corollary 3.10. Let Λ be a selfinjective Artin algebra. Then :
rep. dim
(
Λ Λ
Λ Λ
)
(0,0)
≤ 2 LL (Λ)
Proof. Since Λ is selfinjective we have from Example 3.8 that the matrix Artin algebra
(
Λ Λ
Λ Λ
)
(0,0)
is
selfinjective. Then the result follows from [2] since LL
(
Λ Λ
Λ Λ
)
(0,0)
= 2 LL (Λ). 
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4. Functorially Finite Subcategories
In this section our purpose is to study finiteness conditions on subcategories of Mod-Λ(0,0). The reason
for restricting to the case where φ = ψ = 0 is that we have full embeddings from the module categories
Mod-A, Mod-B, Mod-
(
A 0
BMA B
)
and Mod-
(
A ANB
0 B
)
to Mod-Λ(0,0). In particular we show that the above
natural subcategories of Mod-Λ(0,0) are bireflective and therefore functorially finite.
We start by defining the following full subcategories of Mod-Λ(0,0):

X =
{
(X,Y, f, 0) | f : M ⊗A X −→ Y is an epimorphism
}
Y =
{
(0, Y, 0, 0) | Y ∈ Mod-B
}
= ImZB
Z =
{
(X,Y, 0, g) | ρ(g) : Y −→ HomA(N,X) is a monomorphism
}
X′ =
{
(X,Y, 0, g) | g : N ⊗B Y −→ X is an epimorphism
}
Y′ =
{
(X, 0, 0, 0) | X ∈ Mod-A
}
= ImZA
Z′ =
{
(X,Y, f, 0) | π(f) : X −→ HomB(M,Y ) is a monomorphism
}
We will show that the above subcategories have a special structure in Mod-Λ(0,0). First let us recall
the notion of torsion pairs for abelian categories. Let B be an abelian category. Then a torsion pair in B
is a pair (U,V) of strict full subcategories of B satisfying the following conditions :
(i) HomB(U,V) = 0, i.e. HomB(U, V ) = 0 for all U ∈ U and V ∈ V.
(ii) For every object B ∈ B there exists a short exact sequence 0 −→ UB
fB
−→ B
gB
−→ V B −→ 0 in B
such that UB ∈ U and V
B ∈ V.
In that case, U is called a torsion class and V is called a torsion-free class. It is very easy to observe that
for a torsion pair (U,V) in B we have that U is closed under factors, extensions and coproducts and V
is closed under subobjects, extensions and products. Moreover in this case we have U = ⊥V = {B ∈
B | HomB(B,V) = 0} and V = U
⊥ = {B ∈ B | HomB(U, B) = 0}. A triple (U,V,W) of strict full
subcategories of B is called torsion, torsion-free triple or TTF-triple for short, if (U,V) and (V,W) are
torsion pairs. Then V is called a TTF-class. We refer to [13] for more informations about torsion theories.
Recall also that a full subcategory C is called contravariantly finite in B if for any object B in B there ex-
ists a map fB : CB −→ B, where CB lies in C , such that the induced map HomB(C , fB) : HomB(C , CB) −→
HomB(C , B) is surjective. In this case the map fB is called a right C -approximation of B. Dually we
have the notions of covariant finiteness and left approximations. Then C is called functorially finite if it is
both contravariantly and covariantly finite.
The following result gives the precise structure of the subcategories X,Y,Z,X′,Y′, Z′ in Mod-Λ(0,0).
Proposition 4.1. Let Λ(0,0) be a Morita ring. Then the triples (X,Y,Z) and (X
′,Y′,Z′) are TTF-triples
in Mod-Λ(0,0).
Proof. Let (X,Y, f, g) be a Λ(0,0)-module. We write f = κ ◦ λ for the factorization of f through the Im f .
Then from the counit of the adjoint pair (TA,UA) we have the following exact sequence:
0 // (0,Ker f, 0, 0) // TA(X)

(IdX ,f) // (X,Y, f, g) // (0,Coker f, 0, 0) // 0
Im (IdX , f)
77
77♣♣♣♣♣♣♣♣♣♣♣
where Im (IdX , f) = (X, Im f, κ, (N ⊗B λ) ◦ g). But from the following commutative diagram:
N ⊗B M ⊗A X
N⊗f //
N⊗κ

ΨX=0
**
N ⊗B Y
g // X
N ⊗B Im f
N⊗λ
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
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it follows that the map (N ⊗B λ) ◦ g is zero since the map N ⊗B κ is an epimorphism. Therefore we have
the exact sequence 0 −→ (X, Im f, κ, 0) −→ (X,Y, f, g) −→ (0,Coker f, 0, 0) −→ 0 with (X, Im f, κ, 0) ∈ X
and (0,Coker f, 0, 0) ∈ Y. Let (X,Y, f, 0) ∈ X and (0, Y ′, 0, 0) ∈ Y. Then since the map f : M ⊗AX −→ Y
is an epimorphism we get that HomΛ(0,0) ((X,Y, f, 0), (0, Y
′, 0, 0)) = 0. Hence (X,Y) is a torsion pair in
Mod-Λ(0,0). We continue now in order to show that (Y,Z) is also a torsion pair. Let (X,Y, f, g) be a
Λ(0,0)-module. From the unit of the adjoint pair (UA,HA) we have the following exact sequence:
0 // (0,Ker ρ(g), 0, 0) // (X,Y, f, g)

(IdX ,ρ(g))// HA(X) // (0,Cokerρ(g), 0, 0) // 0
Im (IdX , ρ(g))
88
88♣♣♣♣♣♣♣♣♣♣♣
where ρ(g) = δ′Y ◦ HomA(N, g). We write ρ(g) = γ ◦ n for the factorization through the Im ρ(g). The
image of the morphism (IdX , ρ(g)) is the Λ(0,0)-module Im (IdX , ρ(g)) = (X, Im ρ(g),m, ρ
−1(n)), where
m = f ◦ γ and the map ρ(ρ−1(n)) = n : Im ρ(g) −→ HomA(N,X) is a monomorphism. But then the map
m = f ◦ γ = π−1(π(f) ◦ HomB(M,γ)) = 0 since the following diagram is commutative :
X
π(f) //
Ψ′X=0
,,
HomB(M,Y )
HomB(M,γ)

HomB(M,ρ(g)) // HomB(M,HomA(N,X))
HomB(M, Im ρ(g))
33 HomB(M,n)
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
Thus we obtain the exact sequence 0 −→ (0,Ker ρ(g), 0, 0) −→ (X,Y, f, g) −→ (X, Im ρ(g), 0, ρ−1(n)) −→
0 in Mod-Λ(0,0) with (0,Ker ρ(g), 0, 0) ∈ Y and (X, Im ρ(g), 0, ρ
−1(n)) ∈ Z. Let (0, b) : (0, Y ′, 0, 0) −→
(X,Y, 0, g) be a morphism in Mod-Λ(0,0) with (0, Y
′, 0, 0) ∈ Y and (X,Y, 0, g) ∈ Z. Then from the
following commutative diagrams:
N ⊗B Y
′
N⊗b

// 0

N ⊗B Y
g // X
Y ′
b

// 0

Y
ρ(g) // HomA(N,X)
it follows that b = 0 since the map ρ(g) is a monomorphism. Thus HomΛ(0,0)(Y,Z) = 0 and therefore we
conclude that (Y,Z) is a torsion pair in Mod-Λ(0,0). Similarly we prove that (X
′,Y′,Z′) is a TTF-triple in
Mod-Λ(0,0). 
Remark 4.2. Let (X,Y, f, g) be a Λ(0,0)-module with f : M ⊗A X −→ Y an epimorphism. Then the
morphism g : N ⊗B Y −→ X is zero since the composition N ⊗B M ⊗AX −→ N ⊗B Y −→ X is zero and
the map N ⊗B f is an epimorphism. We used this argument in the above proof and note that the same
holds for the objects of Z, X′ and Z′ as well.
As a consequence of Proposition 4.1 and [5] we have the following.
Corollary 4.3. Let Λ(0,0) be a Morita ring.
(i) The full subcategory X = {(X,Y, f, 0) | f : M ⊗AX −→ Y is an epimorphism} is contravariantly
finite in Mod-Λ(0,0), closed under extensions, quotients and coproducts, and TA(Mod-A) ⊆ X.
(ii) The full subcategory X′ = {(X,Y, 0, g) | g : N ⊗B Y −→ X is an epimorphism} is contravariantly
finite in Mod-Λ(0,0), closed under extensions, quotients and coproducts, and TB(Mod-B) ⊆ X
′.
(iii) The full subcategory Z = {(X,Y, 0, g) | ρ(g) : Y −→ HomA(N,X) is a monomorphism} is covari-
antly finite in Mod-Λ(0,0), closed under extensions, subobjects and products, and HA(Mod-A) ⊆ Z.
(iv) The full subcategory Z′ = {(X,Y, f, 0) | π(f) : X −→ HomB(M,Y ) is a monomorphism} is covari-
antly finite in Mod-Λ(0,0), closed under extensions, subobjects and products, and HB(Mod-B) ⊆ Z
′.
The next result describes the categories of modules over A and B via the subcategories X, Z, X′, Z′.
Corollary 4.4. Let Λ(0,0) be a Morita ring. Then there is an equivalence
Mod-A
≃ // X ∩ Z and Mod-B
≃ // X′ ∩ Z′
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Proof. From Proposition 2.4 we have the recollement (Mod-B,Mod-Λ(0,0),Mod-A) and so the quotient
category Mod-Λ(0,0)/Mod-B is equivalent with Mod-A. From Proposition 4.1 we have the TTF-triple
(X,Y,Z) in Mod-Λ(0,0). Then from [13, Proposition 1.3] it follows that Mod-Λ(0,0)/Y ≃ X ∩ Z. But since
we can identify Y with Mod-B it follows that Mod-A is equivalent with X ∩ Z. Similarly using the TTF-
triple (X′,Y′,Z′) and the recollement (Mod-A,Mod-Λ(0,0),Mod-B) we infer that Mod-B is equivalent with
X′ ∩ Z′. 
We denote by X0 the full subcategory of Mod-Λ(0,0) whose objects are the tuples (X,Y, f, g) such that
there is an exact sequence 0 −→ K0 −→ TA(P0) −→ (X,Y, f, g) −→ 0 with P0 ∈ ProjA. Similarly we
define the subcategories Y0 = {(X,Y, f, g) ∈ Mod-Λ(0,0) | ∃ 0 −→ (X,Y, f, g) −→ HA(I0) −→ L0 −→
0 exact with I0 ∈ InjA}, X
′
0 = {(X,Y, f, g) ∈ Mod-Λ(0,0) | ∃ 0 −→ K0 −→ TB(Q0) −→ (X,Y, f, g) −→
0 exact with Q0 ∈ ProjB} and Y
′
0 = {(X,Y, f, g) ∈ Mod-Λ(0,0) | ∃ 0 −→ (X,Y, f, g) −→ HB(J0) −→
L0 −→ 0 exact with J0 ∈ InjB}.
The reason for defining the above subcategories is the following result which provides another description
of the subcategories X,Z,X′ and Z′.
Proposition 4.5. Let Λ(0,0) be a Morita ring. Then : X = X0, Z = Y0, X
′ = X′0 and Z
′ = Y′0.
Proof. Let (X,Y, f, 0) ∈ X and let a : P −→ X be an epimorphism with P ∈ ProjA. Then we have the
morphism (a, Fa◦f) : TA(P ) −→ (X,Y, f, 0) in Mod-Λ(0,0) which is an epimorphism since f : M⊗AX −→
Y is an epimorphism. Hence (X,Y, f, 0) ∈ X0. Conversely, let (X,Y, f, g) ∈ X0. Since there exists an
epimorphism (a, b) : TA(P ) −→ (X,Y, f, g) it follows that b = Fa ◦ f and b is an epimorphism. Hence
the map f is an epimorphism and from Remark 4.2 it follows that the map g = 0. Thus the object
(X,Y, f, 0) ∈ X. Therefore we have X = X0 and similarly we prove the other statements. 
For the next result we need to recall the notion of bireflective subcategories. A full subcategory C of
an abelian category B is said to be reflective if the inclusion functor i : C −→ B has a left adjoint. Dually
the subcategory C is called coreflective if i : C −→ B has a right adjoint. Then C is bireflective if it is both
reflective and coreflective. We refer to [19] and [20] for more information about bireflective subcategories.
The following gives the exact properties of the natural subcategories of Mod-Λ(0,0).
Theorem 4.6. Let Λ(0,0) be a Morita ring. Then the full subcategories
Mod-A, Mod-B, Mod-
(
A 0
BMA B
)
, Mod-
(
A ANB
0 B
)
are bireflective in Mod-Λ(0,0). In particular the above subcategories are functorially finite in Mod-Λ(0,0),
closed under isomorphic images, direct sums, direct products, kernels and cokernels.
Proof. Since φ = ψ = 0 it follows that the maps θ1 : Λ(0,0) −→ A, θ1
((
a n
m b
))
= a, θ2 : Λ(0,0) −→ B,
θ2
((
a n
m b
))
= b, θ3 : Λ(0,0) −→
(
A 0
BMA B
)
, θ3
((
a n
m b
))
=
(
a 0
m b
)
and θ4 : Λ(0,0) −→
(
A ANB
0 B
)
, θ4
((
a n
m b
))
=(
a n
0 b
)
are surjective ring homomorphisms. Therefore the above maps are ring epimorphisms, i.e. epi-
morphisms in the category of rings. Hence from [19], see also [20], we infer that the essential images of
the restriction functors Mod-A −→ Mod-Λ(0,0), Mod-B −→ Mod-Λ(0,0), Mod-
(
A 0
BMA B
)
−→ Mod-Λ(0,0)
and Mod-
(
A ANB
0 B
)
−→ Mod-Λ(0,0) are bireflective subcategories. Then from [19], [20] it follows that
the full subcategories Mod-A,Mod-B,Mod-
(
A 0
BMA B
)
,Mod-
(
A ANB
0 B
)
are functorially finite in Mod-Λ(0,0),
closed under isomorphic images, direct sums, direct products, kernels and cokernels. For complete-
ness we describe the approximations of the Λ(0,0)-modules. Let (X,Y, f, g) be a Λ(0,0)-module. Re-
call that we have the full embedding ZA : Mod-A −→ Mod-Λ(0,0) sending an A-module X to the tuple
(X, 0, 0, 0). Then the map (X,Y, f, g) −→ (Coker g, 0, 0, 0) is the unique left ImZA-approximation. Let
F : Mod-
(
A 0
BMA B
)
−→ Mod-Λ(0,0) be the functor defined on the objects (X,Y, f) ∈ Mod-
(
A 0
BMA B
)
by
F(X,Y, f) = (X,Y, f, 0) and given a morphism (a, b) : (X,Y, f) −→ (X ′, Y ′, f ′) in Mod-
(
A 0
BMA B
)
then
F(a, b) = (a, b) : (X,Y, f, 0) −→ (X ′, Y ′, f ′, 0) is a morphism in Mod-Λ(0,0). We denote by U = ImF =
{(X,Y, f, 0) | (X,Y, f) ∈ Mod-
(
A 0
BMA B
)
}. Let (X,Y, f, g) be a Λ(0,0)-module. Since ΦY = 0 we have the
following commutative diagram:
M ⊗A N ⊗B Y
0=ΦY
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
M⊗g //M ⊗A X
f

M⊗πX // M ⊗A Coker g
h
uu❥ ❥
❥ ❥
❥ ❥
❥ ❥
❥
// 0
Y
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Consider the object (Coker g, Y, h, 0) ∈ W. Then the morphism (πX , IdY ) : (X,Y, f, g) −→ (Coker g, Y, h, 0)
is the unique left U-approximation. Similarly we obtain the descriptions of the left approximations from
Mod-B and Mod-
(
A ANB
0 B
)
, and dually we can derive the right approximations. 
Remark 4.7. (i) By Proposition 4.1 the categoriesMod-A andMod-B are TTF-classes. This implies
that they are bireflective in Mod-Λ(0,0), but note that this is clear also from the recollements
diagrams of Proposition 2.4.
(ii) For every Λ(0,0)-module (X,Y, f, g) the assignment (X,Y, f, g) 7→ (Coker g, Y, h) induces a functor
G : Mod-Λ(0,0) −→ Mod-
(
A 0
BMA B
)
which is the left adjoint of the functor F : Mod-
(
A 0
BMA B
)
−→
Mod-Λ(0,0) in the proof of Theorem 4.6. Similarly we obtain the right adjoint of F and in the
same way we get the adjoints of the full embedding Mod-
(
A ANB
0 B
)
−→ Mod-Λ(0,0).
We continue with the following result on finiteness of subcategories.
Theorem 4.8. Let Λ(0,0) be a Morita ring.
(i) Let U be a covariantly finite subcategory of Mod-A such that U ⊆ Ker HomA(N,−) and V a
covariantly finite subcategory of Mod-B such that V ⊆ KerN ⊗B −. Then the full subcategory
W =
{
(X,Y, f, g) ∈ Mod-Λ(0,0) | X ∈ U and Y ∈ V
}
is covariantly finite in Mod-Λ(0,0).
(ii) Let U be a contravariantly finite subcategory of Mod-A such that U ⊆ Ker HomA(N,−) and V a
contravariantly finite subcategory of Mod-B such that V ⊆ KerN ⊗B −. Then the full subcategory
W =
{
(X,Y, f, g) ∈ Mod-Λ(0,0) | X ∈ U and Y ∈ V
}
is contravariantly finite in Mod-Λ(0,0).
(iii) Let U be a functorially finite subcategory of Mod-A such that U ⊆ Ker HomA(N,−) and V a
functorially finite subcategory of Mod-B such that V ⊆ KerN ⊗B −. Then the full subcategory
W =
{
(X,Y, f, g) ∈ Mod-Λ(0,0) | X ∈ U and Y ∈ V
}
is functorially finite in Mod-Λ(0,0).
Proof. (i) Let (A1, B1, f1, g1) be an arbitrary Λ(0,0)-module and letm : A1 −→ X1 be a left U-approximation.
From the morphisms M ⊗A m and f1 we have the following pushout diagram:
M ⊗A A1
M⊗m //
f1

M ⊗A X1
ρ

B1
θ // I
and let n : I −→ Y1 be a left V-approximation. Then we claim that the map
(A1, B1, f1, g1)
(m,θ◦n) // (X1, Y1, ρ ◦ n, 0)
is a leftW-approximation. First the object (X1, Y1, ρ◦n, 0) ∈ W since it is a Λ(0,0)-module with X1 ∈ U and
Y1 ∈ V. Also from the above pushout diagram and since HomA(N⊗BB1, X1) ≃ HomB(B1,HomA(N,X1)) =
0 it follows that the following diagrams are commutative :
M ⊗A A1
M⊗m

f1 // B1
θ◦n

M ⊗A X1
ρ◦n // Y1
N ⊗B B1
N⊗(θ◦n)

g1 // A1
m

N ⊗B Y1
0 // X1
Thus the map (m, θ ◦ n) is a morphism in Mod-Λ(0,0). Let (α, β) : (A1, B1, f1, g1) −→ (X,Y, f, g) be a
morphism in Mod-Λ(0,0) with (X,Y, f, g) ∈W. Since m : A1 −→ X1 is a left U-approximation and X ∈ U
there exists a map γ : X1 −→ X such that m ◦ γ = α. Morover since f1 ◦ β = (M ⊗A a) ◦ f there exists a
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map µ : I −→ Y such that the following diagram:
M ⊗A A1
M⊗m //
f1

M ⊗A X1
ρ

(M⊗γ)◦f

B1
θ //
β
11
I
µ
$$■
■
■
■
■
■
Y
is commutative. Then since the map n : I −→ Y1 is a left V-approximation there exists a morphism
δ : Y1 −→ Y such that n ◦ δ = µ. This implies that the following diagram is commutative :
(A1, B1, f1, g1)
(α,β)

(m,θ◦n) // (X1, Y1, ρ ◦ n, 0)
(γ,δ)tt✐✐✐✐
✐✐✐
✐✐✐✐
✐✐✐
✐✐
(X,Y, f, g)
Since ρ ◦ n ◦ δ = ρ ◦ µ = (M ⊗A γ) ◦ f and N ⊗B Y1 = 0 we infer that (γ, δ) is a morphism in Mod-Λ(0,0)
and therefore we have proved our claim. Part (ii) is dual to (i) and (iii) follows from (i) and (ii). 
Remark 4.9. Note that the converse of Theorem 4.8 holds, i.e. if W is contravariantly (resp. covariantly)
finite in Mod-Λ(0,0) then U is contravariantly (resp. covariantly) finite in Mod-A and V is contravariantly
(resp. covariantly) finite in Mod-B. The proof is not difficult and is left to the reader.
If the bimodule N = 0 then from Theorem 4.8 we have the following well known result due to Smalø.
Corollary 4.10. [35, Theorem 2.1] Let Λ =
(
A 0
BMA B
)
be a triangular matrix ring, U a full subcategory
of Mod-A, V a full subcategory of Mod-B and let W =
{
(X,Y, f) ∈ Mod-Λ | X ∈ U and Y ∈ V
}
.
(i) The subcategory W is covariantly finite in Mod-Λ if and only if U is covariantly finite in Mod-A
and V is covariantly finite in Mod-B.
(ii) The subcategory W is contravariantly finite in Mod-Λ if and only if U is contravariantly finite in
Mod-A and V is contravariantly finite in Mod-B.
(iii) The subcategory W is functorially finite in Mod-Λ if and only if U is functorially finite in Mod-A
and V is functorially finite in Mod-B.
We continue with the following applications for Artin algebras. For the notion of Auslander-Reiten
sequences we refer to [6].
Corollary 4.11. Let Λ(0,0) be a Morita ring which is an Artin algebra. Then the full subcategories mod-A
and mod-B of mod-Λ(0,0) have relative Auslander-Reiten sequences in mod-Λ(0,0).
Proof. The result follows from [7] and Theorem 4.6. 
Corollary 4.12. Let Λ(0,0) be a Morita ring which is an Artin algerba. Let U be an extension closed func-
torially finite subcategory of mod-A such that U ⊆ Ker HomA(N,−) and V an extension closed functorially
finite subcategory of mod-B such that V ⊆ KerN ⊗B −. Then the full subcategory W = {(X,Y, f, g) ∈
mod-Λ(0,0) | X ∈ U and Y ∈ V} has Auslander-Reiten sequences.
Proof. Since U and V are closed under extensions it follows that W is also closed under extensions. Then
the result follows from Theorem 4.8 and [7]. 
The last part in the paper of Smalø [35] deals with the full subcategory of modules of finite projective
dimension. In particular, if Λ =
(
A 0
BMA B
)
is a triangular matrix Artin algebra, then the category of
Λ-modules of finite projective dimension is contravariantly finite in mod-Λ if and only if the category of A-
modules of finite projective dimension is contravariantly finite in mod-A and the category of B-modules of
finite projective dimension is contravariantly finite in mod-B, see [35, Proposition 2.3]. This result follows
from Corollary 4.10 and the description of the subcategory of Λ-modules of finite projective dimension.
Recall that a Λ-module (X,Y, f) is of finite projective dimension if and only if the projective dimensions
of AX and BY are finite.
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We close this section with the next example which shows that the subcategory of Λ(0,0)-modules of
finite projective dimension cannot be described as in the lower triangular case. This distinguishes our
situation from the lower triangular situation.
Example 4.13. Let K be a field and KQ be the path algebra where Q is the quiver
Q =
v1
◦a 88
b
)) v2
◦ d
xx
cii
Let I be the ideal generated by a2, bc, cb, d2, ba−db, and cd−ac and let Λ = KQ/I. It is not hard to show
that Λ is a selfinjective finite dimensional K-algebra. The structure of the indecomposable projective-
injective modules look like:
v1
a
⑤⑤
⑤⑤
⑤⑤
⑤⑤ b
❇❇
❇❇
❇❇
❇❇
v1
b ❇❇
❇❇
❇❇
❇❇
v2
d
⑤⑤
⑤⑤
⑤⑤
⑤⑤
v2
v2
d
⑤⑤
⑤⑤
⑤⑤
⑤⑤ c
❇❇
❇❇
❇❇
❇❇
v2
c ❇❇
❇❇
❇❇
❇❇
v1
a
⑤⑤
⑤⑤
⑤⑤
⑤⑤
v1
Setting e = v1 and e
′ = v2, we view Λ as the Morita ring via
Λ(φ,ψ) =
(
eΛe eΛe′
e′Λe e′Λe′
)
Note that, in this case, φ = ψ = 0. One sees that Λ is a selfinjective finite dimensional biserial algebra.
Consider the string module of the form
D = v1
⑤⑤
⑤⑤
⑤⑤
⑤⑤
❇❇
❇❇
❇❇
❇❇
v2
⑤⑤
⑤⑤
⑤⑤
⑤⑤
v1 v2
Viewing D as module over the algebra Λ(φ,ψ), D = (X,Y, f, g), we see that X is isomorphic to eΛe as a left
eΛe-module, Y is isomorphic to e′Λe′ as a left e′Λe′-module, and g = 0. Thus, we have that pdeΛeX <∞,
pde′Λe′ Y < ∞, but pdΛD = ∞ (since D is not a projective Λ-module and Λ is selfinjective). Finally,
letting R = K[x]/(x2), then it is easy to see that Λ(0,0) ∼=
(
R R
R R
)
.
5. Bounds on the Global Dimension
Let Λ(0,0) =
(
A ANB
BMA B
)
be a Morita ring which is an Artin algebra with φ = ψ = 0. In this section we
show that, under certain restictions on either M or N , there is a bound on the global dimension of Λ(0,0)
in terms of the global dimensions of A and B. This is achieved via the notion of tight projective module
and tight projective resolution that we introduce in the first subsection.
5.1. Tight Resolutions and Upper Bounds. Before we begin with some preliminary definitions and
results, we give an example which shows that we will need some restrictions to get a bound on the global
dimension of Λ(0,0) in terms of the global dimensions of A and B.
Example 5.1. Let K be a field and Q be the quiver
v
◦
a // w
◦
b
oo
Let Λ = KQ/〈ab, ba〉. Let P (respectively Q) be the projective Λ-cover of the simple module having
K at vertex v (resp. w) and 0 at vertex w (resp. v). Then Λ = P ⊕ Q. Hence Λ is isomorphic to
HomΛ(P ⊕Q,P ⊕Q)
op, which in turn is isomorphic to the matrix algebra(
EndΛ(P )
op HomΛ(P,Q)
HomΛ(Q,P ) EndΛ(Q)
op
)
Each entry in this 2 × 2-matrix is K but the multiplication of two elements, one of the form
(
0 0
α 0
)
and
the other of the form
(
0 β
0 0
)
, in any order, is 0. Thus, as a Morita ring
(
A N
M B
)
, A = B = M = N = K
and φ = ψ = 0. Hence A and B have global dimension 0 and M and N have projective dimension 0 over
both A and B. But Λ has infinite global dimension. 
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We introduce the following notion which is crucial for our results of this section.
Definition 5.2. If P = (PA, 0, 0, 0) is a projective Λ(0,0)-module for some left A-module PA, then P
is called an A-tight projective Λ(0,0)-module. We say that a left Λ(0,0)-module (X, 0, 0, 0) has an A-tight
projective Λ(0,0)-resolution if (X, 0, 0, 0) has a projective Λ(0,0)-resolution in which each projective Λ(0,0)-
module is A-tight.
Note that if (PA, 0, 0, 0) is an A-tight projective Λ(0,0)-module then PA is a projective A-module and
M⊗APA = 0. Conversely, if PA is a projective A-module andM⊗APA = 0, then (PA, 0, 0, 0) is an A-tight
projective Λ(0,0)-module. It is easy to see the following.
(i) A direct sum of modules having A-tight projective Λ(0,0)-resolutions also has an A-tight projective
Λ(0,0)-resolution.
(ii) A summand of an A-tight projective Λ(0,0)-module is again an A-tight projective Λ(0,0)-module.
(iii) IfX is an A-module such that (X, 0, 0, 0) has an A-tight projective Λ(0,0)-resolution, then pdAX =
pdΛ(0,0) (X, 0, 0, 0).
The next result classifies Λ(0,0)-modules having A-tight projective Λ(0,0)-resolutions.
Proposition 5.3. A Λ(0,0)-module of the form (X, 0, 0, 0) has an A-tight projective Λ(0,0)-resolution if
and only if M ⊗A P = 0, where P is the direct sum of projective A-modules in a minimal projective
A-resolution of X.
Proof. Suppose that · · · −→ P 2 −→ P 1 −→ P 0 −→ X −→ 0 is a minimal projective A-resolution of X .
Set P = ⊕n≥0P
n. If M ⊗A P = 0 then M ⊗A P
n = 0, for all n ≥ 0. It follows that (X, 0, 0, 0) has an
A-tight projective Λ(0,0)-resolution. On the other hand, if M ⊗A P 6= 0, then there is a smallest n ≥ 0,
such that M ⊗A P
n 6= 0. It follows that there is a minimal projective Λ(0,0)-resolution of (X, 0, 0, 0) that
starts
(Pn,M ⊗A P
n, IdM⊗Pn , 0) // (Pn−1, 0, 0, 0) // · · · // (P 0, 0, 0, 0) // (X, 0, 0, 0) // 0
Hence the n+ 1-st syzygy is of the form (Ωn+1A (X),M ⊗A P
n, IdM ⊗κ, 0), where κ is the monomorphism
κ : Ωn+1A (X) −→ P
n. It follows that the next projective in the above minimal Λ(0,0)-resolution of (X, 0, 0, 0)
is not A-tight and the result follows. 
We use the next result a number of times in what follows.
Lemma 5.4. If P is a projective A-module such that (P, 0, 0, 0) is not an A-tight projective Λ(0,0)-module,
then :
pdΛ(0,0)(P, 0, 0, 0) = 1 + pdΛ(0,0)(0,M ⊗A P, 0, 0)
If Q is a projective B-module such that (0, Q, 0, 0) is not a B-tight projective Λ(0,0)-module, then :
pdΛ(0,0)(0, Q, 0, 0) = 1 + pdΛ(0,0)(N ⊗B Q, 0, 0, 0)
Proof. The first statement follows from the following short exact sequence of Λ(0,0)-modules
0 // (0,M ⊗A P, 0, 0) // (P,M ⊗A P, IdM⊗AP , 0) // (P, 0, 0, 0) // 0
and the proof of the second statement is similar. 
We define B-tight projective Λ(0,0)-modules (0, Q, 0, 0) in a similar fashion as A-tight projective Λ(0,0)-
modules and also Λ(0,0)-modules (0, Y, 0, 0) having B-tight projective Λ(0,0)-resolutions.
We also have the following result.
Lemma 5.5. Let X be an A-B-bimodule such that (X, 0, 0, 0) has an A-tight projective Λ(0,0)-resolution.
If Q is a projective B-module, then (X ⊗B Q, 0, 0, 0) has an A-tight projective Λ(0,0)-resolution.
Proof. Since direct sums of modules that have A-tight projective Λ(0,0)-resolutions are modules having
A-tight projective Λ(0,0)-resolutions, we may assume that Q = Be, for some primitive idempotent e in B.
Since X ⊗B Be ≃ Xe is a summand of X , the result follows. 
The next lemma is a useful tool in what follows.
Lemma 5.6. Let X be an A-module and Y be a B-module. Then :
(i) pdΛ(0,0) (X, 0, 0, 0) ≤ 1 +max{pdΛ(0,0)(Ω
1
A(X), 0, 0, 0), pdΛ(0,0)(0,M, 0, 0)}
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(ii) pdΛ(0,0) (0, Y, 0, 0) ≤ 1 +max{pdΛ(0,0)(0,Ω
1
B(Y ), 0, 0), pdΛ(0,0) (N, 0, 0, 0)}
Proof. We only prove (i) since the proof of (ii) is similar. Let α : P −→ X be a projective A-cover of X
with kernel Ω1A(X). Then we have a short exact sequence
0 // (Ω1A(X),M ⊗A P,M ⊗ k, 0)
(k,IdM⊗P ) // (P,M ⊗A P, IdM⊗P , 0)
(α,0) // (X, 0, 0, 0) // 0
in which the middle term is a projective Λ(0,0)-module. Therefore it follows that pdΛ(0,0) (X, 0, 0, 0) ≤
1 + pdΛ(0,0)(Ω
1
A(X),M ⊗A P,M ⊗ k, 0). Next we note that we have a short exact sequence
0 // (0,M ⊗A P, 0, 0) // (Ω1A(X),M ⊗A P,M ⊗ k, 0)
// (Ω1A(X), 0, 0, 0)
// 0
We observe that M ⊗AP is direct sum of summands of M . Hence we infer that pdΛ(0,0) (0,M ⊗AP, 0, 0) ≤
pdΛ(0,0)(0,M, 0, 0) and the result now follows. 
We get an immediate consequence of the previous lemma.
Corollary 5.7. Let X be an A-module and Y be a B-module. Then :
(i) pdΛ(0,0) (X, 0, 0, 0) ≤ pdAX + 1 + pdΛ(0,0)(0,M, 0, 0)
(ii) pdΛ(0,0) (0, Y, 0, 0) ≤ pdB Y + 1 + pdΛ(0,0)(N, 0, 0, 0)
Proof. We only prove (i). If pdAX is not finite, then the result follows. Assume that pdAX = n <∞. If
we apply Lemma 5.6 first to (X, 0, 0, 0) and then to (Ω1A(X), 0, 0, 0), we get
pdΛ(0,0)(X, 0, 0, 0) ≤ 2 +max{pdΛ(0,0)(Ω
2
A(X), 0, 0, 0), pdΛ(0,0)(0,M, 0, 0)}
Continuing in this fashion, we get
pdΛ(0,0) (X, 0, 0, 0) ≤ n+max{pdΛ(0,0)(Ω
n
A(X), 0, 0, 0), pdΛ(0,0)(0,M, 0, 0)}
By assumption the n-th syzygy ΩnA(X) is a projective A-module. Applying Lemma 5.6 to (Ω
n
A(X), 0, 0, 0),
we obtain the desired result. 
We are now in a position to state our first set of results. For simplicity we write that a left A-module X
has an A-tight projective Λ(0,0)-resolution meaning that the object (X, 0, 0, 0), as a left Λ(0,0)-module, has
an A-tight projective Λ(0,0)-resolution. We make the same agreement for left B-modules having B-tight
projective Λ(0,0)-resolution.
Proposition 5.8. Let Λ(0,0) =
(
A ANB
BMA B
)
be a Morita ring which is an Artin algebra and let X be an
A-module and Y be a B-module. If M has a B-tight projective Λ(0,0)-resolution, then
pdΛ(0,0)(X, 0, 0, 0) ≤ pdAX + 1 + pdBM
If N has an A-tight projective Λ(0,0)-resolution, then
pdΛ(0,0)(0, Y, 0, 0) ≤ pdB Y + 1 + pdAN
Proof. The result follows from Corollary 5.7 and the fact that (0,M, 0, 0) having a B-tight projective
resolution implies that pdΛ(0,0)(0,M, 0, 0) = pdBM . Similarly we obtain the second inequality. 
Theorem 5.9. Let Λ(0,0) =
(
A ANB
BMA B
)
be a Morita ring which is an Artin algebra and suppose that M
has a B-tight projective Λ(0,0)-resolution and N has an A-tight projective Λ(0,0)-resolution. Then :
gl. dimΛ(0,0) ≤ gl. dimA+ gl. dimB + 1
Proof. Since φ = ψ = 0 it follows from Proposition 3.5 that the simple Λ(0,0)-modules are of the form
(S, 0, 0, 0), where S is a simple A-module or of the form (0, T, 0, 0), where T is a simple B-module. Now
gl. dimΛ(0,0) ≤ max{pdΛ(0,0)(S, 0, 0, 0), pdΛ(0,0)(0, T, 0, 0) | S : simple A-module, T : simple B-module}
By Proposition 5.8 we have pdΛ(0,0)(S, 0, 0, 0) ≤ pdA S+ pdBM +1. Thus, pdΛ(0,0) (S, 0, 0, 0) ≤ gl. dimA+
gl. dimB + 1. Similarly, we infer that pdΛ(0,0)(0, T, 0, 0) ≤ gl. dimA + gl. dimB + 1 and then the result
follows. 
We provide two examples, the first of which shows that the inequality of Theorem 5.9 is sharp and the
second shows that the inequality can be proper.
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Example 5.10. Let K be a field and Q the quiver
v1
◦
a

v2
◦
b // v3◦
c // v4◦
w1
◦
d // w2◦
w3
◦
e
oo f // w4◦
g
gg❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖
Let I be the ideal in KQ generated by all paths of length 2 and let Λ = KQ/I. We see the global dimension
of Λ is 4. Now set ǫ1 = v1 + v2 + v3 + v4 and ǫ2 = w1 + w2 + w3 + w4. View Λ as the Morita ring(
ǫ1Λǫ1 ǫ1Λǫ2
ǫ2Λǫ1 ǫ2Λǫ2
)
The global dimension of ǫ1Λǫ1 is 2 and the global dimension of ǫ2Λǫ2 is 1. Thus
gl. dimΛ = gl. dim ǫ1Λǫ1 + gl. dim ǫ2Λǫ2 + 1
Now M = ǫ2Λǫ1, which, as a left ǫ2Λǫ2-module is isomorphic to the simple module at w1. We see that
N = ǫ1Λǫ2, which, as a left ǫ1Λǫ1-module is isomorphic to the simple module at v2. The reader may check
that (0,M, 0, 0) and (N, 0, 0, 0) have tight projective Λ-resolutions. We note that φ and ψ are both 0 for
this example. 
Example 5.11. Let K be a field and Q the quiver
v1
◦
a //
c
❃
❃❃
❃❃
❃❃
❃
v2
◦
b // v3◦
w1
◦
d
??        
e // w2◦
We again take I to be the ideal generated by all paths of length 2 and set Λ = KQ/I. Now set ǫ1 =
v1 + v2 + v3 and ǫ2 = w1 + w2. View Λ as the Morita ring(
ǫ1Λǫ1 ǫ1Λǫ2
ǫ2Λǫ1 ǫ2Λǫ2
)
The reader may check that the hypotheses of Theorem 5.9 are satisfied. But the global dimension of Λ is
2 while the global dimension of ǫ1Λǫ1 is 2 and the global dimension of ǫ2Λǫ2 is 1. 
We now turn to the case where either (0,M, 0, 0) or (N, 0, 0, 0) does not have a tight projective Λ(0,0)-
resolution. If M is not a projective B-module then a projective cover of (0,M, 0, 0) is of the form
(0, β) : (N ⊗B Q,Q, 0, IdN⊗Q) −→ (0,M, 0, 0), where β : Q −→ M is projective B-cover of M . In partic-
ular, N ⊗B Q is a sum of summands of N over which we have little control. The next bound results will
require that M , as a left B-module, is projective and N , as a left A-module is projective.
We state a preliminary lemma.
Lemma 5.12. Suppose M is a B-A-bimodule which is projective as a left B-module and N is an A-B-
bimodule which is projective as a left A-module. Then
(i) M ⊗A (N ⊗B M)
s
⊗A is a projective left B-module, for all s ≥ 0.
(ii) (N ⊗B M)
s
⊗A is a projective left B-module, for all s ≥ 1.
(iii) N ⊗B (M ⊗A N)
t
⊗B is a projective left A-module, for all t ≥ 0.
(iv) (M ⊗A N)
t
⊗B is a projective left A-module, for all t ≥ 1.
Proof. Suppose P is a projective left A-module. Then P is isomorphic to a direct sum of indecomposable
projective A-modules of the form Ae, where e is a primitive idempotent in A. It follows that M ⊗A P is
a direct sum of modules of the form Me. Since M is assumed to be a projective left B-module, Me is a
projective left B-module and, hence, M ⊗A P is a projective left B-module. Similarly, if Q is a projective
left B-module then N ⊗B Q is also a projective left A-module. The result now follows by induction. 
The next result concerns tight projective Λ(0,0)-modules.
Lemma 5.13. Suppose M is a B-A-bimodule which is projective as a left B-module and N is an A-B-
bimodule which is projective as a left A-module.
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(i) If (0,M⊗A(N⊗BM)
s
⊗A , 0, 0) is a B-tight projective Λ(0,0)-module, for some s ≥ 0, then (0, (M⊗A
N)
s+1
⊗ B , 0, 0) also is a B-tight projective Λ(0,0)-module.
(ii) If ((N⊗BM)
s
⊗A , 0, 0, 0) is an A-tight projective Λ(0,0)-module, for some s ≥ 0, then (N⊗B (M⊗A
N)
s
⊗B , 0, 0, 0) also is an A-tight projective Λ(0,0)-module.
(iii) If ((N⊗BM)
s
⊗A , 0, 0, 0) is an A-tight projective Λ(0,0)-module, for some s ≥ 0, then (N⊗B (M⊗A
N)
s+1
⊗ B , 0, 0, 0) also is an A-tight projective Λ(0,0)-module.
(iv) If (0, (M ⊗A N)
s
⊗B , 0, 0) is a B-tight projective Λ(0,0)-module, for some s ≥ 0, then (0,M ⊗A
(N ⊗B M)
s
⊗A , 0, 0) also is a B-tight projective Λ(0,0)-module.
Proof. We only prove part (i) since the proofs of the other parts are similar. Assume that (0,M⊗A (N⊗B
M)
s
⊗A , 0, 0) is a B-tight projective Λ(0,0)-module, for some s ≥ 0. Then tensoring M ⊗A (N ⊗B M)
s
⊗A on
the right by ⊗AN , we obtain (M ⊗AN)
s+1
⊗ B . The assumption that N is a projective left A-module implies
that (M ⊗A N)
s+1
⊗ B is a direct sum of summands of M ⊗A (N ⊗B M)
s
⊗A . The result now follows. 
We are now in a position to state the second result on bounding the global dimension of Λ(0,0).
Theorem 5.14. Let Λ(0,0) =
(
A ANB
BMA B
)
be a Morita ring which is an Artin algebra. Suppose that
the global dimensions of A and B are finite, M is a projective left B-module, and N is a projective left
A-module.
(i) If ((N ⊗B M)
s
⊗A , 0, 0, 0) is an A-tight projective Λ(0,0)-module, for some s ≥ 1, then :
gl. dimΛ(0,0) ≤ max{gl. dimA+ 2s, gl. dimB + 2s+ 1}
(ii) If (0,M ⊗A (N ⊗B M)
s
⊗A , 0, 0) is a B-tight projective Λ(0,0)-module, for some s ≥ 0, then :
gl. dimΛ(0,0) ≤ max{gl. dimA+ 2s+ 1, gl. dimB + 2(s+ 1)}
(iii) If (N ⊗B (M ⊗A N)
s
⊗B , 0, 0, 0) is an A-tight projective Λ(0,0)-module, for some s ≥ 0, then :
gl. dimΛ(0,0) ≤ max{gl. dimA+ 2(s+ 1), gl. dimB + 2s+ 1}
(iv) If (0, (M ⊗A N)
s
⊗B , 0, 0) is a B-tight projective Λ(0,0)-module, for some s ≥ 1, then :
gl. dimΛ(0,0) ≤ max{gl. dimA+ 2s+ 1, gl. dimB + 2s}
(v) If ((N ⊗B M)
s
⊗A , 0, 0, 0) is an A-tight projective Λ(0,0)-module and if
(0, (M ⊗A N)
s
⊗B , 0, 0) is an B-tight projective Λ(0,0)-module, for some s ≥ 1, then :
gl. dimΛ(0,0) ≤ max{gl. dimA+ 2s, gl. dimB + 2s}
(vi) If (N ⊗B (M ⊗A N)
s
⊗B , 0, 0, 0) is an A-tight projective Λ(0,0)-module, and if
(0,M ⊗A (N ⊗B M)
s
⊗A , 0, 0) is a B-tight projective Λ(0,0)-module, for some s ≥ 0, then :
gl. dimΛ(0,0) ≤ max{gl. dimA+ 2s+ 1, gl. dimB + 2s+ 1}
Proof. Let gl. dimA = d < ∞ and gl. dimB = e < ∞. We only prove part (i) with the remaining
parts having similar proofs. We assume that ((N ⊗BM)
s
⊗A , 0, 0, 0) is an A-tight projective Λ(0,0)-module,
for some s ≥ 1. First let S be a simple A-module. By Lemma 5.6 we have pdΛ(0,0)(S, 0, 0, 0) ≤ 1 +
max{pdΛ(0,0) (Ω
1
A(S), 0, 0, 0), pdΛ(0,0)(0,M, 0, 0)}. By applying Lemma 5.6 again, this time to (Ω
1
A(S), 0, 0, 0),
we get
pdΛ(0,0)(S, 0, 0, 0) ≤ 2 +max{pdΛ(0,0)(Ω
2
A(S), 0, 0, 0), pdΛ(0,0)(0,M, 0, 0)}
Continuing in this fashion, we get
pdΛ(0,0) (S, 0, 0, 0) ≤ d+max{pdΛ(0,0)(Ω
d
A(S), 0, 0, 0), pdΛ(0,0)(0,M, 0, 0)}
Now ΩdA(S) is a projective A-module, so the next time we apply Lemma 5.6, we obtain
pdΛ(0,0)(S, 0, 0, 0) ≤ d+ 1 + pdΛ(0,0)(0,M, 0, 0)
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If (0,M, 0, 0) is a B-tight projective Λ-module, then we are done. Suppose that (0,M, 0, 0) is not a B-tight
projective module. Since M is a projective B-module, by Lemma 5.4 it follows that pdΛ(0,0)(0,M, 0, 0) ≤
1+pdΛ(0,0)(N ⊗BM, 0, 0, 0). If (N ⊗BM, 0, 0, 0) is an A-tight projective Λ-module, we are done. Suppose
that (N ⊗B M, 0, 0, 0) is not an A-tight projective Λ-module. Since N ⊗B M is a projective A-module by
Lemma 5.12, we see again by Lemma 5.4 that pdΛ(0,0)(0,M, 0, 0) ≤ 2 + pdΛ(0,0)(0,M ⊗A N ⊗B M, 0, 0).
Continuing in this fashion, we obtain
pdΛ(0,0)(0,M, 0, 0) ≤ 2s− 1 + pdΛ(0,0)((N ⊗B M)
s
⊗A , 0, 0, 0)
By assumption, ((N ⊗B M)
s
⊗A , 0, 0, 0) is an A-tight projective Λ(0,0)-module. Hence, we see that
pdΛ(0,0)(S, 0, 0, 0) ≤ d+ 2s = gl. dimA+ 2s (∗)
Now let T be a simple B-module. By Lemma 5.6 we have
pdΛ(0,0)(0, T, 0, 0) ≤ 1 +max{pdΛ(0,0)(0,Ω
1
B(T ), 0, 0), pdΛ(0,0)(N, 0, 0, 0)}
Continuing in a similar fashion to the first part of the proof, we obtain
pdΛ(0,0)(T, 0, 0, 0) ≤ e+max{pdΛ(0,0)(0,Ω
e
B(T ), 0, 0), pdΛ(0,0) (N, 0, 0, 0)}
Now N is a projective A-module, and we see by Lemma 5.4 that pdΛ(0,0)(N, 0, 0, 0) ≤ 1+ pdΛ(0,0)(0,M ⊗A
N, 0, 0). Again, following similar arguments to the first part of the proof, we obtain
pdΛ(0,0)(N, 0, 0, 0) ≤ 2s+ pdΛ(0,0)(N ⊗B (M ⊗A N)
s
⊗B , 0, 0, 0)
By Lemma 5.13, (N ⊗B (M ⊗A N)
s
⊗B , 0, 0, 0) is an A-tight projective Λ(0,0)-module, and we have
pdΛ(0,0)(0, T, 0, 0) ≤ e+ 2s+ 1 = gl. dimB + 2s+ 1 (∗∗)
Since Λ(0,0) is an Artin algebra and since from Proposition 3.5 a simple Λ(0,0)-module is isomorphic to
either a module of the form (S, 0, 0, 0) or (0, T, 0, 0), for some simple A-module S or some simple B-module
T , part (1) follows from (∗) and (∗∗). 
We conclude this section with an example showing that the bounds in the above theorem are sharp.
Example 5.15. Let K be a field and let Q be the quiver
v1
◦

v3
◦

v5
◦
v2
◦
@@✁✁✁✁✁✁✁✁
v4
◦
@@✁✁✁✁✁✁✁✁
Let Λ be the quotient KQ/I, where I is the ideal generated by all paths of length 2. Let ǫ1 = v1+ v3+ v5
and ǫ2 = v2 + v4. View Λ as the Morita ring(
ǫ1Λǫ1 ǫ1Λǫ2
ǫ2Λǫ1 ǫ2Λǫ2
)
Using the notation iKj to denote the simple Λ-module, which on the left is isomorphic to the simple
Λ-module at vertex vi, and on the right is isomorphic to the simple Λ-module at vertex vj , we see that
M = ǫ2Λǫ1 =4 K3 ⊕2 K1, and N = ǫ1Λǫ2 =5 K4 ⊕3 K2.
Now the global dimensions of A = ǫ1Λǫ1 and B = ǫ2Λǫ2 are both 0. Clearly, M is a projective left B-
module and N is a projective left A-module. We see that N⊗B (M⊗AN) is isomorphic to 5K2. Moreover,
(N ⊗B (M ⊗AN), 0, 0, 0) is an A-tight projective Λ-module. Thus, we can apply part (3) of Theorem 5.14
with s = 1 to get gl. dimΛ ≤ 4. But the global dimension of Λ is 4, and we have shown that the inequality
in part (3) is sharp. This example can be adjusted to get that all the inequalities are sharp. 
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5.2. Some Lower Bounds. In this subsection we provide some lower bounds for the global dimension
of a Morita ring.
Lemma 5.16. Let Λ(φ,ψ) be a Morita ring.
(i) If the bimodule BMA is flat as a right A-module then pdAX = pdΛ(φ,ψ) TA(X).
(ii) If the bimodule ANB is flat as a right B-module then pdB Y = pdΛ(φ,ψ) TB(Y ).
Proof. Suppose that the bimodule BMA is flat as a right A-module. Then the functorM⊗A− : Mod-A −→
Mod-B is exact and therefore the functor TA : Mod-A −→ Mod-Λ(φ,ψ) is exact. Let X be a A-module
with pdAX = n and let 0 −→ Pn −→ · · · −→ P0 −→ X −→ 0 be the projective resolution of X .
Then if we apply the exact functor TA we get that pdΛ(φ,ψ) TA(X) ≤ n = pdAX since TA preserves
projectives. Conversely suppose that pdΛ(φ,ψ) TA(X) = m < ∞. Let 0 −→ K0 −→ P0 −→ X −→ 0 be
an exact sequence with P0 ∈ ProjA and K0 = Ker a0. Since TA is exact the sequence 0 −→ TA(K0) −→
TA(P0) −→ TA(X) −→ 0 is exact. Now we continue with the same procedure. This means that we
take an epimorphism a1 : P1 −→ K0 with P1 a projective A-module, K1 = Ker a1 and then we apply the
functor TA. After m-steps we obtain the exact sequence: 0 −→ TA(Km−1) −→ TA(Pm−1) −→ · · · −→
TA(P0) −→ TA(X) −→ 0 where TA(Km−1) is projective since pdΛ(φ,ψ) TA(X) = m. Then if we apply the
functor UA we get the exact sequence: 0 −→ Km−1 −→ Pm−1 −→ · · · −→ P0 −→ X −→ 0 and we claim
that Ωm(X) = Km−1 is projective in Mod-A. But this is straightforward since TA(Km−1) is projective.
Thus we have pdAX ≤ m = pdΛ(φ,ψ) TA(X). We infer that pdAX = pdΛ(φ,ψ) TA(X) and similarly we
prove that pdB Y = pd Λ(φ,ψ)TB(Y ) when the functor N ⊗B − : Mod-B −→ Mod-A is exact. 
As a consequence of the above result we have the following lower bound.
Proposition 5.17. [27, Lemma 1.2] Let Λ(φ,ψ) be a Morita ring and suppose that MA is a flat right
A-module and NB is a flat right B-module. Then :
gl. dimΛ(φ,ψ) ≥ max {gl. dimA, gl. dimB}
5.3. Comparing Tight Resolutions. In this subsection we discuss the assumption of Theorem 5.9 about
tight resolutions. Our aim is to compare our result with some well known bounds for the global dimension
of trivial extensions rings.
Let Λ(0,0) be a Morita ring regarded as an Artin algebra. Then from Proposition 2.5 we have the
isomorphism of rings Λ(0,0) ≃ (A×B)⋉M ⊕N , where (A×B)⋉M ⊕N is the trivial extension ring of
A×B by the (A ×B)-(A × B)-bimodule M ⊕N . Then the module category mod-Λ(0,0) is equivalent to
the trivial extension of abelian categories (mod-A×mod-B)⋉H , see [17], where H is the endofunctor
H : mod-A×mod-B −→ mod-A×mod-B, H(X,Y ) = (N ⊗B Y,M ⊗A X)
Suppose that ANB has an A-tight projective Λ(0,0)-resolution and BMA has a B-tight projective Λ(0,0)-
resolution. This implies that we have projective resolutions · · · −→ AP1 −→ AP0 −→ AN −→ 0 and
· · · −→ BQ1 −→ BQ0 −→ BM −→ 0 such that M ⊗A Pi = 0 and N ⊗B Qi = 0. If we aply the functor
M ⊗A − to the projective resolution of N we get that M ⊗A N = 0. Similarly if we apply the functor
N⊗B− to the projective resolution ofM we obtain that N⊗BM = 0. Also we derive that Tor
A
i (M,N) = 0
and TorBi (N,M) = 0 for every i ≥ 0. Since M⊗AN = 0 if and only if M⊗AN⊗B− = 0 and N⊗BM = 0
if and only if N ⊗B M ⊗A − = 0 it follows that H
2 = 0. From Corollary 7.6 of [10] it follows that if the
left derived functor LiH
j(H(P,Q)) = 0 for every i, j ≥ 1 and P ∈ projA,Q ∈ projB, then
gl. dimΛ(0,0) ≤ c(H) + 2 ·max{gl. dimA, gl. dimB} (∗)
where c(H) = min{κ ∈ N : Hκ+1 = 0} is the nilpotency class of H . From the projective resolutions of N
and M we have the following projective resolution of H(A,B) :
· · · // (AP1,BQ1) // (AP0,BQ0) // H(A,B) // 0
in mod-A×B. Hence if we apply the functor H to the above exact sequence we obtain the zero complex.
We infer that LiH
j(H(P,Q)) = 0 for every i, j ≥ 1 and P ∈ projA,Q ∈ projB. Hence the assumption
of Corollary 7.6 of [10] is satisfied and so we have the bound of the relation (∗). In particular we obtain
that gl. dimΛ(0,0 ≤ 1 + 2 · max{gl. dimA, gl. dimB} since H
2 = 0. But the bound of Theorem 5.9 is
gl. dimΛ(0,0) ≤ gl. dimA + gl. dimB + 1 which is better than the above bound but the assumption of
Corollary 7.6 of [10] is weaker than the assumption of tight resolutions for N and M . Note also that since
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LiH(H(P,Q)) = 0 for every i ≥ 0 and P ∈ projA,Q ∈ projB, there exists an explicit formula for the
global dimension of Λ(0,0), see Corollary 7.17 of [10].
5.4. Trivial Extensions of Artin Algebras. The main property of the assumption thatM has aB-tight
projective Λ(0,0)-resolution and N has an A-tight projective Λ(0,0)-resolution is that pdΛ(0,0)(0,M, 0, 0) =
pdBM and pdΛ(0,0)(N, 0, 0, 0) = pdAN . Our aim in this subsection is to prove a version of Theorem 5.9
for a trivial extension of Artin algebras Λ = A ⋉ N . We start by recalling some basic facts for trivial
extensions. We refer to [17] for more details.
Let Λ = A ⋉ N be a trivial extension of Artin algebras. The objects of mod-Λ are pairs (X, f)
where X ∈ mod-A and f : N ⊗A X −→ X is an A-morphism such that N⊗Af ◦ f = 0. A morphism
a : (X, f) −→ (Y, g) is an A-morphism a : X −→ Y such that f ◦ a = N⊗Aa ◦ g. We recall also the
following functors. The functor T : mod-A −→ mod-Λ is defined by T(X) = (X ⊕ (N⊗AX), tX) ∈ mod-Λ
on the A-modules X , where tX =
(
0 IdN⊗X
0 0
)
: (N⊗AX) ⊕ (N⊗AN⊗AX) −→ X ⊕ (N⊗AX) and given
an A-morphism a : X −→ Y then T(a) =
(
a 0
0 F (a)
)
: T(X) −→ T(Y ) is a Λ-morphism. The functor
Z : mod-A −→ mod-Λ is defined by Z(X) = (X, 0) ∈ mod-Λ on the A-modules X and if a : X −→ Y is an
A-morphism, then Z(a) = a.
We need the following result which is the analogue of Lemma 5.6.
Lemma 5.18. Let Λ = A⋉N be a trivial extension of Artin algebras and let X be an A-module. Then :
pdΛ Z(X) ≤ 1 +max{pdΛ Z(Ω
1
A(X)), pdΛ Z(N)}
Proof. Let α : P −→ X be a projective A-cover of X with kernel Ω1A(X). Then we have a short exact
sequence of Λ-modules
(N ⊗A Ω
1
A(X))⊕ (N ⊗A N ⊗A P )(
0 N⊗k
0 0
)

(
N⊗k 0
0 1
)
// (N ⊗A P )⊕ (N ⊗A N ⊗A P )(
0 1
0 0
)

(
N⊗α
0
)
// // N ⊗A X
0

Ω1A(X)⊕ (N ⊗A P )
//
(
k 0
0 1
)
// P ⊕ (N ⊗A P )
(
α
0
)
// // X
in which the middle term is a projective Λ-module. It follows that
pdΛ Z(X) ≤ 1 + pdΛ
(
(N ⊗A Ω
1
A(X))⊕ (N ⊗A N ⊗A P ) −→ Ω
1
A(X)⊕ (N ⊗A P )
)
(1)
Next we note that we have the following exact commutative diagram
N ⊗A N ⊗A P
0

//
(
0 1
)
// (N ⊗A Ω1A(X))⊕ (N ⊗A N ⊗A P )(
0 N⊗k
0 0
)

(
1
0
)
// // N ⊗A Ω1A(X)
0

N ⊗A P //
(
0 1
)
// Ω1A(X)⊕ (N ⊗A P )
(
1
0
)
// // Ω1A(X)
and so we have
pdΛ
(
(N ⊗AΩ
1
A(X))⊕ (N ⊗AN ⊗A P )→ Ω
1
A(X)⊕ (N ⊗A P )
)
≤ max{pdΛ Z(N ⊗AP ), pdΛ Z(Ω
1
A(X))} (2)
Since we have that N ⊗A P is direct sum of summands of N it follows that pdΛ Z(N ⊗A P ) ≤ pdΛ Z(N).
Hence the result follows from the relations (1) and (2). 
We have the following result and its consequence.
Proposition 5.19. Let Λ = A⋉N be a trivial extension of Artin algebras. Then :
gl. dimΛ ≤ gl. dimA+ pdΛ Z(N) + 1
Proof. Let X be an A-module. We will first prove that
pdΛ Z(X) ≤ pdAX + pdΛ Z(N) + 1 (∗)
If pdAX is not finite, then the result follows. Assume that pdAX = n. If we apply Lemma 5.18 first to
Z(X) and then to Z(Ω1A(X)), we get pdΛ Z(X) ≤ 2 +max{pdΛ Z(Ω
2
A(X)), pdΛ Z(N)}. Continuing in this
fashion, we obtain
pdΛ Z(X) ≤ n+max{pdΛ Z(Ω
n
A(X)), pdΛ Z(N)}
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By assumption, ΩnA(X) is a projective A-module. Applying again Lemma 5.18 to Z(Ω
n
A(X)) we obtain
the relation (∗). Recall from [17] that the simple Λ-modules are of the form Z(S), where S is a simple
A-module. Then from the relation (∗) we have pdΛ Z(S) ≤ pdA S + pdΛ Z(N) + 1. Thus pdΛ Z(S) ≤
gl. dimA+ pdΛ Z(N) + 1 and so the result follows. 
Corollary 5.20. Let Λ = A ⋉ N be a trivial extension of Artin algebras such that pdAN = pdΛ Z(N).
Then :
gl. dimΛ ≤ 2 · gl. dimA+ 1
6. Gorenstein Artin Algebras
In this section we investigate when a Morita ring, which is an Artin algebra, is Gorenstein. Moreover
we determine the Gorenstein-projective modules over the matrix algebra with A = M = N = B = Λ,
where Λ is an Artin algebra. Recall from [3], [4] that an Artin algebra Λ is called Gorenstein if idΛΛ <∞
and idΛΛ < ∞. Equivalently (projΛ)
<∞ = (injΛ)<∞, where (projΛ)<∞, resp. (injΛ)<∞, is the full
subcategory of mod-Λ consisting of the Λ-modules of finite projective, resp. injective, dimension.
We start with the next result which describes the left derived functors of TA, TB and gives also some
useful isomorphisms for Ext homology groups.
Lemma 6.1. Let Λ(φ,ψ) be a Morita ring.
(i) For every n ≥ 1 we have the following natural isomorphisms :
UBLnTA(−)
≃ // TorAn (M,−) and UALnTA(−) = 0
(ii) For every n ≥ 1 we have the following natural isomorphisms :
UALnTB(−)
≃ // TorBn (N,−) and UBLnTB(−) = 0
(iii) If TorAi (M,X) = 0, ∀1 ≤ i ≤ n, then we have an isomorphism :
ExtiΛ(φ,ψ)(TA(X), (X
′, Y ′, f ′, g′))
≃ // ExtiA(X,X
′)
for every 1 ≤ i ≤ n and (X ′, Y ′, f ′, g′) ∈ mod-Λ(φ,ψ).
(iv) If TorBi (N, Y ) = 0, ∀1 ≤ i ≤ n, then we have an isomorphism :
ExtiΛ(φ,ψ)(TB(Y ), (X
′, Y ′, f ′, g′))
≃ // ExtiB(Y, Y
′)
for every 1 ≤ i ≤ n and (X ′, Y ′, f ′, g′) ∈ mod-Λ(φ,ψ).
Proof. (i) Let X be an A-module and let 0 −→ K0
i0−→ P0
a0−→ X −→ 0 be an exact sequence with P0 a
projective A-module and K0 = Ker a0. Since L1TA(P0) = 0 we derive the following exact sequence:
0 // L1TA(X) // TA(K0)
TA(i0) // TA(P0)
TA(a0) // TA(X) // 0
Then we have L1TA(X) ≃ Ker TA(i0) = (0,Ker (M ⊗A i0), 0, 0) ≃ (0,Tor
A
1 (M,X), 0, 0). Continuing as
above we infer that LnTA(X) ≃ (0,Tor
A
n (M,X), 0, 0), ∀n ≥ 1, and then (i) follows. Similarly we show
that LnTB(Y ) ≃ (Tor
B
n (N, Y ), 0, 0, 0) and hence we deduce (ii).
(iii) Let X be an A-module and let · · · −→ P1 −→ P0 −→ X −→ 0 be a projective resolution of X .
Since TorAi (M,X) = 0, for 1 ≤ i ≤ n, it follows from (i) that LiTA(X) = 0 for every 1 ≤ i ≤ n. This
implies that the sequence · · · −→ TA(Pn+1) −→ TA(Pn) −→ · · · −→ TA(P0) −→ TA(X) −→ 0 is part
of a projective resolution of TA(X). Let (X
′, Y ′, f ′, g′) be a Λ(φ,ψ)-module. Then using the adjoint pair
(TA,UA) we have the following commutative diagram:
(TA(X), (X
′, Y ′, f ′, g′))
≃

// // (TA(P0), (X ′, Y ′, f ′, g′))
≃

// (TA(P1), (X ′, Y ′, f ′, g′))
≃

// · · ·
HomA(X,X
′) // // HomA(P0, X
′) // HomA(P1, X
′) // · · ·
Hence we have the isomorphism ExtiΛ(φ,ψ)(TA(X), (X
′, Y ′, f ′, g′)) ≃ ExtiA(X,X
′) for every 1 ≤ i ≤ n.
Similarly using (ii) we get the isomorphism of (iv). 
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The following main result of this section gives a sufficient condition for a Morita ring to be Gorenstein.
Theorem 6.2. Let Λ(φ,ψ) be a Morita ring which is an Artin algebra such that the adjoint pair of functors
(M ⊗A −,HomB(M,−)) induces an equivalence
M ⊗A − : (projA)
<∞ // (injB)<∞ : HomB(M,−)
≃oo
and the adjoint pair of functors (N ⊗B −,HomA(N,−)) induces an equivalence
N ⊗B − : (projB)
<∞ // (injA)<∞ : HomA(N,−)
≃oo
Then the Morita ring Λ(φ,ψ) is Gorenstein.
Proof. We will show that (projΛ(φ,ψ))
<∞ = (injΛ(φ,ψ))
<∞. In oder to prove our claim it suffices to
show that any projective Λ(φ,ψ)-module has finite injective dimension and any injective Λ(φ,ψ)-module
has finite projective dimension. Thus from Proposition 3.1 and Proposition 3.2 it suffices to show that
idΛ(φ,ψ)TA(P ) < ∞, idΛ(φ,ψ)TB(Q) < ∞, pdΛ(φ,ψ)HA(I) <∞ and pdΛ(φ,ψ)HB(J) < ∞ for any P ∈ projA,
Q ∈ projB, I ∈ injA and J ∈ injB. Let I ∈ injA. By hypothesis the counit ε′I : N ⊗B HomA(N, I) −→ I
is an isomorphism and consider the Λ(φ,ψ)-modules HA(I) = (I,HomA(N, I), δ
′
M⊗I ◦ HomA(N,ΨI), ǫ
′
I)
and TB(HomA(N, I)) = (N ⊗B HomA(N, I),HomA(N, I),ΦHomA(N,I), IdN⊗BHomA(N,I)). Since HA(I) is a
Λ(φ,ψ)-module we have the following commutative diagram:
M ⊗A N ⊗B HomA(N, I)
φ⊗IdHomA(N,I)

M⊗ε′I // M ⊗A I
δ′M⊗I◦HomA(N,ΨI)

B ⊗B HomA(N, I)
≃ // HomA(N, I)
and therefore we have the following map:
(ε′I , IdHomA(N,I)) : TB(HomA(N, I)) −→ HA(I) (∗)
which is an isomorphism of Λ(φ,ψ)-modules. Since I is an injective A-module it follows that the B-module
HomA(N, I) has finite projective dimension. Let 0 −→ Pn −→ · · · −→ P1 −→ P0 −→ HomA(N, I) −→ 0
be a projective resolution of HomA(N, I) in mod-B. Since the functor N ⊗B− is an equivalence restricted
to the subcategory (projB)<∞ it follows that the complex 0 −→ N ⊗B Pn −→ · · · −→ N ⊗B P0 −→
N ⊗B HomA(N, I) −→ 0 is exact. This implies that Tor
B
n (N,HomA(N, I)) = 0, ∀n ≥ 1, and then from
Lemma 6.1 we have the following isomorphism:
ExtnΛ(φ,ψ)
(
TB(HomA(N, I)), (X,Y, f, g)
) ≃ // ExtnB (HomA(N, I), Y )
for every n ≥ 1 and (X,Y, f, g) ∈ mod-Λ(φ,ψ). Since pdB HomA(N, I) < ∞ it follows from the above
isomorphism that pdΛ(φ,ψ) TB(HomA(N, I)) < ∞. Hence from the relation (∗) we infer that the projec-
tive dimension of HA(I) is finite. Similarly we prove that idΛ(φ,ψ)TA(P ) < ∞, idΛ(φ,ψ)TB(Q) < ∞ and
pdΛ(φ,ψ)HB(J) <∞. We infer that (projΛ(φ,ψ))
<∞ = (injΛ(φ,ψ))
<∞ and therefore the Morita ring Λ(φ,ψ)
is Gorenstein. 
Remark 6.3. (i) Let Λ(φ,ψ) be a Morita ring and assume as above that the adjoint pair of functors
(M ⊗A −,HomB(M,−)) induces quasi-inverse equivalences between (projA)
<∞ and (injB)<∞,
and the adjoint pair of functors (N⊗B−,HomA(N,−)) induces quasi-inverse equivalences between
(projB)<∞ and (injA)<∞. Since A ∈ (projA)<∞ it follows that idBM <∞ and A ≃ EndB(M),
and similarly since B ∈ (projB)<∞ we get that idAN <∞ and B ≃ EndA(N).
(ii) Since selfinjective algebras are Gorenstein, it follows from Example 3.9 that the converse of
Theorem 6.2 is not true in general.
If Λ(φ,ψ) is a Morita ring with A =M = N = B then we know from Corollary 2.13 that the bimodule
homomorphisms φ and ψ are equal. From now on we denote the Morita ring with all entries a ring
Λ by ∆(φ,φ) =
(
Λ Λ
Λ Λ
)
. It is known from Fossum-Griffith-Reiten [17], see also Happel [22], that if Λ is a
Gorenstein Artin algebra then the upper triangular matrix algebra
(
Λ Λ
Λ 0
)
is Gorenstein. In this connection
we have the next result, which is a consequence of Theorem 6.2, and shows that ∆(φ,φ) is Gorenstein when
Λ is as well.
27
Corollary 6.4. Let Λ be an Artin algebra. Then Λ is Gorenstein if and only if the Morita ring ∆(φ,φ) is
Gorenstein Artin algebra.
Proof. Suppose that Λ is Gorenstein. Then we have (projΛ)<∞ = (injΛ)<∞ and so from Theorem 6.2 it
follows that matrix algebra ∆(φ,φ) is Gorenstein. Conversely assume that ∆(φ,φ) is Gorenstein and let I
be an injective Λ-module. Then the injective ∆(φ,φ)-module HΛ(I) has finite projective dimension since
(proj∆(φ,φ))
<∞ = (inj∆(φ,φ))
<∞. Consider the exact sequence · · · −→ TΛ(P1) ⊕ TΛ(Q1) −→ TΛ(P0) ⊕
TΛ(Q0) −→ HΛ(I) −→ 0 which is the start of a finite projective resolution of HΛ(I). Then applying the
functor UΛ : mod-∆(φ,φ) −→ mod-Λ we obtain the exact sequence · · · −→ P1⊕Q1 −→ P0⊕Q0 −→ I −→ 0
and this implies that pd ΛI < ∞. Similarly we show that id ΛP < ∞ for every P ∈ projΛ. We infer that
(projΛ)<∞ = (injΛ)<∞ and therefore the Artin algebra Λ is Gorenstein. 
Recall that an acyclic complex of projective Λ-modules P• : · · · −→ P i−1 −→ P i −→ P i+1 −→ · · ·
is called totally acyclic, if the complex HomΛ(P
•,Λ) is acyclic. Then a Λ-module X is called Gorenstein-
projective if it is of the form X = Coker (P−1 −→ P 0) for some totally acyclic complex P• of projective
Λ-modules. For an Artin algebra Λ we denote by GprojΛ the full subcategory of mod-Λ consisting of the
finitely generated Gorenstein-projective Λ-modules. It is well known, see [11, Proposition 3.10], that when
Λ is Gorenstein then GprojΛ = {X | ExtnΛ(X,Λ) = 0, ∀n ≥ 1}. Finally recall from [11], [12] that an
Artin algebra Λ is said to be of finite Cohen-Macaulay type if the category GprojΛ of finitely generated
Gorenstein-projective Λ-modules is of finite representation type, i.e. the set of isomorphism classes of its
indecomposable objects is finite.
Recently Li and Zhang [26] determined the Gorenstein-projective modules over the triangular matrix
algebra
(
Λ Λ
0 Λ
)
, when Λ is a Gorenstein Artin algebra, and using this they obtained a criterion for the
Cohen-Macaulay finiteness of
(
Λ Λ
0 Λ
)
in case that Λ is a Gorenstein Artin algebra of finite Cohen-Macaulay
type. Our aim now is to describe the Gorenstein-projective modules over the algebra ∆(φ,φ). For the ring
∆(φ,φ) we denote by T
′
Λ, resp. H
′
Λ, the functor TB, resp. HB, where the algebra B is now Λ.
We need the following observation.
Lemma 6.5. Let ∆(φ,φ) be a Morita ring. Then we have isomorphisms of functors : TΛ(−) ≃ H
′
Λ(−) and
T′Λ(−) ≃ HΛ(−).
Proof. Let X be a Λ-module and f : HomΛ(Λ, X)
≃
−→ X , g : Λ ⊗Λ X
≃
−→ X the standard isomor-
phisms. Then it is easy to check that the maps (f−1, g) : TΛ(X) = (X,Λ⊗ΛX, IdΛ⊗X ,ΦX) −→ H
′
Λ(X) =
(HomΛ(Λ, X), X, ǫX, δΛ⊗X ◦HomΛ(Λ,ΦX)) and (g, f
−1) : T′Λ(X) = (Λ⊗ΛX,X,ΦX , IdΛ⊗X) −→ HΛ(X) =
(X,HomΛ(Λ, X), δ
′
Λ⊗X ◦ HomΛ(Λ,ΦX), ǫ
′
X) are isomorphisms of ∆(φ,φ)-modules. 
The following result characterizes when a module over the algebra ∆(φ,φ) is Gorenstein-projective.
Corollary 6.6. Let Λ be a Gorenstein Artin algebra. Then a ∆(φ,φ)-module (X,Y, f, g) is Gorenstein-
projective if and only if X and Y are Gorenstein-projective Λ-modules.
Proof. Let 0 −→ Λ −→ I0 −→ I1 −→ · · · −→ In −→ 0 be an injective coresolution of ΛΛ. If we apply
the functors HΛ,H
′
Λ : mod-Λ −→ mod-∆(φ,φ) we obtain the exact sequences 0 −→ HΛ(Λ) −→ HΛ(I0) −→
· · · −→ HΛ(In) −→ 0 and 0 −→ H
′
Λ(Λ) −→ H
′
Λ(I0) −→ · · · −→ H
′
Λ(In) −→ 0 which are injective
coresolutions of HΛ(Λ) and H
′
Λ(Λ) respectively. From Lemma 6.5 the above resolutions can be regarded
as injective coresolutions of T′Λ(Λ) and TΛ(Λ). Then using the adjoint pairs of functors (U
′
Λ,H
′
Λ) and
(UΛ,HΛ) we have the following commutative diagrams:
0 //
(
(X,Y, f, g),TΛ(Λ)
)
≃

//
(
(X,Y, f, g),H′Λ(I0)
)
≃

// · · · //
(
(X,Y, f, g),H′Λ(In)
)
≃

// 0
0 // HomΛ(Y,Λ) // HomΛ(Y, I0) // · · · // HomΛ(Y, In) // 0
and
0 //
(
(X,Y, f, g),T′Λ(Λ)
)
≃

//
(
(X,Y, f, g),HΛ(I0)
)
≃

// · · · //
(
(X,Y, f, g),HΛ(In)
)
≃

// 0
0 // HomΛ(X,Λ) // HomΛ(X, I0) // · · · // HomΛ(X, In) // 0
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These diagrams imply that ExtnΛ(Y,Λ) = 0, ∀n ≥ 1, if and only if Ext
n
∆(φ,φ)
((X,Y, f, g),TΛ(Λ)) = 0,
∀n ≥ 1, and ExtnΛ(X,Λ) = 0, ∀n ≥ 1, if and only if Ext
n
∆(φ,φ)
((X,Y, f, g),T′Λ(Λ)) = 0, ∀n ≥ 1. Since
∆(φ,φ) ≃ TΛ(Λ)⊕T
′
Λ(Λ) as ∆(φ,φ)-modules it follows from Corollary 6.4 that (X,Y, f, g) ∈ Gproj∆(φ,φ) if
and only if X,Y ∈ GprojΛ. 
After the above description it would be interesting to examine when the matrix algebra ∆(φ,φ) is of
finite Cohen-Macaulay type [12].
We close this section with the following result which gives the connection between the category of
Gorenstein-projective modules over ∆(φ,φ) and the corresponding category of Λ.
Corollary 6.7. Let Λ be a Gorenstein Artin algebra. Then the recollement situation of mod-∆(φ,φ) is
restricted to the categories of Gorenstein-projective modules Gproj∆(φ,φ) and GprojΛ.
Proof. Let X be a Gorenstein-projective Λ-module. Since Λ is Gorenstein there exists an exact sequence
0 −→ X −→ P 0 −→ P 1 −→ · · · where each P i is a projective Λ-module. If we apply the exact
functors TΛ and T
′
Λ we get that TΛ(X) and T
′
Λ(X) are Gorenstein-projective ∆(φ,φ)-modules, since from
Corollary 6.4 the Artin algebra ∆(φ,φ) is Gorenstein. Also from Corollary 6.6 it follows that UΛ(X,Y, f, g)
is Gorenstein-projective for every (X,Y, f, g) ∈ Gproj∆(φ,φ) and finally we have Ker UΛ = {(0, Y, 0, 0) ∈
Gproj∆(φ,φ) | Y ∈ GprojΛ}. 
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