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Abstract
We construct the Darboux-Ba¨cklund transformation for the sigma
model describing static configurations of the 2-dimensional classical
continuum Heisenberg chain. The transformation is characterized by
a non-trivial normalization matrix depending on the background solu-
tion. In order to obtain the transformation we use a new, more general,
spectral problem.
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1 Introduction
In this paper we consider 2-dimensional Euclidean O(3) σ-model
n,xx+n,yy +(n,
2
x+n,
2
y )n = 0 , n
2 = 1 , (1)
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where n ∈ E3. This equation appears in the classical field theory and solid
state physics. Considering 2 + 1-dimensional S2 σ-model [10]
∂µ∂µφ+ (∂
µφ · ∂µφ)φ , φ · φ = 0 , (2)
and 2+1-dimensional continuum classical Heisenberg ferromagnet equation
~S,t= ~S × (~S,xx+~S,yy ) , ~S2 = 1 , (3)
we see that their static solutions satisfy (1).
This σ-model plays important role also in differential geometry. The nor-
mal vector n to surfaces of constant mean curvature endowed with conformal
coordinates satisfies (1) [3, 8].
There are many interesting papers on the interpretation of the sigma
model (1) and on the construction of special solutions [1, 3, 4, 9, 11]. In
this paper we present a large family of gauge-equivalent spectral problems
associated with the σ-model (1) and construct the Darboux-Ba¨cklund trans-
formation for this general spectral problem.
2 The spectral problem
We consider the spectral problem of the form
Ψ,x= UΨ ≡
(
Aζ − A
†
ζ
+R
)
Ψ ,
Ψ,y = VΨ ≡
(
Bζ − B
†
ζ
+ S
)
Ψ ,
(4)
(where U, V,Ψ are 2 × 2 matrices) uniquely characterized by the following
properties:
(A) U, V are rational in ζ with simple poles at ζ = 0 and ζ =∞,
(B) (U(1/ζ))† = −U(ζ¯) , (V (1/ζ))† = −V (ζ¯)
(C) A2 = B2 = 0 ,
(D) B = iA .
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The constraint (B) implies R† = −R, S† = −S, i.e., R, S are u(2)-valued.
The compatibility conditions (the coefficient by λ2) imply that A and B are
parallel, i.e.,
A = aW , B = bW , (5)
where a, b ∈ C. Without loss of the generality we can assume a ∈ R and
a > 0 , 〈W |W †〉 = −2 , (6)
where the scalar product on the space of 2 × 2 matrices is defined by
〈X | Y 〉 = −2Tr(XY ). The coefficient 2 assures that the basis ek ≡ −iσk/2
is orthonormal. We use the standard representation of Pauli matrices, i.e.,
e1 =
1
2
(
0 −i
−i 0
)
, e2 =
1
2
(
0 −1
1 0
)
, e3 =
1
2
( −i 0
0 i
)
. (7)
The assumptions (6) make the choice of W in equations (5) unique. Indeed,
〈A | A†〉 = |a|2〈W | W †〉 = −2|a|2. Therefore |a|2 = −〈A | A†〉/2 = Tr(AA†)
and, finally,
a =
√
Tr(AA†) , W = A/a . (8)
The constraint (D) reduces to b = ia and is necessary to obtain the standard
form of the Laplace operator (geometrically it means that we choose con-
formal coordinates on the corresponding constant mean curvature surface).
It is convenient to define the following frame
E1 =
W +W †
2i
, E2 =
W † −W
2
, E3 = [E1, E2] . (9)
Note that 〈Ek | Ej〉 = δkj, E†k = −Ek and TrEk = 0 for k, j = 1, 2, 3. Thus
this is an orthonormal basis in su(2). Any orthonormal basis in su(2) can
be parameterized by a wector W , satisfying W 2 = 0 and Tr(WW †) = 1,
according to the formulas (9).
The kinematics of the frame E1, E2, E3 can be expressed in terms of six
functions (α1, β1, γ1, α2, β2, γ2):
∂
∂x

 E1E2
E3

 =

 0 α1 β1−α1 0 γ1
−β1 −γ1 0



 E1E2
E3


∂
∂y

 E1E2
E3

 =

 0 α2 β2−α2 0 γ2
−β2 −γ2 0



 E1E2
E3


(10)
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satisfying the compatibility conditions:
α1,y −α2,x+β2γ1 − β1γ2 = 0 ,
β1,y −β2,x+α1γ2 − α2γ1 = 0 ,
γ1,y−γ2,x+α2β1 − α1β2 = 0 .
(11)
Denoting ζ = exp(−iκ) and expressing U, V in terms of Ek, we rewrite the
spectral problem (4) as follows:
U = aE2 cos κ− aE1 sinκ+R ,
V = aE2 sinκ+ aE1 cos κ+ S ,
(12)
The compatibility conditions for the spectral problem (12) read
(aE2),y −(aE1),x+a[E2, S]− a[E1, R] = 0 ,
(aE2),x+(aE1),y +a[E1, S] + a[E2, R] = 0 ,
R,y −S,x+[R,S] = a2E3 .
(13)
The u(2)-valued functions R and S are linear combinations of iI, E1, E2, E3
(with real coefficients), i.e., S = is0 + s1E1 + s2E2 + s3E3 and R = ir0 +
r1E1+ r2E2+ r3E3. Thus the system (13) can be written in a more explicit
form:
r1 − γ1 = β2 + s2 , r2 + β1 = γ2 − s1 ,
a,x+aα2 − as3 = 0 , a,y −aα1 + ar3 = 0 , r0,y = s0,x ,
r1,y−s1,x+r2s3 − r3s2 − α2r2 − β2r3 + α1s2 + β1s3 = 0 ,
r2,y−s2,x+r3s1 − r1s3 + α2r1 − γ2r3 − α1s1 + γ1s3 = 0 ,
r3,y−s3,x+r1s2 − r2s1 + β2r1 + γ2r2 − β1s1 − γ1s2 = 4a2 .
(14)
Proposition 1. Let Ψ satisfies (4), (A)-(D), and (9) holds. Then
n = Ψ−1E3Ψ (15)
satisfies Eq. (1), i.e., n,xx+n,yy = f(x, y) n, where f is a real function.
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Proof: We compute n,xx+n,yy and obtain, as a consequence, a linear combination
of Ψ−1EkΨ (k = 1, 2, 3). It is enough to show that the result is proportional to
Ψ−1E3Ψ, i.e., that the coefficients by Ψ
−1E1Ψ and Ψ
−1E2Ψ vanish. The coefficient
by Ψ−1E2Ψ is given by
(r1 − γ1),x−(γ2 − s1),y +(β1 + r2)(r3 − α1) + (β2 + s2)(s3 − α2)
+(a,y −aα1 + ar3) cosκ+ (a,x+aα2 − as3) sinκ .
To show that this expression vanish we use the first two equations of the system
(14), then we eliminate all derivatives using appropriate equations of (11) and (14).
Using once more (if necessary) the first equation of (14) we see that the obtained
result is zero. The coefficient by Ψ−1E1Ψ
−(r2 + β1),x−(β2 + s2),y +(s1 − γ2)(s3 − α2) + (r3 − α1)(r1 − γ1)
−(a,x+aα2 − as3) cosκ− (a,y +ar3 − aα1) sinκ
vanishes as well what can be shown in exactly the same way. ✷
Remark 1. The coefficients of the matrix n with respect to the basis (7),
n = n1e1 + n2e2 + n3e3, identify this matrix with an E
3 vector (n1, n2, n3).
In other words, we use the isomorphism between su(2) and E3.
Remark 2. If one more constraint, namely TrU = TrV = 0, detΨ = 1, is
imposed on the linear problem (4), then the Sym-Tafel formula F = Ψ−1Ψ,κ
yields surfaces of constant mean curvature, compare [6, 9].
3 Gauge transformations
The spectral problem (4) is invariant with respect to gauge transformations
of the form Ψˆ = GΨ, where G is any ζ-independent U(2)-valued matrix
(G−1 = G†).
Proposition 2. If Ψ satisfies (4), (A)-(D), and Ψˆ = GΨ, where G−1 = G†,
then Ψˆ satisfies (4), (A)-(D) as well. Moreover
nˆ ≡ Ψˆ−1Eˆ3Ψˆ = n . (16)
Proof: Ψˆ,x= UˆΨˆ, Ψˆ,y = Vˆ Ψˆ, where
Uˆ = GAG−1ζ − GA
†G−1
ζ
+R+G,xG
−1 ≡ Aˆζ − Aˆ
†
ζ
+ Rˆ ,
Vˆ = GBG−1ζ − GB
†G−1
ζ
+ S +G,y G
−1 ≡ Bˆζ − Bˆ
†
ζ
+ Sˆ ,
5
where (GAG−1)† = GA†G−1 because G† = G−1. Obviously, Aˆ2 = Bˆ2 = 0,
Rˆ† = −Rˆ, Sˆ† = −Sˆ, etc. Thus the matrices Uˆ , Vˆ satisfy all conditions (A)-(D).
Then Tr(AˆAˆ†) = Tr(GAG−1GA†G−1) = Tr(AA†). Hence, taking into account (8)
and (9), we get aˆ = a, Wˆ = GWG−1 and Eˆk = GEkG
−1 (k = 1, 2, 3). Finally,
nˆ = Ψ−1G−1GE3G
−1GΨ = n. ✷
Proposition 3. There exists a matrix G = G(x, y) ∈ U(2) transforming
the spectral problem (4), (A)-(D) into
Ψˆ,x=
(
ae+ζ − ae−
ζ
+ Rˆ
)
Ψˆ ,
Ψˆ,y =
(
iae+ζ +
iae−
ζ
+ Sˆ
)
Ψˆ ,
(17)
where a is given by (8) and
e+ =
(
0 1
0 0
)
, e− =
(
0 0
1 0
)
. (18)
Proof: Any two orthonormal bases in E3 are related by an orthogonal transfor-
mation, which in turn can be represented by a unitary matrix (the spinor rep-
resentation). In particular, the basis E1, E2, E3 from Section 2 can be obtained
from any constant orthonormal basis e1, e2, e3 by the transformation of the form
Ek = G
−1ekG, G ∈ U(2) (or even G ∈ SU(2), if both bases have the same orienta-
tion). Applying the gauge transformation Ψˆ = GΨ to the spectral problem (4) we
obtain (17), where e+, e− are constant matrices such that e− = e
†
+, e
2
+ = e
2
− = 0,
〈e+ | e−〉 = −2. If ek are given by (7), then e± are given by (18). ✷
Remark 3. If Ψˆ solves (17), then n = Ψˆ−1e3Ψˆ satisfies (1).
Remark 4. The spectral problem (17) or its equivalents are usually applied
in the spectral approach to constant mean curvature surfaces, see [3, 6, 9].
4 The Darboux-Ba¨cklund transformation
Our aim is to construct the transformation Ψ˜ = DΨ (where D depends
on x, y and ζ) in such a way that U˜ = D,xD
−1 + DUD−1 and V˜ =
D,y D
−1 + DVD−1 have the same form as U, V (compare [5]). In other
6
words, the properties (A), (B), (C), (D) of Section 2 should be preserved by
the transformation. We confine ourselves to the simplest case
D = N
(
I +
ζ1 − µ1
ζ − ζ1 P
)
(19)
where the matrices N and P do not depend on ζ, P 2 = P , and ζ1, µ1 are
complex parameters (ζ1 6= µ1).
The property (A) implies, by virtue of a well known result of Zakharov
and Shabat [12],
kerP ∋ Ψ(ζ1)~b , imP ∋ Ψ(µ1)~c , (20)
where ~b,~c ∈ C2 are constant vectors and ζ1, µ1 ∈ C are constant as well.
One can easily check that the property (B) is preserved if D−1(ζ¯) =
D†(1/ζ) which yields, after straightforward computations,
P † = P , µ¯1 =
1
ζ1
, NN † = 1 + (|ζ1|2 − 1)P . (21)
Therefore the condition µ1 6= ζ1 is equivalent to |ζ1| 6= 1. Moreover, P † = P
implies ~c1 ⊥ ~b1. P is explicitly expressed by the matrix Ψ(1/ζ¯1):
P =
1
1 + |ξ|2
( |ξ|2 ξ
ξ¯ 1
)
, (22)
where ξ = u1/u2 and (u1, u2)
T = Ψ(1/ζ¯1)~c. One can check that the equation
NN † = 1 + (|ζ1|2 − 1)P is satisfied by
N = N0(I + (ζ1eiσ − 1)P ) (23)
where N0 is a unitary matrix (N−10 = N †0 ) and σ is a real constant.
Considering the spectral problem (17) we have to take into account one
more constraint: W = e+ is a fixed constant matrix, given for instance by
(18). In this case
a˜e+ = aNe+N−1 (24)
and from (24) we can compute N0.
In the following we focus on the more general spectral problem (4) and
the matrix N0 can be arbitrary. Actually, the matrix N0 is not important
as far as the transformation of n is concerned (compare Proposition 2).
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Without loss of the generality we will assume N0 = I. Finally we arrive at
following formula for the Darboux matrix:
D =
(
I + (ζ1e
iσ − 1)P )
(
I +
ζ1 − ζ¯−11
ζ − ζ1 P
)
= I + (e2iβ − 1)P , (25)
where
e2iβ :=
(ζ1 − ζ|ζ1|2)eiσ1
|ζ1|2 − ζζ¯1
. (26)
Note that β is real (because ζ¯ = ζ−1) and β does not depend on x, y.
One can always parameterize the Hermitean projector P by a unit vector
~p = (p1, p2, p3):
P =
1
2
(I + p) , p :=
3∑
k=1
pkσk , p
2
1 + p
2
2 + p
2
3 = 1 . (27)
The function ξ appearing in (22) is a stereographic projection of ~p:
ξ =
p1 − ip2
1− p3 , p1 =
2Reξ
1 + |ξ|2 , p2 =
−2Imξ
1 + |ξ|2 , p3 =
|ξ|2 − 1
|ξ|2 + 1 . (28)
The spectral problem (17) can be considered as a particular case of (4)
and any solution Ψ of (17) satisfies (4) as well, compare Remark 3. Therefore
we can take as a background solution
n = Ψ−1e3Ψ , (29)
where Ψ is a solution of (17). According to Remark 1 we associate with n
a unit vector ~n := (n1, n2, n3) defined by:
n =
3∑
k=1
nkek . (30)
The Darboux-Ba¨cklund transformation of n yields:
n˜ = Ψ−1D−1e3DΨ . (31)
The obtained expression can be computed as follows
D−1e3D =
1
2i
(cos β − ip sin β)σ3(cos β + ip sin β) ,
and simplified in a straightforward way:
D−1e3D =
1
2i
(
σ3 cos 2β + 2p3p sin
2 β + (p2σ1 − p1σ2) sin 2β
)
. (32)
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5 Special solutions
We will compute explicitly the action of the Darboux-Ba¨cklund transforma-
tion on a simple background. The simplest seed solution can be obtained
from the requirement U = const, V = const and Ψ satisfies (17). Then
Ek = ek are constant (i.e., αk = βk = γk = 0) and a = a0 = const. Thus
the system (14) reduces to
r1 = s2 , r2 = −s1 , s3 = r3 = 0 , r1s2 − r2s1 = a20 , (33)
and can be easily solved:
s1 = −r2 = a0 cos δ0 , r1 = s2 = a0 sin δ0 , (34)
where δ0 is an arbitrary real parameter. Therefore,
U = a0e2(cos κ− cos δ0)− a0e1(sinκ− sin δ0) ,
V = a0e1(cos κ+ cos δ0) + a0e2(sinκ+ sin δ0) ,
(35)
and, finally
U = 2a0 sin δ−(e1 cos δ+ + e2 sin δ+) ,
V = 2a0 cos δ−(e1 cos δ+ + e2 sin δ+) ,
(36)
where δ± :=
1
2
(δ0 ± κ). Without loss of the generality we put δ0 = 0 (more
general choice corresponds to symmetries of the sigma model (1) like rotation
in the space of parameters x, y and the O(3) symmetry). Then
−2e1 cos δ+ − 2e2 sin δ+ = i
(
0 e−iκ/2
eiκ/2 0
)
=: E . (37)
Note that E2 = −1. Therefore, if U, V are constant, then the solution of
the linear problem (4) is simply given by
Ψ = exp(xU + yV )C0 = exp(θE)C0 = (cos θ + E sin θ)C0 , (38)
where C0 is a constant unitary matrix and
θ = θ(x, y, ζ) = a0x sin
κ
2
− a0y cos κ
2
. (39)
Thus, taking into account ζ = e−iκ,
Ψ(x, y, ζ) =
(
cos θ i
√
ζ sin θ
i sin θ/
√
ζ cos θ
)
C0 . (40)
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Finally, using (29), we get the following background solution:
n = e1 sin 2θ sin
κ
2
− e2 sin 2θ cos κ
2
+ e3 cos 2θ . (41)
Now, we will perform the Darboux-Ba¨cklund transformation. In order to
compute ξ we evaluate Ψ at ζ = 1/ζ¯1 and denote λ1 := 1/
√
ζ¯1:
Ψ(x, y, ζ¯−1
1
) =
(
cos θ1 −iλ1 sin θ1
−iλ−1
1
sin θ1 cos θ1
)
C0 , (42)
where θ1 = θ(x, y, ζ
−1
1
) ≡ P1 + iQ1, i.e.,
P1 = −1
2
a0
(
1 +
1
a2
1
+ b2
1
)
(xb1 + ya1) ,
Q1 =
1
2
a0
(
1− 1
a2
1
+ b2
1
)
(xa1 − yb1) ,
(43)
where a1 + ib1 := λ1 ≡ ζ−1/21 (we recall that by assumption a21 + b21 6= 1).
Then
ξ =
c1 − ic2λ1 tan θ1
c2 − ic1λ−11 tan θ1
, (44)
where (c1, c2)
T = C0~c. Without loss of the generality we can put c1 = 0
(one can show that more general choice is equivalent to the translation in
the space of variabes x, y, compare [2]). Then, finally,
ξ =
(a1 + ib1)(sinhQ1 coshQ1 − i sinP1 cosP1)
cosh2Q1 cos2 P1 + sinh
2Q1 sin
2 P1
, (45)
where P1, Q1 are given by (43) and a1, b1 are arbitrary real parameters.
Therefore the solution n˜ given by (31) can be easily computed using
(32), (28), (40), (45) and (43), where β, a0, a1, b1, κ and the matrix C0 are
arbitrary constants. In particular, assuming C0 = I and κ = 0 we obtain
n˜ = (n1, n2, n3), where
n1 = 2p1p3 sin 2β + p2 sin 2β ,
n2 = (2p2p3 sin
2 β − p1 sin 2β) cos 2θ − (cos 2β + 2p23 sin2 β) sin 2θ ,
n3 = (2p2p3 sin
2 β − p1 sin 2β) sin 2θ + (cos 2β + 2p23 sin2 β) cos 2θ .
(46)
The functions p1, p2, p3 are given by (28) and (45), θ is given by (39).
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6 Conclusions
In this paper we presented a new version of the Darboux-Ba¨cklund trans-
formation for the sigma model (1). There are two interesting points in our
construction. First, we introduced the spectral problem (4), more general
than (17). Both spectral problems are gauge-equivalent and the sigma model
(1) is invariant with respect to unitary gauge transformations of the spec-
tral problem (compare Proposition 2). Second, the normalization matrix
(23) is quite non-trivial. The matrix N depends on x, y through the pro-
jector matrix P (i.e., through the background wave function). Note that
the Darboux-Ba¨cklund transformation for the spectral problem (17) is even
more difficult. We have an additional constraint on the unitary matrix N0,
namely (24), which is technically pretty complicated. From this point of
view the spectral problem (4) is better.
Our approach is rather straightforward and we plan to generalize it for
some related sigma models and geometric problems (surfaces of constant
mean curvature in Euclidean and Lorentzian spaces). We hope also to ex-
tend this approach on higher dimensional problems using Clifford numbers
(compare [7]).
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