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ABSTRACT
Challenges faced by authors and reviewers of encyclopedic
content include the identification of which candidate con-
cepts in one article should be linked to other articles, since
concepts should be selected if they are able to provide a
deeper understanding of the article topic, and ambiguity
resolution. This task is called wikification. Wikification is
normally addressed as a classification problem. Many super-
vised and semi-supervised techniques have been proposed to
deal with wikification: their aim is to learn, from examples of
concepts, which instances should be wikified. We observed
that, although one encyclopedia can be viewed as a concept
graph, supervised techniques seldom explore the richness of
information provided by the graph topology: they normally
only take advantage of statistical features related to con-
cepts and the association among them. In this work, we
address wikification as the problem of predicting the edges
of a graph. Unlike previous approaches, our model fully ex-
plores the graph topology in the prediction task by using a
matrix factorization technique. We also include in our model
features related to concepts and its associations. Upon ex-
perimenting our approach with a sample of Wikipedia, we
achieved gains up to 20% over a state-of-the-art baseline.
Categories and Subject Descriptors: H.3.7 [Informa-
tion Storage and Retrieval] [Digital Libraries, User Is-
sues]
General Terms: Human Factors, Measurement, Experi-
mentation.
Keywords: Wikification, Matrix Factorization, Link Pre-
diction, Gradient Descent.
1. INTRODUCTION
Challenges faced by editors/reviewers of encyclopedic con-
tent in the web is to identify and place links to important
concepts in an article. Given the prominence of Wikipedia
as collaborative web encyclopedia, this task is referred to
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as wikification. By wikifying an article, reviewers enrich its
textual content. In fact, this is a common practice among
Wikipedia users when they review an article. In this sce-
nario, the links represent important topical connections among
articles. Such connections provide to readers a deeper un-
derstanding of the topics covered by the contents they are
reading. Thus, we can say these links represent the most im-
portant concepts in the article. As a result, much research
has been conducted to determine which concepts better de-
scribe an article as well as with which articles these concepts
should be associated.
The automatic text wikification consists in finding solu-
tions for two problems faced by Wikipedia reviewers when
they decide to place links: (a) identify the candidate con-
cepts (i.e., the sequence of important terms to the topic of
the article) and (b) the disambiguation of these terms to the
appropriate concepts (i.e., to associate such terms with its
most appropriate articles).
The free availability of Wikipedia dump and the large
ground truth of encyclopedic links make many researchers
proposed methods that explore these resources to perform
the wikification task in a fully automatic fashion. Recent
studies have focused on machine learning (ML) methods to
perform automatic wikification. In general, the wikification
task is modeled as the supervised classification problem of
determining whether an identified concept should be a link
to another article. Results reported in the literature have
shown the effectiveness of ML-based methods over manual
wikification and unsupervised heuristics [11, 12].
ML-based methods generally describe examples of links
by means of statistical features. These features try to cap-
ture characteristics of the concepts (e.g., how frequent is the
concept in the article) and its associations (e.g., how related
are two concepts). In particular, features about concept as-
sociations are very common since wikification can be viewed
as the problem of predicting if there should be an edge (link)
between two nodes (concepts). Despite this natural view as
a graph prediction problem, ML methods currently proposed
for wikification have captured graph topological information
restricted to specific statistical features such as the number
of links shared by the articles. As a result, they ignored
more general aspects of the graph topology such as latent
clusters of concepts. This is an important issue since topol-
ogy information has been successfully used to predict links
in many domains [5, 6, 9, 14]. Moreover, topology informa-
tion may be also useful to disambiguate concepts since these
concepts will probably occupy different spatial locations in
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the concept graph.
In this work, we address the wikification problem by propos-
ing a classification method able to better incorporate topo-
logical information in link prediction. Our method learns
concept associations by combining attributes and link fea-
tures with topological information captured using a ma-
trix factorization. It was designed to be scalable such that
predictions can be based on a graph as large as the ob-
served for an encyclopedia such as Wikipedia. Our contri-
butions include (a) a comprehensive evaluation of the pro-
posed method and comparison with a state-of-art wikifica-
tion baseline; and (b) a study on how and which topological
information could be used to improve link prediction in the
wikification scenario.
After evaluating our method in a sample of the Wikipedia
for schools dataset, we observed it outperformed a state-of-
the-art approach with gains of up to 20%, when considering
the AUC metric. It presented good scalability due to the
use of a stochastic gradient descent algorithm for training.
It was also able to handle ambiguous concepts even without
being trained with ambiguity-specific attributes.
This work is organized as follows. In Section 2, we present
related work. In Section 3, we describe the matrix factoriza-
tion model we propose to predict Wikipedia links. In Sec-
tion 4, we detail the experiments we performed to evaluate
our model. Finally, in Section 5 we conclude with perspec-
tives for future work.
2. RELATED WORK
Wikfication can be regarded as a link prediction problem. As
such, many prediction approaches have been proposed in lit-
erature to explore the Wikipedia graph topology. Some ap-
proaches represent the graph using statistical features asso-
ciated with its nodes and edges. Normally, they aim to pre-
dict Wikipedia anchors by mimicking its original link struc-
ture. We refer to these approaches as feature based. Other
approaches use directly the Wikipedia graph, by means of
graph analysis algorithms. They normally address the prob-
lem of finding missing links. We refer to them as topology
based. In this section, we briefly overview these studies. It
is relevant to observe that the problem of link prediction is
also addressed in other domains.
2.1 Feature-based Wikification
In this approach, authors use as input data the raw content
of the articles (without outgoing links) or any other textual
document. Two predictions are performed: identification of
which terms should be source anchors, and disambiguation
to point to the correct target page.
As far as we know, the earliest work exploiting this ap-
proach was proposed by Mihalcea and Csmoai [10]. They
first identified the probability of a term to be used as anchor
according to a probability threshold. They disambiguate
terms by using a supervised classifier based on features such
as context textual clues and part-of-speech tags. Milne and
Witten [11] proposed an alternative approach where the dis-
ambiguation task should precede the anchor identification.
Both tasks were based on supervised techniques. For disam-
biguation, a classifier was trained using features such as how
common an article is used in the correct sense, how related
are the source and target articles, and the quality of the
context. For identification, another supervised classifier was
used which took into consideration statistics from concepts
such as its position in the text. Following Milne and Wit-
ten’s approach [11], Ratinov et al. [13] proposed a method
that combined features from the previous two works to link
named entities to Wikipedia concepts. After that, Milne and
Witten [12] extended their previous work so as to integrate
a set of mining tools specifically built to collect statistics
from the entire Wikipedia. Using a sample of Wikipedia,
the authors reported F1 figures of 95.8% for the task of dis-
ambiguation and 73.8% for the task of anchor identification.
Similarly to these authors, we also address the problem of
identifying Wikipedia anchors using a supervised approach.
Since the method proposed by Milne and Witten [12] achieved
the best performance reported in the literature, we used it
as baseline in our work.
2.2 Topology-based Wikification
In this approach, authors assume the input data is an article
from Wikipedia that already contains some outgoing links
(outlinks, for short). The main purpose is to enrich existing
articles with new links. It is important to observe that, in
this approach, wikification is treated as a single task and
disambiguation is performed implicitly. In this section, we
summarize unsupervised strategies that are representatives
of this approach [2, 4, 15].
Adafre and Rijke [2] use a clustering technique to identify
a set of articles similar to an input article based on the in-
coming links (inlinks, for short) they share. New links are
suggested to the input article a (1) if they appear as outlinks
in articles similar to a but not in a and (b) if anchor text
of the similar articles is also found in a. As in the previous
work, West et al. [15] explored only the link content. They
used the link adjacency matrix to represent the Wikipedia
graph. Their hypothesis is that features (i.e. outlinks) that
hold for an article also hold for a similar one. Thus, if most
of the articles similar to a have a certain feature in common
(e.g., they point to a common article), a should have that
feature. To find these common features, they projected the
Wikipedia similarity matrix onto a reduced eigen-space us-
ing a technique called principal component analysis. The ar-
ticles to be enriched are projected onto the same space and,
then, back to the article space. This way, an error recon-
struction per link can be assessed and used to rank potential
new links. Cai et al. [4] developed an iterative algorithm
that enriches sparsely-linked articles by adding more links.
Their algorithm makes use of Wikipedia links co-occurrence
matrix to provide these links at each iteration. More specif-
ically, for each iteration, the algorithm maintains a concept
co-occurrence matrix snapshot and use it to disambiguate
unlinked terms for the next iteration until no more links can
be added.
In our strategy, we focus on the problem of predicting
which article concepts should be used as anchors. Similarly
to West et al. [15], we employ matrix factorization – however
we used it only as one component of a supervised linear
regression.
2.3 Link prediction in other domains
The link prediction problem consists in predicting the link
status of a pair of nodes of a partially observed graph. In-
stances of this problem are of interest in many domains with
applications such as recommender systems (to recommend
itens, friends, co-authors, etc.), prediction of protein interac-
tion, social network analysis, and advertising click-through
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prediction, to name a few.
While many graph algorithms have been proposed to this
problem, the use of latent feature models has attracted much
attention as a robust and efficient way to capture patterns
useful to predict the graph topology. In particular, matrix
factorization models have been widely adopted in the ML
community, specially after its successful use in the recom-
mender system domain [6]. As consequence, many studies
have been developed to combine feature-based prediction,
traditionally used in ML, with factor-model based predic-
tion as, for instance, the studies by Rendle et al. [14] and
Menon and Elkan [9]. Rendle et al. [14], in particular, pro-
pose a set of algorithms able to learn factor models that
incorporate edge and node features in the recommender sys-
tems domain. They also provided a tool called Factorization
Machine Library (LibFM). Menon and Elkan [9] propose a
linear factor model for the task of link prediction (classifica-
tion and ranking) able to take advantage of edge and node
features. They also provided a comprehensive review of the
link prediction literature.
Given the characteristics of the model proposed by Menon
and Elkan [9], such as scalability and appropriateness for
imbalanced supervised tasks, we extend it for solving the
wikification problem. By doing so, we hope to improve on
previous feature- and topology-based methods. To the our
best knowledge, only Cai et al. [4] and West wt al. [15]
directly used topological aspects of the Wikipedia concept
graph for wikification. Unlike them, we also use node and
edge features and focus on the anchor prediction problem.
3. A FACTOR MODEL FOR LINK PREDIC-
TION IN WIKIPEDIA
In this section, after revisting the Wikification problem we
detail our Wikification matrix factor model, used to repre-
sent the problem, the features used in this model, and our
model learning strategy based on a stochastic gradient de-
scent algorithm.
3.1 Notation
We use boldface uppercase letters, such as M, to denote
matrices, and boldface lowercase letters, such as v, to denote
vectors. The ith row of M is denoted as Mi where the
element at the ith row and jth column in M is denoted
by Mij . Given M and v, we use M
T anf vT to denote
matrix and vector transposes, and diag(M) to denote matrix
M with entries outside the main diagonal equal zero. The
Frobenius norm of M is given by ‖M‖2F and L2-norm of v
by ‖v‖2. Sets are represented by uppercase letters such as
S and its cardinality by |S|.
3.2 The Wikification Problem
The Wikipedia can be viewed as a directed graph W =
(A,L) where the set of nodes A represents the articles and
the set of edges L represents the links between the arti-
cles. As each article is associated with a concept (expressed
by its title), we refer to W as a concept graph. Figure 1
shows a portion of a concept graph with seven articles (e.g.,
Charles Darwin, Stephen Baxter, and Natural Selection) and
six links (e.g., the link from Charles Darwin to Evolution).
Each article refers to many other concepts, expressed by
means of different words and phrases, which we call labels.
For instance, in Figure 1 the article about Charles Dar-
Charles
Darwin
Evolution 
(Baxter novel)
Stephen
Baxter
England
Evolution
Natural
Science
Natural
Selection
evolution
Evolution
English
British
naturalist
Natural 
Selection
Charles Darwin
English naturalist who introduced an evolution theory 
called Natural Selection.
Stephen Baxter
British writer, author of the novel Evolution.
Figure 1: Concept graph associated with two exam-
ple articles Charles Darwin and Stephen Baxter.
win refers to labels such as “Natural Selection”, “naturalist”,
“evolution”, and “theory”. When an editor writes an article,
he must decide which labels should be linked to appropri-
ate Wikipedia articles. By doing that, the editor allows the
readers to better understand the current article. We call
these linked labels as anchors. For instance, from the set of
possible labels in the article about Stephen Baxter, the un-
derlined labels (“British”and“evolution”) are anchors. Also,
note that a concept can be referred to by different labels
(e.g., England is referred to by both “English” and “British”)
and the same label can refer to different concepts (“evolu-
tion” refers to Evolution and Evolution (Baxter novel)).
Given these initial definitions, the Wikification problem
consists in determining, from a set of labels used in an ar-
ticle, (a) which concepts these labels refer to and (b) which
labels should be anchors. As in previous works reported in
the literature, in this paper we deal with a relaxed version
of this problem. In particular, we treat an article as a set of
labels and treat as single label two different labels of an ar-
ticle associated with the same concept. This is not a serious
issue since editors of encyclopedias are encouraged to avoid
adding to an article i multiple links to the same article j.
3.3 Wikification Matrix Factor Model
As previously defined, the wikification problem is equivalent
to a link prediction problem. Formally, given two articles i
and j (i, j ∈ A, i 6= j), the problem consists in predicting
if an edge (i, j) ∈ L. This prediction is normally based on
features related to (a) pairs of articles that indicate if they
should be linked (eg, the position of the label in article i
and the similarity of i and j according to their inlinks) and
(b) to each isolated article (eg, how often the article is cited
and the level it appears in the Wikipedia taxonomy).
Thus, given feature spaces for edges (E) and nodes (N ),
we want to define a predictor function Yˆ : E × N → R such
that the larger Yˆij , the larger the probability of i pointing
to j. We can use this estimate to solve the link classification
problem, that is, to determine if a pair (i, j) is a link or not.
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Formally, let xi be a vector of features related to i, xj
be a vector of features related to j and zij be a vector of
features related to pair (i, j). A simple predictor, based on
such features, is given by Equation 1.
Yˆij(Θ) = fE(zij ; w) + fN (xi,xj ; vi,vj) (1)
where Θ corresponds to the weight vectors vi, vj , and w
associated with feature vectors xi, xj , and zij , respectively.
In the linear case, common choices for edge and node score
funcions are fE(zij ; w) = w
T zij and fN (xi,xj ; vi,vj) =
vTi xi + v
T
j xj . Note that, as defined, fN does not properly
capture affinities between articles i and j that could be ob-
served through the features xi and xj . Thus, a better choice
for this function would be a bilinear regression defined as
fN (xi,xj ; vi,vj) = x
T
i Vxj , where V ∈ Rd×d (d is the num-
ber of articles) is a set of weights between each possible pair
of articles.
Equation 1 describes a simple linear feature-based model.
Although it may capture characteristics of concept graphW
(e.g., the similarity of i and j according to their inlinks), it
does not take advantage of many latent patterns present in
the graph topology not easily described using explicit fea-
tures. The hypothesis is that some links are more common
between articles that share these latent features.
Let W represent the adjacency matrix of a sample of W.
Thus, Wij = 1 if edge (i, j) ∈ L, being 0 otherwise. We can
find k latent features corresponding to i and j by factorizing
W such that W ≈ UΛUT , U ∈ Rd×k, Λ ∈ Rk×k, and d is
the number of sampled articles. A simple predictor for an
undirected graph, based on such factor model, is given by
Equation 2:
Yˆij(Λ) = U
T
i ΛUj (2)
where Λ ∈ Rk×k is an arbitrary diagonal matrix and Ui ∈
Rd×k is a vector of latent features associated with article i.
A straightforward combination of the prediction models in
Equations 1 and 2 is given by Equation 3:
Yˆij(Θ) = U
T
i ΛUj + w
T zij + x
T
i Vxj (3)
where the set of weights Θ includes Λ, V, and w. Note that
this is the link classification model proposed by Menon and
Elkan [9].
To apply this model to wikification, we need to extend
it to support the directed Wikipedia graph. To accomplish
this, we have to modify the matrix factor component. In the
factorization Wij ≈ UTi ΛUj , the same matrix of latent fea-
tures (U) is used to capture the inlink and outlink behavior
of an article. This is not an issue for undirected graphs since
there is no inlink and outlinks in such case. Thus, a simple
solution to support directed graphs would be use two latent
matrices, Pi ∈ Rd×k and Qj ∈ Rd×k, to capture the differ-
ent link behaviors, as proposed by Li et al. [7]. The result-
ing factorization should be Wij ≈ PTi ΛQj . This solution,
however, does not capture common inlink and outlink pat-
terns existing in articles since P and Q are now completely
unrelated. To solve this issue we adopt a factor model com-
posed of two components, Wij ≈ UTi ΛUj +PTi ΓQj , where
Γ ∈ Rk×k is also a diagonal matrix, as Λ. In this model, the
first component fits the undirected aspect of the link between
articles i and j while the second component captures the
residual directed aspect. By adopting such solution, Equa-
tion 3 translates into Equation 4:
Yˆij(Θ) = U
T
i ΛUj + P
T
i ΓQj + w
T zij + x
T
i Vxj (4)
To set Θ, we also include specific biases related to articles i
(bi), j (bj) and the links between them (bij), which results
in Equation 5:
Yˆij(Θ) = U
T
i ΛUj + P
T
i ΓQj + bi + bj
+ wT zij + bij + x
T
i Vxj
(5)
To measure how good is our estimate Yˆij(Θ), we use the
quadratic loss function `(Θ) = 1
2
∑
ij (L(Yˆij(Θ))− Yij)2,
where L(.) is a function used to normalize the estimate and
Yij = 1 if edge (i, j) ∈ L, being 0 otherwise. We now can
find a set of weights Θ that results in a good estimate Yˆi(Θ)
by minimizing `(Θ) with weights Θ regularized. This trans-
lates into Equation 6:
minimize
Θ
`(Θ) =
1
2
∑
ij
(L(Yˆij(Θ))− Yij)2
+
λ
2
‖Ui‖2 + λ
2
‖Uj‖2
+
λ
2
‖Pi‖2 + λ
2
‖Qj‖2 + λ
2
‖w‖2
+
λ
2
‖bi‖2 + λ
2
‖bj‖2 + λ
2
‖bij‖2
+
λ
2
‖Λ‖2F + λ
2
‖Γ‖2F + λ
2
‖V‖2F )
(6)
where (i, j) is a pair of nodes.
3.4 Model Learning
To solve Equation 6, we use a stochastic gradient descent
(SGD) algorithm. SGD approximates the error of the loss
function by simultaneously updating all the weights Θ of
the linear estimate, according to its gradients. To deter-
mine how weights are updated we derivate the regularized
loss function (Equation 6) with respect to Θ, obtaining the
weight update expressions given in Equation 7:
Ui = Ui − γ (∇0 ΛUj + λ Ui)
Uj = Uj − γ (∇0 ΛTUi + λ Uj)
Pi = Pi − γ (∇0 ΓPj + λ Pi)
Qj = Qj − γ (∇0 ΓTQi + λ Qj)
w = w − γ (∇0 zTij + λ w)
Λ = Λ− γ (∇0 diag(UiUTj ) + λ Λ)
Γ = Γ− γ (∇0 diag(PiQTj ) + λ Γ)
V = V − γ (∇0 xixTj + λ V)
bi = bi − γ (∇0 + λ bi)
bj = bj − γ (∇0 + λ bj)
bij = bij − γ ∇0
(7)
where ∇0 = L(Yˆij(Θ)) − Yij , (i, j) represents a pair of ar-
ticles (not necessarily linked), and γ and λ are parameters
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that control how large the updates are (learning factor) and
how important the regularization is. Similarly to Koren [6],
we use different parameters to control the learning rate (γ)
and the impact of regularization (λ) in our implementation
of SGD. We also update the learning rate along the iterations
using an exponential decay strategy, as suggested in [3].
3.5 Link and Article Attributes
In this section, we describe both the attributes proposed by
Milne and Witten [12] and three additional attributes we
propose (label in document, inlink ratio and outlink ratio).
3.5.1 Link attributes
These attributes are related to concept associations between
articles i and j, where i is the source article and j is a
candidate to destination article:
• Relatedness: estimates how much two concepts are re-
lated based on how many inlinks they share. A second
attribute is also used to capture the average related-
ness between each topic and all the other candidates.
• Link probability : number of Wikipedia articles that
use a label as anchor, divided by the number of ar-
ticles that mention it at all. In fact, two attributes
are used (average and maximum link probability) be-
cause different labels may have been used to mention
the same concept.
• Frequency : how many times a concept is mentioned in
a document.
• Location & spread : set of features based on the loca-
tions where topics are mentioned, normalized by the
length of the document. These feature are first oc-
currence (topics mentioned in introduction tend to be
more important), last occurrence (topics mentioned at
conclusion may be important), and spread (distance
between first and last occurrences).
• Disambiguation confidence: disambiguation probabil-
ity given by the disambiguation classifier proposed by
Milne and Witten [12]. As for link probability, aver-
age and maximum link confidence are used since sev-
eral different labels may have been used to mention
the same concept.
• Label in document : indicates if a label used to refer to
a candidate concept is present in the document.
3.5.2 Article attributes
These attributes are related to characteristics of one partic-
ular concept:
• Generality : estimates how general is a concept based
on the minimum depth at which it is located in Wikipedia
category tree.
• Inlink ratio: number of inlinks normalized by the total
of links in the dataset.
• Outlink ratio: number of outlinks normalized by the
total of links in the dataset.
4. EXPERIMENTS
Considering the features described in Section 3, we per-
formed a set of experiments using a sample of Wikipedia
in English. We describe the dataset, the experimental de-
sign, and the results obtained.
4.1 Dataset
To evaluate our method, we use a sample extracted from the
Wikipedia snapshot of July 7, 2011 [12]. This sample corre-
sponds to a sub-graph containing the 5,470 articles present
in the list called “2013 Wikipedia Selection for Schools” [1]
and 185,438 links between them. These articles were selected
because they provide a consistent sub-graph of Wikipedia,
composed by articles about subjects considered important
for use in schools and educational projects. This sample is
commonly used in wikification literature [15].
4.2 Evaluation Methodology
We assess the performance of our proposed classifier and the
baseline by Milne and Witten [12] using the Area under the
the Receiver Operating Characteristics Curve (AUC) mea-
sure. As shown by Ling et al. [8], this is a statistically
consistent metric that provides a single-number summary
for the performance of a classifier and is also more discrim-
inating than accuracy. Intuitively, AUC gives larger scores
for methods that rank positive cases (links, in our scenario)
above negative cases (not links). It is particularly useful in
situations such as wikification where the class distribution
is very skewed (most of the article pairs will not be linked)
since AUC is insensitive to imbalanced classes. We calcu-
lated AUC as defined by Ling et al. [8]:
AUC =
S0 − n0(n0 + 1)/2
n0n1
(8)
where n0 and n1 are the number of positive and negative
examples, respectively, and S0 =
∑
ri is the rank of ith
positive example in the ranked list.
To properly assess how the methods generalize in indepen-
dent datasets, we estimate AUC values using 5-fold cross val-
idation. In this procedure we partition the original dataset
into 5 subsamples. From the 5 subsamples, a single one is
used as test set while the remaining 4 are used as training
set. The process is repeated 5 times, with each of the 5 sub-
samples used once as test set. The resulting AUC is taken
as the average of the AUC values obtained in each turn1. In
fact, for the case of our SGD method, we do not really use
the entire training set but only a random sample composed
of about 20% of the training instances. Thus, our method is
trained with about one fourth of the instances used to train
the baseline. Overall, our method is ten to fifteen times
faster to train than the baseline.
In our experiments, we report the results obtained with
the best selection of SGD parameters λ and γ. In all cases, k
= 30. Finally, to ensure that the differences among methods
we compare are statistically significant, we use Student’s T-
test [16] and, in this work, we consider significant differences
for which the value of p is less than 0.05.
4.3 Results
We start our analysis by comparing the methods we pro-
pose with the baseline proposed by Milne and Witten [12]
in Table 1. We refer to the baseline as MW2013. The
1Since a ranking of concepts is generated for each article,
AUC can be taken as an average considering each article in
the subsample or taking all articles of the subsample as a
single global document. Although the average per article is
more appropriate in the case of wikification, we also provide
the global AUC.
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baseline uses the features relatedness, link probability, fre-
quency, location & spread, disambiguation confidence, and
generality. We refer to our methods as LF, LF+MWF, and
LF+MWF+NF. LF prediction is based only on the latent
features and biases of the factorization component in Equa-
tion 5 (UTi ΛUj +P
T
i ΓQj +bi+bj). LF+MWF corresponds
to the entire model described in Equation 5 using the same
features of MW2013 except by disambiguation confidence.
Finally, LF+MWF+NF corresponds to LF+MWF using the
additional features label in document, inlink ratio, and out-
link ratio. In the table, the methods are compared using
both the average AUC take per article and globally.
Method AUC per Gain (%) Global Gain (%)
article AUC
MW2013 0.731 - 0.718 -
LF 0.666 -8.61% 0.596 -16.9%
LF+MWF 0.880 +20.3% 0.703 -2.0%
LF+MWF+NF 0.832 +13.8% 0.709 -1.2%
Table 1: Comparison among proposed methods and
baseline. All the gains are statistically significant
(p ≤ 0.05).
Table 1 shows that the prediction based only on the la-
tent attributes (LF) was outperformed by the baseline with
a loss of 8.61% in AUC per article. Such loss was much
larger in global AUC due to the lower amount of topologi-
cal information collected from nodes in the periphery of the
sampled graph, which hurt the global ranking. However, in
both cases, the inclusion of the other feature-based predic-
tion components resulted in large gains. LF+MWF achieved
a gain of about 20% over the baseline even without using
any special disambiguation feature. This suggests that the
latent features were useful to distinguish ambiguous cases.
On the other hand, the new features we proposed did not
benefit the model given that LF+MWF+NF was outper-
formed by LF+MWF. Considering a single global ranking,
feature-based components were able to minimize the losses of
LF+MW and LF+MWF+NF when compared to MW2013.
5. CONCLUSIONS
In this work, we presented a prediction model to the task of
wikification. To accomplish this, we treated wikification as
a problem of link prediction. By combining linear predictors
based on matrix factorization and features from articles and
links, our model was able to reach good scalability and top
performance. Compared to a state-of-the-art baseline, our
model was more than ten times faster to train and achieved
gains of about 20% in AUC. In spite of not being trained
with ambiguity specific features, the model was able to deal
well with ambiguos concepts probably due to the use of la-
tent features.
Regarding the application of our model to the problem
of wikification, we intend (a) to evaluate it on the task of
suggesting new concepts not used in the source article; (b)
to propose new features and evaluate their performance; (c)
to provide a deeper analysis of the model performance on
ambiguous concepts; and (d) to experiment new training
strategies that take advantage of Wikipedia article organiza-
tion. We also intend to study problems related to the model
independently of its application. In particular, we will ex-
periment with new approaches to model directed graphs and
improve prediction in bipartite ranking problems.
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