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Edited by Robert B. RussellAbstract We have used a statistical approach for protein sec-
ondary structure prediction based on information theory and
simultaneously taking into consideration pairwise residue types
and conformational states. Since the prediction of residue sec-
ondary structure by one residue window sliding make ambiguity
in state prediction, we used a dynamic programming algorithm to
ﬁnd the path with maximum score. A score system for residue
pairs in particular conformations is derived for adjacent neigh-
bors up to ten residue apart in sequence. The three state overall
per-residue accuracy, Q3, of this method in a jackknife test with
dataset created from PDBSELECT is more than 70%.
 2005 Federation of European Biochemical Societies. Published
by Elsevier B.V. All rights reserved.
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algorithm1. Introduction
The prediction of protein structure from amino acid se-
quence is one of the most important issues in computational
biology. As the gap between known protein sequences and
structures widens rapidly, the problem becomes more interest-
ing [1,2]. The ultimate goal is the prediction of three dimen-
sional (3D) protein structure and the prediction of protein
secondary structure as an intermediate step, plays an impor-
tant role in tertiary structure predictions [3,4].
In the past three decades, several methods have been devel-
oped to predict protein secondary structures.The ﬁrst genera-
tion prediction methods were based on single residue
statistics, for example, in Chou–Fasman method, a table of
propensity is derived for a particular residue in a given second-
ary structure [5]. The second generation methods were based
on segment statistics and state of a single residue was predicted
according to its neighboring residues usually a window from
i  8 to i + 8 surrounding the residue [6]. These methods takes*Corresponding authors. Fax: +98 21 4580399 (M. Sadeghi),
+98 21 8009730 (B. Ranjbar).
E-mail addresses: sadeghi@nrcgeb.ac.ir (M. Sadeghi),
ranjbarb@modares.ac.ir (B. Ranjbar).
0014-5793/$30.00  2005 Federation of European Biochemical Societies. Pu
doi:10.1016/j.febslet.2005.04.082into account the inﬂuence of the amino acid ﬂanking the cen-
tral residue on the state of this residue.
In the most recent version of the GOR method (GOR IV),
all pairwise combinations of amino acids in ﬂanking region
were included [7]. Due to limitations in local interactions, it
seemed that prediction accuracy did not exceed 60%. The third
generation method, using combination of larger dataset and
evolutionary information, gave prediction accuracies above
70% [8–12].
In all of the methods for secondary structure prediction that
consider the neighboring residues, either by statistical means
or evolutionary information, the structure of central residue
in a window is predicted and the inﬂuence of the neighboring
residues is limited to amino acid types at positions from m to
+m of the central residue. Expansion of protein structure data-
base allows us to consider the pair residue types and secondary
structure states simultaneously. By reducing the secondary
structure classes to three states: helix (H), sheet (E) and coil
(C), for residue pairs at any structural states and for each posi-
tion distance, a 20 · 20 · 3 · 3 matrix could be constructed.
The occurrence of near-neighbor pair residues and their sec-
ondary structure states were analyzed by information theory.
The main problem in predicting secondary structure by these
information values is the ambiguity in residue structure due
to window sliding by one residue. To encounter this problem,
we used dynamic programming algorithm [13] to ﬁnd the path
with maximum information. Results show that prediction
accuracy is comparable to methods based on evolutionary
informations and neural networks.2. Materials and methods
2.1. Datasets and deﬁnition of secondary structures
A set of 297 nonredundant protein structures in the PDB with mu-
tual sequence similarity <25% were selected to construct the training
and testing sets from the PDBSELECT list [14] with <25% similarity
and with 62.5 A˚ resolution determined by x-ray and without chain
breaks. These proteins are also divided to three subsets based on the
criterion of Kneller et al. [15] (mainly alpha, mainly beta and alpha/
beta). All a-proteins have at least 40% a-helical content and <5% b-
strand content. All b-proteins have at least 40% b-strand content
and <5% a-helical content. a/b proteins are the combination of a + b
and a/b class which contain more than 15% a-helical and 15% b-strand
contents (Table 1). To compare these results with other methods, the
dataset of 126 protein chains that was developed by Rost and Sander
[16] and CB513 dataset [11] were also used as training and test sets and
the prediction procedure was applied. We used DSSP [17] for auto-
matic assignment of secondary structures which distribute secondary
structures into eight categories: H (a-helix), G (310 helix), I ( helix),blished by Elsevier B.V. All rights reserved.
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3398 M. Sadeghi et al. / FEBS Letters 579 (2005) 3397–3400E (extended b-strand), B (isolated b-bridge), T (turn), S (bend) and coil
(‘‘-’’). The eight structures were reduced into three classes. We used the
reduction process: H,Gﬁ H, Eﬁ E, all other states to C and this
reduction allows comparison with most prediction methods.2.2. Pairwise residue information
We used an information theory similar to the GOR method [7,18]
with this distinction that the conformational states were considered
for two residues simultaneously. This permitted us to determine the
inﬂuence of neighboring residue conformation to adopt secondary
structure state.
In the other words, in addition to residue type, the eﬀect of neigh-
boring residue conformation can also be considered. The deﬁnition
of the information that residue Ri in state S carries on the occurrence
of residue Rj in state S
0 is as follows:
IðSS0 ¼ XX 0 : XX 0;RiRjÞ ¼ IðSS 0 ¼ XX 0;RiRjÞ  IðSS0 ¼ XX 0;RiRjÞ ð1Þ
IðSS0 ¼ XX 0 : XX 0;RiRjÞ ¼ Log½PðSS 0 ¼ XX 0jRiRjÞ=PðSS 0 ¼ XX 0Þ
 Log½P ðSS0 ¼ XX 0jRiRjÞ=PðSS 0 ¼ XX 0Þ
ð2Þ
IðSS0 ¼ XX 0 : XX 0;RiRjÞ ¼ Log½PðSS 0 ¼ XX 0jRiRjÞ=PðSS 0 ¼ XX 0jRiRjÞ
 Log½P ðSS0 ¼ XX 0Þ=P ðSS0 ¼ XX 0Þ ð3Þ
where P(SS0 = XX 0) is the probability of the occurrence of an event
(here occurrence of two secondary structure states) and
P(SS0 = XX 0jRiRj) is the conditional probability of SS 0 = XX 0 if resi-
dues Ri and Rj have occurred. The complementary event of SS
0 = XX 0
is SS 0 ¼ XX 0. Since XX 0 and XX 0 are the only possible states:
P ðSS0 ¼ XX 0jRiRjÞ ¼ 1 PðSS 0 ¼ XX 0jRiRjÞ and P ðSS 0 ¼ XX 0Þ ¼
1 P ðSS0 ¼ XX 0Þ. Eq. (3) could be rewritten as:
IðSS0 ¼ XX 0 : XX 0;RiRjÞ
¼ Log PðSS
0 ¼ XX 0jRiRjÞ
1 P ðSS0 ¼ XX 0jRiRjÞ  Log
P ðSS0 ¼ XX 0Þ
1 PðSS 0 ¼ XX 0Þ ð4Þ
The event SS 0 = XX 0 corresponds to secondary structure states of pair
residues. In a protein structure, the conformation of a residue may de-
pend on the whole sequence or at least the local sequence. It is, there-
fore, necessary to consider the information carried by the neighbor
residues on the conformation of a given residue. We calculated the
preference (information content I) of a sequence length L base on
information of pair residues with sequence number i and i + m and
amino acid types Ri and Ri+m and secondary structure S and
S 0 2 (H,E,C) in window size L as follow:
IðSiSiþm ¼ XX 0 : XX 0;RiRiþmÞ
¼
X
i
X
m
IðSiSiþm ¼ XX 0 : XX 0;RiRiþmÞ ð5Þ
fði;mÞ : iþ m 6 L; 1 6 m < Lg
In this study, diﬀerent length of windows (2–9) was taken into account.
If there is enough observation, the frequency ratio is a good approxi-
mation for the probability required. For the three states prediction,
X and X 0 2 (H,E,C), a pair information needs 20 · 20 · 3 · 3 = 3600
entries. The large dataset provides necessary frequencies for pair
information.2.3. Secondary structure prediction procedure
For a window with length L, there are 3L possible secondary struc-
tures; predictions were carried out based on maximum information for
each possible structure using score I. For example, in a two residues
window size, there are nine possible structures {HH, HE, HC, EH,
EE, EC, CH, CE, CC}. Due to limitations in the number of samples,
joined EH and HE were excluded. By one residue window sliding, the
last residue in window predict again based on information values in
new window and this make an ambiguity in predicted state of residues,
i.e., each residue is predicted L times (L is the length of window). To
approach this problem, we used dynamic programming algorithm.
For a two residue window size, we have, for example, the possible
predicted secondary structures:
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S S S S S S
S0 S0 S0 S 0
that S and S 0 2 (H,E,C). The possible secondary structure for a se-
quence with length n is 3n and score for each structure is the sum of
the information values for all consecutive pairwise. In other words,
if we have a direct graph G = (V,E) consisting of a set V of nodes
and a set E of edges, the edge from node U to node V is denoted
Uﬁ V. A sequence of consecutive edges U1ﬁ U2, U2ﬁU3,
U3ﬁ U4, . . . ,Un1ﬁ Un is a path from U1 to Un. If each edge
Uﬁ V is assigned a score I (Uﬁ V), then the score of such path isPn
i¼1IðU ! Uiþ1Þ.
For two residues window size we deﬁned a recursive formulation as:
IS;S
0
i;iþ1 ¼ IS;S
0
i;iþ1 þmax
IH;Si1;i;
IE;Si1;i;
IC;Si1;i
8><
>:
9>=
>;
ð6Þ
in which S and S 0 2 (H,E,C) and IS;S0i;iþ1 is the pairwise information for
residues i and i + 1 be in secondary structures S and S 0, respectively.
Subsequent to the matrix ﬁll step, the maximum score for the last
pair was found and the trace back step determined the secondary struc-
tures that results in the maximum score. The extension of formulation
6 was used for windows of more than two residues and information
values obtained from Eq. (5).
Finally, predicted secondary structure was ﬁltered. In a ﬁve residue
length window sliding by one residue, wherever one or two H were sur-
rounded by three E or three C, they are converted to E or C, respec-
tively. This ﬁltering was also carried out for one or two E.
2.4. Prediction accuracy assessment
The prediction quality was evaluated by several standard perfor-
mances measures [19]. Three states percent accuracy (Q3) as well as
the separate percentage QH, QE and QL of residues predicted correctly
in the three states and in the H, E and L states, respectively, were com-
puted for each benchmark set.T
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13. Results and discussion
In order to assess the accuracy of our method, we used 5
datasets. We had performed jackknife tests in which each pro-
tein in the dataset is singled out in turn as independent test
sample, and all the parameters are derived from training all
the remaining proteins. A set of 126 nonhomologous proteins
(set RS) from the representative dataset of Rost and Sander
[16] and a set of 513 proteins (set CB513) [11] were created.
We constructed a set of 97 all-a, a set of 90 all-b, a set of
110 a/b and a mixed set of 104 Proteins from three above sets.
The percentage of correct prediction in each dataset as the
ratio of total numbers of correct predictions to the total num-
ber of amino acids multiplied by 100 (Q3) and percentage of
correct predictions for individual secondary structure as the ra-
tio of the total number of residues correctly predicted to be in a
secondary structure state and the total number of residues in
that state multiplied by 100 (QH, QE, QC) is calculated and
shown in Table 2. The percentage of prediction accuracy for
each dataset is presented as a function of windows size. Fig.
1 shows the plot of Q3 prediction accuracy for diﬀerent data-
sets against windows size.
From Table 2 and plot in Fig. 1 it is observed that prediction
accuracy from pairwise information values are highest for win-
dow size 9 with a maximum of 70%,64%, 77%, 72%, 71% and
75% for data sets RS, CB513,all-a, all-b, a/b and mixed,
respectively. Results also show that there is no bias based on
protein class in a dataset. Maximum accuracy for datasets is
Fig. 1. Average of secondary structure prediction accuracy (Q3) for
diﬀerent datasets dependence on windows size.
Fig. 2. The Q3 distribution for diﬀerent proteins in RS, CB513 and
mixed datasets.
3400 M. Sadeghi et al. / FEBS Letters 579 (2005) 3397–3400approximately the same. Distribution of Q3 percent accuracy
as shown in Fig. 2, show the Q3 distribution for RS, CB513
and mixed datasets. As other studies have shown, it seems that
the performance would continue to increase at longer window
sizes, but for CPU reasons for training and deployment of
longer windows, we stopped at window size 9.
Percentage of accuracy of our method is comparable to most
of the methods that are based on evolutionary information and
neural network. The methods that consider the inﬂuence of
neighboring residue type in a window with diﬀerent sizes on
the central residue show the local sequence eﬀects and predict
the central residue in window. By sliding the window, next res-
idue conformation is predicted. These methods ignore the con-
formations of neighbor residues and inﬂuence of residue
conformations in addition to residue types. We showed that
neighboring residues conformations can be considered and this
information improves the prediction accuracy. The main prob-lem for considering pairwise residue types and conformation
simultaneously, is that by one residue window sliding, for a
window with size L, each residue structure is predicted L times.
We resolved this problem by using a formulation of dynamic
programming algorithm to ﬁnd probable structures with max-
imum information. We also propose the application of this
algorithm in other methods to extract more information from
neighbor residues and to improve prediction accuracy.References
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