The point spread function (PSF) of imaging systems plays an essential role in image reconstruction. In the context of confocal microscopy, optical performance degrades towards the edge of the field of view. In confocal macroscopy, the related artifacts are even stronger, as the field of view is much larger. Because the related PSFs are strongly spatially variant, it is essential to be able to model them with few parameters. The field aberrations in fluorescence macroscopy were observed to be symmetrical and to increase with the distance from the center of the field of view. In this paper we propose an experiment and an optimization method for assessing the center of the field of view. The obtained results constitute an important step towards reducing the number of parameters in macroscopy PSF models.
INTRODUCTION
PSF determination is a crucial preliminary step to image restoration [1] . Prior knowledge related to the PSF of the imaging system under study is desirable even in blind deconvolution [2] , [3] , [4] . In the context of fluorescence imaging, authors have typically relied on diffraction-limited PSF models [5] . Experimental PSFs may be measured using calibration beads [6] or directly from the image by extracting small point-like objects [7] .
The PSF modeling problem becomes more complex if the PSF is spatially variant. The space variation model usually relies on one of the following strategies: Assuming that the PSF variation is smooth, the PSF can be represented as a weighted sum of basis functions [9] . The efficiency can be further improved by applying interpolation methods [10] . Alternatively an image can be segmented into regions inside which PSFs are assumed to be invariant [11] . In [12] , authors show experimentally that the first strategy yields better results.
In high angular resolution images, optical aberrations worsen towards the edges of the field (see Fig. 1 ). This phenomenon occurs in the context of astronomy [10] , [12] (2D-PSF), single particle analysis [13] or macroscopy [14] , where the principal axes of the PSFs around each bead were observed to converge onto one point, called here the optical center. In macroscopy the problem of field aberration is coupled with the problem of out-of-focus blur, in the depth-direction, due to the diffraction-limited nature of the lens. A 3D-PSF model for confocal macroscopy was previously studied in [15] . One limitation of the proposed PSF model is that it requires two parameters to be estimated at each pixel position. The problem is untractable without prior knowledge. Furthermore, in fluorescence microscopy, aberrations tend to increase as a function of depth from the coverslip [16] , [17, Chapter 23] . A full experimental study is detailed in [14, Chapter 8] .
In this paper, we investigates geometrical symmetries in confocal macroscopy PSFs. We expect that the principal axis of the PSFs associated with each bead should cross in one point, called here the optical center (i.e. the origin of spherical coordinates). Hence the lines along the main direction of all PSF form a cone. We proposed a procedure and experimental setup for optical center identification. Our main contribution lies in the problem formulation, its resolution and the evaluation of these results. The experimental results demonstrate that our proposed model and its solution fits the experimental data well. Let (Pi) i∈{1,...,N } be a finite set of estimated PSFs. Let a = (ai) 1≤i≤N where for all i ∈ {1, . . . , N} ai ∈ R K is a center of mass of Pi, and ni ∈ R K the unit vector indicating the principal axis of inertia of Pi. Since we consider 3D images, in the following K = 3. Let c ∈ R K be a point. The distance from c to the line {ai, ni} is given by:
where ri ∈ R K is a vector from point ai to c and Φ is some distance measure. More generally we will consider Φ to be any error measure in Γ0(R K ) 1 . Fig. 2 illustrates the case of Φ given by · . Thus we 
where I is the K × K identity matrix. Using the introduced notation we formulate the problem of finding the coordinates of the optical center denoted by c ∈ R K . Note that in our model, the distance from any line {ai, ni} to the optical center should be 0. However, as the measurements are noisy, the problem of finding the optical center can be formulated in an optimization framework. The data include the measurements of (a i)1≤i≤N and (ni) 1≤i≤N .
Introducing the variable di ∈ R, defined for all i ∈ {1, . . . , N} as di = n i (c − ai) transforms (2) into a linear functional in terms of ni, ai and c, i.e.
The variable di can be regarded as the length of the line segment connecting ai and the point given by projection of c on the line {ai, ni}. The collections of variable (di) 1≤i≤N forms vector d. Using this change of variables, we develop the problem formulation introduced in the next section.
The proposed approach
In the following we are interested in the solution to the following problem:
where
with non
i , ΔH ∈ H and Δy ∈ Y are errors resulting from uncertainty of measurements on ni and ai, respectively, Φ and ρ are proper semicontinous convex functions and C is a closed convex subset of X . Outliers are accounted for by setting appropriately the ωi weights. The goal is to find an estimate x and from this solution to recover the desired estimate of the optical center c.
The hereabove problem admits the following interpretation. We seek a point c minimizing (5), i.e. the distance between this point and the line stemming from all measured PSFs and oriented along all the main axes of inertia, subject to some constraints.
Some interesting special cases of the problem (4) are the following:
• Assuming that the measurement of the center of mass ai are noisy, but not the measurements of ni, i.e. ΔH = 0, the problem (4) simplifies to
where ιC is an indicator function of C. Note that the problem (5) is convex. Some robust choices of Φ can be considered. Interesting cases include:
where Lt denotes Huber function, i.e.
In such cases, one can resort to proximal splitting algorithms, e.g. primal-dual algorithms [18, 19, 20, 21] . The proximity operators 2 of the functions of interest are given explicitly, i.e.:
Moreover we recall from [22] that proximity operator p = prox γΦ (u) where
, where pi = prox γΦ i (ui).
• Assuming that C = R N +K , Φ = · 2 , ρ = · 2 the problem (4) simplifies to the total least squares (TLS) problem, which in spite of its non-convexity, can be efficiently addressed using existing approaches [23] , [24] .
The considered alternative approach
One can observed that in the model proposed above the number of unknown variables is equal to N +K, while we are mainly interested in K unknowns. This can be regarded as a drawback, especially because usually the number of observations N is much greater than the dimension K of the search space , i.e. N K. Alternatively, in order to consider x = c and x ∈ X = R K , one may define
where for all i ∈ {1, . . . , N} yi ∈ R K is a weighted vector of observations such that yi = Hiai. The problem formulation (5) is applied to hereabove defined x and H. Please note that in this alternative approach, provided that ni and ai are corrupted by Gaussian noise, the noise corrupting ΔH and Δy are distributed according to the Bessel law [25] and a function of Meijer G-Function [26] , respectively.
In some special case, the solution to Problem (4) with x, y and H defined as above admits a closed form expression. For instance, 2 The proximity operator of function f ∈ Γ 0 (X ) at a point x ∈ X is defined as prox f (x) = argmin y∈X f (y) + 1 2 x − y 2 if we assume that ΔH = 0, C = X , and set Φ(u) = N i=1 ui 2 we have:
So we just need to invert a K × K matrix.
SIMULATIONS

Synthetic data
Here we test the performance of our two approaches by simulating images of point sources (beads) at different depth. In all our experiments K is set to 3. We generate 200 random centers of mass of P i distributed over 2 layers. For all i ∈ {0, . . . , N} coordinates a For all i ∈ {1, . . . , N} ai and ni are related to an original center of mass ai and the principal orientation ni through the BernoulliGaussian model of the following form
where i is a binary variable and wi = w
are realizations of normally distributed random variable Wi, Ui, Si, Ti, respectively, such that:
The binary variable i takes value according to the following rule:
ρi is an random variable uniformly distributed in [0, 1] and ε denotes the probability of occurrence of outliers. Thus, σ1, σ3 and σ2, σ4 denote standard deviation of inliers and outliers, respectively. Consequently, we have σ2 > σ1 and σ4 > σ3. The results for ε = 0.25, σ1 = 0.015, σ2 = 0.030, σ3 = 30, σ4 = 60 are summarized in Tables 1 and 2 . We provide for all j = {1, . . . , K} the estimate bias and variance of c averaged over 100 noise realizations and normalized over true c (j) . The results include also mean squared error (MSE) averaged over 100 noise realizations.
In Tables 1 and 2 we observe that the TLS formulation of the proposed approach leads results that are almost unbiased and for which the standard deviation of estimate is less than 1%. Hence, we choose this approach to be confronted with a challenge originating from real data.
Real data
To assess experimentally the PSF depth variation we use the experimental approach described in [14, Fig. 8.2 ]. In the experimental sample, beads were distributed over two layers. Images were acquired using a macro confocal laser scanning microscope (Leica Table 2 . Optical center estimation problem results using a TLS for- Fig. 3 . An example illustrating converging PSFs TCS-LSI). Acquisition were performed with pinhole 1.0 airy, 400 Hz scan speed, excitation line 405/532 nm, and emission range 534 nm-690nm.
As pre-processing, we segment all the PSF in the acquired image and we detect their center and their principal axis. For this (1) we find the discrete finite set of ellipsoids in an image, which we assume to be related with PSFs. (2) we compute the grey-level statistics of each independent ellipsoid. To overcome difficulties associated with PSF stemming from noise, beads sticking together in the original sample, or very low image SNR. the following procedure is used: First, the noise is reduced by anisotropic Gaussian blurring. Then small maxima are suppressed by volume opening [27] , which has the effect of suppressing small objects. A top-hat operator is used to remove the uneven background [28] . Next, binarization is performed by thresholding. Finally we search for the largest region around each volume under the constraint that the regions of any two PSFs may not intersect using the Watershed algorithm [29] , limited by prescribed maximum length, width and height. We the then used Fig. 4 . Deviation from the vertical in radians as a function of distance to the optical axis. moments analysis to find the center and principal axis of each ellipsoid. An example result is given in Fig. 3 . In the processed stack of size 2048 × 2048 × 350 we have identified 967 PSFs, of which 930 lay in the first layer and only 37 in the second. As expected, our results indicates that the collection of lines associated with each (PSF center, PSF principal axis) couple form a cone-like shape. The cross-section over the PSFs cone in the the x, y plane close to the optical center is illustrated in the zoomed image in Fig. 3 .
Next we identify the optical center using the TLS formulation of the proposed approach. An interesting choice for ω i is the ratio between the first and second eigenvalues provided by PCA. For this choice of ωi we obtain c = [688, 887, 5201] . Fig. 4 illustrates arccos( n (3) i ) in a function of 2 distance from [ a (1) i , a (2) i ] to [ c (1) , c (2) ] for beads whose ratio between the first two eigenvalues are greater than 2.2. The main orientation of the bead's PSF correlates well with the distance from the bead to the optical axis. This observation is consistent with a radial symmetry in the PSFs, i.e with our main hypothesis, that all main PSF's axes converge to one point. We note that the beads farthest away from the optical axis have a strong orientation of about 20
• .
CONCLUSIONS
In this paper we have presented an experimental study based on images of fluorescent bead which aim to detect the position of the optical center towards which all beads should point to. We have shown the position of the optical center to be estimated robustly in noisy background and despite the presence of noticeable outliers. We have observed that the PSFs orientation is consistent with radial invariance. The complexity of the problem has been tackled by applying several simplifications, related to elliptic shape of PSF and noise distribution corrupting the identified PSFs center and main directions. This assumption may be relaxed provided that more experimental data are available. In future work we plan to deblur macroscopy images using a PSF model derived from these observations.
