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Abstract
We study Strichartz estimates with very rough potentials, the spatial white noise on the 2- and
3-dimensional torus being of particular interest. Applications include solving the multiplicative
stochastic NLS in lower regularity settings than previously possible.
1 Introduction
This work is devoted to proving Strichartz estimates and low-regularity well-posedness of defocussing
cubic NLS(nonlinear Schro¨dinger equations) with very rough potentials ξ, so
i∂tu−∆u = u · ξ − u|u|2on Td
u(0) = u0,
(1)
where Td = Rd/Zd is the d−dimensional torus. Many results still hold true in the whole space, see
the discussion in section 6, but our chief interest is the case where ξ is spatial white noise, which is
a distribution whose regularity is only C−d2−ε for ε > 0, see Definition 2 for the precise definition of
white noise and the appendix for a reminder of the definition of the Ho¨lder-Besov spaces Cα.
In the case of the white noise potential there turns out to be a peculiarity in the form of renormalisation,
which means that in order to make sense of (1) one is required to shift by an infinite correction term,
formally “∞ · u”. This is reminiscent of the theory of singular SPDEs which has seen a rapid growth
in recent years following the introduction of the theory of Regularity Structures by Hairer [22] and the
theory of Paracontrolled Distributions by Gubinelli, Perkowski, and Imkeller [17].
The approach we follow in this paper is to put the potential ξ into the definition of the operator, i.e.
we try to define the operator
∆ + ξ
as a self-adjoint and semi-bounded operator on L2(Td). This was first done by Allez and Chouk in [2],
where the operator together with its domain were constructed in 2d with the white noise potential–
hereafter called the Anderson Hamiltonian–using Paracontrolled Distributions. A similar approach
was used in [20] to construct the operator and its domain in 3d with an eye also on solving PDEs like
(1). In Section 3 we recall the main ideas of [20] since the results are integral to the current work. The
domain of the Anderson Hamiltonian was also constructed by Labbe´ using Regularity Structures [26].
The equation (1) with white noise potential in 2d was solved, but not shown to be well-posed, by De-
bussche and Weber [11] and on the whole space with a smaller power in the nonlinearity by Debussche
and Martin in [10]. In [20] global well-posedness(GWP) was proved in the domain of the Anderson
Hamiltonian in 2d, whereas in 3d one gets a blow-up alternative when starting in the domain analo-
gously to the case of classical H2 solutions in [8]. Furthermore, in [20] global existence in the energy
1
space in 2d was shown, but not well-posedness. Achieving GWP for energy solutions to (1) is one of
the results of this paper.
The (nonlinear) Schro¨dinger equation (1) with a potential has certain physical interpretations, see [14]
and the references therein. In this paper we are able to treat a large class of subcritical potentials and
all results are continuous w.r.t. the potential in the “correct” topology, see Section 6 for a discussion;
Since the chief application is the white noise potential this aspect is not always emphasised. Some
potentials of interest are actually critical in the sense of scaling, like the Dirac Delta in 2d (see the
monograph [1]) or the potential | · |−2 treated in [7]. Our method does not apply in these cases, but in
the aforementioned examples the analysis depends in a crucial way on the structure of the potential.
We stress here that our method relies only on the (Besov) regularity of the potential and possibly
some related objects and does not depend on its sign, radial symmetry, homogeneity etc.
Stochastic NLS of the form (1) but with different noises(e.g. white in time coloured in space) have
also been considered, see [9], [5], [12] to name but a few. Other stochastic dispersive PDEs which
have been studied in recent years include stochastic NLS with additive space-time noise [28], [13] and
nonlinear stochastic wave equations with additive space-time noise in [19] and [18]. Let us also mention
[15], where the theory of Rough Paths–the precursor to both Regularity Structures and Paracontrolled
Distributions–is used to solve the deterministic low-regularity KdV equation and which showcases
nicely how tools from singular SPDEs can be applied to non-stochastic PDE problems.
We state the main (shortened) results of the paper relating to the multiplicative stochastic NLS.
H“=”∆ + ξ −∞ is the Anderson Hamiltonian whose exact definition and properties are recalled in
Section 3.
Theorem 1 [2d Anderson Strichartz Estimates]Let r > 4, then we have for any δ > 0
‖e−itHu‖Lr
t;[0,1]
Lr
T2
. ‖u‖
H1−
4
r
+δ
T2
(2)
Theorem 2 [2d low regularity local well-posedness] The PDE
(i∂t −H)u = −u|u|2on T2
u(0) = u0
is locally well-posed(LWP) in Hsfor s ∈ ( 12 , 1).
Theorem 3 /Corollary [2d GWP for energy solutions] The PDE
(i∂t −H)u = −u|u|2on T2
u(0) = u0
is globally well-posed(GWP) in the energy space, D (√−H), whose definition is recalled in Section 3.1.
Theorem 4 [3d Anderson Strichartz Estimates] Let d = 3 and r > 103 , then for any δ > 0, σ ∈ [0, 2]
we have
‖e−itH♯u♯‖Lr
t;[0,1]
Wσ,r
T3
. ‖u♯‖
Hσ+2−
5
r
+δ
T3
,
where H♯ is the transformation of the operator H introduced in Section 3.2.
The paper is organised as follows: In Section 2 we recall the well-known Strichartz estimates on the
whole space and how their counterparts on the torus differ. Section 3 is meant to recapitulate the
construction of the Anderson Hamiltonian and its domain following [20]. In Section 4 we prove the
Strichartz estimates for the Anderson Hamiltonian in 2- and 3-dimensions, i.e. Theorems 1 and 4.
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Then in Section 5 we utilise these bounds to solve the multiplicative stochastic NLS. Lastly we outline
in Section 6 how the results can straightforwardly be adapted to other potentials.
Notations and conventions
The spaces we work in are Lp-spaces, for p ∈ [1,∞], meaning the usual p-integrable Lebesgue functions;
Hα,Wα,p spaces, with α ∈ R, p ∈ [1,∞] the usual Sobolev potential spaces with Hα = Wα,2; and Bsr,q,
the Besov spaces, whose definition is recalled in the appendix and which cover Hα and Cα–so called
Ho¨lder-Besov spaces–as special cases.
Also we write
‖f‖XΩ := ‖f‖X(Ω)and ‖f(t)‖Xt;Ω := ‖f‖X(Ω),
where X is a function space and Ω is the domain, the relevant cases being Ω ∈ {Rd,Td, [0, T ]} for
T > 0 and d = 1, 2, 3.
We write, as is quite common,
a . b
to mean a 6 Cb for a constant C > 0 independent of a, b and their arguments. Also we write
a ∼ b⇔ a . b and b . a.
For the sake of brevity we also allow every constant to depend exponentially on the relevant noise
norm ‖Ξ‖, see Section 6 for the exact definition of the norms; This can be written schematically as
.⇔.Ξ,
this comes with the tacit understanding that everything is continuous with respect to this norm, see
Section 6 for a discussion on this. Another convention is that if we write something like
‖F (u)‖X . ‖u‖Hα+ε for ε > 0,
we of course mean
‖F (u)‖X 6 Cε‖u‖Hα+ε with Cε →∞ as ε→ 0.
Acknowledgments. The author would like to thank Professors Massimiliano Gubinelli and Herbert
Koch for several enlightening discussions.
The author also gratefully acknowledges partial support from the German Research Foundation (DFG)
via CRC 1060.
2 Classical Strichartz estimates on the torus
We start by recalling the well-known Strichartz estimates for Schro¨dinger equations on Rd.
Theorem 5 [[29];Theorem 2.3]Let d > 1 and (p, q) be a Strichartz pair, i.e.
2
p
+
d
q
=
d
2
and (d, p, q) 6= (2, 2,∞),
we also take (r′, s′) to be a dual Strichartz pair, which means that they are Ho¨lder duals of a Strichartz
pair (r, s), explicitly
2
r′
+
d
s′
=
d+ 4
2
,
then the following are true
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i. ‖eit∆u‖Lp
t;RL
q
Rd
. ‖u‖L2
Rd
“homogeneous Strichartz estimate”
ii.
∥∥∫
R
e−it∆F (t)dt
∥∥
L2
Rd
. ‖F‖Lr′
R
Ls
′
Rd
“dual homogeneous Strichartz estimate”
iii.
∥∥∥∫t′<t ei(t−t′)∆F (t′)dt′
∥∥∥
Lp
t;RL
q
Rd
. ‖F‖Lr′
R
Ls
′
Rd
“inhomogeneous Strichartz estimates”.
Next we cite some classical Strichartz estimates on the torus and how they differ from those on the
whole space. Moreover we sketch how they allow to solve NLS in spaces below H d2+ε,which is an
algebra.
The first results we state are the Strichartz estimates proved by Burq-Gerard-Tzvetkov in [6]. They
hold on general manifolds, i.e. not only the torus. The results are not optimal for the torus but we
nonetheless cite them because the methods we use are strongly inspired by this paper.
Theorem 6 [Strichartz estimates on compact manifolds,[6] Theorem 1] Let
2
p
+
d
q
=
d
2
.
We have on the finite time interval [0, 1]
‖e−it∆u‖Lp
t;[0,1]
Lq . ‖u‖H 1p
and ∥∥∥∥
∫ t
0
e−i(t−s)∆f(s)ds
∥∥∥∥
Lp
t;[0,1]
Lq
.
∫ 1
0
‖f(s)‖
H
1
p
ds.
Note that, as opposed to the whole space, we have a loss of 1p derivatives. The next result is the “state
of the art” for Strichartz estimates on the torus due to Bourgain and Demeter in [4] which were refined
in [25] by Killip and Visan whose version we cite because it is more amenable to our situation. With
this result we are able to reduce the loss of derivative to be arbitrarily small. The result is stated for
functions which are localised in frequency but the corresponding Sobolev bound is immediate.
Theorem 7 [Improved Strichartz, Theorem 1.2 [25], [4]]Let d > 1 and p > 2(d+2)
d
, then, for any ε > 0
we have
‖e−it∆P6Nf‖Lp
t;[0,1]
L
p
Td
. N
d
2− d+2p +ε‖f‖L2
Td
.
For d = 2 this means p > 4 and for d = 3 p > 103 .
For future reference we state the above result for short times that may depend on the localised fre-
quency. We write for a function h defined on the torus the short-hand notation
hN := P6Nh, where P6N := F−1I.NF .
Corollary 1 [Strichartz for short times, a.k.a scaling]
Assume, as above, that f is defined on the interval [0, 1]. For N > 0 an integer and IN = [t0, t1] a
subinterval of [0, 1] of length ∼ 1
N
we have
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i. If (p,q) are a Strichartz pair
‖e−it∆uN‖Lpt;INLqTd . N
− 1
p ‖uN‖
H
1
p
Td
. ‖uN‖L2
Td
and ∥∥∥∥
∫ t
t0
e−i(t−s)∆fN(s)ds
∥∥∥∥
Lp
t;IN
Lq
Td
. N−
1
p
∫
IN
‖fN(s)‖
H
1
p
Td
. N−1‖fN‖L∞
IN
L2
Td
ii. Let p > 2(d+2)d and ε > 0, then
‖e−it∆uN‖Lp
t;IN
Lp
Td
. N
d
2− d+2p − 1p+ε‖uN‖L2
Td
and ∥∥∥∥
∫ t
t0
e−i(t−s)∆fN(s)ds
∥∥∥∥
Lp
t;IN
Lp
Td
. N
d
2− d+2p − 1p+ε
∫
IN
‖fN(s)‖L2
Td
ds
. N
d
2− d+2p − 1p−1+ε‖fN‖L∞
IN
L2
Td
.
Furthermore, we give a quick sketch about why these kinds of estimates are needed for NLS on the
torus.
Take for simplicity the cubic NLS on the two-dimensional torus.
i∂tu−∆u = −u|u|2 on T2
u(0) = u0.
The Duhamel formula reads
u(t) = e−it∆u0 + i
∫ t
0
e−i(t−s)∆|u|2u(s)ds. (3)
Since for u0 ∈ Hσ with σ ∈ R we have
e−it∆u0 ∈ CtHσ
it is natural to try to solve (3) in a space like CtHσ for, say, σ > 0. Now, since the unitary group e−it∆
has no smoothing properties, the “best” possible way to bound the nonlinear expression in (3) is
∥∥∥∥
∫ t
0
e−i(t−s)∆|u|2u(s)ds
∥∥∥∥
Ct;[0,T ]Hσ
T2
.
∫ T
0
‖|u|2u(s)‖Hσ
T2
ds (4)
.
∫ T
0
‖u(s)‖2L∞
T2
‖u(s)‖Hσ
T2
ds, (5)
where the second inequality follows from the “tame” estimate (see Lemma 9). In the case that σ >
d
2 (= 1 in 2d) the L
∞ norm is controlled by the Hσ norm so it is easy to close the fixed point argument.
But even in the case of H1, which is natural as it is the “energy space”, one is not able to close the
contraction argument without additional input.
The key observation to make – and to see where the Strichartz estimates enter – is that in (5) we can
apply Ho¨lder’s inequality in time to obtain
∫ T
0
‖u(s)‖2L∞
T2
‖u(s)‖Hσ
T2
ds . ‖u‖2Lp
[0,T]
L∞
T2
‖u‖Lq
[0,T ]
Hσ
T2
for
2
p
+
1
q
= 1
5
and note that we need not control the L∞t L
∞
x norm of the solution but it suffices to control the L
p
tL
∞
x
norm for some suitable 2 6 p <∞.
So, if we were able to control the LptL
∞
x norm of the right-hand side of (3) by the CHσ norm of u we
would be able to get a local-in-time contraction. Of course, bounding the L∞ norm directly is hopeless
but recall the Sobolev embedding in d−dimensions
W
d
q
+ε,q →֒ L∞ for any q ∈ (1,∞) and ε > 0.
This is the stage where the Strichartz estimates come in, since, for example by Theorem 6, one gets
the bound
‖e−it∆u0‖Lp
t;[0,T ]
L∞
T2
. ‖e−it∆u0‖
Lp
t;[0,T ]
W
2
q
+ε,q
T2
.T ‖u0‖
H
1
p
+2
q
+ε
T2
for the linear evolution where (p, q) is a Strichartz pair. Note that by choosing ε small we get
1
p
+
2
q
+ ε =
(
2
p
+
2
q
)
− 1
p
+ ε = 1− 1
p
+ ε < 1
so this is strictly better than what we would get from estimating the L∞ norm by the H1+ε norm.
For the nonlinear term we get similarly (assuming for simplicity T < 1)
∥∥∥∥
∫ t
0
e−i(t−s)∆|u|2u(s)ds
∥∥∥∥
Lp
t;[0,T ]
L∞
T2
.
∥∥∥∥
∫ t
0
e−i(t−s)∆|u|2u(s)ds
∥∥∥∥
Lp
t;[0,T ]
W
2
q
+ε,q
T2
.
∫ T
0
‖|u|2u(s)‖ds
H
1
p
+2
q
+ε
T2
. T ‖u‖3L∞
[0,T]
Hσ˜
T2
where 1
p
+ 2
q
+ ε < σ˜ < 1 can be computed explicitly using the fractional Leibniz rule, see Lemma 8.
Clearly these bounds can be sharpened in different ways but the important thing is that Strichartz
estimates lead to local-in-time well-posedess for some range of σ 6 1.
3 The Anderson Hamiltonian in 2 and 3 dimensions
The main aim of this work is to establish Strichartz estimates for the Anderson Hamiltonian which is
formally given on the 2-/3-dimensional torus by
H“=”∆+ ξ −∞,
where ξ = ξ(x) is spatial white noise, see Definition 2. This operator was initially studied by Allez-
Chouk in [2] and later by Gubinelli,Ugurcan and the author in [20] using the theory of Paracontrolled
Distributions which was introduced in [17]. The operator was also studied by Labbe´ in [26] using the
theory of Regularity Structures introduced in [22]. Na¨ıvely one might think that it is simply a suitably
well-behaved perturbation of the Laplacian in which case Theorem 6 in [6] would more or less directly
apply. However, it was shown that the domain of H in both 2d and 3d can be explicitly determined
and one even has
D(H) ∩H2 = {0},
so it is tricky to directly compare the operators H and ∆.
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3.1 The 2d Anderson Hamiltonian
We briefly recall some of the main ideas from [20] in the 2d setting. An observation made in [2] was
that a function u is in the domain of H if
u− (u ≺ (1−∆)−1ξ +BΞ(u)) ∈ H2, (6)
see the appendix for the definition and properties of paraproducts. By the paraproduct estimates(Lemma
5) and the regularity of the noise, the term u ≺ (1−∆)−1ξ is no better than H1−ε. The “lower order”
correction term BΞ is also worse than H2 (in fact it is H2−ε). This for example rules out that u is
regular, rather it fixes its regularity at H1−ε; See Definition 3 for the exact definition of the enhanced
noise Ξ.
One of the chief innovations in [20] as opposed to [2] was to observe that the statement (6) is equivalent
to
u− P>N (u ≺ (1−∆)−1ξ +BΞ(u)) ∈ H2,
where P>N = F−1I>NF , for any N > 0 and subsequently choosing N large enough depending on the
Xα norm of Ξ (see Definition 3) one can show that the map
Φ(u) := u− P>N(Ξ)(u ≺ (1 −∆)−1ξ +BΞ(u))
D(H) 7→ H2
which sends a paracontrolled function to its remainder admits an inverse which we call Γ; We also
rename Φ as Γ−1. In the following we use the short-hand notation
u = Γu♯ = P>N(Ξ)(Γu
♯ ≺ (1−∆)−1ξ +BΞ(Γu♯)) + u♯, (7)
where the term BΞ is explicitly given by
BΞ(u) := (1−∆)−1(∆u ≺ X + 2∇u ≺ ∇X + ξ ≺ u− u ≺ Ξ2),
where
X = (1 −∆)−1ξ and Ξ2 is the second component of Ξ.
Consistently with our convention, we write N instead of N(Ξ) in the sequel. Moreover, in the new
coordinates, u♯, the operator H is given by
HΓu♯ =∆u♯ + u♯ ◦ ξ + P6N (Γu♯ ≺ ξ + Γu♯ ≻ ξ)
+ P>N (−BΞ(Γu♯)− Γu♯ ≺ X + Γu♯  Ξ2 + C(Γu♯, X, ξ) +BΞ(Γu♯) ◦ ξ). (8)
It is also natural to consider the operator H conjugated by Γ, i.e.
H♯ := Γ−1HΓ, (9)
which can be expressed as
H♯ =HΓu♯ − P>N (HΓu♯ ≺ X +BΞ(HΓu♯))
=∆u♯ + u♯ ◦ ξ + P6N (Γu♯ ≺ ξ + Γu♯ ≻ ξ)− P>N (HΓu♯ ≺ X +BΞ(HΓu♯))
+ P>N (−BΞ(Γu♯)− Γu♯ ≺ X + Γu♯  Ξ2 + C(Γu♯, X, ξ) +BΞ(Γu♯) ◦ ξ) (10)
We remark that while H was shown to be self-adjoint on L2, the conjugated operator H♯ is not and
in particular the map Γ is not unitary.
We now quote some results from [20]; We tacitly assume −H to be positive as opposed to just being
semi-bounded, this can be achieved by adding a finite Ξ-dependent constant.
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Theorem 8 [Proposition 2.27, Lemma 2.33, Lemma 2.34 [20]] We have, writing again u = Γu♯,
i. ‖Hu‖L2
T2
∼ ‖u♯‖H2
T2
ii.
∥∥√−Hu∥∥
L2
T2
= (−(u,Hu)L2
T2
)
1
2 ∼ ‖u♯‖H1
T2
iii. D(H) →֒ L∞ and D (√−H) →֒ Lp for any p <∞.
The following proposition quantifies the idea that the transformed operator H♯ is a lower-order per-
turbation of the Laplacian.
Proposition 1 Take u♯ ∈ H2, then the following holds for any s, ε > 0 s.t. 1 + s+ ε ≤ 2
‖(H♯ −∆)u♯‖Hs
T2
. ‖u♯‖H1+s+ε
T2
.
Proof This essentially follows by noting that in terms of regularity the worst terms to bound in (10)
are u♯ ◦ ξ and HΓu♯ ≺ X which are bounded by(see Lemma 5)
‖u♯ ◦ ξ‖Hs
T2
. ‖u♯‖H1+s+ε
T2
‖ξ‖C−1−ε
T2
and
‖HΓu♯ ≺ X‖Hs
T2
. ‖∆u♯‖H−1+s+ε
T2
‖X‖C1−ε
T2
respectively.
The other terms are bounded similarly by Hs norms of u♯ with s < 1 multiplied by Ho¨lder norms of
objects related to ξ which appear in the Xα-norm, see Definition 3. ✷
We collect all relevant results about the map Γ.
Lemma 1 The map Γ is bounded with a bounded inverse in the following situations(recall that we
think of α as −1− δ for small δ.)
i. Γ : Hs → Hs for any s ∈ [0, α+ 2);
ii. Γ : Lp → Lp for any p ∈ [2,∞];
iii. Γ : W s,p →W s,p for any s ∈ [0, α+ 2) and p ∈ [2,∞);
iv. Γ : H1 → D (√−H) ;
v. Γ : H2 → D(H).
Proof Everything but (ii) and (iii) was proved in Section 2.1.1 of [20]. The cases p = 2,∞ of (ii)
were also already proved. For a different p we note that the result follows by interpolation.
Lastly, (iii) can be proved by using the embeddings
Bsp,2 →֒W s,p →֒ Bsp,p,
8
see e.g. [30] together with the Besov embedding Lemma 7 and the paraproduct estimates for Besov
spaces, Lemma 5. In fact, we may bound
‖Γf‖W s,p
T2
≤ ‖f‖W s,p
T2
+ ‖(Γ− 1)f‖W s,p
T2
. ‖f‖W s,p
T2
+ ‖(Γ− 1)f‖Bsp,2(T2)
. ‖f‖W s,p
T2
+ ‖f‖Bs−εp,2 (T2)
. ‖f‖W s,p
T2
+ ‖f‖Bsp,p(T2)
. ‖f‖W s,p
T2
.
✷
Lastly we prove a statement about the “sharpened” group, which is the transformation of the unitary
group e−itH
e−itH
♯
:= Γ−1e−itHΓ.
It is clear that one has the bounds
‖e−itHu‖L2
T2
. ‖u‖L2
T2
‖e−itHu‖D(H) . ‖u‖D(H).
We briefly show the analogous results for the transformed group.
Lemma 2 For s ∈ [0, 2] we get the following at any time t ∈ R
‖e−itH♯u♯‖Hs
T2
. ‖u♯‖Hs
T2
.
Proof The case s = 0 follows since both Γ and Γ−1 are bounded on L2. The case s = 2 can be proved
using Lemma 1. In fact
‖e−itH♯u♯‖H2
T2
= ‖Γ−1e−itHΓu♯‖H2
T2
. ‖He−itHΓu♯‖L2
T2
∼ ‖e−itHHΓu♯‖L2
T2
. ‖HΓu♯‖L2
T2
. ‖u♯‖H2
T2
The case s ∈ (0, 2) is proved by interpolation. ✷
3.2 The 3d Anderson Hamiltonian
We recall the main results about the Anderson Hamiltonian in 3d, which are analogous to– yet slightly
more technical than– the 2d case. For definiteness we fix an enhanced white noise Ξ ∈ Hα for α = 12−ε
for small ε > 0; see Definition 4 and Theorem 14 where the definition of the “noise space” is recalled
and the fact that almost every realisation of white noise has a lift in it.
The main difference with respect to the 2d case is that due to the higher irregularity of the noise
in 3d (in fact C− 32−ε for any ε > 0), a simple paracontrolled ansatz does not suffice. Instead, we
first make an exponential transformation as in [23] to remove the most irregular terms. This leads to
9
some lower-order terms involving gradients and we subsequently perform a paracontrolled ansatz. As
opposed to the 2d case, where there were only two noise terms, in this case there are more. We give a
formal argument, which was made rigorous in [20].
Since this section gives only a formal justification, we use notations like C1− to mean Cσ for any σ < 1
etc. We start with ξ ∈ C− 32− and assume that the following objects exist:
X = (−∆)−1ξ ∈ C 12− X = (1 −∆)−1 : |∇X |2 :∈ C1−
X = 2(1−∆)−1
(
∇X · ∇X
)
∈ C 32− X = (1 −∆)−1
(
∇X · ∇X
)
∈ C 32−
and X = (1 −∆)−1 :
∣∣∣∇X ∣∣∣2 :∈ C2−,
where the “Wick squares” should be thought of as
: |∇X |2 : = |∇X |2 −∞
:
∣∣∇X ∣∣2 : = ∣∣∇X ∣∣2 −∞, (11)
see [24] for background information about these objects.
We make the following auxiliary ansatz for the domain of the Hamiltonian which removes the three
most singular terms
u = eX+X +X u♭;
where the form of u♭ will be specified later. We begin by computing
∆u+ uξ =eX+X +X
(
∆
(
X +X +X
)
u♭ +
∣∣∣∇(X +X +X )
∣∣∣2 u♭+
+∆u♭ + 2∇
(
X +X +X
)
∇u♭ + u♭ξ
)
=eX+X +X
(
∆u♭ +
(
|∇X |2− : |∇X |2 : +
∣∣∣∇X ∣∣∣2 + ∣∣∣∇X ∣∣∣2
+ 2∇X · ∇X + 2∇X · ∇X −X −X
)
u♭ + 2∇
(
X +X +X
)
· ∇u♭
)
,
note that the regularity of X is too low for the term
∣∣∇X ∣∣2 to be defined so we have to replace it by
by its Wick ordered version, also note the appearing difference |∇X |2− : |∇X |2 : . Here one sees the
two divergences that arise in the definition of H , since their difference is exactly the infinite correction
term in (11).
So we can summarise the above by saying that for
W := X +X +X ,
we “almost” can define the operator ∆ + ξ −∞ on functions of the form eWu♭. In fact
Hu := H(eWu♭) := eW (∆u♭ + 2(1−∆)W˜ · ∇u♭ + (1−∆)Zu♭), (12)
makes sense for u♭ in, say, H2, where we have defined
W˜ = (1−∆)−1∇W
Z = (1−∆)−1
(∣∣∣∇X ∣∣∣2 + 2∇X · ∇X −X −X
)
+X + 2X
and the regularities are
X,W ∈ C 12−, X ∈ C1−, X ,X , W˜ , Z ∈ C 32−, andX ∈ C2−.
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The problem with (12) is of course that the right hand side will not be in L2, since both the noise
terms have negative regularity, so for any u♭ ∈ H2 we have
∆u♭ ∈ L2
2(1−∆)W˜ · ∇u♭, (1−∆)Zu♭ ∈ H− 12−.
The remedy is once again a paracontrolled ansatz, this time of the form
u♭ = u♭ ≺ Z +∇u♭ ≺ W˜ +BΞ(u♭) + u♯,
with u♯ ∈ H2 and the correction term BΞ(u♭) ∈ H2− defined below.
We cite the rigorous definition of the operator and its domain; we use the short-hand notation
L := (1−∆) and L−1 := (1 −∆)−1.
Definition 1 Let W, W˜ , Z be as above. Then, for 0 < γ < 32 , we define the space
WγΞ := eWUγΞ := eW
{
u♭ ∈ Hγ : u♭ = u♭ ≺ Z +∇u♭ ≺ W˜ +BΞ(u♭) + u♯ with u♯ ∈ H2
}
,
where BΞ(u
♭)is given as
BΞ(u
♭) := L−1
(
∆u♭ ≺ Z + 2∇u♭ ≺ ∇Z + u♭ ≺ Z +∇∆u♭ ≺ W˜ + 2∇2u♭ ≺ ∇W˜ −∇u♭ ≺ W˜+
+2LW˜ ≺ ∇u♭ + LZ ≺ u♭ + 2∇u♭ ≺ (LW˜ ◦ Z) + 2∇u♭ ≻ (LW˜ ◦ Z)+
+2u♭ ≺ (LW˜ ◦ ∇Z) + 2u♭ ≻ (LW˜ ◦ ∇Z) + 2∇u♭ ≺ (LW˜ ◦ ∇W˜ )+
+2∇u♭ ≻ (LW˜ ◦ ∇W˜ ) + u♭ ≺ (LZ ◦ Z) + u♭ ≻ (LZ ◦ Z)+
+∇u♭ ≺ (LZ ◦ W˜ ) +∇u♭ ≻ (LZ ◦ W˜ )).
Given u ∈ WγΞ we define the renormalised Anderson Hamiltonian acting on u in the following way
Hu := eW (∆u♯ + LZ ◦ u♯ + LW˜ ◦ ∇u♯ +G(u♭)), (13)
where
G(u♭) :=BΞ(u
♭) + 2∇u♭ ◦ (LW˜ ◦ Z) + 2C(∇u♭, Z, LW˜ ) + u♭ ◦ (LW˜ ◦ ∇Z)+
+C(u♭,∇Z,LW˜ ) + 2LW˜ ◦ (∇2u♭ ≺ W˜ ) + 2∇u♭ ◦ (LW˜ ◦ ∇W˜ )+
+2C(∇u♭,∇W˜ , LW˜ ) + 2LW˜ ◦ ∇BΞ(u♭)
and C denotes the commutator from Proposition 4. Note that this definition is equivalent to (12) by
construction, we have merely defined u♭ in the proper way.
Remark 1 As was seen in [20], the space WγΞ = eWUγΞ does not really depend on γ in the sense that
if one equips the space UγΞ with the norm
‖(u♭, u♯)‖UγΞ := ‖u
♭‖Hγ
T3
+ ‖u♯‖H2
T3
,
then these norms are equivalent for different values of γ. This is because the paracontrolled relation
enforces a certain regularity, i.e. if
v = v ≺ Y + v♯,
for v♯ ∈ H2 and Y ∈ Cα, α > 0, then v ∈ Hα but not better.
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As in 2d, we introduce a Fourier cut-off and obtain the map Γ given by
Γf = ∆>N (Γf ≺ Z +∇(Γf) ≺ W˜ +BΞ(Γf)) + f, (14)
choosing N large enough depending on the norm of Ξ. This again allows us to write u = eWΓu♯. It is
straightforward to adapt the above definition of H to involve the Fourier cut-off but we do not spell
this out as the only thing we care about is the fact that
HeWΓu♯ = eW (∆u♯ + LW˜ ◦ ∇u♯ + l.o.t.)
We collect the results about Γ, this is analogous to Lemma 1.
Lemma 3 We can choose N large enough depending only on Ξ and s so that we have
‖Γf‖L∞
T3
. ‖f‖L∞
T3
(15)
‖Γf‖Hs
T3
. ‖f‖Hs
T3
(16)
for s ∈ [0, 32).
‖Γf‖W s,p
T3
. ‖f‖W s,p
T3
(17)
for s ∈ [0, 32) and 2 6 p <∞.
In all cases Γ is invertible with a bounded inverse.
Proof (15) and (16) were proved in Proposition 2.46 in[20], (17) can be proved as in the 2d case, see
Lemma 1. ✷
We cite the main result about the domain; We again shift the operator by a constant depending on
the norm of Ξ to make it non-positive, see Definition 2.55 in [20].
Lemma 4 For the operator H the following holds
i. Γu♯ ∈ e−WD(H)⇔ u♯ ∈ H2, more precisely on D(H) =WγΞ = eWUγΞ we have the following norm
equivalence
‖u♯‖H2
T3
∼ ‖HΓu♯‖L2
T3
;
ii. u ∈ D (√−H)⇔ e−Wu ∈ H1,
where the form domain of H is given by the closure of D(H) under the norm
‖u‖D(√−H) :=
√
−(u,Hu)L2
T3
.
Then the precise statement is that on D(H) the following norm equivalence holds
‖e−Wu‖H1
T3
∼ ‖u‖D(√−H)
and hence the closures with respect to the two norms coincide.
Now the only part we truly need is that the transformed operator, the analogue of (9), is
H♯ := Γ−1e−WHeWΓ
and that it is “close” to the Laplacian in the sense that
H♯u♯ = ∆u♯ + LW˜ ◦ ∇u♯ + l.o.t.
In fact, we have the following result.
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Proposition 2 For u♯ ∈ H2, we have the following bounds for s, ε > 0 s.t. 32 + s+ ε ≤ 2
i. ‖(H♯ −∆)u♯‖Hs
T3
. ‖u♯‖
H
3
2
+s+ε
T3
ii. For s ∈ [0, 2] we get the following at any time t ∈ R
‖Γ−1e−W e−itHeWΓu♯‖Hs
T3
. ‖u♯‖Hs
T3
Proof (i) essentially follows by noting that in terms of regularity the worst terms to bound are
LW˜ ◦ ∇u♯ and ∇(e−WHeWΓu♯) ≺ W˜ which are bounded like
‖LW˜ ◦ ∇u♯‖Hs
T3
. ‖∇u♯‖
H
1
2
+s+ε
T3
‖LW˜‖
C−
1
2
−ε
T3
. ‖u♯‖
H
3
2
+s+ε
T3
and
‖∇(e−WHeWΓu♯) ≺ W˜‖Hs
T3
. ‖∇∆u♯‖
H−
3
2
+s+ε
T3
‖W˜‖
C
3
2
−ε
T3
. ‖u♯‖
H
3
2
+s+ε
T3
,
respectively.
(ii) For s = 0 it follows directly by the properties of Γ and eW . For s = 2 we can, using (i) and Lemma
4 , compute
‖Γ−1e−W e−itHeWΓu♯‖H2
T3
. ‖Γ−1e−WHe−itHeWΓu♯‖L2
T3
. ‖HeWΓu♯‖L2
T3
. ‖u♯‖H2
T3
.
The case s ∈ (0, 2) follows again by interpolation as in the 2d case. ✷
4 Strichartz estimates for the Anderson Hamiltonian
4.1 The 2d case
In this section we prove Theorems 1, 2, and 3.
Proposition 3 We have the following identity for a regular function, say u♯ ∈ H2 and at any time
t ∈ R:
(e−itH
♯ − e−it∆)u♯ = i
∫ t
0
e−i(t−s)∆((H♯ −∆)(e−isH♯u♯))ds, (18)
moreover, fixing some t0 ∈ R, we get a related result
(e−i(t−t0)H
♯ − e−i(t−t0)∆)u♯ = i
∫ t
t0
e−i(t−s)∆((H♯ −∆)(e−i(s−t0)H♯u♯))ds, (19)
where we recall, from Proposition 1, that there is a cancellation between H♯ and the Laplacian.
Moreover, on the interval [0, T ] with T 6 1, we have for any small δ > 0 the bounds
‖(e−itH♯ − e−it∆)u♯‖L∞
t;[0,T ]
Hσ
T2
. T ‖u♯‖Hσ+1+δ
T2
(20)
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and
‖(e−itH♯ − e−it∆)u♯‖Lp
t;[0,T ]
W
σ,q
T2
.
∫ T
0
‖e−isH♯u♯‖
H
1
p
+σ+1+δ
T2
ds (21)
. T ‖u♯‖
H
1
p
+σ+1+δ
T2
(22)
for (p, q) a Strichartz pair and σ ∈ [0, 1).
Also, for r > 4 we have
‖(e−itH♯ − e−it∆)u♯‖Lr
t;[0,T ]
Wσ,r
T2
.
∫ T
0
‖e−itH♯u♯‖
Hσ+2−
4
r
+δ
T2
(23)
. T ‖u♯‖
Hσ+2−
4
r
+δ
T2
(24)
Proof To prove (18), note that the l.h.s. solves a PDE. Set v♯1(t) = e
−it∆u♯, v♯2(t) = e
−itH♯u♯ and
v♯ = v♯1 − v♯2. Then
(i∂t −∆)v♯1 = 0
v♯1(0) = u
♯
(i∂t −∆)v♯2 = (H♯ −∆)v♯1
v♯2(0) = u
♯
(i∂t −∆)v♯ = −(H♯ −∆)v♯1
v♯(0) = 0
From this we deduce that the mild formulation for v♯ reads
v♯(t) = i
∫ t
0
e−i(t−s)∆((H♯ −∆)(v♯1))(s)ds
which is (18).
To prove (19), we proceed as above, with the difference that we replace t by t− t0 and do a change of
variables in the integral.
The bound (20) is clear using Lemma 2 and (22) follows from applying the second Strichartz estimate
from Theorem 6 to the r.h.s. of (18) and then Lemma 2. The bound (24) follows from the improved
Strichartz estimates in Theorem 7. ✷
Now we are able to combine the above results to get the first new result.
Theorem 9 [2-D Anderson Strichartz]Let
2
p
+
2
q
= 1
σ ∈ [0, 1) and δ > 0 small. Also we assume
σ
2
+
1
p
+ δ < 1.
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Then we have on a finite time interval [0, T ], T 6 1 the following bound
‖e−itH♯u♯‖Lp
t;[0,T ]
Wσ,q
T2
. ‖u♯‖
H
1
p
+σ+δ
T2
(25)
and
∥∥∥∥
∫ t
0
e−i(t−s)H
♯
f ♯(s)ds
∥∥∥∥
Lp
t;[0,T ]
Wσ,q
T2
.
∫ T
0
‖f ♯(s)‖
H
1
p
+σ+δ
T2
ds (26)
Moreover, for r > 4, σ ≥ 0, δ > 0 s.t. σ + 1− 4
r
+ δ < 1 we have
‖e−itH♯u♯‖Lr
t;[0,T ]
Wσ,r
T2
. ‖u♯‖
Hσ+1−
4
r
+δ
T2
(27)
and
∥∥∥∥
∫ t
0
e−i(t−s)H
♯
f ♯(s)ds
∥∥∥∥
Lr
t;[0,T ]
W
σ,r
T2
.
∫ T
0
‖f ♯(s)‖
Hσ+1−
4
r
+δ
T2
ds (28)
Proof We start by proving (25) with σ = 0. By Proposition 3 and the usual Strichartz estimates in
Theorem 6 we can write, setting u♯N = P6Nu
♯, I := [t0, t1] a subinterval of length ∼ 1N and δ > 0
e−itH
♯
u♯N = e
−i(t−t0)H♯e−it0H
♯
u♯N
= e−i(t−t0)∆e−it0H
♯
u♯N + (e
−i(t−t0)H♯ − e−i(t−t0)∆)e−it0H♯u♯N
= e−i(t−t0)∆e−it0H
♯
u♯N + i
∫ t
t0
e−i(t−s)∆(H♯ −∆)(e−isH♯u♯N )ds
and
‖(e−i(t−t0)H♯ − e−i(t−t0)∆)e−it0H♯u♯N‖Lpt;ILqT2 =
∥∥∥∥
∫ t
t0
e−i(t−s)∆(H♯ −∆)(e−isH♯u♯N )ds
∥∥∥∥
L
p
t;IL
q
T2
.
∫
I
N−
1
p ‖((H♯ −∆)(e−isH♯u♯N)‖H 1p
T2
ds.
. N−1−
1
p ‖u♯N‖H 1p+1+δ
T2
. N−
1
p ‖u♯N‖H 1p+δ
T2
⇔
‖(e−i(t−t0)H♯ − e−i(t−t0)∆)e−it0H♯u♯N‖pLp
t;IL
q
T2
. N−1‖u♯N‖p
H
1
p
+δ
T2
.
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We now want to sum over all ∼ N sub-intervals Ij , we have
‖e−itH♯u♯N‖pLp
t;[0,T ]
Lq
T2
=
∑
Ij=[t
j
0,t
j
1]
‖e−itH♯u♯N‖pLpt;IjLqT2
.
∑
Ij=[t
j
0,t
j
1]
‖e−it∆e−itj0H♯u♯N‖pLpt;IjLqT2 + ‖(e
−i(t−tj0)H♯ − e−i(t−tj0)∆)e−itj0H♯u♯N‖pLpt;IjLqT2
.
∑
Ij=[t
j
0,t
j
1]
N−1‖e−itj0H♯u♯N‖p
H
1
p
T2
+N−1‖u♯N‖pH 1p+δ
.
∑
Ij=[t
j
0,t
j
1]
N−1‖u♯N‖pH 1p+δ
. ‖u♯N‖pH 1p+δ .
Thus we can conclude
‖e−itH♯u♯‖Lp
t;[0,T ]
Lq
T2
. ‖u♯‖
H
1
p
+δ
T2
for any δ > 0 as claimed. The case σ > 0 is analogous.
The second Strichartz estimate (26) follows from the first in the usual way.
The improved Strichartz estimates (27) and (28) follow by using Theorem 7 instead of Theorem 6 in
the above computation. ✷
Remark 2 Our estimates are as good as those for the Laplacian, up to a loss of δ derivatives.
4.2 The 3d case
It turns out that, due to the most part to the lower regularity of the noise, we lose half a derivative in
the Strichartz estimates of the Anderson Hamiltonian compared to those of the Laplacian. This means
that we actually–as opposed to the 2d case–need the full power of the improved Strichartz estimates,
from Theorem 7. Recall that in three dimensions the transformation is a bit more complicated, namely
u = eWu♭ = eWΓu♯,
where W ∈ C 12−ε is a stochastic term and Γ is analogous to the map from the 2d case. The important
thing is that
H♯u♯ := Γ−1e−WHeWΓu♯ = ∆u♯ + 2∇u♯ ◦ LW˜ + l.o.t.
where LW˜ ∈ C− 12−ε. If we repeat the proof of Theorem 9 we obtain.
Theorem 10 Let d = 3 and p > 103 , and T 6 1 then for any ε > 0, σ ∈ [0, 5p − ε], we have
‖e−itH♯u♯‖Lp
[0,T ]
Wσ,p
T3
. ‖u♯‖
H
σ+2− 5
p
+ε
T3
Proof Again we consider σ = 0 and we consider a frequency localised u♯N := P6Nu
♯ and subintervals
Ij = [t
j
0, t
j
1] of length ∼ 1N . We again have the representation
e−itH
♯
u♯N = e
−i(t−t0)∆e−it0H
♯
u♯N + i
∫ t
t0
e−i(t−s)∆(H♯ −∆)(e−isH♯u♯N )ds
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which leads us, using Proposition 2 and Corollary 1, to the bound
‖e−itH♯u♯N‖pLp
t;[0,T ]
Lp
T3
=
∑
Ij=[t
j
0,t
j
1]
‖e−itH♯u♯N‖pLp
t;Ij
Lp
T3
.
∑
Ij=[t
j
0,t
j
1]
‖e−it∆e−itj0H♯u♯N‖pLpt;IjLpT3 + ‖(e
−i(t−tj0)H♯ − e−i(t−tj0)∆)e−itj0H♯u♯N‖pLpt;IjLpT3
.
∑
Ij=[t
j
0,t
j
1]
N−1‖e−itj0H♯u♯N‖p
H
3
2
−
5
p
+δ
T3
+N−1−p sup
s
‖(H♯ −∆)(e−isH♯u♯N)‖p
H
3
2
−
5
p
+δ
T3
.
∑
Ij=[t
j
0,t
j
1]
N−1‖u♯N‖pH2− 5p+δ
. ‖u♯N‖pH2− 5p+δ ,
which is completely analogous to the 2 dimensional case; one finally one concludes in the same way.
The case σ > 0 then follows as above by applying Lemma 2. ✷
5 Solving stochastic NLS
We turn our attention to “low-regularity” solutions to the stochastic NLS
(i∂t −H)u = −u|u|2 on T2 (29)
u(0) = u0,
which is formally
(i∂t −∆)u = u · ξ +∞u− u|u|2.
In [20] this PDE was studied in the “high regularity” regime, meaning u0 ∈ D(H) or D
(√−H) . Now
we employ the Strichartz estimates to solve it in spaces with less regularity. In particular now we solve
it in a space that does not depend on the realisation of the noise ξ.
Theorem 11 [LWP below energy space] Take s ∈ ( 12 , 1). Then (29) is LWP in Hs.
Proof The mild formulation is
u(t) = e−itHu0 + i
∫ t
0
e−i(t−τ)Hu|u|2(τ)dτ,
by applying Γ−1 to both sides and renaming Γ−1u(0) = u
♯
(0) this becomes
u♯(t) = e−itH
♯
u♯0 + i
∫ t
0
e−i(t−τ)H
♯
Γ−1((Γu♯)|Γu♯|2)(τ)dτ.
We want to show that this equation has a solution for a short time by setting up a fixed point argument
in the space
C[0,T ]Hs ∩ Lp[0,T ]W σ,q
where (p, q) is a Strichartz pair and σ is chosen s.t.
W σ,q →֒ L∞
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i.e. σ > 2q and
1
p + σ 6 s. This amounts to choosing p s.t.
1− 1
p
< s,
since p > 2 and s > 12 this is possible. So if we choose (p, q) in this way and σ =
2
q
+ δ, we can bound
in the following way, using our new Strichartz estimates (also the “tame” estimates– see Lemma 9–
which say that Hs ∩ L∞is an algebra)
‖u♯‖Lp
[0,T ]
Wσ,q
T2
. ‖u♯0‖Hs
T2
+
∫ T
0
‖Γ−1(Γu♯|Γu♯|2)(τ)‖
H
1
p
+σ+δ
T2
dτ
. ‖u♯0‖Hs
T2
+
∫ T
0
‖Γu♯|Γu♯|2(τ)‖Hs
T2
dτ
. ‖u♯0‖Hs
T2
+
∫ T
0
‖Γu♯(τ)‖2L∞
T2
‖Γu♯(τ)‖Hs
T2
dτ
. ‖u♯0‖Hs
T2
+ ‖u♯‖2Lp
[0,T ]
L∞
T2
‖u♯‖
L
p
p−2
[0,T ]
Hs
T2
. ‖u♯0‖Hs
T2
+ T
p
p−2 ‖u♯‖2Lp
[0,T ]
Wσ,q
T2
‖u♯‖L∞
[0,T ]
Hs
T2
.
For the other term we bound
‖u♯‖L∞
[0,T ]
Hs
T2
. ‖u♯0‖Hs
T2
+
∫ T
0
‖Γ−1(Γu♯|Γu♯|2)(τ)‖Hs
T2
dτ
. ‖u♯0‖Hs
T2
+ T
p
p−2 ‖u♯‖2Lp
[0,T ]
Wσ,q
T2
‖u♯‖L∞
[0,T ]
Hs
T2
.
From here we can get a contraction for small times in the usual way.
Thus we solve the sharpened equation and by applying Γ we get a solution to the original equation. ✷
Remark 3 This result is analogous to Proposition 3.1 in [6]. Note that despite the loss of ε derivatives
in our Strichartz estimates we get the same range as they do.
Remark 4 The fact that s < 1 as opposed to s > 1 makes the bound for the term Γ−1(u|u|2) easier
since the paraproducts and other correction terms are actually more regular than u and u♯.
Theorem 12 [GWP in the energy space] The PDE
(i∂t −H)u = −u|u|2
u(0) = u0 ∈ D
(√−H)
is GWP.
Proof In Section 3.2.2 of [20], global in time existence was proved by approximation. Moreover,
we can use the fact that D (√−H) →֒ H1−δ and applying the previous result we can conclude (local
in time) uniqueness. Lastly, to get the continuous dependence on the inital data, we can interpolate
between H1−δ and D(H) = ΓH2. ✷
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We conclude this section by noting that it seems plausible to get a result for the Anderson NLS in
the three dimensional case, we have decided to postpone this for future work. The difficulty in that
case, as opposed to the two dimensional case, is that–on the one hand– one has a loss of more than 12
derivatives in the Strichartz estimate and–on the other hand– as one sees in the Duhamel formula
u♯(t) = e−itH
♯
u♯0 + i
∫ t
0
e−i(t−s)H
♯
Γ−1(e2W |Γu♯|2Γu♯)(s)ds, (30)
the nonlinearity contains the term e2W , which has strictly less than 12 derivative.
6 Results for general rough potentials and the whole space
While we have thus far focussed on the case of white noise potential in 2- and 3-d, our results are
applicable to a much larger class of rough potentials. For the sake of completeness we quickly recall
the definition of spatial white noise on the torus here.
Definition 2 [Spatial white noise on Td, Definition 2.1 in [20]] The Gaussian white noise ξ is a family
of centered Gaussian random variables {ξ(ϕ), ϕ ∈ L2(Td)}, whose covariance is given by E(ξ(ϕ)ξ(ψ)) =
(ϕ, ψ)L2(Td).
More explicitly, set (ξˆ(k))k∈Zd to be i.i.d centred complex Gaussian random variables such that ξˆ(k) =
ξˆ(−k) and with covariance E(ξˆ(k)ξˆ(l)) = δ(k − l). Then the Gaussian white noise on Td is given as
the following random series
ξ(x) =
∑
k∈Zd
ξˆ(k)e2πik·x,
of course with the understanding that, despite the notation, ξ can not be evaluated point-wise.
Note that in the 3d case we actually remove the zero-mode as it simplifies some computations; so the
definition we use in Section 3.2 is actually
ξ(x) =
∑
k∈Z3\{0}
ξˆ(k)e2πik·x.
We recall the two dimensional “noise space” with respect to which everything is continuous.
Definition 3 [2d noise space] For α ∈ R,we define the spaces
Eα := Cα × C2α+2and
Gα as the closure of {(ξ, ξ ◦ (1−∆)−1ξ + c) : ξ ∈ C∞(T2), c ∈ R} w.r.t. the Eαtopology,
where Cα = Bα∞∞ denotes the usual Besov-Ho¨lder space.
The next result tells us that the 2d spatial white noise does in fact a.s. have a lift in Gα.
Theorem 13 [[2], Theorem 5.1 ] For any α < −1, the spatial white noise ξ lies in Cα and the following
convergence holds for the enhanced white noise.
Ξε := (ξε, ξε ◦ (1−∆)−1ξε + cε)→ Ξ ∈ Gα,
where the convergence holds as ε→ 0 in Lp(Ω; Eα) for all p > 1and almost surely in Eα and the limit
is independent of the mollifier. However, the renormalisation constant, which can be chosen as
cε :=
∑
k∈Z2
|θ(ε|k|)|2
1 + |k|2 ∼ log
(
1
ε
)
,
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depends on the choice of mollifier. Note that our regularised spatial white noise is given by
ξε(x) =
∑
k∈Z2
θ(ε|k|)e2πik·xξˆ(k)
where ξˆ(k)are i.i.d. complex Gaussians with ξˆ(k) = ξˆ(−k) and with covariance
E[ξˆ(k)ξˆ(l)] = δ(k − l)
and θ is a smooth function on R\{0} with compact support such that lim
x→0
θ(x) = 1.
Next we recall the definition of the “noise space” in three dimensions.
Definition 4 [3d noise space] Let 0 < α < 12 , then we define the space T α to be the closure of the set
{(
φ, φa , φ , φ , φb ,∇φ ◦ ∇φ
)
: (a, b) ∈ R2, φ ∈ C2(T3)
}
with respect to the Cα(T3) × C2α(T3) × Cα+1(T3) × Cα+1(T3) × C4α(T3) × C2α−1(T3) norm. Here we
defined
φa := (1−∆)−1(|∇φ|2 − a)
φ := 2(1−∆)−1
(
∇φ · ∇φa
)
φ := (1−∆)−1
(
∇φ · ∇φ
)
φb := (1−∆)−1
( ∣∣∣∇φa
∣∣∣2 − b
)
.
And also the corresponding result for the lift of the 3d spatial white noise.
Theorem 14 [[20],Theorem 2.38 ] For ξε given by
ξε(x) =
∑
k∈Z3\{0}
m(εk)ξˆ(k)e2πik·x, (31)
where m is a radial, compactly supported function with m(0) = 1 and we define
Xε = (−∆)−1ξε
Xε = (1−∆)−1(|∇Xε|2 − c1ε)
Xε = 2(1−∆)−1
(
∇Xε · ∇Xε
)
Xε = (1−∆)−1
(
∇Xε∇Xε
)
Xε = (1−∆)−1
( ∣∣∣∇Xε
∣∣∣2 − c2ε
)
,
where the cεare diverging constants which can be chosen as
c1ε =
∑
k∈Z3\{0}
|m(εk)|2
|k|2 ∼
1
ε
and c2ε =
∑
k1,k2 6=0
|m(εk1)|2|m(εk2)|2 |k1 · k2||k1 − k2|2|k1|4|k2|2 ∼
(
log
1
ε
)2
.
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Then the sequence Ξε ∈ T α given by
Ξε :=
(
Xε, Xε , Xε , Xε , Xε ,∇Xε ◦ ∇Xε
)
converges a.s. to a unique limit Ξ ∈ T α which is given by
Ξ :=
(
X,X ,X ,X ,X ,∇X ◦ ∇X
)
,
where
X = (−∆)−1ξ
X = (1−∆)−1(: |∇X | :2)
X = 2(1−∆)−1
(
∇X · ∇X
)
X = (1−∆)−1
(
∇X · ∇X
)
X = (1−∆)−1
(
:
∣∣∣∇X
∣∣∣ :2) .
For potentials better than C−1 everything works unconditionally, meaning that such potentials have
unique canonical lifts inside our “noise spaces”, whereas if one wants rougher potentials it is necessary
to ensure the existence of certain nonlinear expressions of them. We state the “general” version of the
theorems so as to highlight the fact that we do not use any property of white noise other than that
it has a lift in the correct “noise space”. We omit the proofs since they can be carried over verbatim.
We further remark on the fact that paraproducts and all related operations are equally well defined
on the whole space and Definitions 3 and 4 clearly still make sense if one replaces Td by Rd.
For brevity we write
Y
d ∈ {Td,Rd} with d ∈ {2, 3},
in the remainder of the section.
Theorem 15 [Results for general potentials]
i. For d = 2, and − 43 < α < −1 the maps
Ξ 7→ (−HΞ)−1and Ξ 7→ ΓΞ
are locally Lipschitz as maps from Gα → L(L2(Y2);Hα+2−ε(Y2)) for any ε > 0, where ΓΞ is defined
as in (7) and HΞ is defined as in (8). Moreover, we get the following homogeneous Strichartz
estimate for T 6 1
‖Γ−1Ξ e−itHΞΓΞv‖L4t;[0,T ]L4Y2 . ‖v‖H−1−α+δY2 ,
for any δ > 0. In addition, this bound is locally Lipschitz in Ξ w.r.t. Gαand we get LWP of the
PDE
i∂tu = HΞu− u|u|2 on Y2
u(0) = u0
on Hs with s ∈ (−α− 12 , 1).
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ii. For d = 3 and 0 < α < 12 the maps
Ξ 7→ (−HΞ)−1and Ξ 7→ ΓΞ
are locally Lipschitz as maps from T α → L(L2(Y3);Hα−ε(Y3)) for any ε > 0,where HΞ is defined
as in Definition 1 and ΓΞ as in (14). Moreover, we get the following homogeneous Strichartz
estimate for T 6 1
‖Γ−1Ξ e−(Ξ1+Ξ2+Ξ3)e−itHΞe(Ξ1+Ξ2+Ξ3)ΓΞv‖
L
10
3
t;[0,T ]
L
10
3
Y3
. ‖v‖H1−α+ε
Y3
,
for any ε > 0.
Remark 5 The result on the whole space does not apply to the white noise potential, since it is only
in a weighted Besov space, see [16]. However, one can split the white noise into an irregular but small
part and a regular but large part, as was done in [16]
ξ = ξ< + ξ>, ξ< ∈ L∞〈·〉σ , ξ> ∈ C−
d
2−
for some σ > 0 and then the results will apply to the potential ξ>, whose lift can be constructed
analogously.
Paracontrolled Distributions etc.
We collect some elementary results about paraproducts, see [17], [2], [3] for more details. For the most
part we work on the d−dimensional torus
T
d = Rd/Zd for d = 2, 3.
However, to emphasise the fact that most things work equally well on the whole space, see Section 6,
we write Yd ∈ {Td,Rd}. The Sobolev space Hα(Yd) with index α ∈ R is defined as
Hα(Yd) := {u ∈ S ′(Yd) : ∥∥(1−∆)α2 u∥∥
L2
<∞} .
Next, we recall the definition of Littlewood-Paley blocks. We denote by χ and ρ two non-negative
smooth and compactly supported radial functions Rd → C such that
i. The support of χ is contained in a ball and the support of ρ is contained in an annulus {x ∈ Rd :
a 6 |x| 6 b};
ii. For all ξ ∈ Rd, χ(ξ) + ∑
j>0
ρ(2−jξ) = 1;
iii. For j > 1, χ(·)ρ(2−j ·) = 0 and ρ(2−j·)ρ(2−i·) = 0 for |i− j| > 1.
The Littlewood-Paley blocks (∆j)j>−1 associated to f ∈ S ′(Yd) are defined by
∆−1f := F−1χFf and ∆jf := F−1ρ(2−j ·)Ff for j > 0.
We also set, for f ∈ S ′(Yd) and j > 0
Sjf :=
j−1∑
i=−1
∆if.
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Then the Besov space with parameters p, q ∈ [1,∞], α ∈ R can now be defined as
Bαp,q(Y
d) := {u ∈ S ′(Yd) : ‖u‖Bαp,q <∞},
where the norm is defined as
‖u‖Bαp,q :=

∑
k>−1
(2αk‖∆ju‖Lp)q


1
q
,
with the obvious modification for q =∞. We also define the Besov-Ho¨lder spaces
Cα := Bα∞∞.
Using this notation, we can formally decompose the product f · g of two distributions f and g as
f · g = f ≺ g + f ◦ g + f ≻ g,
where
f ≺ g :=
∑
j>−1
Sj−1f∆jg and f ≻ g :=
∑
j>−1
∆jfSj−1g
are referred to as the paraproducts, whereas
f ◦ g :=
∑
j>−1
∑
|i−j|61
∆if∆jg
is called the resonant product. An important point is that the paraproduct terms are always well
defined whatever the regularity of f and g. The resonant product, on the other hand, is a priori only
well defined if the sum of their regularities is positive. We collect some results.
Lemma 5 [cf.Theorem 3.17 [27]]Let α, α1, α2 ∈ R and p, p1, p2, q ∈ [1,∞] be such that
α1 6= 0 α = (α1 ∧ 0) + α2 and 1
p
=
1
p1
+
1
p2
.
Then we have the bound
‖f ≺ g‖Bαp,q . ‖f‖Bα1p1,∞‖g‖Bα2p2,q
and in the case where α1 + α2 > 0 we have the bound
‖f ◦ g‖
B
α1+α2
p,q
. ‖f‖Bα1p1,∞‖g‖Bα2p2,q .
Remark 6 For the majority of the paper we care only about the case where p = p2 = q = 2 and
p1 =∞.
We frequently make liberal use of Bernstein’s inequality, so for the sake of completeness we state it
here.
Lemma 6 [Bernstein’s inequality] Let A be an annulus and B be a ball. For any k ∈ N, λ > 0,and
1 6 p 6 q 6∞ we have
1. if u ∈ Lp(Rd)is such that supp(Fu) ⊂ λB then
max
µ∈Nd:|µ|=k
‖∂µu‖Lq .k λk+d(
1
p
− 1
q )‖u‖Lp
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2. if u ∈ Lp(Rd)is such that supp(Fu) ⊂ λA then
λk‖u‖Lp .k max
µ∈Nd:|µ|=k
‖∂µu‖Lp.
Lemma 7 [Besov embedding] Let α < β ∈ R and p > r ∈ [1,∞] be such that
β = α+ d
(
1
r
− 1
p
)
,
then we have the following bound for q ∈ [1,∞]
‖f‖Bαp,q(Yd) . ‖f‖Bβr,q(Yd).
Proposition 4 [Commutator Lemma, Proposition 4.3 in [2]]
Given α ∈ (0, 1), β, γ ∈ R such that β + γ < 0 and α + β + γ > 0, the following trilinear operator C
defined for any smooth functions f, g, h by
C(f, g, h) := (f ≺ g) ◦ h− f(g ◦ h)
can be extended continuously to the product space Hα × Cβ × Cγ. Moreover, we have the following
bound
||C(f, g, h)||Hα+β+γ−δ . ||f ||Hα ||g||Cβ ||h||Cγ
for all f ∈ Hα, g ∈ Cβ and h ∈ Cγ, and every δ > 0.
Lemma 8 [Fractional Leibniz,[21]] Let 1 < p <∞ and p1, p2, p′1, p′2 such that
1
p1
+
1
p2
=
1
p′1
+
1
p′2
=
1
p
.
Then for any s, α > 0 there exists a constant s.t.
‖〈∇〉s(fg)‖Lp 6 C‖〈∇〉s+αf‖Lp2‖∇−αg‖Lp1 + C‖〈∇〉−αf‖Lp′2‖∇s+αg‖Lp′1 .
Lemma 9 [Tame estimate,Corollary 2.86 in [3]] For any s > 0 and (p, q) ∈ [1,∞]2, the space Bsp,r∩L∞
is an algebra and the bound
‖u · v‖Bsp,q . ‖u‖Bsp,q‖v‖L∞ + ‖u‖L∞‖v‖Bsp,q
holds.
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