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Abstract
Let G = (V ,E) be a graph. A set S ⊆ V is a defensive alliance if |N [x] ∩ S| |N [x] − S| for every x ∈ S. Thus, each vertex of
a defensive alliance can, with the aid of its neighbors in S, be defended from attack by its neighbors outside of S. An entire set S is
secure if any subset X ⊆ S, not just singletons, can be defended from an attack from outside of S, under an appropriate deﬁnition
of what such a defense implies. The security number s(G) of G is the cardinality of a smallest secure set. Bounds on s(G) are
presented.
Published by Elsevier B.V.
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1. Introduction
Let G = (V ,E) be a graph. If x ∈ V and S ⊆ V , then N(x) = {y ∈ V : xy ∈ E}, N [x] = N(x) ∪ {x},
N(S)=⋃v∈S N(v), and N [S]=N(S)∪ S. The subgraph induced by S is denoted 〈S〉. A defensive alliance is a subset
S of V such that x ∈ S implies |N [x] ∩ S| |N [x] − S|. One can think of the vertices of N [x] − S as attackers of x
and those of N [x] ∩ S as defenders of x. Thus, for any x in a defensive alliance, there are at least as many defenders as
there are attackers, and any attack on a single vertex can be thwarted. Previous studies on defensive and other types of
alliances include [1–3,5–9,11–15].
Brigham et al. [4] introduced the concept of a secure set as a generalization of a defensive alliance. A set S ⊆ V is
secure if any subset X ⊆ S can be defended from attack, not just single vertices. There are several ways one might
deﬁne how such a set X is attacked and defended. The one discussed in [4] and considered here assumes an attacker y
(a member of N [X] − S) can attack only a single vertex of X at a given time, even if y is a neighbor of several vertices
of X. Furthermore, a defender x (a member of N [X] ∩S) can turn back, at a given time, only one attacker which can be
attacking itself or a neighbor of x in X. Notice that a defender x need only be in S and not necessarily in X. The formal
deﬁnition follows.
Deﬁnition 1. 1. Let G = (V ,E) be a graph. For any S = {s1, s2, ..., sk} ⊆ V , an attack on S is any k mutually
disjoint sets A = {A1, A2, . . . , Ak} for which Ai ⊆ N [si] − S, 1 ik. A defense of S is any k mutually disjoint sets
D = {D1,D2, . . . , Dk} for which Di ⊆ N [si] ∩ S, 1 ik. Attack A is defendable if there exists a defense D such
that |Di | |Ai | for 1 ik.
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2. Set S is secure if and only if every attack on S is defendable.
3. A subset X ⊆ S is S-secure if every attack on S in which Ai = ∅ whenever si /∈X is defendable. For convenience,
when X is a proper subset of S, we will not explicitly mention the empty Ai’s for si /∈X.
The cardinality of a minimum secure set in graph G is the security number of G and is denoted s(G). A secure set
of cardinality s(G) is called an s(G)-set, or simply an s-set. A secure set S is critical if no proper subset of S is secure.
Of course, s(G) is the cardinality of a minimum critical secure set of G. The value of s(G) has been found for some
families of graphs, but good general bounds have not been determined. It may be hard to do so since the complexity
of computing s(G) appears to be difﬁcult, as mentioned in [4]. We originally believed that s(G) ⌈n2⌉, where n is the
order of graph G. However, we have found an inﬁnite family of graphs which disproves this, and a valid upper bound
remains elusive. We will employ extensively the following theorem, proven in [4].
Theorem 2 (Brigham et al. [4]). Set S ⊆ V is a secure set if and only if ∀X ⊆ S, |N [X] ∩ S| |N [X] − S|.
We employ (G) and (G) to represent, respectively, the minimum and maximum degree of graph G. The girth of
G, g(G), is the length of a shortest cycle in G, and the diameter is the largest distance between any pair of vertices. The
vertex connectivity, (G), is the smallest number of vertices whose removal disconnects the graph or reduces it to K1,
and the edge connectivity, 1(G), is the smallest number of edges whose removal disconnects the graph. Set S ⊆ V is
a dominating set if N [S] = V (G), and the domination number of G is the cardinality of a minimum size dominating
set. When context is clear, the argument G may be omitted.
Section 2 presents a sharp lower bound for s(G), Section 3 gives some upper bounds, Section 4 discusses graphs
with large values of s(G), and Section 5 introduces the upper security number.
2. Lower bounds
The degree sequence of graph G with n vertices is = d1d2 · · · dn. It will be convenient to denote the vertex
with degree di by vi . Using this we can establish some lower bounds.
Theorem 3. Let G = (V ,E) be a graph with degree sequence d1d2 · · · dn. Then s(G)
⌈
ds(G)+1
2
⌉
.
Proof. Let S ⊆ V be a minimum secure set of G, and suppose vertex vi is the vertex of largest index in S. Then
is(G). Since S is secure, vi must have at least di−12 neighbors in S. Thus is(G)
di+1
2 
ds(G)+1
2 . 
Suppose i =
⌈
+1
2
⌉
=
⌈
d1+1
2
⌉
. Then any secure set S must contain at least i vertices. Either vertex vi is in S or there
is a vertex vj , j > i, in S. In either case, s(G)
⌈
di+1
2
⌉
. If
⌈
di+1
2
⌉
> i, this process can be repeated. The conclusion
is summarized in the following corollary.
Corollary 4. Let G be a graph with degree sequence d1d2 · · · dn. Then s(G) min
{
i : i
⌈
di+1
2
⌉}
.
Proof. Let k = min
{
i : i
⌈
di+1
2
⌉}
and suppose s(G)< k. Then, from the deﬁnition of k, s(G)<
⌈
ds(G)+1
2
⌉
, contra-
dicting Theorem 3. 
Corollary 5. Let G be a graph with minimum degree . Then s(G)
⌈
+1
2
⌉
.
Graphs achieving the bound of Corollary 5 are characterized in the following proposition.
Proposition 6. LetG= (V ,E) be a graph with minimum degree . Then s(G)=
⌈
+1
2
⌉
if and only if there is a subset
S ⊆ V such that (1) S induces a K⌈+1
2
⌉ and (2) |N [S] − S| ⌈ +12 ⌉.
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Proof. Suppose S ⊆ V exists satisfying the two properties. For any X ⊆ S, |N [X] ∩ S| = |S| =
⌈
+1
2
⌉
 |N [S] −
S| |N [X] − S| and S is secure. Conversely, let s(G) =
⌈
+1
2
⌉
, S be an s-set, and v ∈ S. Then |N [v] ∩ S| = 1 +
deg〈S〉(v) and |N [v] − S| − deg〈S〉(v). In order to satisfy the requirements of a secure set, 1 + deg〈S〉(v) −
deg〈S〉(v) which implies deg〈S〉(v)
⌈
−1
2
⌉
. This in turn means |N [v] ∩ S| =
⌈
+1
2
⌉
, meaning that S induces a
complete graph. Furthermore, since S is secure, |N [S] ∩ S| = |S| =
⌈
+1
2
⌉
 |N [S] − S| and the result is
proven. 
Proposition 7. Let G = (V ,E) be a graph of order n. Then s(G) max
⌈ |N [S]|
2
⌉
where the maximum is taken over
all s-sets of G.
Proof. Let S be a minimum secure set. Note that S dominates |N [S]| vertices. Since S is secure, |S|
⌈ |N [S]|
2
⌉
and the
result follows. 
Corollary 8. Let G be a graph of order n. If G has a dominating minimum secure set, then s(G) ⌈n2⌉.
3. General upper bounds
The ﬁrst result relates to minimal dominating sets that are secure sets.
Theorem 9. Let G = (V ,E) be a graph of order n2. If G has a secure set which also is a minimal dominating set,
then s(G)
⌊
n
2
⌋
.
Proof. Let S be a secure set of G which also is a minimal dominating set. Then every vertex x ∈ S has a pri-
vate neighbor yx ∈ N [x] for which N [yx] ∩ S = {x}. If yx = x for some x, then x has no neighbors in S and,
since S is secure, at most one in V − S. This implies that x has degree at most one in G so s(G) = 1 ⌊n2⌋. If
there is no such x, every vertex in S has a distinct neighbor in V − S implying |S| |V − S| = n − |S|. Hence,
s(G) |S| ⌊n2⌋. 
Combining Corollary 8 and Theorem 9 shows that, if S is both a minimum secure set and a minimum dominating
set of G, then n must be even and s(G) = n2 . This can happen for connected graphs only if GK2 or GC4. This
follows from the facts that the domination number (G)= n2 if and only if GC4 or G is the corona H ◦K1 (see [10,
p. 42]), and that s(G) = 1 for the corona.
It is possible to obtain an upper bound for s(G) in terms of (G), (G), and g(G) where, again, the argument will
be omitted if the graph is clear.
Theorem 10. Let G = (V ,E) be a graph of order n, girth g5, and minimum degree 3. Then s(G)n − 1 −
 (−1)
⌊
g−3
2
⌋
−1
−2 .
Proof. Let x be a vertex of maximum degree and consider the set X of all vertices distance
⌊
g−3
2
⌋
or less from
x. Then |X|1 +  + ( − 1) + ( − 1)2 + · · · + ( − 1)
⌊
g−3
2
⌋
−1 = 1 +  (−1)
⌊
g−3
2
⌋
−1
−2 . Now each of the
vertices at distance
⌊
g−3
2
⌋
from x has a unique set of neighbors in S = V − X. Thus S is a secure set and the result
follows. 
If g = 5, the result reduces to s(G)n − 1 − . Theorem 10 can be improved slightly if the diameter of G is
sufﬁciently large.
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Corollary 11. Let G = (V ,E) be a graph of order n, girth g, minimum degree , and diameter at least 2 ⌈ g2⌉. Then
s(G)n − 2 − 2 (−1)
⌊
g−3
2
⌋
−1
−2 .
Proof. The argument is similar to that of the proof of Theorem 10 except now X can include all vertices distance
⌊
g−3
2
⌋
or less from each of two vertices of maximum distance in G. 
The next result employs the degree sequence to determine an upper bound for s(G).
Theorem 12. Let G be a graph with degree sequence d1d2 · · · dn. Then s(G)n −
⌈
dk+1
2
⌉
where k =
max
{
i : i
⌈
di+1
2
⌉}
.
Proof. If d1 = 0, s(G) = 1n −
⌈
di
2
⌉
for every index i. When d1 > 0, the value k is well deﬁned since 1
⌈
d2
2
⌉
and
i >
⌈
di+1
2
⌉
for all i
⌈
n+1
2
⌉
. It follows that 1k
⌊
n
2
⌋
. From the deﬁnition of k we have
⌈
dk+2
2
⌉
k
⌈
dk+1
2
⌉
⌈
dk+2
2
⌉
. Thus k =
⌈
dk+1
2
⌉

⌈
dj
2
⌉
for k + 2jn, and furthermore k is the largest index having this property. Let
S = {vk+1, vk+2, . . . , vn}. For any subset X ⊆ S, |N [X] − S| |V − S| = k and |N [X] ∩ S|1 + dk+1 − k = 1 +
dk+1 −
⌈
dk+1
2
⌉
= 1 +
⌊
dk+1
2
⌋

⌈
dk+1
2
⌉
= k. Hence S is secure and s(G) |S| = n − k. 
Theorem 12 implies an upper bound having a similar form to the lower bound of Theorem 3.
Corollary 13. Let G = (V ,E) be a graph with degree sequence d1d2 · · · dn. Then s(G)n −
⌈
dn−s(G)+2
2
⌉
.
Proof. Letting k be as deﬁned in Theorem 12, we see s(G)n− k implying n− s(G)+ 1>k. By the deﬁnition of k,
n − s(G) + 1>
⌈
dn−s(G)+2
2
⌉
which leads to the result. 
It follows immediately from Theorem 12 that s(G)n−
⌈

2
⌉
. The next observation shows this bound holds for any
critical secure set.
Observation 14. Let G be a graph of order n and minimum degree . Then any critical secure set has cardinality at
most n −
⌈

2
⌉
.
Proof. Let S be any set of n −
⌈

2
⌉
vertices of G. Let X ⊆ S. Then |N [X] ∩ S|1 +
⌊

2
⌋

⌈

2
⌉
 |N [X] − S| and
S is secure. 
This bound can be improved in the special cases discussed below.
Theorem 15. Let G be a bipartite graph of order n and minimum degree . Then s(G)n − .
Proof. By the property of a secure set, if s(G)>n− , for every setW of  vertices there is a set X ⊆ Z =V −W for
which |N [X] ∩ Z|< |N [X] − Z|. Let the partite sets of G be V1 and V2 and let W = W1 ∪ W2 be a set of  vertices
where Wi ⊆ Vi and |Wi |
⌊

2
⌋
for i = 1, 2. Let X ⊆ Z be a set such that |N [X] ∩ Z|< |N [X] − Z|. If X ⊆ Vi for
some i, then |W3−i | |N [X] − Z|> |N [X] ∩ Z| |X| +  − |W3−i |. Therefore, |W3−i |1 +
⌈

2
⌉
, a contradiction
since
⌈

2
⌉
 |W3−i |. Thus X must contain vertices from both partite sets. In this case, =|W | |N [X]−Z|> |N [X]∩
Z| − |W1| +  − |W2| = , a ﬁnal contradiction which proves the result. 
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There are relations between s(G) and connectivity parameters of G.
Theorem 16. Let G be a graph of order n, minimum degree , and vertex connectivity . If 
⌈

2
⌉
, then s(G)⎢⎢⎢⎣n−2
⌈

2
⌉
+
2
⎥⎥⎥⎦
.
Proof. Let B be a disconnecting set of  vertices and let C be the vertices in a smallest component of G − B. Then
 −  + 1 |C| ⌊n−2 ⌋. Select any ⌈ 2⌉ −  vertices of C and place them in B. Thus B is now a disconnecting set
of
⌈

2
⌉
vertices and
⌊

2
⌋
+ 1 |C|
⎢⎢⎢⎣n−2
⌈

2
⌉
+
2
⎥⎥⎥⎦
. Furthermore, C is a secure set in G since, for every X ⊆ C,
|N [X] ∩ C|
⌊

2
⌋
+ 1
⌈

2
⌉
= |B| |N [X] − C|. Thus s(G) |C|
⎢⎢⎢⎣n−2
⌈

2
⌉
+
2
⎥⎥⎥⎦
. 
Theorem 16 is sharp in the sense that, for any value of  and any value of 
⌈

2
⌉
, there is a graph G for which
equality is obtained. Let B be an arbitrary set of  vertices that disconnects G into complete graphs A = Kn−−1 and
C = K+1− where n is selected so n −  − 1 =  + 1 − , or n = 2 + 2 − . Let S be any set of
⌈
+1
2
⌉
vertices
of C. We claim S is secure. For any subset X ⊆ S, |N [X] − S| +  + 1 −  −
⌈
+1
2
⌉
=
⌊
+1
2
⌋
. This implies
|N [X] ∩ S|+ 1 −
⌊
+1
2
⌋
=
⌈
+1
2
⌉
 |N [X] − S|. Notice that s(G) =
⌈
+1
2
⌉
by Corollary 5. Sharpness is shown
by noting that
⎢⎢⎢⎣n−2
⌈

2
⌉
+
2
⎥⎥⎥⎦=
⎢⎢⎢⎣ 2+2−−2
⌈

2
⌉
+
2
⎥⎥⎥⎦=  − ⌈ 2⌉+ 1 = ⌊ 2⌋+ 1 = ⌈ +12 ⌉= s(G).
Theorem 17. Let G be a graph of order n, minimum degree , and edge connectivity 1. If 1 < , then s(G)
⌊
n
2
⌋
.
Proof. Let A and B be the vertices of the components remaining after a disconnecting set of 1 edges is removed from
G, and without loss of generality assume |A| ⌊n2⌋. We will show A is a secure set. Let W = {1, 2, . . . , t} be the
vertices of A having neighbors in B, di be the degree of vertex i in G, and ai be the number of neighbors of vertex i
that are in B. Observe that aidi − ai . If this were not the case, vertex i could be moved to component B, producing
an edge cut smaller than 1, a contradiction. The following observations are immediate:
(1) a1 + a2 + · · · + at = 1 and
(2) for each i ∈ W , |N [W ] ∩A| |N [i] ∩A| = di − ai + 1− ai + 1. If A is not secure, there is a smallest X ⊆ A
such that |N [X] ∩A|< |N [X] −A|, and it must be the case that X ⊆ W . We may assume X = {1, 2, . . . , m} and
a1a2 · · · am. If s(G)>
⌊
n
2
⌋
, Theorem 16 implies >
⌈

2
⌉
.We now have the following further observations:
(3)
⌈

2
⌉
<  t1 < ,
(4) a1 + a2 + · · · + am = a1 + a2 + · · · + at − (am+1 + am+2 + · · · + at )1 − (t − m),
(5) mama1 + a2 + · · · + am, and
(6) |N [X] − A|a1 + a2 + · · · + am.
Using (2), (4), and (6) along with the assumption 1 < , we obtain − am + 2− 1 − (t − m) which leads to
(7) am t − m + 3.
Consider the quantity t −m. If t =m, (7) and the ordering of the ai’s imply ai3. From (4) and (5), 3t1. Now,
from (3) we have t
⌈

2
⌉
+ 1. Hence 3
(⌈

2
⌉
+ 1
)
 − 1, a contradiction. Arguing similarly when t = m + 1
we have ai4 and 4(t − 1)1 − 1− 2. Since t
⌈

2
⌉
+ 1, 4
⌈

2
⌉
− 2 and again a contradiction occurs.
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Finally, when t = m + 2, ai5 and 5(t − 2)1 − 2− 3. This gives 5
(⌈

2
⌉
− 1
)
− 3 or 5
⌈

2
⌉
+ 2
which cannot occur when 1. These remarks show
(8) t − m3.
The bound of (8) can be improved when 10. Suppose 3 t − m
⌈

3
⌉
− 1, or t −
⌈

3
⌉
+ 1m t −
3. From (7) and (8), am6. From this, (4), and (5), 6mmam1 − (t − m) − 1 − (t − m) −
4. Since m t −
⌈

3
⌉
+ 1, we have 6
(
t −
⌈

3
⌉
+ 1
)
 − 4 which simpliﬁes to 6t6
⌈

3
⌉
+  − 10 =
6
⌊
+2
3
⌋
+  − 103 − 6. This implies t 2 − 1, a contradiction since t
⌈

2
⌉
+ 1 from (3). This in turn
shows
(9) t − m
⌈

3
⌉
.
Note that (9) is valid for all values of , but improves (8) only when 10. We now establish the theorem by providing
a ﬁnal contradiction. From (7) and (9), am
⌈

3
⌉
+ 3. From (4) and (5) we have mam + t − m1 which yields(⌈

3
⌉
+ 3
)
m+
⌈

3
⌉
1−1. Sincem1, we must havem=1 which implies d1 −a1 +1=|N [1]∩A|< |N [1]−
A| = a1, a contradiction to the fact that 1aidi − ai for 1 i t . 
4. Graphs with large s(G)
The graph families in this section all have s(G)
⌈
n
2
⌉
for each member G of the family.
4.1. Complete k-partite graphs
Let G= (V ,E) be the complete k-partite graph Kn1,n2,...,nk where V =V1 ∪V2 ∪ · · · ∪Vk and Vi is the partite set of
order ni . Let n=∑ki=1ni . When k = n this is the complete graph Kn and we let X ⊆ S ⊆ V (Kn). Then N [X] ∩ S = S
and N [X]− S =V − S. The requirements of a secure set demand |S| ⌈n2⌉ and it is easy to see this is sufﬁcient. Thus
s(Kn)=
⌈
n
2
⌉
. It is known that s(G)= 1 if and only if 1. Thus s(Kn)= s(K1,n−1)= 1. These comments lead to the
following observation.
Observation 18. For any positive integer n, s(Kn) =
⌈
n
2
⌉
and s(Kn) = s(K1,n−1) = 1.
Theorem 19. If Kn1,n2,...,nk is not a star or Kn, then s(Kn1,n2,...,nk ) =
⌈
n
2
⌉
.
Proof. From Observation 18 we may assume 2k <n. Let S = S1 ∪ S2 ∪ · · · ∪ Sk be a minimum secure set of
Kn1,n2,...,nk where Si ⊆ Vi . If S = Sj for some j, let x ∈ S. Then |N [x] ∩ S| = 1 and |N [x] − S| = n − nj . In order
to satisfy the requirements of a secure set, n − nj 1 and the graph must be a Kn or a star, a contradiction. Thus S
intersects at least two of the partite sets. It follows that |N [S] ∩ S| = |S| and |N [S] − S| = n − |S| from which we
obtain |S| ⌈n2⌉.
Now construct a set S as follows. For each i such that ni is even, include half the vertices of Vi . Pair the remaining
partite sets. Consider the odd values ni and nj corresponding to such a pair. Include
⌊
ni
2
⌋
of the vertices of Vi and⌈nj
2
⌉
of the vertices of Vj . If a partite set Vi of odd order remains after all others have been paired, include
⌈
ni
2
⌉
of
the vertices of Vi . Clearly |S| =
⌈
n
2
⌉
. We claim S is a secure set. Let X ⊆ S. If X intersects at least two of the partite
sets, |N [X] ∩ S| = |S| = ⌈n2⌉  ⌊n2⌋= n − |S| = |N [X] − S|. If X ⊆ Si for some i, |N [X] ∩ S| = |S| − |Si | + |X| =
n/2 − |Si | + |X|
⌈
n
2
⌉ − ⌈ni2 ⌉ + 1 ⌈n2⌉ − (⌊ni2 ⌋+ 1) + 1 ⌊n2⌋ − (ni − ⌈ni2 ⌉) n − ⌈n2⌉ − ni + |Si | = n −|S| − (ni − |Si |) = |N [X] − S|. It follows that S is a secure set. 
4.2. The Kneser graph K(m, 2)
The Kneser graph K(m, k), mk, is the graph whose vertices are the n = (m
k
)
k-element subsets of a set of m
elements, and two vertices are adjacent if and only if the two corresponding subsets are disjoint. It is straightforward
to show that K(m, k) has no edges if and only if km< 2k and has a univalent vertex if and only if m = 2k. Thus
s(K(m, k)) = 1 if and only if km2k. Therefore, the case m = 2k + 1 is the ﬁrst that shows a nontrivial value for
R.D. Dutton et al. / Discrete Applied Mathematics 156 (2008) 695–704 701
the security number of K(m, k). For the remainder of this subsection we restrict attention to k = 2 and show that some
of the graphs K(m, 2) have security number strictly greater than
⌈
n
2
⌉
. We will employ without comment the fact that
a minimum secure set is connected. The following observation is well known, where L(G) is the line graph of graph
G and G is the complement of G.
Observation 20. For any positive integer m, K(m, 2)L(Km).
Note that n = 10 for K(5, 2).
Theorem 21. s(K(5, 2)) = 5 = n2 .
Proof. Notice that K(5, 2) is the Peterson graph and thus has no cycle of length less than ﬁve. Examination of the
graph shows that any connected set S having one, two, or three vertices is not secure since |N [S] − S| = 3, 4, or 5,
respectively. If |S| = 4, 〈S〉 is either P4 or K1,3. In the former case, |N [S] − S| = 5 and in the latter |N [S] − S| = 6.
Thus s(K(5, 2))5. The set S = {{1, 2}, {2, 3}, {3, 4}, {4, 5}, {1, 5}} is secure, showing the result. 
When m6 it often will be useful to take advantage of the relationship of Observation 20. The vertices of K(m, 2)
can be considered to be the edges ofKm. Then two edges are independent inKm if and only if the corresponding vertices
of K(m, 2) are adjacent. Since any two independent edges of Km have exactly four edges adjacent to both, any pair of
adjacent vertices of K(m, 2) dominate all but exactly four vertices. Furthermore, given any subset S ⊆ V (K(m, 2)),
there is a corresponding subgraph H of Km induced by the |S| edges corresponding to the vertices of S. Deﬁne T to
be the vertices of H that have degree at least three in H and let t = |T |. The preceding observations will be important
in the following, and the notation will be employed in this subsection without further explanation. Additionally, S will
now be restricted to be a minimum secure set of K(m, 2) and a vertex in S will be denoted by the two vertices incident
to the corresponding edge in H.
The remainder of this subsection shows that s(K(m, 2))=⌈n+12 ⌉whenm6. Notice that this value is strictly greater
than
⌈
n
2
⌉
when n is even. The ﬁrst step is to show this is a lower bound in an important situation.
Lemma 22. Let S be a secure set in K(m, 2). If T contains two adjacent vertices, then s(K(m, 2)) ⌈n+12 ⌉.
Proof. Let x and y be adjacent vertices in T and consider the vertices {xa, xb, yc, yd} ⊆ S ⊆ V (K(m, 2)), where a,
b, c, and d are vertices in H. These latter vertices need not be distinct, although there must be at least two of them and
they cannot include either of x or y. We consider two cases:
1. |{a, b, c, d}|3. Let X = {xa, xb, yc, yd} ⊆ S. Then X dominates V − S and all of S except for the vertex xy. It
follows, in order to satisfy the requirements of a secure set, that |S| − 1 = |N [X] ∩ S| |N [X] − S| = n − |S|.
Therefore, s(K(m, 2)) = |S| ⌈n+12 ⌉.
2. |{a, b, c, d}|=2.Without loss of generality,a=c andb=d. LetX={xa, yb} ⊆ S. ThenXdominates all ofS except for
the vertices xy, xb, ya, and ab, if ab is an edge ofH.AlsoX dominates all ofV −S except vertex ab, if ab is not an edge
ofH. In either case, again because of the requirements of a secure set, |S|−3 |N [X]∩S| |N [X]−S|n−|S|−1
and we have s(K(m, 2)) = |S| ⌈n+22 ⌉  ⌈n+12 ⌉. 
The next step will show that the conclusion of Lemma 22 is valid if m6.
Theorem 23. If m6, then s(K(m, 2)) ⌈n+12 ⌉.
Proof. Assumem6 and s(K(m, 2))<
⌈
n+1
2
⌉
.We demonstrate a contradiction by examining two cases. FromLemma
22, we may assume T is empty or an independent set in H.
1. Graph H contains at least one of the following: a set of three independent edges, an induced cycle, or a member of
T having a degree two neighbor. In each of these cases we will show |S| = s(K(m, 2)) ⌈n2⌉. This will then be
employed to develop the contradiction.
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(a) H has three independent edges ab, cd, and ef. No edge of Km is adjacent to all three of these edges. Let
X = {ab, cd, ef } ⊆ S. Then X dominates V (K(m, 2)) so |N [X] ∩ S| = |S| and |N [X] − S| = n − |S|. Thus,
by the requirements of a secure set, |S|n − |S| or |S| ⌈n2⌉.(b) H contains an induced Cp where p3 and p = 4. Let X be the vertices of K(m, 2) corresponding to the edges
of the cycle. Again no edge of Km can be adjacent to all edges of the cycle so X dominates V (K(m, 2)) and the
result |S| ⌈n2⌉ follows as before.(c) H contains an induced C4 having vertices a, b, c, and d in order. Let X = {ab, cd} ⊆ S. Then X dominates
all vertices of S except bc and ad and all vertices of V − S except ac and bd. Thus |N [X] ∩ S| = |S| − 2 and
|N [X] − S| = n − |S| − 2 and again we have |S| ⌈n2⌉.(d) H has a member of x ∈ T with neighbors a, b, and c where a has degree two and neighbor d in addition to x.
We may assume d is not adjacent to x or we would have an induced cycle which has already been handled. Let
X = {xb, xc, ad} ⊆ S. Then X dominates all vertices of S except xa and all vertices of V − S except xd and
again we obtain |S| ⌈n2⌉.
We now show that in all these cases it must be true that m5, a contradiction. It is straightforward to determine that
themaximumnumber of edges possible inH is 2(m−2)whenm6.Thus, form6, 2(m−2) |S| ⌈n2⌉  m(m−1)4
which is possible only if m = 6. However, when m = 6, n = 15, and ⌈n2⌉ = ⌈n+12 ⌉, contradicting our assumption
that
⌈
n
2
⌉
<
⌈
n+1
2
⌉
, so we can conclude m5.
2. H does not contain any of three independent edges, an induced cycle, or a member ofT having a degree two neighbor.
With 1r < s =|S|, this limits H to one of K1,s , K1,r ∪K1,s−r , P4, or P5. If HK1,s , let X ⊆ S be a single vertex
corresponding to one edge of H. Then |N [X] ∩ S| = 1 and |N [X] − S| = n − s − (2m − 3 − s) = (m−2)(m−3)2 .
Thus we need (m−2)(m−3)2 1 which is possible only if m4. If HK1,r ∪ K1,s−r , then |S|m − 2. For this
case let X ⊆ S be the two vertices corresponding to a pair of independent edges of H. Then |N [X] ∩ S| = |S| and
|N [X]−S|=n−|S|−4. Thus |S|n−|S|−4 orm−2 |S| ⌈n−42 ⌉which impliesm ⌈n2⌉=⌈m(m−1)4 ⌉which
can happen only ifm5. If H is P4 or P5, then |S|4. Since S corresponds to the edges of the path, |N [S]∩S|=|S|
and |N [S] − S| = n− |S| −  where = 2 if HP4 and = 1 if HP5. Therefore, 4 |S|
⌈
n−2
2
⌉
from which it
follows that m5.
Since both cases show m5, we get a contradiction in all circumstances and the theorem is proved. 
It follows from Theorem 23 that s(K(m, 2))
⌈
n+1
2
⌉
if m6. We next demonstrate that this also is an upper
bound.
Theorem 24. For any positive integer m, s(K(m, 2))
⌈
n+1
2
⌉
.
Proof. Partition the vertices of Km into sets A and B where |A| =
⌈
m
2
⌉
and |B| = ⌊m2 ⌋. Select a matching M of⌈
m
2
⌉ ⌊
m
2
⌋ − ⌈n+12 ⌉ edges joining A and B. Color black the edges of M, the edges between two vertices of A, and the
edges between two vertices of B. Color the remaining
⌈
n+1
2
⌉
edges, each of which joins a vertex of A to a vertex of B,
red. Thus there are
⌊
n−1
2
⌋
black edges.Assign the same colors to the corresponding vertices of K(m, 2) and let S be the
set of red vertices.We show S is a secure set by demonstrating, for each nonemptyX ⊆ S, that |N [X]∩S| |N [X]−S|.
Observe that any triangle of Km must contain at least one black edge. This means any independent set contained in
S must result from a collection of red edges in Km that are all incident to a single vertex of Km. We consider several
cases:
1. X = {ab}, a single vertex. In Km, edge ab is adjacent to at most
(⌈
m
2
⌉− 1) + (⌊m2 ⌋− 1) = m − 2 red edges and
at least m − 2 black edges. Thus, in K(m, 2), ab has at least (⌈n+12 ⌉− 1) − (m − 2) red neighbors and at most⌊
n−1
2
⌋− (m − 2) black neighbors. Therefore, |N [X] ∩ S| ⌈n+12 ⌉− m + 2> ⌊n−12 ⌋− m + 2 |N [X] − S|.
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2. X is a set of k2 independent vertices.As noted earlier, the k corresponding red edges in Km are incident to a single
vertex. Therefore, they have common adjacencies to at most ⌈m2 ⌉− k red edges and at least ⌊m2 ⌋− 1 black edges.
Therefore, |N [X] ∩ S| ⌈n+12 ⌉− (⌈m2 ⌉− k)> ⌊n−12 ⌋− (⌊m2 ⌋− 1)  |N [X] − S|.
3. X = {ab, cd} where ab and cd are adjacent vertices in K(m, 2). The corresponding edges ab and cd in Km are
independent and therefore have exactly four edges adjacent to both. At least two of these must be black or there
would exist a red triangle in Km. Thus the two vertices dominate all but four vertices of K(m, 2), and at least two
of those four must be black. Therefore, |N [X] ∩ S| ⌈n+12 ⌉− 2> ⌊n−12 ⌋− 2 |N [X] − S|.
4. X contains three vertices inducing a triangle. The corresponding edges in Km form an independent set so no edge
is adjacent to all three. Thus X dominates all of K(m, 2) and |N [X] ∩ S| = |S|n − |S| = |N [X] − S|.
5. X contains an edge {ab, cd} but no triangles and |X|3.All red edges ofKm other than ab and cdmust be adjacent to
at least one of these two, orXwould contain a triangle.As before, at least two of the four edges inQ={ac, ad, bc, bd}
adjacent to both ab and cdmust be black. If at most one of the edges inQ is red,X dominates at least |S|−1 vertices of
S. This is also true if two vertices ofQ are red and at least one of the two is inX. If two are red and neither is inX, these
two red vertices must be independent or a red triangle in Km would occur. Furthermore, X contains another vertex
corresponding to a red edge of Km which must be not adjacent to at least one of the independent red edges of Q, and
again X dominates at least |S|−1 vertices of S. Therefore, |N [X]∩S| |S|−1=⌈n+12 ⌉−1 ⌊n−12 ⌋  |N [X]−S|.
The above cases cover all possibilities for the subset X of S and the theorem is proven. 
The values of s(K(m, 2)) for all values of m are summarized in the next theorem.
Theorem 25. For positive integer m1,
s(K(m, 2)) =
⎧⎪⎨
⎪⎩
1 if m4,
5 if m = 5,⌈
n + 1
2
⌉
if m6.
As mentioned previously, Theorem 25 shows s(K(m, 2))>
⌈
n
2
⌉= n2 if m6 and n = (m2 ) is even.
5. The upper security number
As noted previously, s(G) is the size of a smallest critical secure set in G. We deﬁne S(G) to be the upper security
number of G, that is, the size of a largest critical secure set in G. Furthermore, S(n) is the maximum of S(G) taken
over all graphs of order n. It follows from Observation 14 that S(n)n −
⌈

2
⌉
. We show that this value is achievable
if 4.
Proposition 26. For every value of 4, there is a graph G having minimum degree  and for which S(G)=n−
⌈

2
⌉
.
Proof. Construct G as follows. Start with a connected regular graph H of degree
⌊

2
⌋
. Deﬁne G = H +
⌈

2
⌉
K1 and
let S be the vertices of H. Notice that |S| = n −
⌈

2
⌉
. Thus S is a secure set. We must show it is critical. Suppose X
is a proper subset of S. Then it must have at least one vertex x that is adjacent to a vertex of S − X. It follows that
|N [x] ∩ X|1 +
(⌊

2
⌋
− 1
)
< 1 +
⌈

2
⌉
 |N [x] − X|. Thus X is not secure and S must be critical. 
As an example when  = 4 or  = 5, the bound of Proposition 26 is achieved by Cn−2 + 2K1 and Cn−3 + 3K1,
respectively.
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