Effect of Rollback in Triplet Loss based Deep Network for Person Re-Identification by 김상훈
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Abstract
Person re-identification is the technique for matching information of the same person
among images taken by several non-overlapping camera. It can be usefully applied to
human tracking, visual surveillance, forensics and so on. Person re-identification has
two main branches: "Cross-entropy method" based on image classification technique
and "Triplet method" using image pair input and triplet loss function. Because each
method has its own advantage, it is difficult to compare which method is proper to solve
the open problem like person re-identification. In this paper, we compare Cross-entropy
method and Triplet method, and apply the effect of rollback, which was previously used
only for Cross-entropy method, to Triplet method. In addition, we propose an algorithm
that can achieve better performance by applying both Cross-entropy method and Triplet
method simultaneously.
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빅데이터(big data)와딥러닝(deep learning)알고리즘이큰역할을했다 [6].딥러닝
을통한이미지분류기술의성능향상에힘입어,사람재인식알고리즘에기학습된
(pre-trained) 이미지 분류 딥러닝 네트워크가 사용되면서 괄목할만 한 성능향상을
이루었다 [7, 8].하지만이미지분류문제는학습과정에서의클래스가평가과정의




미지, 동일한 사람(positive)의 이미지 그리고 다른 사람(negative)의 이미지 튜플을
입력으로하여 triplet손실함수를사용하는 metric learning방법 [10–12]이다.이는
1
사람 재인식 기술과 같은 열린 집합 문제에서 객체들의 신원(identity) 정보가 아닌
객체간의 거리정보를 이용하기 때문에 적합한 방법이다. 그러나 [13]에서, 이미지
분류와 같이 주로 닫힌 집합 문제에서 사용되었던 cross-entropy 손실함수도 사람
재인식문제에서사용될수있음을검증하였고, triplet손실함수를사용하는것보다
더 좋은 성능을 얻을 수 있다고 보고하였다. 한편, 이 후 [14]에서는 triplet 손실함
수를 이용한 사람 재인식 네트워크에서 입력으로 기준 이미지와 가장 거리가 가까
운 동일한 사람·다른 사람의 이미지를 의미하는 hard sample을 선택하여 학습할때





손실함수 기반의 사람 재인식 기술을 소개하고, 각 방법론을 효과적이고 동등하게
비교하기 위하여 추가적인 확장(Add-on)을 사용하지 않고 단지 학습 방법을 개선
하는 롤백(Rollback) 방법에 대한 유용성을 검토하였다. 롤백 방법은 cross-entropy
손실함수 기반의 사람 재인식 방법에 대해서만 검증이 되었고 triplet 손실함수 기
반의 방법에 대해서 검증되지는 못하였다. 본 논문에서는 여러가지 실험에 기반한







방법에 롤백을 적용함으로써 성능 향상을 이뤄 낼 수 있음을 보였다. 나아가 사람
재인식 기술의 두가지 방향성을 하나의 네트워크로 통합하는 방법을 제안하였고




• triplet 손실 함수를 이용하는 사람 재인식 알고리즘에 롤백을 적용하면 정확
도를높일수있음을보인다.









Table 2.1에서 이미지 기반 사람 재인식분야에서 활용되는 대표적인 데이터셋을




사람 재인식 데이터셋은 여러 카메라에서 촬영된 사람들의 이미지에 대하여 사람
검출(person detection)을 수행하고 동일한 사람에 대해 같은 신원(identity)을 부여
함으로써 만들어진다. 하지만 사람 재인식 데이터셋은 그 크기가 커질수록 사람이
직접검출하기가어렵기때문에,검출기(detector)사용이불가피한데이역시도완
전한검출이불가능하므로검출기를사용하더라도사람이보조적으로분류작업을
수행해야만한다. 이러한 특징은 사람 재인식 데이터셋의 크기를 늘리는데 한계점
으로작용한다.그럼에도초기의사람재인식데이터셋의크기에비해최근의데이
터셋의크기는큰폭으로증가하는추세이다.예를들어, 2007년에공개된 VIPeR에
비해 2017년에 공개된 Duke의 이미지 데이터의 갯수는 약 26배 정도 증가하였며,
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PRID를제외하고는시간이흐름에따라데이터셋의크기는큰폭으로증가하였다.
이는 사람 재인식 딥러닝 모델을 연구하는데 있어 많은 데이터가 필요하다는 경향
을보여주며,앞으로도데이터셋의크기는계속해서증가할것임을예측할수있다.
추가로, 데이터셋을 수집하는데 사용되는 카메라의 갯수가 점점 증가하고 있는데
Duke의경우엔카메라가 8개까지사용되었다.카메라갯수가많아진다는것은좋을
일반화 성능을 내기 위해서 다양한 각도에서 취득한 이미지에 대해서도 정확하고
강인한판단을내릴수있어야함을의미한다.
데이터셋 Duke Market CUHK01 PRID VIPeR
신원(ID)의수 1,812 1,501 971 200 632
이미지개수 36,441 32,668 3,884 1,134 1,264
카메라개수 8 6 2 2 2
공개연도 2017 2015 2012 2011 2007




하나는 cross-entropy 손실함수에 기반한 방법이며, 다른 하나는 triplet 손실함수에
기반한 방법이다. 본 논문에서는 cross-entropy 손실함수에 기반한 방법을 "Cross-
entropy방법", triplet손실함수에기반한방법을 "Triplet방법"이라칭한다.두방법
의세부적인작동과정은 4.1.2섹션에서다루며개요는아래와같다.
Cross-entropy 방법: 먼저, 사람 재인식 기술은 충분한 양의 데이터셋 확보가 어
려우므로 ImageNet과같은풍부한데이터에서기학습된모델(pre-trained model)을
기초상태(initial state)로 하여 세밀조정(fine-tuning) 하는 식으로 학습이 진행 된다.
[2]에서 구현된 Cross-entropy 방법은 이미지 분류를 목적으로 구현된 심층 네트워
5
크 [16]에서사람재인식데이터셋의신원수만큼완전연결층(fully-connected layer)
의 출력을 조정한 뒤 세밀 조정을 수행하여 이뤄진다. 이 경우, 이미지 분류를 위
한 심층 네트워크에 내재된 특징점을 그대로 활용하면서 사람 재인식 데이터셋의
특징점을 추가로 학습할 수 있으며, 이로 인해 2.1.1 섹션에서 기술한 바와 같이 데
이터셋의크기가크지않은사람재인식기술에유용하게활용된다.
Triplet방법:이는이미지쌍의입력으로부터특징벡터(feature vector)를얻어내고,
얻어진 특징 지도와 적당한 거리 메트릭를 통한 triplet 손실 함수의 크기를 줄이는



























합성곱 신경망 기반의 이미지 분류는 다양한 기술들이 있다 [6, 16, 20, 21]. 이러한
기술들은 네트워크의 세부적인 구현에 차이가 있을 뿐 작동의 전반적인 틀은 동일
하다. Figure 2.1과같이 cross-entropy손실함수를통해,입력이미지가네트워크를
통과했을 때의 결과인 특징벡터가 해당 이미지의 클래스를 one-hot형태로 나타낸
벡터와유사해지도록한다.여기서 cross-entropy손실함수는다음과같이계산된다.
먼저 학습 데이터 샘플을 {xi}Ni=1이라 하자. 이 때 N은 총 학습데이터의 개수
가 된다. 이미지 분류 데이터셋은 데이터 샘플마다 구분하려는 클래스 개수(C)를
차원으로가지는 one-hot벡터형태의레이블이존재하는데이를 {yi}Ni=1이라하자.
그러면각각의입력이미지 xi가이미지분류네트워크를통과하고완전연결층을지
나면 C차원의 벡터를 생성해내는데 이 과정을 P(xi|θ1, · · · , θn)로 표현하면 cross-








T logP(xi|θ1, · · · , θn)
























[10]에서는 사람의 얼굴 정보를 포함하고 있는 데이터셋으로부터 동일한 사람인
지아닌지구별해내기위해 FaceNet이라는딥러닝네트워크를활용하였다.여기서
triplet 손실 함수를 활용함으로써, 동일한 얼굴의 이미지 쌍에 대해서는 특징 벡터




사람 재인식 네트워크가 triplet 손실함수를 통해 학습을하게 되면 기준이 되는
이미지의특징벡터와동일한사람의이미지(positive)의특징벡터사이의거리는가
까워지고,다른사람의이미지(negative)의특징벡터사이의거리는멀어지게된다.
기준이 되는 사람의 이미지(anchor), 동일한 사람의 이미지(positive), 다른 사람의
이미지(negative)를 각각 xA, x+, x−라 하자. 그리고 입력 이미지 x가 사람 재인식
네트워크를통과한뒤정규화된(normalized)결과를 ρ(x)라하면,동일한사람의이
8











‖ρ(xA)− ρ(x+)‖+ α < ‖ρ(xA)− ρ(x−)‖.





max(0, ‖ρ(xA)− ρ(x+)‖ − ‖ρ(xA)− ρ(x−)‖+ α).
추가로 노름(norm)의 크기가 과도하게 커지지 않도록 정규항(regularizer) Lreg을
다음과같이정의하면,




Ltriplet = Ltri + Lreg.
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2.2.3 데이터증가
사람 재인식 분야에서 데이터가 부족한 문제를 해소하기 위한 수단으로 데이터 증
가(data augmentation)기법이활용된다 [22–25].다양한데이터증가기법이있지만
본논문의실험에서는임의제거(random erasing)기법 [23]을사용한다.임의제거
기법은 학습데이터에 대해 임의의 교합(occlusion)을 생성하여 학습데이터의 부족
으로 인하여 네트워크가 과적합 되는 것을 방지하고 네트워크를 강인하게 학습할
수있게한다.
임의제거의전체과정은Algorithm 1과같다.먼저, 0과 1사이의임의의값이할
당되는 p1이 p보다작을때임의제거가수행된다.간단히말하면 p의확률로임의제
거가수행된다.이때, p는사용자가직접설정하는하이퍼파라미터다. mini-batch상
의이미지 I에대하여, I의크기를 S =W×H라하자.하이퍼파라미터 sl, sh, r1, r2
에대해임이제거될직사각형영역의넓이를 Se라하면, SeS 는구간 [sl, sh]내에존재
한다.또,임의제거할직사각형영역의종횡비를 re라하면,이는구간 [r1, r2]내에







로 표현할 수 있다. 그러면, I 내부의 임의의 점 P = (xe, ye)
를 정하여, 직사각형 형태의 임의제거할 영역 Ie = (xe, ye, xe +We, ye + He)를
선택할 수 있다(제거영역의 좌상단, 우하단 좌표를 표현). 여기서 xe + We > W ,
ye +He > H인경우,적절한영역선택이되지않았으므로영역을다시선택하고,











Initialize p1 ← 0과 1사이의임의의값





Se ← Rand(sl, sh)× S
re ← Rand(r1, r2)
He ←
√




xe ← Rand(0, W ), ye ← Rand(0, H)
if xe +We ≤W and ye +He ≤ H then
Ie ← (xe, ye, xe +W, ye +He)











학습된 ResNet-50 [16]을사용하였다. ResNet-50은 Figure 3.1와같이특징점추출기
(feature extractor)와분류기(classifier)로나눌수있다.특징점추출기는 50개의합성
곱층으로이루어져있고각각의합성곱층뒤에배치정규화층(batch normalization
layer)과 rectified linear unit(ReLU)가 순차적으로 배치된다. ImageNet에서 기학습
된 네트워크는 1000개의 클래스로 분류하도록 설계 되어있기 때문에, 사람 재인
식을 위한 네트워크 설계를 위해서는 본 논문에서 사용되는 사람 재인식 데이터셋
Market-1501 [2]의신원개수인 751개의클래스로분류하는분류기(classifier)를새
















Triplet 방법의 사람 재인식 네트워크의 구조는 Figure 3.2 와 같이 나타낼 수 있다.
conv1부터 Res4_x까지는 ImageNet [26]데이터셋을통해기학습된 ResNet-50 [16]
네트워크를 기본으로 사람 재인식 네트워크를 학습시켰다. Market-1501 학습 데




징 벡터를 이용해 triplet 손실함수를 계산하고, 확률적 그래디언트 하강(Stochastic
Gradient Descent) [27]을이용해네트워크를학습시키면기준이미지와다른사람의


























본 논문에서는 사람 재인식 기술의 두가지 방향성인 Cross-entropy 방법과 Triplet
방법을 통합한 네트워크를 제시하였고 이를 "통합 네트워크(Integrated Network)"
라 칭한다. 이 구조에서는 triplet 손실함수를 사용하면서 동시에 cross-entropy 손
실함수도사용한다.먼저, Figure 3.2의과정을기본으로 triplet손실함수 Ltriplet을
계산함과 동시에 광역 평균 풀링(GAP) 층을 지난 특징 벡터를 병목층을 통과하게
하여 512차원으로만든후완전연결층을통과하게하여 751개의차원(Market-1501
데이터셋의 신원 개수)으로 만든다. 기준, 동일한 사람, 다른 사람의 구분 없이 데
이터셋 내에 포함된 레이블 정보를 통해 cross-entropy 손실함수 Lentropy도 함께
계산한다.그러면통합네트워크의손실함수 Lintegrated는다음과같다.




















































가중치는 완전연결층을 제외한 N개의 네트워크의 블록에 대해 {θ1(0), . . . , θN (0)}
로 표현된다. θ의 위첨자의 소괄호내 숫자는 네트워크가 사람 재인식 데이터셋에
대해세밀조정된횟수를의미한다.이상태에서사람재인식데이터셋을이용해네
트워크를학습시킨다.이때의네트워크블록들의가중치는 {θ1(1), . . . , θN (1)}으로





{θi(0)}Ni=3로 대체한다. 이러한 과정을 네트워크 상의 반복학습이 필요한 가장 마





Parameter: N :전체블록의수, M : (반복적학습이필요한)초기블록의수
Parameter: θ1(0), . . . , θN (0):기학습합성곱신경망의가중치





i ,∀i = 1, . . . , N
θ̂
(1)
1 , . . . , θ̂
(1)
N (사람재인식데이터셋에대하여세밀조정)






i if i < p
θ
(0)
i if i ≥ p.
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사람 재인식 알고리즘은 Figure 4.1과 같은 과정으로 동작한다. 찾고자 하는 대상
을 포함하는 query 이미지가 주어졌을 때, 카메라에 찍힌 신원들의 이미지 모임인
gallery 이미지 내에서 query 이미지와 동일한 사람들의 이미지를 찾아낸다. 이 때,
테스트 과정에서 성능을 측정하기 위해서는 먼저 어떤 query 이미지에 대하여 데
이터셋 내에 존재하는 모든 gallery 이미지와의 거리를 전부 구한다. 그 후, 거리가
가까운 gallery 이미지부터 순서대로 나열하는데, gallery 이미지 중 query 이미지
와 동일한 사람의 이미지가 앞쪽에 많이 배치 될수록 더 높은 성능을 보인다고 할
수 있다. 이러한 성능 측정을 위한 준비 과정으로 Table 4.1과 같이 query 이미지
와 gallery이미지사이의거리정보를포함하는행렬을먼저만들고거리가가까운
순서로 왼쪽에 배치한다. 여기서 d(, )은 두 인자 사이의 L2거리를 의미하고 사람
















) d(q1,g1) d(q1,g2) d(q1,g3) · · · ←오름차순정렬수행
d(q2,g1) d(q2,g2) d(q2,g3) · · · ←오름차순정렬수행





















(a) Recall-Precision곡선예시 (b) CMC곡선예시
Figure 4.2: Recall-Precision곡선및 CMC곡선예시
mAP: 사람 재인식 기술의 성능을 측정하는 메트릭 중 하나로 mean Average
Precision(mAP)이있다.이는사람재인식데이터셋에존재하는각각의 query이미
지에 대한 평균 정확도(Average Precision)를 구한 뒤 그 값들의 평균 값을 구하게
된다. 어떤 query 이미지에 대한 평균 정확도를 구하려면, 해당 query 이미지의 사
람재인식결과에대한 Figure 4.2형태의 Recall-Precision곡선을구해서곡선아래
넓이를구하면된다. Recall-Precision곡선이얻어지는방식을 Table 4.1을이용해나
타낼수있다.예를들어, query이미지 q1의 Recall-Precision은행렬의첫번째행을
순차적으로한개씩탐색해가면서전체탐색된 gallery이미지수에대한, query이미
지내사람과 gallery이미지내사람의신원이일치하는 gallery이미지수의비율이다.
탐색 개수에 따른 Recall-Precision을 그래프로 나타내면 Figure 4.2와 같은 경향을
볼수있다.이때,그래프곡선아랫부분의넓이를구한것이평균정확도이고모든
query의평균정확도들의평균을구한것이 mean Average Precision이다.
CMC: 또다른사람재인식기술성능측정메트릭으로는 Cumulative Matching
Characteristic(CMC)가있다.이를이해하기위해서는먼저 rank-k정확도에대한이
해가필요한데,전체 query이미지에대해거리가가까운순서대로 gallery이미지를
나열했을때(Table 4.1)가깝다고판단된 k개의 gallery이미지내의사람중에 query
이미지내의사람과신원이일치하는 gallery가최소한하나이상존재하는 query이
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미지의 비율이다. 예를 들어, Table 4.1의 첫 번째 열에서 query 이미지내 사람과
gallery이미지내 사람의 신원이 일치하는 경우가 5가지라면, rank-1 정확도는 5n가
된다. Figure 4.2에 CMC곡선의예시를나타냈다.
4.1.2 학습방법
Cross-entropy 방법: 합성곱 신경망 기반의 이미지 분류 기술들의 구성을 도식화
하면 Figure 4.3과 같다. 각 기술마다 고성능의 이미지 분류를 위한 합성곱 신경망
구조를 제시하고 네트워크 끝단에 완전연결층을 연결함으로써 이미지 분류 데이
터셋의 클래스 수와 일치하는 차원의 벡터를 만들어낸다. 이 벡터와 이미지 분류
데이터셋의 실측자료(Ground Truth)를 이용해 cross-entropy 손실함수를 계산하여
역전파를통해그값을줄이는방향으로네트워크를학습시킨다. cross-entropy손실
함수를계산하는방법은 2.2.1섹션에서소개하였다.
이러한 이미지 분류 기술의 컨셉을 그대로 가져와 도메인을 사람 재인식으로 한정
시키고사람재인식데이터셋을활용함으로써사람재인식네트워크를학습시킬수
있다. 이 때, 이미지 분류 데이터셋의 분류하고자 하는 클래스의 개수 C는 사람 재











포함돼있는 query이미지와 gallery이미지의특징지도(feature map)를뽑고 Table
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본 논문에서의 실험은 Cross-entropy 방법, Triplet 방법, 통합 네트워크의 동등한
비교를 위해 추가적인 확장을 붙이지 않고 Chapter3에서 제시한 네트워크 구조만
을 구현하여 baseline으로 삼았다. 또한, 사람 재인식 방법론에 관계 없이 대부분의
실험조건을 동일하게 유지하였다. 그 세부 사항으로 데이터셋은 현재 사람 재인식
연구에서가장많이활용되는Market-1501 [2]데이터셋을사용하였고,네트워크구
현을 위해 Pytorch 라이브러리 [28]를 사용해 실험하였다. 임의 제거는 공통적으로
파라미터를 p = 0.5, sl = 0.02, sh = 0.4, r1 = 0.3, r2 = 1.0으로설정하였다.또한,
손실함수를 통한 그래디언트하강을 수행할 때에는 확률적 그래디언트하강을 사용
했다.학습과정에서입력데이터의 batch의크기는 32로하였고, 288×144의크기로
resize하였으며, 0.5의 확률로 좌우 반전(horizontal flip)되도록 하였다. 마지막으로
triplet손실함수기반의사람재인식방법에만사용되는margin(α)는 0.3으로하였다.













rank-1 rank-5 rank-10 mAP
Not pretrained 73.66 89.07 93.02 46.22
Pretrained 86.19 94.92 96.97 67.76
Table 4.2에서 "Not pretrained"의경우엔네트워크가중치의임의초기화(random
initailization)를통해사람재인식네트워크를구성한것이고, "Pretrained"의경우엔










하였다.이실험에서는 3.4섹션의M을 4로두고학습하였다.즉, ResNet-50 [16]의





rank-1 rank-5 rank-10 mAP
w/o Rollback 86.19 94.92 96.97 67.76












rank-1 rank-5 rank-10 mAP
w/o Rollback 86.10 93.74 96.17 69.66
Rollback 89.16 95.72 97.39 75.37
먼저, 서론에서 소개한 바와 같이 Cross-entropy 방법과 Triplet 방법의 사람 재
인식기술은나름의장단이있으며, Table 4.3와 Table 4.4의첫번째행에서확인할
수있는바와같이성능또한비슷한수준으로나타난다.추가로, Cross-entropy방법
으로구현된사람재인식네트워크에서와마찬가지로 Triplet방법으로구현된사람
재인식 네트워크에도 롤백을 적용할 경우 성능향상을 보임을 알 수 있다. 모든 성
능 측정 메트릭에 대해 성능 향상을 보였다. Table 4.4의 결과는 Triplet 방법으로
구현된 사람 재인식 네트워크에서 추가적인 확장(add-on)없이 단순한 학습 방법의
개선만으로 성능 향상을 이루어낼 수 있음을 보였고, 네트워크에 추가적인 확장이
된다면더높은성능을얻을수있는가능성을시사한다.
4.2.4 통합네트워크의비교실험








rank-1 rank-5 rank-10 mAP
Cross-entropy방법 86.19 94.92 96.97 67.76
Triplet방법 86.10 93.74 96.17 69.66
통합네트워크 87.52 95.72 97.47 71.33











rank-1 rank-5 rank-10 mAP
w/o Rollback 87.52 95.72 97.48 71.33






본 논문에서는 사람 재인식 기술의 두가지 방향성인 Cross-entropy 방법과 Triplet
방법을 통합하였고 이러한 통합 네트워크에 대해 롤백의 효과를 검토하였다. 4.2
섹션에서수행된모든실험결과들을정리하면다음과같다.
Table 4.7:본논문에서제시한네트워크들의Market-1501에서성능비교
rank-1 rank-5 rank-10 mAP
Not pretrained 73.66 89.07 93.02 46.22
Cross-entropy based Re-ID(w/o Rollback) 86.19 94.92 96.97 67.76
Cross-entropy based Re-ID with Rollback 90.05 96.44 97.71 73.93
Triplet based Re-ID(w/o Rollback) 86.10 93.74 96.17 69.66
Triplet based Re-ID with Rollback 89.16 95.72 97.39 75.37
Integrated Network(w/o Rollback) 87.52 95.72 97.48 71.33
Integrated Network with Rollback 90.11 96.08 97.60 76.50








[15]에서는 Cross-entropy 방법의 사람 재인식 기술에 롤백이 적용될 때, 각각의
scheme별로점증적인성능향상이이루어짐을보였다.해당섹션에서는통합네트
워크에 롤백이 적용될 때, 각 scheme별로 어떠한 성능을 보이는지 확인하였다. 이




rank-1 rank-5 rank-10 mAP
scheme1 87.52 95.72 97.48 71.33
scheme2 89.01 95.98 97.54 73.86
scheme3 89.86 96.06 97.58 75.46
scheme4 90.11 96.08 97.60 76.50
Table 4.8로부터 통합 네트워크에서도 롤백 scheme별로 점증적인 성능 향상을
보임을확인할수있고, 4번째 sheme에서가장높은성능을보임을확인할수있다.
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Table 4.9: 기존 최고 성능(state-of-the-art)의 사람 재인식 기술과 통합 네트워크의
Market-1501에서성능비교
rank-1 mAP
SVDNet [29] 82.3 62.1
PDC [30] 84.1 63.4
PT-GAN [31] 79.8 58.0
AACN [32] 85.9 66.9
HAP2S_P [33] 84.6 69.4
PSE [34] 87.7 69.0
CamStyle [35] 89.2 71.6
PN-GAN [36] 89.4 72.6
MGCAM [37] 83.8 74.3











분야에서 학습 방법 개선을 위한 방법론인 롤백에 관한 기존 연구는 이 중 한가지
방법인 Cross-entropy 방법에 대한 효용성만 입증하였다. 따라서, 또 다른 방법인
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(camera view)로부터 촬영된 사람들의 정보 중 동일한 사람의 정보를 매칭시키는
기술이다. 이러한 기술들은 대인 이동 경로 추적, 감시 시스템(visual surveillance),
포렌식(forensic) 등에 유용하게 적용될 수 있다. 사람 재인식 기술은 크게 두가지
방향성을가지는데,이미지분류기반의 cross-entropy손실함수를사용하는방법과
이미지 쌍을 입력받아 triplet 손실함수를 사용하는 방법이 있다. 각각의 방법들의
고유한 특성 때문에 어떤 방법이 열린 집한 문제를 해결하는데 더 유력한 방법이
라고 비교하기는 어렵다. 본 논문에는 이미지 분류 기반의 방법과 triplet 손실함수
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