ABSTRACT Salient object segmentation is well known for detecting and segmenting objects using saliency map as input. In this paper, we propose a salient object segmentation method which integrates saliency, superpixel, and background connectivity prior. First, our method extracts the superpixels of an image by the simple linear iterative clustering algorithm. Second, based on superpixel representation, we use background connectivity prior to characterize the spatial layout of each superpixel in a color space with respect to the image boundary. Third, considering both saliency and background connectivity values, we label four kinds of superpixel-level seeds and feed them to superpixel-level GrabCut method. Because superpixel representation generates only a few seeds, the optimization of GrabCut method converges fast. Finally, for further improvement, we crop a rectangular region which contains the segmented object obtained in the third step and apply GrabCut at the pixel level to produce the final segmentation result. Experimental results on eight typical datasets demonstrate that in terms of both performance and computational efficiency, the proposed segmentation method outperforms existing state-of-the-art methods.
I. INTRODUCTION
A visually attractive object, known as a salient object, can be effortlessly identified by a human observer. However, for a computer, unsupervised segmentation of a salient object from an image is still a fundamental but challenging problem in the field of computer vision.
Salient object segmentation [1] - [6] and detection [7] - [12] are both known as fundamental preprocessing stages in more complex applications. Usually, salient object segmentation immediately follows salient object detection, in which generates a pixel-level binary mask which indicates the presence of one or several salient objects in an image and treats segmentation as a binary labeling problem. In practice, segmentation cues of most salient object segmentation methods are provided by the results of a saliency model (i.e., the so-called saliency map).
The pioneering work of Achanta et al. [1] proposed an efficient salient object segmentation method based on their frequency-tuned saliency map, which calculate an adaptive threshold to extract regions with larger saliency values as salient object regions. In addition, most salient object segmentation methods [2] - [6] not only calculate thresholds to initially label potential salient object regions, but also use graph cut [13] to increase salient object segmentation accuracy. A typical method proposed by Li et al. [5] takes a saliency map as input and directly calculates triple adaptive thresholds to label seeds for segmentation. It feeds these seeds to GrabCut method and obtains a comparative performance. Another typical method proposed by Cheng et al. [3] formulizes salient object segmentation as an improved iterative version of GrabCut [14] , called SaliencyCut (SalCut). SalCut method takes saliency map as input and uses a threshold to select the largest potential salient object region in the saliency map. Its iterative design aims to iteratively update labeling to exploit precise object boundary by considering the segmentation results of each step. However, the calculation of thresholds in previous methods obviously suffers from the inaccuracy of saliency map. Besides, previous methods mostly apply pixel-level GrabCut method to segment salient object regions and these methods lack of computational efficiency when input image has high resolution.
Different saliency maps and complementary priors, such as shape prior [4] and objectness prior [8] , have been exploited to achieve improved detection and segmentation. Different to previous methods to select object region via the thresholds, modeling background regions is also beneficial to improve detection and segmentation performance. Since most photographers will not crop a salient object along the view frame [7] , the image boundary regions are very likely to be background. Based on this insight, Zhu et al. [15] proposed a saliency optimization method based on background connectivity prior which combining other saliency and the proposed background cues to improve detection performance. Besides, the proposed background connectivity prior not only has high computational efficiency based on superpixel representation, but also has ability to detect the background effectively. These advantages can actually boost the performance of salient object segmentation in superpixel-level.
Based on above observations, we propose a salient object segmentation method based on superpixel and background connectivity prior. In this paper, the main contributions of our work are as follows.
First, we propose a novel initial superpixel-level labeling strategy in which heuristically integrating saliency map and background connectivity prior to label four kinds of superpixel-level seeds: foreground, probable foreground, probable background, and background seeds. Different from previous works that calculate thresholds from saliency values and suffer from inaccuracy of saliency map, we first utilize background connectivity prior values to extract a pseudo-foreground region for suppressing background noise (as shown in Fig. 1(c) ). So more reliable thresholds can be exploit to label foreground and probable foreground seeds inside this region. After labeling foreground seeds, we consider both saliency values and background connectivity prior values to select background seeds, and label the remaining regions as probable background seeds to avoid assigning any potential salient object region as a background seed (as shown in Fig. 1(d) ).
Second, we propose a novel two-phase GrabCut processing pipeline which includes a superpixel-level GrabCut procedure and a local-region pixel-level GrabCut procedure. The superpixel-level GrabCut procedure has high computational efficiency since it has fewer samples of superpixel. It can achieve competitive performance due to the effective initial superpixel-level labeling strategy. Then, we determine a local rectangular region which covers the segmented foreground regions to accelerate the pixel-level GrabCut procedure. After local-region pixel-level GrabCut procedure, a pixel-level segmentation result with more precise boundary can be obtained.
Our experimental results on eight typical datasets show that our segmentation method outperforms the state-of-theart methods in both performance and computational efficiency. Moreover, the results show that the performance of the superpixel-level GrabCut procure is comparable with that of the state-of-the-art methods and it mostly benefits from the proposed initial superpixel-level labeling strategy.
II. RELATED WORK A. SALIENCY MODEL
In general, saliency models are primarily designed for applications of human eye-fixation prediction and salient object detection. Many saliency models designed to predict a few eye-fixation points in an image have been proposed in the past decade, and we refer readers to a recent survey of these works [16] . However, only a few eye-fixation prediction methods solve salient object segmentation problem [17] , [18] . By contrast, saliency models designed to detect salient objects, while distinguishing salient object regions from background clutter and simultaneously producing a saliency map with uniformly highlighted objects, have been widely applied in salient object segmentation methods.
Early works [19] - [21] showed that, instead of uniformly highlighting the whole salient objects, high-contrast edges are prominent in saliency maps. To resolve this problem, sophisticated features have been proposed to characterize salient objects based on regional or superpixel representation. Cheng et al. [3] proposed to use global regional contrast which characterizes saliency by simultaneously evaluating regional contrasts and spatial distances between a target region for all regions in an image. Jiang et al. [4] proposed to use multi-scale local regional contrast, which calculates saliency values across multiple segmentations and captures the only regional contrast for the neighboring regions of a target region. Huang and Zhang [22] noticed that spatial distribution of contrast is an important cue of saliency and proposed a minimum directional contrast as raw saliency metric, which computes the directional contrast from different directions for each pixel and uses marker-based watershed algorithm to estimate each pixel as foreground or background.
Except for the widely studied regional contrast features, various powerful priors have been proposed to detect salient objects. The center prior [23] , which assumes that a salient object usually lies near the center of an image, emphasizes regions around the image center. The objectness prior [8] is exploited by leveraging several cues provided by some object proposal generation methods. The fully connected conditional random field (CRF) method is employed to correct wrong saliency predictions and further improve spatial coherence in a deep convolutional neural network (DCNN) method [24] .
Some salient object detection methods have introduced background prior (a.k.a. boundary prior) and treated image boundary regions as background. Wei et al. [7] observed that background regions can be easily connected to an image boundary, and they defined the regional saliency as the shortest-path geodesic distance to the image boundary. Yang et al. [25] proposed a graph-based algorithm which defined the similarity of each region with respect to the foreground and background of an image using manifold ranking. Zhu et al. [15] proposed a saliency optimization method (SO) and explained that simply assuming an image boundary as background may be incorrect when a salient object touches the image boundary. The SO method uses background connectivity prior that takes more spatial layout characteristics of background region into consideration and thus is more robust than other methods. Tu et al. [26] noticed that existing methods either rely on superpixel representation to reduce the processing units or approximate the distance transform when measuring the image boundary connectivity. They proposed a faster solution using a minimum spanning tree and further introduced a boundary dissimilarity measure to reduce the negative influence of distance transform to salient object detection.
B. SALIENT OBJECT SEGMENTATION
Most salient object segmentation methods are based on graph cut [13] which exploits segmentation cues primarily from a saliency map to complete unsupervised segmentation tasks. Liu et al. [2] proposed a two-phase segmentation algorithm based on graph cut, which first uses a saliency map to obtain an initial segmentation result. It then refines this initial segmentation result using an iterative seed adjustment method. The method proposed in [5] first uses the Otsu algorithm [27] based on saliency histogram to determine multiple adaptive thresholds (MA) which are used to generate four kinds of seeds. It then feeds the seeds to a classic GrabCut method to generate an object mask. Cheng et al. [3] proposed a SalCut method which immediately follows their global regional contrast based saliency model (RC). SalCut first thresholds saliency map at a fixed threshold which gives 95% recall rate in the dataset in order to identify a locally connected region as a potential salient object. This salient object is then annotated as an initial triple labeling for GrabCut. Each iteration of GrabCut further updates labeling result by applying erosion and dilation operations to the segmentation result of last iteration and final result is derived using the iterative version of GrabCut (maximum of 4 iterations).
To further improve segmentation accuracy, some methods utilize both saliency and complementary priors. The method in [4] first uses a multi-scale regional contrast to generate a saliency map and then extracts an object-level shape prior from the input image. Both the saliency map and shape prior are then used to obtain an initial segmentation result. The final segmentation result is derived using the iterative version of graph cut. To the best of our knowledge, previous salient object segmentation methods have not considered background connectivity prior to complement a saliency map in the initial labeling procedure.
III. PROPOSED METHOD
An overview of the proposed method is shown in Fig. 2 . First, we use the SLIC method [28] to extract the input image as a set of superpixels. Second, four kinds of superpixel-level seeds are labeled based on saliency and background connectivity prior. As shown in Fig. 2 (f), we use different colors to represent different kinds of seeds. Third, we feed the seeds to a superpixel-level GrabCut method and obtain a superpixellevel result ( Fig. 2(g) ). However, there are two inconsistent cases between the labeling and superpixel-level segmentation result. Specifically, some regions labeled as probable foreground and probable background seeds are segmented to be background and foreground regions, respectively. The inconsistency of these regions reveal that it is difficult to determine the types of these regions. So we force these seeds to retain their initial labeling result ( Fig. 2(h) ) and they would be treated as unknown regions in pixel-level GrabCut procedure. Then, we crop a rectangular region which only contains the segmented foreground, inconsistent regions for computational efficiency. Dilation and erosion operations are used to obtain a new labeling result ( Fig. 2(i) ). Finally, a pixellevel GrabCut method is applied to the cropped rectangular region to refine the superpixel-level segmentation result and obtain a pixel-level segmentation result ( Fig. 2(j) ).
In subsections III-A and III-B, we describe the manner in which we generate four kinds of seeds. We also describe the background connectivity prior computation and superpixellevel labeling. In subsection III-C, we present our twophase GrabCut method, which performs both superpixel-and pixel-level segmentations. 
A. BACKGROUND CONNECTIVITY PRIOR COMPUTATION
Most previous works [3] , [29] - [31] extracted the potential salient object (or pseudo-foreground) directly using saliency values. In this paper, we first use background connectivity prior to extract a pseudo-foreground, and then use background connectivity prior to remove background clutter and in turn generate better foreground extraction. We use the SO method [15] to compute the background connectivity prior, which is used to quantify how well a region connects to the image boundary. For self-complete of our paper, we briefly describe the SO method as follows.
The SO method first extracts N s superpixels by the SLIC method (N s = 400 in our implementation), and treats these superpixels as patches. It then constructs an undirected weighted graph by connecting all adjacent superpixels (p, q) in a spatial layout and assigning their edge weights as the Euclidean distance between their average colors in the CIELAB color space. Note that the edges are added between any two boundary superpixels in the graph. The SO method then computes the geodesic distance d geo (p, p i ) for any two superpixels (p, p i ). The connectivity extent S(p, p i ) between superpixels p and p i is further defined as a standard Gaussian distribution correlated with geodesic distance as follows:
where σ clr is a parameter of the Gaussian distribution and experimentally set as 10. 
where δ(·) = 1 for superpixels on the image boundary, and 0 otherwise. Therefore, a superpixel p belonging to a background region has a greater value of BndCon(p) than that of a superpixel belonging to an object region. In summary, background connectivity prior characterizes the spatial layout of each superpixel in color space with respect to an image boundary. The resulting background connectivity prior map is shown in Fig. 3(c) . The range of the background connectivity prior for the image in Fig. 3(a) is [0, 6] . Therefore, as shown in Fig. 3(c) , we multiply the background connectivity prior values by 30 for clarity.
The SO algorithm shows that background regions can be detected with high precision by using a single threshold of 2. We then threshold the background connectivity prior BndCon values by changing the values no greater than 2 to 0, and extract the superpixels whose BndCon values equal 0 as pseudo-foreground regions. Furthermore, we normalize all the background connectivity values to a range of [0, 1] to treat each value as a probability for a superpixel belonging to a background region. Fig. 3(d) shows the result after pseudoforeground extraction and normalization. Fig. 3(e) shows the pseudo foreground extraction result over the original image.
B. SUPERPIXEL-LEVEL LABELING
Labeling is critical to producing a precise segmentation result with the GrabCut method. In general, the labeling in GrabCut usually contains foreground, background, and unknown regions. Unknown regions may be changed during the optimization of GrabCut method, whereas the initial foreground and background regions are retained. In this paper, we further decompose the unknown regions into probable foreground and probable background regions. Therefore, there are four kinds of superpixel-level regions exist: certain foreground T cf , probable foreground T pf , certain background T cb , and probable background T pb . The superpixels in each kind of region are called seeds of that kind.
The major contribution of our labeling procedure is that the saliency prior and background connectivity prior can complement each other. More specifically, the background connectivity prior helps to locate the certain foreground and probable foreground regions from the whole image resolution and the range of pseudo-foreground region. In Fig. 4 , we illustrate the general procedure of the superpixel-level labeling using an example. Fig. 4(a) shows the pseudoforeground mask (over the original image) which excludes most of the blue water background regions in the input image ( Fig. 3(a) ). By considering the saliency values of pixels in the pseudo foreground mask (over saliency map in Fig. 4(b) ), we then compute an adaptive threshold t m by using the Otsu method [27] . The superpixels having average saliency values smaller than t m are no longer considered as candidates of certain foreground or probable foreground seeds. Thus, Fig. 4(c) shows the rough background region in black and we treat other region as rough foreground region which represent as red and yellow superpixel-level regions in Fig. 4(c) .
We classify the superpixels of rough foreground region (white in Fig. 4(d) ) into certain foreground and probable foreground seeds. Because the certain foreground seeds are retained during optimization, a few superpixels having large average saliency values are good candidates of the certain foreground seeds. Therefore, we use the two-stages optimization of the Otsu algorithm which proposed in [5] and compute a threshold t h to classify the rough foreground superpixels into certain foreground and probable foreground seeds. The certain foreground and probable foreground seeds are shown in red and yellow in Fig. 4(c) , respectively.
For the rough background region, we empirically choose a threshold t b equal to 0.6 in order to label the superpixels having background connectivity prior values larger than t b as certain background seeds. We label other superpixels as probable background seeds. Background seeds and probable background seeds are shown in blue and green in Fig. 4(d) , respectively. Finally, the labeling result contains four kinds of seeds which are presented in Fig. 4(e) .
C. TWO-PHASE GRABCUT
We proposed a novel two-phase GrabCut processing pipeline to perform salient object segmentation. The two-phase GrabCut processing pipeline includes a superpixel-level GrabCut procedure and a local-region pixel-level GrabCut procedures.
We gives the details of the proposed two-phase GrabCut method in this section.
There are some differences between the graph definitions in the superpixel-and pixel-level GrabCut procedures. For superpixel-level graph definition, we first obtain the superpixel-level representation, the saliency map, and background connectivity prior values of the input image. Based on the superpixel-level representation, we can compute the average color value and average saliency value in each superpixel by averaging the color values and saliency values of all pixels in each superpixel, respectively. Then, we could abstract a superpixel as a node by treating these computed background connectivity prior, color and saliency values as its attributes and define an undirected graph by connecting every two adjacent superpixel-level nodes in spatial layout. For classic pixel-level GrabCut, the input color image is defined as an undirected graph by connecting all adjacent pixels in spatial layout and each pixel is treated as a node. Therefore, comparing the number of nodes in superpixel-level graph and pixellevel graph, the node number of superpixel-level graph has dramatically decreased from the image resolution to a small number of superpixels. In order to accelerate segmentation speed of our pixel-level GrabCut procedure, we determine a rectangular region which covers all the salient regions in a segmented object mask produced by the superpixel-level GrabCut. Therefore, the nodes in the pixel-level GrabCut are constrained to all pixels in the rectangular region, whereas the other definitions remain unchanged.
With the definition of undirected graph, the smoothness term V (x, z) of GrabCut measures the differences between object and background regions and is defined as:
where coefficient γ is a constant which is set to 50, Cut is the set of index pairs of neighboring pixels or superpixels (i, j), z i is the color value of each superpixel (or pixel) p i , x i is the corresponding segmentation label of p i . z j , p j and x j are similar to z i , p i and x i , the decay factor β = (2 z i − z j 2 ) −1 , and · in β denotes expectation over a colorful image.
The Gaussian Mixture Model (GMM) is a major component of GrabCut which models the color distribution of foreground and background regions. The difference between classic GrabCut and our implementation is that we build GMM using the color quantization technique presented by Orchard and Bouman [32] which was used in foreground extraction by Cheng et al. [33] . Using Orchard and Bouman's algorithm, GMM starts with all color samples in a single component and iteratively uses the eigenvalues and eigenvector of a covariance matrix to determine both the component to split and the split point. Using this algorithm, we define the GMM model as:
where π(·), µ(·), and (·) are the mixture weighting coefficient, mean value and covariance matrix of the GMM component, respectively. K components exist in both the foreground and background GMM models and generally K = 5. Each superpixel or pixel p i has its corresponding segmentation label x i and GMM component index k i .
For superpixel-level GrabCut, we feed certain foreground seeds and probable foreground seeds to the foreground GMM model, and feed certain background seeds and probable seeds to the background GMM model. For pixel-level GrabCut, we feed certain foreground regions and certain background regions to the foreground GMM model and background GMM model, respectively. The unknown regions are feed to both foreground and background GMM models. Once GMM models are built, we can obtain corresponding weight π(x i , k i ), mean µ(x i , k i ), and covariance matrix (x i , k i ) via segmentation label x i and GMM component index k i of each superpixel or pixel p i . Based on the color GMM models, the data term U (x, θ, z) of GrabCut is defined as:
where N is the total number of color samples, det(·) means determinant. The data term U measures the probabilities that each node in the graph belongs to the foreground or background and calculates the log value of each probability. Our two-phase GrabCut method essentially run the classic GrabCut framework twice. During each one-pass GrabCut, the segmentation problem is formulated to find a min-cut. The energy function E(x, θ, z) is defined as follows:
After the optimization of energy function which represents as an EM-style procedure, we can obtain a segmentation resultx following each one-pass GrabCut, wherex is defined as:x
wherex i is an element ofx,x i = 1 refers to the pixel or superpixel p i belonging to the foreground, andx i = 0 refers to the pixel or superpixel p i belonging to the background. In the superpixel-level GrabCut, our method first feeds the four kinds of seeds ( Fig. 5(a) and Fig. 6(b) ) derived from the initial superpixel-level labeling procedure to the superpixellevel GrabCut method and then obtains superpixel-level segmentation result (Fig. 5(b) and Fig. 6(c) ). However, Fig. 6 (c) reveals two inconsistent cases between the labeling and the superpixel-level segmentation result. Firstly, some regions labeled as probable foreground seeds are segmented to be background regions. Secondly, some regions labeled as probable background seeds are segmented to be foreground regions. The inconsistency of these regions reveal that it is VOLUME 6, 2018 difficult to determine the types of these regions, so we force these regions to retain their initial labeling results (Fig. 5(c) and Fig. 6(d) ) and treat these regions as unknown regions in the pixel-level GrabCut procedure which produces better segmentation within these regions.
In the pixel-level GrabCut, the segmented foreground regions and inconsistent regions are treat as the potential object regions. To balance segmentation accuracy and speed, we first compute a rectangular region that covers all the potential object regions since main-body of object regions have been segmented in superpixel-level GrabCut procedure. Then we expand the region by a certain number of pixels (20 pixels) along each boundary to include more background information. The expanded region is used as the cropped rectangular region (as shown in Fig. 5(d) and Fig. 6(e) ) for pixel-level GrabCut to achieve computational efficiency. In order to generate new pixel-level labeling result (Fig. 5(d) and Fig. 6(e) ), we apply dilation and erosion operations to the potential object regions and segmented foreground regions, respectively. The regions outside the dilated potential object regions are labeled as background seeds. The regions within the eroded segmented foreground regions are labeled as foreground seeds. The rest regions within the cropped rectangular region are labeled as unknown seeds. Finally, we apply the pixel-level GrabCut method to this rectangular region labeled with three types of seeds to obtain a pixel-level segmentation result (Fig. 5(e) and Fig. 6(f) ). In contrast to our two-phase GrabCut, the SalCut method runs the GrabCut four times at most. Therefore, our method obtains the segmentation result faster than SalCut method.
IV. EXPERIMENTS A. BENCHMARK DATASETS
We have evaluated the performance of the proposed method on eight different datasets: MSRA1K [1] , MSRA10K [3] , DUT-OMRON [25] , PASCAL-S [17] , MSRA-B [34] , ECSSD [35] , HKU-IS [36] , and SOD [37] .
MSRA1K [1] : contains 1,000 images and is widely used for salient object detection and segmentation. Most images of this dataset have only one salient object.
MSRA10K [3] : contains 10,000 images with pixel-level salient object labeling. Most images of this datasets have only one salient object.
DUT-OMRON [25] : contains 5,168 challenging images, each of which has one or more salient objects and relatively complex background.
PASCAL-S [17] : contains 850 natural images, each of which has one or more salient objects and cluttered background. As suggested in [17] , we threshold the masks at 0.5 to obtain binary masks.
MSRA-B [34] : contains 5,000 images commonly used for salient object detection. Most of the images have one salient object and a pixel-wise ground truth.
ECSSD [35] : contains 1,000 structurally complex natural images. Most of the images have multiple salient objects.
HKU-IS [36] : contains 4,447 images, each of which has multiple salient objects with low contrast.
SOD [37] : contains 300 images selected from the Berkeley segmentation dataset [38] , each of which has multiple salient objects with low contrast and overlapping boundaries.
B. EXPERIMENTAL SETTING
In this paper, we designed three experiments to evaluate the proposed method. First, because the state-of-the-art method MA [5] also generates four kinds of seeds only from a saliency map, we used it to compare our labeling and segmentation results in order to validate the effectiveness of our initial superpixel-level labeling strategy. In addition, we further compared our method to the SalCut [3] method to show how different initial labeling result generate varied segmentation results. Second, we exploited four kinds of saliency map as input to compare our methods with four state-of-the-art methods: FT [1] , CB [4] , MA and SalCut on eight datasets. For a fair comparison with other methods, our evaluation was done using the three objective comparison measures: F-measure, mean average error (MAE) and intersection over union (IoU). We further validated our two-phase GrabCut pipeline with multiple iterative designs. Finally, we compared the execution time taken by MA, SalCut, our superpixel-level and two-phase GrabCut methods on an eight core 3.4 Ghz machine with 16G RAM. In all these experiments, we used parallel computing environment for all Matlab and C++ codes for computational efficiency.
We utilized four kinds of saliency model RC [3] , MDC [22] , MST [26] , DSS [24] , to generate saliency maps as input for SalCut, MA, and the proposed method. For methods FT and CB, we failed to obtain the authors' implementation but we obtain their results with RC saliency map as input on MSRA1K and MSRA10K datasets from [3] . For the method SalCut, we used the author's implementation. For MA, because of our failure to obtain the author's implementation, we implemented the algorithm in C++.
We set the number of superpixels as 400 in our implementation. It is obviously that the more number of superpixels leads to more precise object boundary but less computation efficiency in superpixel-level GrabCut procedure. To trade off computation efficiency and segmentation accuracy, the localregional pixel-level GrabCut procedure is applied to refine object boundary and we leave superpixel-level GrabCut procedure to segment main-body of salient object with high computation efficiency.
C. EXPERIMENTAL RESULTS

1) LABELING COMPARISON
As described in Section III-B, the major contribution of our labeling procedure is that the saliency prior and background connectivity prior can complement each other in terms of salient object labeling. We provide some examples in Fig. 7 which validate the effectiveness of the background connectivity prior for segmentation. As shown in the first and second rows of Fig. 7 , the background connectivity prior can help remove most background clutter, thus leading to better segmentation results.
For every salient object segmentation algorithm, saliency map is the key component that helps to obtain a decent segmentation result. To evaluate labeling results of the MA and our methods objectively, we used a saliency map derived from RC saliency model as input for both MA method and ours. RC saliency maps are shown in Fig. 7(c) . The MA method uses the Otsu algorithm to obtain three adaptive thresholds, t l , t m , and t h (t l < t m < t h ), and decomposes the histogram of a saliency map into four parts. Each part corresponds to a kind of seed. The MA method then feeds the seeds to the GrabCut method to obtain a segmentation result. The labeling and segmentation results of the MA method are shown in Fig. 7 (d) and 7(e), respectively. Compared to the MA and SalCut method, our labeling method has two-fold advantages as follows.
First, regardless of the accuracy of the saliency map, salient object region can be considered in the segmentation procedure if they are inside the pseudo-foreground region extracted using background connectivity prior.
Second, a widely used labeling method proposed by Cheng et al. [3] initializes labeling using a fixed threshold which gives a high recall of potential foreground region.
It then identifies the largest connected region as candidate for the most dominant salient object. However, when multiple disjointed objects are detected in a saliency map, this method cannot label all salient objects (see Fig. 8(d) ). This means that only one object can be segmented. By contrast, because no small region is discarded by our labeling procedure, our method can segment all salient objects (see Fig. 8(f) ).
2) SEGMENTATION COMPARISON
A visual comparison of segmentation results of the previous and the proposed methods is shown in Fig. 8 . As discussed in subsection IV-C.1, the SalCut method generates only a single connected region, as shown in the third to sixth rows of Fig. 8(e) , because of its labeling method. Although other methods can segment multiple objects, their segmentation results are less similar than ours are to the ground truth.
To further compare our methods against other methods, we performed a statistical comparison using three objective metrics: F-measure, MAE, and IoU. The F-measure is formulized as a weighted harmonic mean of precision and recall, and it is defined as: where many salient object detection methods (e.g., [1] , [3] ) usually set β 2 to 0.3. MAE is a typical measure which characterizes how close a segmentation result is to the ground truth. It is formulized as the average per-pixel difference between the segmentation result and the ground truth. MAE is defined as:
where W and H are the width and height, respectively, of each ground truth G and segmentation result S. IoU is computed as the intersection of candidate regions and the ground truth regions divided by the area of their union. In our computation of IoU, the candidate regions are the binary segmented object regions. IoU is defined as:
where S and G are binary segmentation mask and ground truth mask, respectively. As shown in Table 1 , the performance values on two datasets show that the proposed method outperforms FT, CB, MA, and SalCut methods on three performance metrics when taking saliency maps computed by RC method as input. Table 1 also shows that MA and SalCut methods usually achieve better performance than FT and CB methods. Since for FT and CB methods, both their codes and results with MDC [22] , MST [26] , and DSS [24] saliency maps as input on all eight datasets are not available, we compare the proposed method only with MA and SalCut on eight datasets and show the experimental results in Table 2 .
As shown in Table 2 , the weighted average performance values on eight datasets show that the proposed method outperforms MA and SalCut methods on three performance metrics when taking saliency maps computed by RC, MDC, and MST methods as input. When taking saliency maps computed by DSS method as input, the F b value achieved by the proposed method is a bit lower than those achieved by MA and SalCut. In summary, the proposed method outperforms the state-of-the-art salient object segmentation methods.
3) ABLATION ANALYSIS
We experimented with different combinations of superpixellevel and pixel-level GrabCut processing procedures to illustrate the efficiency and effectiveness of the proposed two-phase GrabCut processing pipeline.
a: THE PERFORMANCE OF SUPERPIXEL-LEVEL GrabCut
As described in Section III-C, a satisfactory segmentation result can be obtained after superpixel-level GrabCut processing procedure. As shown in Table 3 , comparing to the combinations include superpixel-level and pixel-level GrabCut, the combinations include only superpixel-level also obtain a comparative performance. Besides, the iteration of superpixel-level GrabCut brings slight improvements to onepass superpixel-level processing procedure with little extra time cost.
b: THE LOCAL-REGIONAL PIXEL-LEVEL GrabCut
As shown in Table 3 , when pixel-level segmentation applied, the performance of the proposed method is improved. But, more iterations of pixel-level GrabCut bring considerable extra time costs but do no bring any performance improvement. Therefore, the proposed two-phase GrabCut includes one-pass superpixel-level GrabCut and one-pass pixel-level GrabCut, and can achieve both high computational efficiency and good segmentation performance.
4) EXECUTION TIME
Because our superpixel-level GrabCut, two-phase GrabCut, SalCut, and MA methods all exploit GrabCut for salient object segmentation, we compared the execution time of these methods on three resolutions of images, namely 400 × 300, 800 × 600, and 1600 × 1200. We first collected all the images of 400 × 300 from the eight experimental datasets, and upsampled all the images to 800 × 600 and 1600 × 1200.
Moreover, as reported in [3] , the CB method is slower than the SalCut method. Although the FT method is faster than the SalCut method, the performance of FT is inferior to the other methods.
The execution times of all methods are only with respect to the segmentation procedures. In other words, all four methods utilize the RC saliency map as input. Thus, the execution times given in Table 4 do not include the running time of the saliency map computation, which is 0.02 seconds on average for each image in the MSRA1000 dataset. The running time of background connectivity prior was 0.02 seconds for each image of 400 × 300. Different saliency and background connectivity prior calculations can be used for MA, SalCut, and our method. Therefore, Table 4 does not include the execution time for these two steps. As shown in Table 4 , our superpixel-level GrabCut method is roughly three and two times faster than the SalCut and MA methods, respectively. Moreover, our two-phase GrabCut method is twice as fast as the SalCut method and faster than the MA method.
Furthermore, Table 4 shows that MA [5] method applies a pixel-level GrabCut method to the whole image and the average execution time is about 0.06 seconds on average for images of 400 × 300. Since our pixel-level GrabCut only applies to the cropped rectangular region, its own average execution time is about 0.02 seconds on average. So the time cost of segmentation procedure is affected by the size of segmentation region, and the cropped rectangular region used in the proposed method helps to accelerate the pixel-level segmentation procedure.
5) A FAILURE CASE
The initial superpixel-level labeling strategy plays an important role in the proposed method. It brings performance improvement but still results in some failure cases. Fig. 9 shows a typical failure case of the proposed method. Since our labeling strategy uses a saliency map as segmentation cues for foreground regions, it directly labels those regions with larger saliency values as foreground seeds inside the pseudo foreground regions. Fig. 9(b) and Fig. 9(d) show that the background regions that close to the woman body regions and have large saliency values are labeled as foreground seeds. Unless these fake-foreground regions are small enough to be eroded as unknown regions in pixel-level labeling, the fakeforeground regions are segmented as foreground regions in our segmentation result (Fig. 9(e) ).
V. CONCLUSION
In this paper, we present a salient object segmentation method based on superpixel and background connectivity prior. Our method consists of two major components: 1) a superpixellevel labeling method which heuristically integrates saliency and background connectivity prior to obtain four kinds of superpixel-level seeds, and 2) a two-phase GrabCut segmentation method. This method first uses a superpixel-level GrabCut based on initial superpixel-level labeling result. It then employs a pixel-level GrabCut method to refine the superpixel-level segmentation result to further improve the segmentation accuracy. Experimental results show that our method can achieve both high computational efficiency and high salient object segmentation accuracy. In our future work, we will investigate integrating other priors with saliency and background connectivity prior for improved superpixel-level seeds labeling and salient object segmentation. 
