Abstract. We investigated the benefits of incorporating texture features into an existing computer-aided diagnosis (CAD) system for classifying benign and malignant lesions in automated three-dimensional breast ultrasound images. The existing system takes into account 11 different features, describing different lesion properties; however, it does not include texture features. In this work, we expand the system by including texture features based on local binary patterns, gray level co-occurrence matrices, and Gabor filters computed from each lesion to be diagnosed. To deal with the resulting large number of features, we proposed a combination of feature-oriented classifiers combining each group of texture features into a single likelihood, resulting in three additional features used for the final classification. The classification was performed using support vector machine classifiers, and the evaluation was done with 10-fold cross validation on a dataset containing 424 lesions (239 benign and 185 malignant lesions). We compared the classification performance of the CAD system with and without texture features. The area under the receiver operating characteristic curve increased from 0.90 to 0.91 after adding texture features (p < 0.001).
Incorporating texture features in a computer-aided breast lesion diagnosis system for automated three-dimensional breast ultrasound Breast cancer is the most frequently diagnosed form of cancer in women. More than 1.3 million women all over the world are diagnosed with breast cancer each year. 1 Mammography has been introduced as a primary modality for breast cancer screening. The cancer mortality rate was reduced due to the screening 2, 3 and also due to advanced treatments. 4, 5 The breast cancer mortality rate reduction due to screening was estimated at between 16% and 48%. 6 Although it is cost-effective (for women 40 to 79 years old), 7 mammography screening still has limitations in women with dense breasts defined as category 3 and 4 by the American College of Radiology (ACR). 8, 9 Therefore, supplemental modalities such as magnetic resonance imaging (MRI) and ultrasound (US) are recommended. US, as a complementary tool to mammography, has shown its strength in detecting small, early-stage invasive cancers in dense breasts. 10, 11 Hand-held ultrasound (HHUS) has limitations such as operator dependency and inability to image and store three-dimensional (3-D) volumes of the breast. To overcome these problems, automated 3-D breast ultrasound (ABUS) was developed. This modality makes it possible to visualize large sections of the breast from the skin surface to the chest wall at once and store entire breast volumes on a picture archiving and communication system, enabling temporal comparison of current studies with relevant priors. Moreover, multiplanar reconstructions are possible in coronal and sagittal planes, which provides additional information. ABUS compresses the breast using a membrane and a transducer. Figure 1 shows two samples of two-dimensional (2-D) slices obtained from 3-D breast volume generated by ABUS, and Fig. 2 gives an example of coronal section from one breast, which is not available in HHUS. However, as the amount of acquired image data dramatically increases, the time needed by a radiologist to read these images increases consequently. Moreover, many benign lesions that remain undetected on mammograms are detected in the US images. It is often difficult for clinicians to decide correctly on either biopsy or follow-up for mass-like breast lesions seen on ultrasonographic images. Therefore, assistance by a computer-aided diagnosis (CAD) system would be useful to differentiate between benign lesions and breast cancers more efficiently and accurately.
New methods have been developed to improve the performance of the CAD system. Several 3-D US CAD systems have been described in the literature. Sahiner et al. 12 developed computer algorithms to automatically delineate mass boundaries and extract features on the basis of segmented mass shapes and margins. They constructed a computer classifier to merge features into a malignancy score, which was used by radiologists, and came to the conclusion that the use of a computer algorithm may improve radiologists' accuracy in distinguishing malignant from benign breast masses on 3-D US volumetric images. Moon et al. 13 developed a CAD system using speckle features and concluded that combining speckle and morphological features yielded an area under the receiver operating characteristic curve (AUC) that was significantly better than the AUC of the morphological features alone. Moon et al. 14 further implemented shape, orientation, margin, lesions boundary, posterior acoustic, and echo patterns features for computer-aided analysis. These combined features achieved the best performance.
Texture features have been applied to the classification of benign and malignant breast masses in MRI images and mammograms. Nagarajan et al. 15 showed that the dynamic texture quantification of the lesion enhancement patterns can significantly improve the performance of automated lesion classification. Hussain 16 proposed a method to classify mass regions by building an ensemble classifier that employs Gabor features. Their findings showed that the classifier based on the Gabor features achieved the best result. Nanni et al. 17 stated that local ternary patterns and an ensemble of local phase quantization are promising texture feature descriptors for mass classification in mammograms. Other studies have shown that the texture features can distinguish malignant from benign lesions in 2-D US. 18, 19 Previously, Tan et al. 20 investigated the performance of 11 features extracted from ABUS volumes for distinguishing malignant from benign masses. These 11 features are variance of intensities, entropy, average intensity, margin contrast, volumetric height-to-width ratio, sphericity, compactness, posterior acoustic behavior, and spiculation. Most of these features are mathematical descriptions of the features listed in the breast imaging reporting and data system standardized lexicon for US. Motivated by the discriminant power of texture features in MRI, mammography, and 2-D breast US images, in this work, we extended the feature pool of the existing CAD system with a set of texture features that have been already demonstrated as effective descriptors for recognizing patterns. 21 Specifically, we studied the utilization of texture features for the classification between benign and malignant lesions in 3-D breast US volumes.
Materials and Methods

Dataset
The ABUS volumes used in this study were provided by four different institutes, including Radboudumc (Nijmegen, The Netherlands), Falun Central Hospital (Falun, Sweden), the Jules Bordet Institute (Brussels, Belgium), and the Jeroen Bosch Ziekenhuis (Hertogenbosch, The Netherlands). Two types of ABUS systems were used: SomoVu ABUS system developed by U-systems [Sunnyvale, California (on November 9, 2012, the healthcare division of General Electric-GE, announced the acquisition of U-Systems)] and ACUSON S2000 automated breast volume scanning system developed by Siemens (Mountain View, California). In total, we collected 424 lesions from 165 patients, including 239 benign lesions and 185 malignant lesions. For volume processing and analysis, the original ABUS volumes were resampled to 0.6-mm cubic voxels. The average diameters of all lesions, benign lesions, and malignant lesions in our dataset are 12.53 AE 6.94 mm, 14.54 AE 6.72 mm, and 11.31 AE 6.79 mm, respectively.
Due to the use of different types of ABUS systems and the variations of scan parameter settings, the intensity levels of tissue types (fatty tissue, dense tissue, etc.) varied between images. Therefore, image intensities were normalized according to the intensities of segmented dense tissue and fatty tissue. 20 
CAD System
Previously, we have developed a CAD system 22 for the classification of benign and malignant lesions in 3-D ABUS volumes. After the intensity normalization on the volumes, lesions were segmented automatically based on spiral scanning algorithm. 23 Examples of this segmentation are shown in Figs. 3 and 4. Spiculation patterns were added to the existing CAD system, 20 and it was shown that incorporating spiculation patterns in coronal planes perpendicular to the transducer resulted in a significant progress in the classification performance. In this study, we analyzed the lesion classification performance changes after adding texture features in ABUS. By incorporating texture features in the existing CAD system, we were able to analyze the contributions from different texture features. The amount of texture features we implemented greatly exceeds the number of samples we have in our dataset. To deal with this issue, we trained a separate classifier for each type of texture features. These feature-oriented classifiers (FOCs) merged each type of texture features to likelihood values, which were added to the 11 features of the existing CAD system. 
Texture Features
Texture features play an important role in medical image analysis for classification tasks. In this study, in particular, we investigated three important types of texture features, including local binary patterns (LBPs), 24 gray level co-occurrence matrix (GLCM)-based features, 25 and the Gabor filters. 26 Specifically, we integrated 2-D texture features computed from 2-D cross sections into the existing system.
2-D cross sections
We used a spiral-scanning-based dynamic programming technique, which was originally introduced by Wang et al. 23 for lesion segmentation. Based on the segmented masks, we calculated the mass centers to obtain the 2-D cross sections. In our experiment, 2-D LBP features were extracted from the segmented lesions indicated by white masks in Figs. 3 and 4. Two-dimensional GLCM features were computed inside a bounding box that frames a segmented lesion, that is to say we also included the surroundings of the lesions. Gabor features were extracted from a region with the lesion centered in each plane. The square region, where the Gabor features were calculated, is defined in such a way that the side length of the square equals to 2r, where r is the referenced radius (πr 2 ¼ A, where A represents the area of the segmented breast lesion). (We also compared the classification results that were based on the bounding box, where we computed the 2-D GLCM features with the results based on regions defined in this way. We found out that the later one performed better than the bounding box).
Local binary pattern
As a statistical and a structural textural features, LBPs have proven to be a useful descriptor in pattern recognition and texture feature classification. 24 Matsumoto et al. 19 studied the texture features of solid masses in 2-D breast US images and their result (with AUC value 0.80) indicated that the texture features represented by LBP are useful for lesion classification.
The main idea of the LBP algorithm is to count the occurrences of certain patterns, which are represented by binary numbers. For a local center point in a 2-D image, a pattern can be defined by thresholding its intensity with the intensity of its neighborhood. This process resulted in eight (take eight neighbors, for example) binary numbers, which are called LBPs. Considering possible rotations of the neighbors surrounding the local center point, there are only 36 unique patterns for eight-neighborhood LBP features. The normalized occurrences (that constitute a histogram) of these unique binary patterns are used as texture features. 108 LBP features were obtained from the three orthogonal planes.
Gray level co-occurrence matrix
GLCM has been widely used for image texture analysis. Alvarenga et al. 27 showed that the contrast representing spatial and gray level differences obtained from GLCM is an effective parameter in discriminating malignant from benign masses in breast US images. Recently, Gómez et al. 18 investigated the performance of using co-occurrence statistics in a CAD system to classify malignant and benign lesions and they obtained an AUC value of 0.87.
GLCM has been defined as a positive N × N matrix, where N is the number of gray levels in an image. 28 The elements in the matrix are generated by counting the number of occurrences of voxel pairs (with gray levels i and j) given a certain distance and direction. The minimum distance can be set to one voxel and the maximum distance can be set to the half of the image size. The following four directions are commonly used in the literature: [29] [30] [31] horizontal, vertical, left and right diagonals. Haralick 25 has extracted many statistical features known as Haralick texture features based on symmetric and normalize GLCM. There are six popularly used Haralick texture features: energy, entropy, inverse difference moment, inertia, cluster shade, and cluster prominence. In this study, 24 2-D GLCM texture features were generated corresponding to four directions and six types of Haralick texture features described above. 72 features were extracted from the three orthogonal views.
Gabor filters
Gabor filter, named after Dennis Gabor, 32 is a linear filter used for image processing. In the spatial domain, a 2-D Gabor filter is a Gaussian kernel function modulated by a sinusoidal plane wave. There are successful cases that the Gabor filters have been used as texture descriptors in US images. [33] [34] [35] Chen et al. 35 investigated the diagnostic performance of texture variance in 3-D US images and concluded that the texture extraction with Gabor filter is more accurate than auto-correlation. Gabor features can be represented by Gabor filter responses generated by the complex-conjugation between a set of Gabor kernels and an image. Each Gabor kernel is a product of a Gaussian envelope and a complex plane wave. Different frequencies and orientations constitute a diversity of complex sinusoidal plane waves. In our study, we investigated a group of Gabor filters specified by the combination of five scales of frequencies and eight orientations. Figure 5 illustrates a series of Gabor kernels used in our study. We used the mean and the standard deviation of the magnitude outputs of the Gabor-filtered image as the texture features. In total, 240 Gabor features were generated and integrated to our existing CAD system.
Classification Scheme
The number of features generated based on the texture descriptors is very large compared with the existing set of 11 features. In total, 420 texture features were generated, including 108 LBP features, 72 GLCM features, and 240 Gabor features. To deal with this large amount of features, we trained a separate support vector machine (SVM) classifier for each group of texture features, combining the information of all features in a group into a single-likelihood value. We used an SVM with a radial basis function kernel and optimized the cost and gamma parameters in a nested cross-validation loop to prevent bias. We refer to these classifiers, merging the features of a certain group to one likelihood value, as FOCs.
After the use of FOC for each of the three types of texture features, every feature group is represented by a single-likelihood value. By adding the existing 11 features, 14 features were obtained for each lesion. The final classification was done in a cross-validation manner, and it should be noted that to avoid bias the FOCs were optimized in a nested manner for each training-fold of this cross-validation loop. This implies that the FOCs themselves never get to see any of the data in each test-fold of the outer cross-validation loop.
We did not perform feature selection in any experiments in this work. For each type of texture features, we used all available features to obtain malignancy likelihood as a new feature.
Evaluation
To investigate the benefits of incorporating texture features, the classification results were compared with and without texture features. The discriminative performance was evaluated by computing the AUC. We compared the different texture features contributions to the CAD system by generating AUC values after adding each FOC.
p-Value computations and Bonferroni corrections
The significance of the diagnosis difference before and after utilizing different texture features was reflected by p-value. In this experiment, we used bootstrapping 36 to compute a p-value with 1000 bootstrap replications. We performed replacement sampling from the original cases and it should be noted that the total number of one set of cases equals to the amount of cases in the original set. For each new set, the AUC values were calculated for all different experiments. The difference in AUC values was generated for each of the 1000 new sets and p-values were defined as the fraction of the differences in AUC values that are negative or zero. In our experiment, we proposed four main hypotheses to predict the CAD classification performance changes before and after adding different texture features, which are base features (BF) + GLCM classifier, BF + LBP classifier, BF + Gabor classifier, and BF + FOCs. The more tests we perform on a set of data, the more likely we are to reject the null hypothesis when it is true, which could lead to Type I error, also known as false-positive error. 37 To correct this, we performed Bonferroni corrections 37 in such a way that we measured each significance level by comparing each p-value with 0.0125 (0.05∕4) instead of 0.05 by default. Table 1 shows AUC values using different types of features extracted from the ABUS dataset. By combining the features in sets and training separate classifiers for each of these sets and subsequently calculating the likelihoods from these classifiers as new features in our classification scheme, we obtained one of the best results (0.91). The AUC values of using base features (BF), BF + Gabor classifier, BF + LBP classifier, BF + GLCM classifier, and BF + FOCs are 0.90, 0.90, 0.91, 0.91, and 0.91, respectively. The ROC curves of the CAD system before and after adding texture features are shown in Fig. 6 . The AUC value was 0.90 using the existing features, whereas the AUC value was increased to 0.91 after adding texture features with our FOCs scheme. The significance analysis test showed (p < 0.001, after Bonferroni corrections, each p-value is smaller than 0.05/4) that the difference is statistically significant. Classification performance of using different texture features is shown in Table 2 . The AUC values of using Gabor, LBP, and GLCM texture features are 0.82, 0.81, and 0.85, respectively.
Results
With respect to LBP, we found out that the best result was achieved when the distance between the neighborhood and the center point was set to 2 voxels (1.2 mm). For GLCM features, 8 voxels (4.8 mm) gave the best result. (We did not perform significance tests among all the distances. We have compared the result generated by all the possible distances and the result from one single distance. One single distance performed better. We also tried Adaboost classifier on the whole features that were Table 1 Classification performance of computer-aided diagnosis system using different sets of features. based on all the possible distances, but the result was not better than using one single distance.) For Gabor filters, we used five frequency scales and eight orientations instead of specifying certain frequencies and orientations. Forty Gabor-filtered images are shown in Fig. 7 , and selected Gabor features (mean and standard deviation) are listed in Tables 3 and 4 .
Conclusion and Discussion
In this work, we extracted three sets of texture features based on LBP, GLCM, and Gabor filters for the classification of malignant and benign lesions in ABUS. Texture features were extracted from regions that were obtained by lesion-centered segmentation algorithm from three orthogonal planes of the ABUS volumes. In the scheme, texture features were expected to capture the internal inhomogeneities of breast cancers in ABUS. To cope with the high dimensionality of the original texture features, features were grouped by type and a combination of FOCs was made. Hundreds of texture features were reduced to three features, each representing a set of texture features. A classification experiment was conducted on a dataset of 185 cancers and 239 benign lesions. SVM was adopted to train the classifiers with 10-fold cross validation. The AUC values were generated for each of the different texture feature sets and for the combination of the proposed features. The performance of the classification improved when texture features were used (AUC was increased from 0.90 to 0.91, p < 0.001).
There are some cases which were misclassified by the previous CAD system or the current CAD system. Figure 8 (a) shows a cancer which was misclassified by the previous CAD but correctly classified by the current CAD. The echogenic texture pattern inside the cancer complements the new CAD system. Figure 8 (b) shows a cancer which was correctly classified by the previous CAD but misclassified by the current CAD system. The reason might be that the homogeneous and hypoechonic texture confuses the new CAD system. It should be noted that the comparison between the two CAD systems should be determined by the AUC computed from overall cases in the dataset.
Our study highlighted the benefits gained by using texture features such as LBP, GLCM, and Gabor features. After integrating texture features into the existing CAD system appropriately, the classification performance was significantly improved. The results indicated that the benign and malignant breast masses have different texture structures. It was also proven that the scheme of FOCs can help to achieve feature dimension reduction.
Some studies 12, 38 have shown that using CAD can improve the radiologist performance of distinguishing malignant from benign breast lesions in 3-D US images. The observer study 20 showed that the previous system performs as good as the best reader. As this system improves the previous one, we expect that this system can play a role in the clinical use.
There are limitations in our work. For example, we only extracted LBP features inside the lesion. In the future, we will investigate the value of extracting LBP features from the surroundings of the segmented lesion. Apart from the six commonly used Haralick texture features, we can try more features, such as the sum of squares and autocorrelation. The results from Chen et al. 39 showed that the classification performance of texture features computed from 3-D GLCM is better than that from 2-D GLCM when analyzing breast lesions in magnetic resonance images (MRIs). In future work, we will investigate whether we can benefit more from 3-D GLCM-based texture features for breast lesion classification in ABUS. There are also improvements that can be made for the Gabor features by selecting different parameters to construct the kernels. In this work, the features based on coronal plane were only extracted from the slice at the lesion center, which may not be an optimal way to utilize coronal information, as coronal planes have unique characteristics due to the ABUS imaging principle. One improvement in the future might be to extract features from multiple coronal planes to enrich diagnostic information. From the clinical point of view, we will further investigate to what extent our method can improve the radiologist's capability of differentiating between benign and malignant breast lesions.
