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Kivonat: A cikkben egy újszer gépi tanulási módszer elméleti hátterét és az 
els kísérlet végrehajtását ismertetjük.  A módszer lényege, hogy a nyelvmo-
dellben nem valamilyen generatív nyelvtant, hanem pusztán mondattani mintá-
kat feltételezünk, és a rendszert nem elemzési vagy eldöntési feladattal tesztel-
jük, hanem mondatok hasonlóságának felismerésével. 
1   Bevezetés 
Egy rövid évszázadra feledésbe merült Saussure-nek az a megállapítása, amely sze-
rint az analógia nem a nyelvi változásoknak a szabályszertl eltér formái mögött 
meghúzódó mechanizmus, hanem a szinkrón nyelvi rendszer összetartó ereje. Azért 
ismerjük fel egymás megnyilatkozásainak szerkezetét, mert azok más, már ismert 
kifejezések mintájára, analógiájára épülnek fel, és azért vagyunk képesek megérteni 
ket, mert a jelentésükre is ugyanez igaz. Ezeket a szerkezeti és jelentéstani mintáza-
tokat a Saussure utáni évszázadban szabályok segítségével próbálták leírni. Ponto-
sabban: az analógiás mintákat a szabályokkal próbálták helyettesíteni a tényleges 
megnyilatkozások, kifejezések szerkezetének és jelentésének magyarázatához. 
1.1   Önszervez tanulás és nyelvtechnológia 
A szintaktikai mintázatok felismerése és megfelel kezelése elfeltétele a legtöbb 
természetesnyelv-feldolgozással kapcsolatos feladatnak. A szintaktikai mintázatok 
felfedézésének legkevésbé „elfogult” (biassed), vagyis a legkevesebb elre megadott 
nyelvészeti kategóriát feltételezõ és legkevésbé elméletterhelt megközelítése az ön-
szervez (unsupervised) tanulás [3], melynek során pusztán a korpuszban elõforduló 
mondatok szolgálnak  a mintázatok kinyerésére és általánosítására. A legtöbb ilyen 
módszer a nyelvészetbõl ismert disztribúciós elemzés [8] valamilyen változatát al-
kalmazza a szintaktikai összetevõk és az ezeket összekapcsoló szabályok azonosításá-
ra. 
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A nyelvet önszervez tanulással megközelít elképzelés olyan nyelvmodellen ala-
pul, mely szerint a nyelvtudás vagy a nyelvtani tudás megfelel megközelítése nem 
egy absztrakt gép, amely kizárólag grammatikus mondatokat képes elõállítani, hanem 
egy olyan képesség, amely a nyelvi hasonlóságok és különbségek felismerésén ala-
pul. Ennek a megközelítésnek a következménye, hogy a mköd nyelvmodell szük-
ségképpen alkalmas arra, hogy újszer mintázatokról megállapítsa, hogy újszerek, 
illetve, hogy az újszer mintázatokat a korábbi mintázatok tudása alapján beépítse, 
azaz a nyelvmodell képes önszervez módon továbbfejleszteni „saját magát”. 
Kiinduló feltételezésünk szerint azért ismerjük fel egymás megnyilatkozásainak 
szerkezetét, mert azok más, már ismert kifejezések mintájára, analógiájára épülnek 
fel, és azért vagyunk képesek megérteni ket, mert a jelentésükre is ugyanez igaz. Az 
analógiák mögött rejtzkd szerkezeti és jelentéstani mintázatokat a nyelvészeti 
elméletek többsége a tényleges megnyilatkozások, kifejezések szerkezetének és jelen-
tésének magyarázatára hivatott szabályok segítségével próbálja leírni. A mi kísérle-
tünknek azonban nem célja sem a grammatikus megnyilatkozások nyelvtani jellem-
zése, „elemzése”, sem egy mögöttes „nyelvtan” rekonstruálása; a modellel szembeni 
elvárás „mindössze” annyi, hogy a gyakori mintázatok kinyerése után a alkalmas 
legyen analógiás problémák (aránypárok) megoldására. 
1.2   Önszervez tanulás és nyelvelsajátítás 
Az önszervez gépi nyelvtanulás eredményei a nyelvelsajátítás-kutatók számára is 
érdekesek lehetnek. A szakértk egyetértenek abban, hogy az anyanyelv elsajátítása 
az önszervez tanuláshoz hasonlóan explicit tanítás hiányában történik; a vita a tanu-
ló mechanizmusok jellegérl és a kiinduló reprezentációk gazdagságáról és absztrakt-
ságáról folyik. Az önszervez modellek megjelenése a számítógépes nyelvmodelle-
zésben párhuzamba állítható a nyelvelsajátítás-kutatás újabb eredményeivel és mo-
delljeivel. Ezek a generatív nyelvészeti hagyományból kintt, veleszületetten abszt-
rakt szabályokat és reprezentációkat és bonyolult algoritmusokat feltételez elméletek 
helyett egyszer és a nyelv kognitív tartományán kívül is általánosan mköd statisz-
tikai tanulómechanizmusokkal magyarázzák a komplex nyelvtan elsajátítását. Ahogy 
a nyelvészetben egyre nagyobb teret kapnak az új, lexikalista irányzatok — nemcsak 
a generatív táborral szemben, hanem azon belül is — a pszicholingvisztikában is az 
asszociatív tanulásra épít kutatási irányba tolódik el a kutatások vonala a nativistától 
az empirista szemlélet felé.  
A nyelvelsajátítás a mai empirista felfogásban leginkább a nyelvi adatok és érzék-
leti bemenetek alapján történ szerkezet-elvonatkoztatás: a veleszületett tudás legin-
kább perceptuális primitívekbl, szerkezetabsztraháló eljárásokból és a nyelv elemzé-
sére és produkciójára szolgáló mveletekbl áll. Bár egy tanulóalgoritmus sikeressé-
ge egy adott területen semmi esetre sem jelenti azt, hogy a gyerek is ugyanazzal a 
mechanizmussal sajátítja el az érintett nyelvi jelenséget, annyit azért elárul, hogy az 
adott bonyolultságú jelenség megtanulásához nem szükségszer bonyolultabb proce-
dúrát feltételeznünk. Az algoritmus sikertelenségébl pedig arra következtethetünk, 
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A felügyel nélküli tanulás egyik alapmechanizmusa a strukturalista nyelvészeti 
hagyományokban gyökerez disztribúciós elemzés, amely általában a nyelvi elemzés 
különböz szintjein címkézett elemeken (fonémák, morfémák, szavak és nyelvtani 
kategóriák, frázisok) történhet — ilyenkor persze nem a címkéket tanulja az algorit-
mus, hanem valami mást: például nyelvtani kategóriák szerint címkézett korpuszon a 
jelentést (szemantikát). Vannak azonban olyan algoritmusok is, amelyek címkézetlen 
korpuszokból, pusztán a nyelven belüli disztribúciós információból próbálnak nyelv-
tant tanulni. A disztribúciós elemzést általában még különböz általános statisztikai 
elvek egészítik ki: ilyen lehet például a súlyok valószínségének bayesi elvek alapján 
történ maximalizálása, a leírás hosszának minimalizálása (válaszd azt az elemzt és 
elemzést, amelyek hosszainak az összege minimális), vagy a maximum entrópia elve 
(az elemzési kategóriák eloszlása legyen a megszorításokkal összeegyeztethet lehet 
legegyenletesebb). A tanulás felügyel nélkül történik, vagyis nincsen explicit segít-
ség vagy visszajelzés; az elsajátítás csak közvetlenül a kijelentésekbl (vagy írott 
szövegbl) történik. A címkézetlen korpuszokon való ilyen tanulás mindenképpen 
hasznos lehet a nyelvelsajátítás-kutatás számára, mivel a tanulóalgoritmusnak elég 
explicitnek kell lennie ahhoz, hogy számítógépes program formájában implementál-
ható és tesztelhet legyen, és így fényt deríthet arra, mi az, aminek nem elfeltétele a 
veleszületett tudás. 
1.3   Az ADIOS rendszer 
 
A pusztán disztribúciós elemzésre épít algoritmusok valójában számos területen 
meglepen sikeresnek bizonyultak. Kizárólag az együttes elfordulások statisztikájá-
ra építve eredményesen tanulnak szóosztályokat: feljegyzik azt a kontextust, amiben 
egy szó elfordul, majd hasonlóságot számolnak és klaszteranalízist végeznek, ame-
lyek segítségével egybe csoportosítják azokat a szavakat, amelyek hasonló kontextu-
sokban fordulnak el.1 A módszer nem eleve megadott szintaktikai kategóriák szerint 
csoportosítja a szavakat, a létrejöv klaszterek azonban a megfelel szinten címkézve 
jól megfelelnek a nyelvészeti szintaktikai kategóriáknak.  
A nyelvelsajátítás felügyel nélküli modelljei közül az ADIOS (Automatic 
Distillation of Structures [6] [7] [18], más hasonló megközelítésrl Alignment Based 
Learning: [20]). 
A modell nagyon jó eredményeket ért el a nyelv különböz aspektusainak elsajátí-
tásában annotálatlan korpuszokon. A modell nyelvtani szemlélete a kognitív nyelvé-
szet és a konstrukciós nyelvtan hozzáállását tükrözi, vagyis a nyelvtan maga a nyelvi 
egységek listája, fokozatos általánosságot, komplexitást és absztrakciót mutató min-
tázatok gyjteménye [11]. A hasznos nyelvi egységek meghatározásának eszköze 
ennek megfelelen a disztribúciós elemzés: azoknak a mondatoknak az azonosítása, 
amelyek osztoznak bizonyos szósorokban, de egy helyen paradigmatikus variabilitást 
mutatnak. Ez a rendszer két alapvet építköve: a mintázat (vagy szintagma) és a 
változatosságot mutató helyen elforduló komplementáris disztribúcióban álló szim-
bólumok ekvivalenciaosztálya. 
Az ADIOS tehát címkézetlen elemeken, alulról fölfelé építkezik, reprezentációs 
ereje három elven nyugszik: 1) azok a mintázatok fontosak, amelyek kevés szóval 
gyakran elfordulnak és jól általánosíthatók; 2) mivel a változatosság csak a mintázat 
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által meghatározott kontextusban lehet, ez a kontextusérzékeny általánosítás bizton-
ságosabb, mint egyetemes szófajok vagy szabályok alapján; 3) a komplex mintázatok 
rekurzívan, hierarchikus mintázatban épülnek fel. 
Az ADIOS empirikusan és automatikusan magától fedezi fel a nyelvi építeleme-
ket. Az egyik tanítókorpusza a CHILDES [5] [15] gyerekekhez szóló, 300000 mon-
datot tartalmazó beszédátirata volt. 14 nap alatt 3400 intuitíven is fontos mintázatot 
és 3200 szemantikailag megfelel ekvivalenciaosztályt talált. Az új mondatokat léte-
z mintázatok megosztott reprezentációjaként alakítja ki, és ezt használta fel azokban 
a tesztekben, amelyeken új inputokat kellett kezelnie. 10000 mondatos tréning után 
1000 új CHILDES mondatnak illetve ugyanezek véletlen szórend változatának elfo-
gadhatóságát kellett megítélnie, ebben a feladatban már kevés tréning után is jól telje-
sített, és ugyanez igaz volt a távoli függségi viszonyok (a modell szempontjából 
beágyazott ekvivalenciaosztályok) kezelésében. Szokatlan módon a teljesítményét az 
emberivel is összehasonlították. Egy fejldési nyelvmegértési tesztben, ahol a feladat 
mondatok helyességének a megítélése volt, egy 8-8,5 éves gyerek szintjén teljesített. 
Kényszerválasztásos angol nyelvvizsgateszten 60%-ot teljesített (a véletlen 33% lett 
volna), és egy hasonló elfogadhatósági tesztben is nagyon hasonlít teljesítménye az 
emberére.  
 Összefoglalva, az ADIOS-algoritmus hátterében álló elvek: 
1. a mintázat fontosságának probabilisztikus inferenciája 
2. kontextusfügg általánosítás 
3. a komplex mintázatok rekurzív felépítése 
2   A felhasznált módszer 
2.1  Elméleti alapok 
Az általunk követett eljárás egy fontos vonásban különbözik az ADIOS filozófiá-
jától, és ennek messzire ható következményei vannak.  Mi ugyanis a nyelvészet f 
irányzataival szemben azt gondoljuk, hogy a nyelvtannak és a nyelvtudásnak nem az 
a legfontosabb célja, hogy a „jó” mondatokat a „rossz” mondatoktól elkülönítse, 
hanem hogy a kommunikáció céljait szolgálja, vagyis nyelvi formákhoz nyelvi jelen-
téseket társítson. Bár a jelentéssel egyelre nem foglalkozunk, ennek a megközelítés-
nek az a közvetlen következménye, hogy a nyelvtan nem a „jó” mondatok halmazá-
nak rekurzív megadására törekszik. Ez mind a feltárni kívánt mondatszerkezetekre, 
mind a rendszer lehetséges tesztelésére vonatkozó megfontolásokra kihat. 
A szokásostól eltéren nem feltételezzük a mondatszerkezetek szigorúan hierar-
chikus felépítését, tehát még közvetve sem egy újraíró szabályrendszert próbálunk 
rekonstruálni a korpuszból. Az újraíró szabályrendszerek a nyelv formális nyelvi 
modelljeibl származó, lényegében ma is egyetlen hatékony eszközei annak, hogy a 
nyelvet mint mondathalmazt jellemezzük. Mivel nem ilyen jellemzés a célunk, nem 
szükséges ezt az eszközt használnunk. Az eljárás során felismert minták átfedhetik 
egymást, az alá-fölérendeltségi viszonyokban nem szükséges döntenünk, st, azt is 
toleráljuk, ha a mondatokban nem minden elemet tudunk lefedni. Ez a robusztusság 
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szempontjából is fontos (az ismeretlen szavak a legtöbb esetben nem okoznak felis-
merési problémát). 
Ami a tesztelés lehetségét illeti, a mondatszerkezet felismerését a fenti okokból 
nem tudjuk azzal tesztelni, hogy „jól tudunk-e elemezni” korábban még nem látott 
mondatokat. Ehelyett olyan teszteket alkalmazunk, amelyek azt mutatják meg, hogy 
észreveszünk-e a tanultak alapján fontos hasonlóságokat korábban még nem látott 
mondatok között. [19]. 
 
Az eljárás megvalósításához elsként azoknak a hasonlóságoknak a körét rögzít-
jük, amelyek elvileg relevánsak lehetnek. (Ez nyelvi szintenként eltér lehet: például 
a mondattanban az ab és a ba sorozatok hasonlónak minsülhetnek, míg az alaktan-
ban nem — a magyar morfológia ilyen elemzését ld. [10]).  Ezek képezik az adott 
nyelvi szintrl alkotott „elfogultságainkat”.  
A második lépésben egy gyermeknyelvi korpusz alapján (CHILDES, [5] [15] ) a 
valóságosan relevánsnak minsül hasonlóságokat kerestük több módszer összeha-
sonlításával. A relevancia mutatójaként elsdlegesen a gyakoriságot és másodlagosan 
információelméleti kritériumokat használtunk: a gyakori hasonlóságok egyúttal gya-
kori különbségeket is jelentenek, hiszen ha mondatok gyakran hasonlítanak egy bizo-
nyos tulajdonságban, akkor ennek a komplementerében gyakran különböznek. A 
feldolgozásnak ez a fázisa sok más kísérletre is jellemz [14] [18] [20], de a célkit-
zés minden esetben eltér a mienktl, mert valamilyen mögöttes kategóriarendszer 
vagy nyelvtan rekonstruálására irányul. A megközelítésünkben egyedi, hogy a mintá-
zat-jelöltek hatékony felfedezésére hatékony adatbányászati algoritmusokat (pl. A 
PRIORI [1] [2] ) használtunk — nagyságrendekkel csökkentve a futásidt a korábbi 
egyszerbb eljárásokhoz képest [18] [20]. 
Végül a gyakori különbségekbl és mintázatokból olyan adatbázist építünk, 
amelynek használatával megoldhatók a minket érdeklõ, A:B = C:x alakú aránypárok, 
ahol az aránypárok tagjai mondatok és mondatrészek.  A nyelvtudásnak ilyen felada-
tokkal való tesztelése nem ismeretlen sem a mindennapi életben (pl. GRE-tesztek), 
sem a számítógépes nyelvészetben [12] [19].  Például a Mary is sleeping : Mary = Joe 
left : x aránypárnak x = Joe a megoldása, amit úgy is meg lehet fogalmazni, hogy a 
rendszer „felismeri az alanyt”, anélkül, hogy akár mondatszerkezetet, akár mondat-
rész-címkéket rendelne a kifejezésekhez. Az aránypárok megoldásához feltesszük: az 
A : B különbségnek maximálisan relevánsnak kell lennie, és meg kell egyeznie a C : x 
különbséggel, és ugyanígy fontosnak és azonosnak kell lennie az A : C és a B : x 
különbségeknek is. Eladásunkban a módszerek bemutatása mellett összehasonlítjuk 
az általunk vizsgált különböz önszervez tanulási algoritmusok sikerességét ilyen 
analógiás feladatok megoldásában. 
2.2   Az algoritmus 
 
Az algoritmus többféle lépés iterált alkalmazásából áll, ami mindaddig folyik, amíg 
„érdekes jelenségeket” fedezünk fel a korpuszban.  „Érdekes jelenségeknek” min-
sülnek a következk: 
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1. Gyakran ismétld sorozatok („kollokációk”). Ha egy sorozat kis különbsé-
gekkel ismétldik gyakran, és a különbségek nem túl sokfélék, akkor is 
„kollokációról” beszélünk. 
2. Érdekes kontextusok. Azok a kontextusok számítanak érdekesnek, amelyek-
ben elég sokféle egység fordul el ahhoz, hogy feltételezzük, egy osztályt 
alkotnak (ld. 3.), de nem olyan sokféle, hogy az együttes elfordulás irrele-
vanciájára gyanakodjunk.  Itt „egységen” szavakat, szóosztályokat és ezek-
bl alkotott gyakori sorozatokat egyaránt értünk. 
3. Azonosan viselked osztályok. Azokról a szavakról, szóosztályokról, soro-
zatokról, amelyek nagyjából ugyanazokban az „érdekes” kontextusokban  
fordulnak el, feltételezzük, hogy ugyanabba az osztályba tartoznak, leg-
alábbis az illet kontextus szempontjából. 
Minden iterációs lépésben átírjuk a kiinduló korpuszt a felfedezett jelenségek fel-
használásával. Ez egyfajta címkézés, csak annyiban sajátos, hogy a következ lépé-
sekben a címkék és a korábbi információ egyaránt a felfedez eljárás tárgyát képezi.  
Az algoritmus visszalépési lehetséget is tartalmaz: ha azt tapasztaljuk, hogy  „túlál-
talánosítottunk”, azaz egy osztálynak elég nagy részosztályai nem viselkednek egyön-
tet módon, akkor részekre bontjuk az osztályt, és visszalépünk a keletkezésekor 
érvényes korpuszhoz. Osztályok egyesítését azonban nem engedjük meg (ha már 
különböz viselkedést tapasztaltunk, azt nem tekinthetjük meg nem történtnek). 
2.3   Eredmények 
A felfedez eljárás eredményét kétféleképpen teszteltük: aránypárok megoldásával és 
mondatkiegészítési feladatokkal. Az aránypárok megoldása bonyolultabb eljárás, de 
jobban megfelel az elméleti alapfeltevéseinknek, amelyekrl fent szóltunk. A 
mondatkiegészítés egyszerbb próba, viszont feltételezi, hogy van valamilyen mód-
szerünk annak ellenrzésére, hogy két mondat közül melyikre tudunk „elfogadhatób-
ban” felfedezett mintákat illeszteni. 
A tesztelésben az az „illesztprogram” játssza a középponti szerepet, amely a kor-
puszban felfedezett jelenségeket megpróbálja még nem látott mondatban felfedezni.  
Az illesztéseken egy kvázi-algebrai struktúrát definiáltunk (metszet, különbség), 
valamint egy „lefedési mértéket”, amely megadja, hogy mennyire „részletesen” fedi 
le az illet illesztés a mondatot. 
Az A : B = C : x alakú aránypárok megoldásánál (ahol x értékét megadott kifejezé-
sek közül kell kiválasztani) a következképpen döntünk: az A B és a B A kü-
lönbségekhez hasonlítjuk a C  X, illetve X  C különbségeket (ahol X a vizsgált 
jelölt).  Az összehasonlítás azt jelenti, hogy a metszetek nagyságát hasonlítjuk össze.  
Az lesz a nyertes jelölt, amelynél ezek a különbségek a legjobban hasonlítanak (a két 
metszet nagyságának összege a legnagyobb).  A kiegészítéses feladatnál a lehetséges 
jelöltekkel kiegészített mondatokon futtatjuk az illesztprogramot, és az eredmények 
„lefedési mértékét” hasonlítjuk össze.  A „lefedési mérték” annál nagyobb, minél 
több  szóra minél hosszabb sorozatokat tudtunk illeszteni.  (A szóosztályba sorolás 
1 hosszú sorozatnak minsül.) 
A cikk leadásának órájában még csak megkezdtük a nagyobb korpusszal való kí-
sérletezést.  A „játék” korpuszunkból, amelyben csak névelt, 50 fnevet, 50 mellék-
nevet és 25 igét használtunk, és ezek minden nyelvtanilag helyes kombinációját be-
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vettük (a nyelvtan természetesen „Det (A) N V” volt), tanulás után a rendszer 100% 
pontossággal képes volt megoldani az aránypáros és a kiegészíts feladatokat. 
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