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1. INTRODUCTION 
The finite element method, an ingenious extension of Ritz-Galerkin 
techniques well suited for digital computers, has gained considerable support 
among engineers and applied mathematicians dealing with the numerical 
solution of partial differential equations. In addition to the pioneering paper 
by Courant [l , 21, the method was independently formulated and developed 
by structural engineers interested in the solution of problems of elasticity 
with very complicated boundaries. We note in this connection the work of 
Turner et al. [3] and Clough [4] in the United States, and Argyris [5] in 
Europe. 
Most of the research effort in this area seems to have been concerned with 
the development of efficient elements [6] and, more recently, with the 
mathematical foundations of the method with particular emphasis on appro- 
ximation aspects [7, 81. Less attention appears to have been paid to global 
modeling aspects, i.e., to the development of a methodology to formulate 
and solve the finite element equations, recognizing the topological properties 
of the domain, the quality and quantity of information required from the 
solution, etc. In some respects, a work in this direction is the frontal method 
by Irons [9], which employs the discretizing mesh as the underlying frame- 
work to construct the solution of the equations. 
In this paper we deal with problems of that type. By an appropriate 
partition of the domain in juxtaposed strips, the finite element equations, 
derived from a Galerkin scheme, are written in terms of difference equations 
subject to two point conditions. Application of invariant imbedding techni- 
ques [lo, 111, leads to algorithmic solutions for the equations in terms of 
stable, initial valued matrix difference equations. In l-121, similar results are 
obtained starting from a variational formulation and employing dynamic 
programming to derive the pertinent equations. The paper ends with a 
discussion pointing out the advantages and possible extensions of the method. 
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2. THE PROBLEM 
In order to introduce the method we consider Poisson’s equation 
VW = 
i 
a2 a2 
-+- ax2 ay2 1 w =P(x,y), on K (2.1) 
where w(x, y) is a function with piecewise continuous first derivatives in the 
bounded domain V E R2 with boundary S, subject to Dirichlet boundary 
conditions 
w = w. on Sl c 8 (2.2) 
i.e., over a portion of the boundary, and mixed conditions 
-&+q+aw===O on s, = s - s, ) (2.3) 
over the remaining portion of the boundary. In Eq. (2.3), n denotes the 
normal to the boundary and q and 01 3 0 are functions defined over S, . 
We seek an approximate solution wh , which in addition to satisfying the 
essential (in this case Dirichlet) boundary conditions 
wf& = wg on S 1, (2.4) 
is required to satisfy the projection equations 
Is, (V2w, - P) vi dx dy + s, (% + q + -A) vi ds = 0, (2.5) 
for an appropriate set of weighting functions vi . In (2.5) the integral over S, 
is a weighted boundary residual added to incorporate the natural boundary 
conditions (2.3). This, a natural extension of the Bubnov-Galerkin method 
to deal with natural boundary conditions [13, 141, is a very convenient device 
since it relaxes the requirements on the approximating functions at a portion 
of the boundary. 
To reduce the differentiability requirements on the approximating func- 
trons wh, we integrate (2.5) by parts and apply the divergence theorem, 
obtaining 
aw, avi -_ + - _ - pv,) dx dy 
ay a~ 
\ I 
aw,J vi ds - 
s 
aw, __ 
s, an 
vi ds = 0, 
(2.61 
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where the boundary term over Sr vanishes if the weighting functions are 
chosen such as to satisfy the homogeneous equations 
vi = 0 on S, . (2.7) 
Equations (2.6) are well suited to be discretized using finite element 
procedures. Before doing this, however, we can further relax the requirements 
on the trial functions wh over S, given by Eq. (2.4). To this effect, instead of 
the Dirichlet conditions (2.4), we consider the mixed conditions 
aw, 
~ + h(w, - wo) =0 
an 
on S,, (2.8) 
where h is a constant parameter. Here we reasonably expect that wJh) satis- 
fying (2.6) and (2.8) will approach wh satisfying (2.6) and (2.4) as A+ co. 
This, an estratagem borrowed from variational methods [l, 151, permits 
complete relaxation of the conditions on the approximating functions over the 
boundary. Substituting i?w,/an given by (2.8) in (2.6) we obtain 
(2.9) 
the pertinent projection equations with relaxed boundary conditions. 
It is important to note that a set of equations similar to (2.9) may be 
constructed if, instead of Eq. (2.1) we are given 
Aw =p, 
where A is a general elliptic differential operator, not necessarily of the self- 
adjoint type. 
3. FINITE ELEMENTS 
In a finite element procedure, the domain I/ is divided into a number of 
subregions or elements { IJ’~} such that u V = V and nVe = 0. Such a 
partition may be arbitrarily designed. Triangular and quadrilateral shapes, not 
necessarily with straight edges, are in general the most popular candidates 
for plane elements. Tetrahedrons and cubes play the same role in spatial 
partitions. 
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Once the domain has been subdivided, we introduce a class of approxi- 
mating functions with compact support 
(3.1) 
where ui are constants to he determined and the Nie functions are required 
to form a local (or patch) basis, i.e., in addition to certain completeness 
requirements, Nie(,, y) = 0 if (x, y) 6 V u Se. Here, a superindex denotes 
the element and Se the boundary of the element. Usually the constants ui 
are chosen to denote the values of the approximating function wh at specified 
locations (nodes) of the element. In particular, if (xi , yi) are the coordinates 
of node i, the quantity ui = wh(xp , yJ is a nodal value. In this case, functions 
N$ are interpolation functions that satisfy the conditions 
Nic(xj T Yj) = hi > (3.2) 
where sij is the Kronecker delta. Functions Nie must satisfy appropriate 
conditions of completeness and integrability. Possible continuity requirements 
on the approximating functions wh impose additional conditions on the choice 
of the interpolation functions Ni c. In the present example we require CO 
continuity on wh along the edges of the elements, a condition not hard to 
satisfy in the applications. 
We now proceed to discretize Eq. (2.9). The weighting functions zli will be 
chosen a la Galerkin, i.e., 
vi = Nie. (3.3) 
Substitution of (3.1) and (3.3) in (2.9) yields 
T’$kfjUj+‘$ft=O, i-l,2 ,..., R, 
where R is the number of nodes and the sum is taken over all the elements. 
In (3.4), & given by the expression 
k;j = T 3) dx dy 
(3.5) 
t j”: N,eaNj” ds + X j- 
sid 
N,“Nje ds, 
is only defined for those values of i and j belonging to element 6 This is a 
consequence of the local nature of the interpolation functions N,/. Matrix 
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(kfj), known as the st@zess matrix of the element, is a symmetric, positive 
definite matrix. The quantity fit, appearing in (3.4) and given by 
fi" = jjvcWp dx dy + js ,Wq ds - A jstNiew, ds, (3.6) 
P 
is the loading contribution of element L’ to node i, in the structural mechanics 
parlance. In Eqs. (3.5) and (3.6), the boundary integrals are defined over the 
portions Sic and Sse of the boundary such that 
S,f = s, n s, , s,e = s, n s, ) (3.7) 
where S, is the boundary of element C. 
Equations (3.4) may be compactly written in the form 
Ku+f=O, (3.8) 
where u = (uJ, i = 1 to R, is the vector of all nodal values, K = (&) is the 
global stiffness matrix whose generic term is given by 
Kij = c k$ , 
e 
and f = (fi) is the global loading vector whose generic term is given by 
(3.9) 
In (3.9) and (3.10) the sums extended over all the elements are intended in a 
Boolean sense, their rules of composition clearly emanating from Eq. (3.4). 
We note that K in (3.8) is a sparce matrix, a direct consequence of the local 
basis employed to span the approximating solutions (3.1). Standard finite 
element procedures take advantage of this property and usually attempt to 
reduce the bandwidth to a minimum. Clearly, the bandwidth is intimately 
related to the manner in which the nodes have been numerated. In some 
simple cases the rules to numerate the nodes such as to achieve minimum 
bandwidth are easily determined. In general, however, this proposition leads 
to involved combinatorial problems. 
Once the matrix K has been conveniently conditioned, Eq. (3.8) is solved 
using Gauss elimination or various iterative procedures. Here we shall not 
pursue that path of action. Instead, we shall attempt a direct algorithmic 
solution of the equations conveniently written in terms of difference 
equations. 
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4. DIFFERENCE EQUATIONS 
Here we reformulate the finite element equations (3.4) in vector-matrix- 
difference form. To this end, we shall first group the elements in adjacent 
strips as shown in the illustrative example of Fig. la. Each node will be now 
o - STANDARD NUMERATION b-STRIP CONFIGURATION 
FIGURE 1 
denoted by the pair (m, n), indicating row and column, respectively. Accord- 
ingly, the value of w,~ at the node (m, n) will be denoted by u,, _ The strip 
between columns n and n + 1 will be called the nth strip. We now introduce 
, (4.1) 
i.e., the vector of the nodal values along column n, where AI, denotes the 
number of nodes in such a column. For example, in Fig. lb, Ml = 2, 
M, = 3, MS = 5,..., M7 = 4. Using this notation it is possible to write 
Eq. (3.4) in the form 
t 
K,(l) ~l,U) 41)’ 
Wl) G(1) + 4,m fG2(4 43 
&l(2) Kd2) + K,(3) K%(3) 
iiJ 
u(3) 
. . 
(4.2) 
PI(l) 
+ P,(3) + P,(2) 
i : 
P,(2) +Ps(l) = (), 
\ 1 
FINITE ELEMENT EQUATIONS 493 
where J&(n), i, j = 1, 2, are partitions of the stiffness matrix K(n) = (KJn)) 
of the strip (or super element) n, that may be easily constructed from the 
stiffness matrices of the individual elements composing the strip. Similarly, 
pr(n) and pa(n) are loading vectors at the sides n and n + 1 of the strip n, 
respectively. To illustrate the construction of these quantities, we compute 
the stiffness matrix of the strip 1z = 1 in the example of Fig. lb, namely 
i 
%l + Gl k:, k;, kf2 ;z
kiil kf, + k;, ___------------- 
k131 0 
k:, $- k:, k:, + $2 
0 % 
j k& 
/ $3 
i 0 
0 
k;s 
---I 
0 ' (4.3) 
kt, 
ks3 
and the loading vectors p,( 1) and pz( 1) given by 
A(l) = c2; ‘I;: 1 3 P,(l) = f2’ +$ +f2” > i 1 
(4.4) 
fs3 
where the subindexes refer to the nodes and the superindexes denote the 
element, according to the numeration system given in Fig. la. 
Equation (4.2) may be compactly written as the difference equation 
K2,(n - 1) 4n - 1) + K2(n - 1) + &I@)1 +> + &?(4 4n + 1) 
= -l%(n) - P2(n - 11, n=2 to N-1, (4.5) 
subject to the following end conditions 
fGl(1) 4) + K,,(l) 42) + P,(l) = 0, (4.6) 
and 
&(N - 1) u(N - 1) + K,,(n) u(N) + p,(N - 1) = 0. (4.7) 
It is interesting to point out that K(n) is a square matrix of dimension 
(M, + Mn+J2 whose partitions KJn), i,j = I, 2, are of dimensions as 
indicated in Eq. (4.8) below 
i 
mn) 1 K12(n) 
K(n) = (M XM) I (n/r XM ‘) ---“----=------*-----?-+L 
K,,(n) ’ K,,(n) . 
PL+1 x M?J j P&2+1 x fiG,l) i 
(4.8) 
In general, K,, and K,, will be rectangular matrices that automatically take 
care of changes in dimensionality of vector u(n) in the difference equation 
(4.5). We finally observe that by construction, K,,(n) > 0, K,,(n) > 0, and 
&2(n) = G(n). 
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5. SOLUTION OF THE EQUATIONS 
A. Riccati Transformations 
To deal with the two-point value problem (4.5), (4.6) and (4.7), we may 
resort to the well-known method of the Riccati transformations [ 16, 111, with 
roots in the theory of invariant imbedding [17]. To this end, we look for 
solutions of the form 
u(n + 1) = R(n) u(n) + r(n), O<fZ<N-1, (5.1) 
where R(n) is a M,,, x M, matrix and r(n) a n/r,+, vector, to be determined. 
Elimination of u(n) and u(n + 1) in (4.5) by making proper use of (5.1), leads 
to the following recurrence relations for those quantities 
R(n - 1) = - (K&n - 1) + &r(n) + &s(n) R(n))-l &,(n - l), 
and 
(5.2) 
y(n - 1) = - (&An - 1) + j-G,(n) + G(n) WW 
. (&2(n) r(n) + P,(n) + P,k - lb 
subject to the initial conditions 
R(N - 1) = --K&N) K&V - l), 
and 
(5.3) 
(5.4) 
Y(N - 1) = -K,-,1(N)p,(N - I), (5.5) 
respectively, obtained from consideration of (5.1) and (4.7). Clearly, the 
computation of R(n) and r(n), as given by Eqs. (5.2) and (5.3) proceeds 
recursively in the backwards direction starting from the know conditions 
(5.4) and (5.5) at N - 1. Once these quantities have been determined, we 
may compute u(n) using (5.1) starting with the initial conditions 
~(1) = - W,,(l) + IW) WY (G(l) ~(1) + P,(l)), (5.6) 
obtained from consideration of (5.1) and (4.6). 
B. Invariant Imbedding 
In the method presented above, it is required to store all the quantities 
R(n) and r(n) and to perform two computational sweeps. In return, the values 
of wh at every node are obtained. Here we present a direct method to deter- 
mine uii for specified values of i andj, which appears very efficient with respect 
to time and storage if only a few nodal values are required. 
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Suppose that we wish to determine the nodal value uij . By superposition 
we may write 
uij = ~(6 j, 4 ~(4 + t(i, j, 4, (5.7) 
where s(i, j, 72) = (sk(i, j, n)), K = 1 to M, , is a row vector of dimension 
Mn , and t(i, j, n) is a scalar. Equation (5.7) is expressing the fact that there 
exists a linear relationship between uij and the nodal values say along column 
n, i.e., u(n). We assume now that j > 71 and, while keeping i and j fixed, we 
consider the domain of length N - (n + l), namely 
uij = s(i, j, n - I) u(n - I) + t(i, j, n - 1). (5.8) 
Substituting u(n) = R(n - 1) zl(n - 1) + Y(TZ - 1) in (5.7), substracting 
(5.7) from (5.8), and collecting terms in u(n - 1), we finally find the recursive 
equations 
s(i, j, n - 1) = s(i, j, n) R(n - l), n <.i, (5.9) 
t(i, j, n - 1) = t(i, j, n) + s(i, j, n) y(n - I), n <j, (5.10) 
for the quantities s and t, subject to the initial conditions 
s,(i, j, j) = h , (5.11) 
t(i, j, j) = 0, (5.12) 
respectively, obtained from consideration of (5.7) at n = j. In Eq. (5.11), 
Ski is the Kronecker delta. 
The method consists in the recursive, backwards, computation of R(n) 
and y(n) using (5.2) and (5.3) starting at 11 = N - 1 with (5.4) and (5.5). 
At n = j, we adjoin Eqs. (5.9) to (5.12) and continue the recursive computa- 
tion of all the quantities R(n), r(n), s(i, j, n) and t(i, j, n), until 71 = 1. We 
finally obtain uij by employing (5.7) at n = 1, i.e., 
uii = s(i, j, 1) u(l) + f(i, j, I), (5.13) 
where u(1) is given by (5.6). This procedure, usually called a one sweep 
method, is a finite dimensional version of the method presented in [18]. 
6. STRIP CONFIGURATIONS 
The choice of a certain strip pattern may be affected by a number of 
considerations associated to the specific problem, such as the type and quantity 
of information required from the solution, the topological properties of the 
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domain, questions of computational efficiency, etc. It is beyond the purpose 
of this paper to systematically deal with all those aspects. Here we only wish 
to present a few examples to illustrate some possible applications of the pre- 
sent methodology. 
When the finite element partition is given, the number of possible strip 
configurations that may be designed on that partition will depend on the 
topology of the domain and the finite element mesh. For example, in a 
simply connected plane domain we distinguish at least R2 different configura- 
tions, where R is the number of boundary nodes. Two of such possible 
configurations are presented in Figs. 2a and 2b, for a triangular mesh in a 
given region. 
(1 b 
9 h 
FIGURE 2 
When the finite element mesh is not given in advance, there is considerable 
more freedom to select a convenient strip configuration that recognizes some 
of the special features of the problem. In the examples presented in Figs. 
2c-2h, we have subdivided three domains in two different ways each, to 
illustrate a few possible configurations. It is interesting to note that the present 
method handles in a uniform fashion all the cases presented here or any 
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other constructed along similar lines. In particular, there is no operational 
distinction between constant and variable strip dimensionality. Hence, the 
strip pattern may be entirely selected to reflect special features of the problem 
and not to simplify the analytical aspects of the method. In some problems 
involving mechanical applications, for example, the design of the strip 
pattern might be dictated by the configuration of the actual layers employed in 
the construction of structures such as dams, tunnels, etc. In other instances, 
the same role may be played by an a priori qualitative knowledge of the stress 
or flow pattern of some of the relevant variables of the problem. 
7. D~scr~ss~or\; 
The combination of invariant imbedding and finite element ideas, accen- 
tuates the advantages of both approaches. In fact, the present method inherits 
the versatility of finite element techniques that handle intricate geometries and 
general boundary conditions in an elegant, uniform fashion. In this sense, 
this approach extends considerable the range of the method developed in [lo], 
where finite differences were used to construct the pertinent difference 
equations of the process. 
On the other hand, the use on invariant imbedding is accompanied by 
several advantages. First, it provides a clear physical meaning to each compu- 
tational step in the solution of the equations. This, together with the geo- 
metric flavor attached to the strip method, enriches the information content 
of the solution, in comparison with ordinary finite element procedures. 
Second, the method of Section 5B enables the selection of those nodes on 
which the solution is desired, with a storage requirement nearly proportional 
to the number of nodal values to be computed. This, an advantage not 
shared by standard finite element procedures, increases the analyst’s control 
over the type and quantity of information to be extracted from the solution. 
We observe that procedures of this type might exhibit additional advantages 
in a parallel computational context. 
Thirdly, the numerical algorithms derived in Sections 5A and B are 
exponentially stable with respect to initial conditions, a consequence of the 
positive definite nature of the stiffness matrices1 and the intrinsic stability 
of Riccati-like algorithms [19]. 
Finally, we note that the present method admits immediate generalizations. 
We could, for example, add one element (rather than one strip) at a time, 
furnishing additional flexibility to the method. In this case, the algorithms 
1 We can insure the positive definite nature of the stiffness matrices in the present 
case and, in general, when they derive from self-adjoint operators. 
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developed in Section 5 retain their validity if a proper reinterpretation of the 
meaning of the stiffness matrices (I&(n)) of the strips is performed. We shall 
deal with matters of this type in a future communication. 
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