INTRODUCTION
Crater morphometry, the quantitative description of the shape of impact craters, has always played a key role in understanding the cratering process.
One of the key arguments used to support the impact origin of lunar craters was that they were morphometrically similar to terrestrial explosion craters (Baldwin, 1949) . Complex impact craters, craters with such features as a flat floor, a central peak, and wall terraces, have never been created in common geologic materials in the lab or with large explosions. At present, only the morpbometry of impact craters on the solid bodies of the solar system can provide data on how various target and impactor properties affect complex crater formation.
Until recently, morphometric data for fresh complex craters existed only for the Moon, Mars, and Mercury (e.g., Hale and Head, 1979 , 1980 , 1981 Malin and Dzurisin, 1978; Pike, 1977 Pike, , 1980a Pike, , 1988 Pike and Spudis, 1987; Smith and Hartnell, 1978; Wood, 1980; Wood and Andersson, 1978) . Unfortunately, these bodies provide data for a fairly limited range of target properties. As a consequence, past attempts at explaining interplanetary differences in craters have necessarily been limited to a forward-modeling approach, where a model is considered adequate if it fits the data within error tolerances.
A well-known example of this approach is Pike's (1980a Pike's ( , 1988 demonstration that a line with slope 1/g, where g is surface gravitational acceleration, fits within error bars the simple-to-complex transition diameter for the Moon, Mercury, Mars, and Earth.
The recent addition of crater morphometric data for Venus (Herrick and Phillips, 1994; Sharpton, 1994; Alexopoulus and McKinnon, 1994; Herrick et at., 1996) and the icy satellites (Schenk, 1989 (Schenk, , 1991 greatly extends the range of surface gravities and target compositions for which data exist. This additional data makes the inverse approach a feasible method for determining the factors controlling interplanetary differences in crater morphometry and for evaluating various complex-crater formation models.
In the inverse approach, a general model is presented and the data are used to invert for any unknown parameters in the model. Standard inversion techniques provide a structured framework for comparing models, incorporating data with errors, and determining ranges of acceptable parameters. Our purpose in this paper is twotbld.
We will attempt to demonstrate the advantages of the inverse method tbr making quantitative evaluations of models of the cratering process.
In the process, we will test some general concepts regarding the effects of projectile velocity, target surface gravity, and crustal strength on complex-crater formation, and we will test two previously proposed models.
INVERSION TECHNIQUES
To illustrate what types of data are necessary, what kinds of models can be tested, and what can be learned about each model, here we briefly review some of the key aspects of linear and nonlinear inversion techniques (excellent, more detailed reviews are in Menke, 1989 and Lines and Treitel, 1984) . The first step in using inversion techniques to evaluate a model for some aspect of the cratering process is to quantify the model so that it predicts a set of measurable quantities, i.e., measurement di is a function of some set of properties such as surface gravity and impactor velocity. Thus, there is a set of measured data points, listed as a vector d, that are presumed to be dependent on some unknown set of model parameters, m. In a general sense, this functional dependence can be expressed as f(d,m) = 0. All of the techniques discussed in this paper require that this functional dependence must be expressed in a way that separates model from data, so that
Eq. (1) where g is a vector function. It is easiest to work with linear vector functions, so that d is just m multiplied by some matrix G, or have chosen isexactly determined. For example, exactly one linecan always befitthrough any twopoints. Inthis case, Gwould besquare and invertible mathematically. For theexactly determined model, it isaforegone conclusion that thedata can beexactly produced bya particular choice ofmodel parameters, and the onlymeans ofevaluating the model iswhether those model parameters and themodel itself make sense. Consider asanexample amodel where theonset diameter ofcentral peak craters isaplanet's gravity multiplied byan arbitrary constant that isdifferent foreach planet. Obviously, anarbitrary constant canbechosen foreach planet sothat thedata are always exactly fit;but unless there issome physical basis forthearbitrary constant, itsvalue and the model areessentially meaningless. Anexactly determined model canbethought ofastransferring the data values intoadifferent set ofunits. lfG issuch that many different mcan produce the same d,then theinversion formissaid tobeunderdetermined. Forexample, an infinite number oflines can befit through asingle point. For theunderdetermined case, evaluation ofthemodel must beessentially independent ofthe data. For example, if projectile mass, velocity, and impact angle areinputs intoamodel that predicts thevolume ofmelt foraparticular crater, then creating values formass, velocity, and impact angle foranincoming meteoroid that result inamatch tothe estimated melt volume says nothing about the validity ofthemodel being used. Insimple problems, theunderdetermined case occurs when Ghas more columns than rows, ormhas more elements than d. Insummary, thevalidity ofthemodel cannot beassessed withinversion techniques forthe underdetermined and exactly determined cases.
However, if Gissuch that onlyasubset ofpossible d'scanbe produced byallchoices ofm, then the model isconsidered overdetermined. For example, ofallpossible sets ofthree points, onlycertain subsets canbefit bytheequation ofa line.Intheoverdetermined case, theinversion provides some means oftesting themodel. A model can be ruled out as invalid if a set of model parameters cannot be found that satisfactorily reproduces the observed set of data.
The nature of the inversion is in part based on what criteria define a satisfactory reproduction of the data. In this paper, we seek solutions that minimize the square of the difference between the model results and the data. This is known as a least-squares inversion.
In a simple least-squares inversion, the model parameters that best reproduce the data are of the form (Menke, 1989) 
Equation (3) gives equal value to each data point; however, it may be decided that it is more important to fit certain data points than others. In this case, the data can be weighted in the inversion so that
where W is a square diagonal matrix of weighting values for each data point. In this paper, we will weight the data by the inverse of its standard deviation, so that data points known with the smallest amount of error are weighted most heavily.
Equation (4) 
where m°is some initial estimate of a model parameter that the Taylor series is expanded about. In matrix form, this becomes
where G' is the matrix of partial derivatives. Setting Ad = d -G<m> and Am = m -<m>, and utilizing Eq. (6), it is possible to create an iterative method for solving for the best possible estimate of m. In this method, known as the Marquardt-Levenberg method (Levenberg, 1944; Marquardt, 1963) , a previous estimate of m and its model output are used for <m> and G<m> and the matrix of derivatives is used in the inversion, so that the next estimate can be calculated as
The damping factor fl generally reduces the step size to stabilize the inversion. Typically iterations are continued until the step size falls below a specified value.
Once the model parameters are estimated, one way to evaluate the model is to compare the prediction error, the difference between model results and the data, with the standard deviation o of the data.
Comparison
of different models designed to reproduce the same data must take into account the fact that the model with more parameters has an inherent advantage in reproducing the data. This comparison can be performed with the F test (Menke, 1989) . The F value is the ratio of Z_ for each model, where
e is prediction error, N is the number of data points, M is the number of model parameters, and v is the number of degrees of freedom. 1972; Melosh, 1977 Melosh, , 1982 Grieve et aL, 1981 (12) where Oji is an observation of type i for planet j, and A and b are constants.
In log-log space this becomes However, determining error bars for the onset of a feature is not as straightforward.
To estimate the error, we first assume that our crater data set is a typical sampling of a hypothetical data set containing an infinite number of craters.
Our sample set of measurements contains N craters, where N is the number of craters with a feature and below the median diameter plus those craters without a feature and above the median diameter. An infinite number of sampled data sets of our fictitious infinite crater set should have a normal distribution of median values. If we assume that our observed data is a typical sampling of the hypothetical crater population of infinite size, then the 1o error bounds for the median value can be estimated by taking the difference of the two data values ,f-ff samples away from the median. Using a similar logic for minimum and maximum onset diameters, the let error is defined by taking the difference of the observed value's diameter and the diameter for sample i away from observed value such that I -> 0.68 Eq. (14) For example, consider the observed data for Venus regarding the onset of central peaks. Figure 1 shows the data between the minimumsized crater with a central peak and the maximum-sized crater without one. One hundred ninety-seven craters fall between the minimumsized crater with a central peak, at 8.6 km diameter, and the maximumsized crater without a central peak, 22.6 km in diameter.
There are 27 craters above 14.8 km diameter without a central peak and 27 craters below 14.8 km with a central peak, making 14.8 km (I.17 in log space) the median diameter and N equal to 54. Counting eight samples each way (rounding up from _ ) gives an error for the median in log space of 0.5 (log 15.7 -log 13.5), or 0.033. With N = 54, i must equal 2 for Eq. (14) to hold. Counting two samples away, the error for the maximum is (log 22.6 -log 20.5) = 0.042
and for the minimum is (log 9.6 -log 8.6) = 0.048. If a reference in Table i did not provide error estimates or the data necessary to estimate errors, for the purposes of the inversion we assumed an error in log-log space of 0.1, or -25%.
We performed a series of linear inversions with b fixed at one unless otherwise stated.
A target density of 3000 kg m 3 was assumed for the terrestrial planets and moons and 1000 kg m -3 for the icy satellites.
For the first inversion, we simply tried to fit all of the data: rim-floor depth of a 30 km crater, the inflection point in the depth-diameter curve, and all three onset diameter measurements for R.R. Herrick and S. N. Lyons points within 20 of the observed value, and 61 of 70 within 3_r. The rms error (in log space) for the model output is 0.17 vs. 0.13 for the actual data, so overall the inversion did not produce an acceptable fit to the data. The worst fits of model to data occur for the onset of terracing and the onset of central pits (treated as peak rings) on the icy satellites.
The majority of the terracing data is not fit within lcr, and four of the fifteen data values are not fit within 3tr of the data. Of the four data values for the onset of central pits on Ganymede and Titania, only one was fit within acceptable error bars. These poor fits suggest that the model we used, Eq. (13) There are many logical variations on this first model that can be tested, and we summarize a few here. We ran another inversion identical to Model A, except it did not include the terracing data or the central pit onset data.
The results for this inversion, Model B in Tables I and 2 , were similar to those for Model A and indicate that including the terracing and central pit data did not adversely affect the rest of the inversion in Model A. The Model B results have a slightly lower rms error than the data because the terracing and central pit data were excluded, and all but three of the data points were fit within 3or. For the test labeled Model C in Tables 1 and 2, we used only data for the rocky planets and the following measurements:
rim-floor depth of a 30 km crater, the inflection point in the depthdiameter curve, and the median onset diameters for central peaks and peak rings. The input for Model C was a small subset of that for Model A, but the output results were remarkably similar, and the same general trend in planetary strengths was found.
Without the inclusion of icy satellites, the rms error for the data was substantially lower than the error for the data used in Model A. Thus, even though Model C had a lower rms model output error than Models A or B, the model output does not have an rms error lower than the observed data. All of the data were fit within 3or with Model C. et al. (1997) stated that a g 0.7 trend was more logical for the depth trend for a single diameter, and they also preferred to use terrain-floor depth data rather than the rim-floor depths that are commonly used. We ran a set of four tests where we ran through the possible combinations of using terrain-floor depth vs. Tables I and 2 . Data is shown as x's (horizontal lines for median peak ring onset) with vertical lines representing la error bars. Model results are shown as diamonds (squares for median peak ring onset). Data and values are plotted vs. target surface gravity. Data and results for Mars have been plotted at a slightly lower than actual surface gravity to allow the points to be distinguished from the Mercurian data and results.
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ter, the inflection point in the depth-diameter curve, and the median onset diameters for central peaks and peak rings. These four inversions all yielded similar results that were also consistent with Models A and B. Figure 3 compares, for all four inversions, the calculated model trends vs. the depth data. The results for one of these, the one using terrain-floor depths and forcing a (c/pg) 0"7 depth trend, are shown as Model D in Tables 1 and 2. Negligible  differences  were found between model fits using terrain-floor vs. rim-floor depths, but the relative strengths of Venus, Mercury, and Mars were slightly lower if terrain-floor depths were used. Almost identical model fits were found between models using a (c/pg) 0'7 vs. a (c/pg) 1 trend, and the primary model parameter that changed between these two models was the constant A in Eq. (12) in response to the forced change in b.
We also performed several nonlinear inversions similar to models A-D but allowing b to be a variable for each measurement type. For the nonlinear inversions, an initial estimate of model parameters must be given as a starting point for the inversion, and damping of individual steps may be important. The nonlinear inversion can be thought of as starting at a specified point on a surface of model solution errors and using local slopes to end up in a local minimum that minimizes error. Ideally there is only one local minimum that is the absolute minimum, and that minimum is reached from any starting point. Unfortunately, as we discuss below, that is not the case for the inversions performed here. A judicious choice of the damping factor will get the inversion to a local minimum in a few steps without overshooting that minimum. We found that the most effective technique was to start with minimal damping and automatically increase damping as necessary to ensure that each step produced a model output with a lower error than the previous step. We ceased iterating when the average step became less than 5 x 10 -4 the average model parameter. Model nlA in Tables 1 and 2 shows the results for a nonlinear inversion that used the results of linear Model A as a starting set of parameters.
We allowed b to vary, but required b to be the same for the minimum, maximum, and median of each measurement type. Tables 1 and 2 ) using the four possible combinations of rim-floor depths or terrain-floor depths and forcing a g-07 or g-10 trend. The top plot shows results vs. data for inversions using terrain-floor depths with the two gravity trends and the bottom plot shows similar results for inversions using rim-floor depths. Data is shown as x's with vertical lines representing let error bars, and model results are shown as diamonds (g-t 0trend) and squares (gq37 trend).
there was less than a percent difference in data error between the outputs of the linear and nonlinear models. In other words, allowing b to vary essentially gained nothing in terms of the overall model being able to fit the data.
We also found that the solution set of model parameters is nonunique.
Model nlA' in Tables 1 and 2 shows the results from an inversion with a different set of starting parameters. In this case, the solution evolved to a set of functions with nearly fiat slopes (b -0) and still achieved the same fit of model results to observed data. 
Eq. (18) where L is the radius of the fluidized region and a is the radius of the transient cavity.
We use Melosh's (1982) assumptions that L is the also the radius of the final crater and that it is equal to 1.5 a.
Equation (18) becomes
A" =;L ---r--
For a given planet, N = 1 at the onset diameter of central peaks and N = 2 at the onset diameter of peak rings.
We would like to use our measurements and Eqs. (16), (17) We chose to hold the second term fixed so that for each step we could define a third constant
Eq. (20) so that now Eq. (19) can be rewritten as
or in log-log space logD= l(logk3 + 2 Iogr/-logk I ) Eq. (22) 3 In summary, for the first approach we used log-log versions of Eqs. (16) and (17) Table 3 show, this second approach was even less successful than the first approach. In the first approach, the yield stresses c were calculated independently of r/and were not affected by the problem with the ratio between onset diameters for central peaks and peak rings. In the second approach, the only way the inversion could produce a large difference in N with small differences in D was to choose large strength values that made the natural log term in Eq. (19) at or below zero where the natural log function is rapidly varying.
Melosh (1982) obtained a fit of model to data by allowing the viscosity to be different for central peak onset and peak ring onset. In this case, the inversion is exactly determined so that the viability of the model must be evaluated by some other means than the mod- This would seem to rule out collapse with the hemispherical cavity defined by exposure to a specified shock pressure, as that would predict L increasing relative to a (e.g., Melosh, 1989 (23) where s is sound speed, the subscripts t and p denote target and projectile, and the subscripts 1,2 indicate the equations for depth-diameter transition and peak ring onset, respectively. Schultz (1988) also includes an equation for peak ring diameter relative to crater diameter, but the predicted and observed interplanetary variations are less than the error bars on the data, so we did not use that data in our inversion.
For a given planet, we expect that the highest impact velocities will generally be associated with cometary impactors that we expect to have relatively low densities and sound velocities. We can carry this logic into the inversion by associating the maximum possible impact velocity with the diameter of the largest crater without a peak ring, the minimum possible impact velocity with the diameter of the smallest crater with a peak ring, and the median impact velocity with the median onset diameter of peak rings and the depthdiameter transition.
For the inversion, we estimated all parameters in Eq. (23) except for k 1,2 and inverted for these two constants in log-log space. For the Moon, Mercury, and Mars, we assumed a target density of 2900 kg m -3 and sound speed of 3 km/s; for Venus, we assumed a target density of 2900 kg m-3 and sound speed of 4.5 krn/s; and for the icy satellites, we assigned a target density of 1000 kg m -3 and sound speed of 1.6 km/s.
For the terrestrial planets, we assumed that the minimum and median velocity impactors were stony asteroids and assigned them a density of 2500 kg m -3 and sound speed of 3 km/s, and the maximum velocity impactors were assumed to be cometary and were assigned a density of 1000 kg m-3 and sound speed of 1 km/s. For the icy satellites, all impactors were assumed to be cometary. We also tried a model that tested a more general dependence on impact velocity. We modified the linear form of Eq. (12) to allow for a possible exponential dependence on velocity, or
where a is an unknown exponential. In log-log space, this expression becomes (logO).# = (IogA)i +(logc)i -(logpg)j +cti(logv). i Eq. (25) which is still linear if we assume we know the impact velocities. We ran an inversion with the same data set as Model B but with additional parameters defined by the last term in Eq. (25). We used only median impact velocities and had a separate ct for depth of a 30 km crater, the d/D inflection point, onset of central peaks, and onset of peak rings. The same a was used for the minimum, median, and maximum onset diameters, so a total of four parameters were added to the inversion of Model B.
Our initial inversion was unstable. We decided to perform another inversion with some minimal weighting given to an a priori estimate to stabilize the solution.
For a priori estimates, we used the model parameter results of Model B and varied the a values from 0 to 2.
We found that providing a uniform weighting of the a priori estimate of -0.1% was all that was necessary to stabilize the solution, and the model results using an a priori estimate had an rms error within 3% of the unconstrained inversion. Model F in Tables I and 2 shows the results with an a priori estimate of 1.0 for the a values. In our solutions, only the ct value for onset of central peaks consistently had an absolute value significantly different from zero, and an F test comparison between Models F and B indicates that the reduction in error from Model B to Model F is not statistically significant.
We conclude that there is no evidence for an impact velocity dependence for the measurements used in Models B and F, at least not in the form of Eq. (25). We emphasize that our results do not imply that varying impact velocity has no effect on the volume of the excavation cavity but merely support the notion that the shape of the excavation cavity is velocity-independent. The observables we used in our inversions are for craters formed by hypervelocity impacts in the gravity-dominated regime, and, thus, our results do not apply to differences between subsonic and hypervelocity impacts or to craters formed in the strength-dominated regime.
DISCUSSION
We have inverted crater morphometry data to test general and specific models for complex crater formation.
A general dependence on Tables 1 and 2. slightly lower strengths because of a more fractured crust, Mars has a still lower strength perhaps because of water in the crust, and the icy satellites are an order of magnitude weaker than the terrestrial planets. The acoustic fluidization model of Melosh (1982) did not fit the data unless the number of model variables was increased until the model was even determined;
for even determined models, the fit of model to data is guaranteed and is not an indicator of the model's validity. The nonproportional growth formulation of Schultz (1988) did not fit the data, and no dependence on impact velocity in general was found.
A dependence on the factor c/pg does not reproduce all of the data. The diameter onset of terracing does not follow a c/pg trend but the depth onset of terracing does (Model A vs. Model E). This may indicate that terracing is a late-stage process that occurs after the final depth of the crater has been determined, an idea first suggested by Pike (1980b) using only data from Mars, the Moon, and Mercury. While the central pit onset data did not seem to fit the peak ring onset data trend in Model A, in Model E the slight change in relative crustal strengths results in three of four model results Ibr central pit onset falling within error bars for the data. It is difficult to determine exactly what is unique about Mars because we don't really understand why a dependence on c/pg fits the data so well. While a dependence on hydrostatic pressure may seem to make sense for the initial collapse, the final crater depth, and the depth onset of terracing, there is no obvious reason why the trend applies to peak ring onset. Furthermore, why collapse occurs at all is somewhat puzzling, as interior slopes in simple craters are generally below the angle of repose (Melosh, 1977 
