, i = 1, ..., n are n generalized order statistics (gos) based on an absolutely continuous distribution function F. Suppose that ϕ (x) is an absolutely continuous and monotonically increasing function in (a, b) , −∞ ≤ a < b ≤ ∞, with finite ϕ (a + ), ϕ (b − ) and E(ϕ (X)). We give characterization of distributions based on the regression of linear combinations of gos. Using our results can obtain characterizations of some distributions.
Introduction
The random variables (r.v's) X r,n, m,k , 1 ≤ r ≤ n, n ∈ N, k ≥ 1, m = (m 1 , m 2 , . . . , m n−1 ) ∈ ℜ n−1 are said to be gos from a distribution function F if their joint probability density function (pdf) is of the form (see Kamps [11] ) f 1,2,··· ,n (x 1 , x 2 , . . . , x n ) = k
where F(.) = 1 − F(.), γ r = k + n − r + ∑ n−1 j=r m j > 0 and γ n = k. The model of gos was introduced by Kamps [11] , contains many models of ordered r.v's as special cases, e.g. order statistics, record values and sequential order statistics and progressive type II order statistics. Let ϕ be an absolutely continuous and monotonically increasing function in (a, b) with finite ϕ (a + ), ϕ (b − ) and finite expectation E(ϕ (X)). The main problem considered in this paper is to characterize the some distributions for which the relations where ψ ℓ+r−1 (x) is continuous in (a, b) ; A(., .) and B(., .) are a real valued function satisfying certain regularity conditions. Bairamov et al. [5] introduced the characterization of the exponential type via regression on pairs of record values. Bairamov andÖzkal [6] introduced the characterization of distributions through the properties of conditional expectations of order statistics. Akhundov and Nevzorov [4] characterized distributions via bivariate regression on differences of records. Yanev [14] proved that the exponential distribution is the only one which satisfies a regression identity. Yanev et al. [16] introduced characterizations of probability distributions via bivariate regression of record values. Yildiz and Bairamov [17] characterized several distributions by properties of conditional expectations of gos X j,n,m,m+1 given X j−p,n,m,m+1 = x and X j+q,n,m,m+1 = y. Yanev and Ahsanullah [15] characterized the exponential distribution based on regression of linear combinations of record values. The characterization of distributions via linearity of regression was obtained by many researchers, see for example, Ahsanullah and Beg [1] , Balakrishnan and Akhundov [7] , Bieniek and Szynal [9] , Dembińska and Wesołowski [10] and Nagaraja [12] . Some articles on characterization of distributions by conditional expectations of functions are found in Ahsanullah and Hamedani [2] , Ahsanullah and Raqab [3] , Beg and Ahsanullah [8] , Samuel [13] and Yanev [14] . In this paper, introducing characterize several distributions by properties of conditional expectations of gos X s,n,m,k = y given X s−r,n,m,k = x and X s+ℓ,n,m,k = z. We will also characterize some distributions in terms of order statistics, sequential order statistics and record values as special cases of gos.
Main Results
We will need the following Lemma (see Yanev et al. [16] ) to prove Theorem 2.2.
Lemma 2.1. (Yanev et al. [16]) Let h(x) be a given function and for integer
3)
where
Moreover the conditional density of X s,n,m,k given X r,n,m,k and
by using (2.6) for all values of m → −1 and k = 1, we get the conditional density in the record values case. Our characterization results are based on the following two theorems.
Theorem 2.1. Suppose that ϕ (x) is an absolutely continuous and monotonically increasing function x in (a, b), −∞ ≤ a < b ≤ ∞, with finite E[ϕ (X)] and for all positive integer s, r, ℓ, such that
1 ≤ r ≤ s − 1 and ℓ, τ ≥ 1, E (ϕ τ (X s,n,m,k )|X s−r,n,m,k = x, X s+ℓ,n,m,k = z) = ϕ τ (x) τ ∑ i=0 c i ( ϕ (z) ϕ (x) − 1 ) i ,(2.
8)
if and only if
where c i =
, i > 1 and c 0 = 1.
Proof. To prove that (2.9) implies (2.8), from (2.6) that the conditional density of X s,n,m,k = y given X s−r,n,m,k = x and X s+ℓ,n,m,k = z is
If F is given by (2.9), with m > −1, it is easy to verify that equation (2.10) reduces to 12) which reduce to
By using the following relation 
Differentiating both sides of (2.15) with respect to z, and simplifying we get (
Integrating both sides with respect to x from a + to b − , (2.16) follows:
and hence
and letting x → a + , we obtain from (2.15),
Differentiating both sides of (2.19) with respect to z, and simplifying we get
Integrating (2.20) with respect to z and simplifying, we get
Since F(z) is a decreasing function with F(a + ) = 0 and F(b − ) = 1, there exists a point x 0 such that F(x 0 ) = e −1 . Thus c = ϕ (a + ) − ϕ (x 0 ) and hence
The proof is complete.
Remark 2.1. Setting r = 1 and ℓ = 1 in (2.8), we have 
Proof. Using (2.6) and (2.9) with m > −1, we have
From Lemma 2.1 (see Yanev et al. [16] ), we have
From (2.30) in (2.29), then (2.26) holds. For the sufficient condition, differentiating both sides of (2.26) with respect to x, we have for m > −1,
Making use of Theorem 1 (see Yenev et al. [16] ), we havè
Using (2.31), (2.32) and let x 2 → x, we have
(2.34)
then from (2.34) and applying (2.3), we obtain (
Integrating both sides with respect to x from a + to b − , we obtain (
and then
.
is a decreasing function with ln ( F(a + ) ) = 0 and ln
Then by integrating both sides with respect to x from a + to x 0 , we obtain
Thus, the theorem is proved. 
Characterization of distributions
In this section, we suggest some applications based on conditional expectations can easily be discussed arise as special cases of our results.
(
where a and b are restricted by β . By suitably choosing β , a and b we can easily characterize the following distributions.
(a) When β = 1, m 1 = ... = m n−1 = m = α − 1 and k = α, then the beta of the first kind distribution for sequential order statistics is given by
For order statistics, we have a power function distribution of the form 
For order statistics, we have a Pareto distribution of the form 
