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Abstract In this paper, we propose a new conjugate gradient-like algorithm.
The step directions generated by the new algorithm satisfy a sufficient de-
scent condition independent of the line search. The global convergence of the
new algorithm, with the Armijo backtracking line search, is proved. Numer-
ical experiments indicate the efficiency and robustness of the new algorithm
in solving a collection of unconstrained optimization problems from CUTEst
package.
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1 Introduction
Motivated by numerous real-world applications such as machine learning [2, 3],
big data [5], and compressive sensing [4, 18], it is essential to tackle large scale
optimization problems and to design adapted efficient and robust algorithms,
which are computationally tractable and globally convergent.
Consider the following unconstrained optimization problem,
min f(x)
s.t. x ∈ Rn, (1)
where f : Rn → R is a continuously differentiable function. Conjugate gradient
(CG) methods are an important class of methods for solving (1); especially for
the case that the dimension of the problem is large. Starting from an initial
A. Kamandi
Department of Mathematics ,University of Science and Technology of Mazandaran,
Behshahr,Iran
E-mail: ahmadkamandi@mazust.ac.ir
K. Amini
Department of Mathematics, Razi university, Kermanshah, Iran.
ar
X
iv
:1
90
4.
06
32
1v
1 
 [m
ath
.O
C]
  1
2 A
pr
 20
19
2 A. Kamandi, K. Amini
approximation x0, CG methods generate a sequence of iterations {xk} by the
following recurrence,
xk+1 = xk + αkdk, (2)
where αk is the steplength and dk is the search direction at iteration k deter-
mined by
dk =
{−g0 if k = 0,
−gk + βkdk−1 if k ≥ 1, (3)
where βk is a parameter that is called CG parameter and gk is the gradient of
the objective function at xk. The main difference among CG methods is in the
formulas of computing their parameter. Some of the well known CG methods
are reviewed in [14]. A very famous formula for computing βk is proposed by
Fletcher and Reeves (FR) [9] as following
βFRk =
‖gk‖2
‖gk−1‖2 , (4)
where ‖.‖ denotes the Euclidean norm. This formula is usually considered the
first nonlinear CG parameter [14]. Having the direction dk, the ideal choice
for the steplength αk would be the global minimizer of,
f(xk + αdk), α > 0. (5)
The procedure of finding exact minimizer of (5) is called exact line search
and, in general, it is computationally expensive. More practical strategies per-
form an inexact line search to identify a steplength that achieves adequate
reductions in f at minimal cost [17]. A popular inexact line search condition
is,
f(xk + αkdk) ≤ f(xk) + c1αkdTk gk, (6)
where c1 ∈ (0, 1). Inequality (6) is sometimes called the Armijo condition.
An appropriate steplength αk satisfying Armijo condition can be found by a
so-called backtracking approach.
Another important procedure to find the steplength is known as the Wolfe
line search for which the steplength αk must satisfy the following conditions,
f(xk + αkdk) ≤ f(xk) + c1αkdTk gk,
∇f(xk + αkdk)T dk ≥ c2dTk gk,
were 0 < c1 < c2 < 1. Strong Wolfe conditions are also a modification of the
Wolfe conditions that require αk to satisfy,
f(xk + αkdk) ≤ f(xk) + c1αkdTk gk,
|∇f(xk + αkdk)T dk| ≤ c2|dTk gk|.
The Wolfe and the strong Wolfe conditions play an important role in es-
tablishing the global convergence of many CG methods [7, 6, 10, 15, 16, 19].
But finding the step length that satisfies these condition needs some additional
Title Suppressed Due to Excessive Length 3
gradient evaluations. So, the Wolfe and the strong Wolfe line search are more
expensive than the Armijo line search.
Another important property of the step direction, in convergence analysis
of a CG method, is the ”sufficient descent” condition. A direction dk is called
a sufficient descent direction if there is a positive parameter c such that,
dTk gk ≤ −c‖gk‖2. (7)
The pioneer work about the global convergence of FR method with inexact
line search was proposed by Al-Baali [1]. He proved that FR method generates
sufficient descent directions and this method is globally convergent when the
steplength satisfy the strong Wolfe conditions with 0 < c1 < c2 <
1
2 . Liu et al.
[12] and Dai and Yuan [7] extended this result to c2 =
1
2 . It is shown that FR
method with the strong Wolfe line search may not be a descent direction for
the case that c2 >
1
2 [8].
For FR method, neither Armijo line search nor Wolfe line search, guaran-
tee that the directions generated by this method are sufficient descent direc-
tions. In 2006 [20], Zhang et al. proposed a modified FR conjugate gradient
method that guarantees the sufficient descent property under an Armijo-type
line search. In their method, the direction dk is computed by,
dk =
{−g0 if k = 0,
−θkgk + βFRk dk−1 if k ≥ 1,
(8)
where βFRk is computed by (4) and
θk =
dTk−1yk−1
‖gk−1‖2 ,
in which yk−1 = gk − gk−1.
From the definition of dk by (8) one can easily get g
T
k dk = −‖gk‖2. Zhang et
al. used a backtracking procedure to compute the steplength αk which satisfies
the following Armijo-type condition,
f(xk + αdk) ≤ f(xk) + σ1αdTk gk − σ2α2‖dk‖2,
where σ1 and σ2 are some positive constants.
In this paper, we propose a new conjugate gradient-like method. The step
directions generated by the new method are sufficient descent directions inde-
pendent of the line search is used to compute the steplength. The new CG-like
method is globally convergent under the Armijo condition. Numerical tests in-
dicate the efficiency of the new method in solving a collection of unconstrained
test problems from CUTEst package.
The rest of this paper is organized as follows. In the next section, the
new CG-like method is proposed. Global convergence of the new method is
analyzed in section 3. Numerical results, obtained from testing the new method
to solve a collection of unconstrained test problems from CUTEst package, are
reported in section 4. Some conclusions are made in section 5.
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2 The new method
In this section, based on above discussion, we propose a new CG-like method.
The sequence of iteration xk in the new method is obtained from (2) for which
the direction dk is computed by (3). While the parameter βk in the new method
is computed by,
βk = τ
‖gk‖
‖dk−1‖ , (9)
where τ ∈ (0, 1).
Note that, for the direction dk defined by (3), with the CG parameter
computed by (9), we have,
dTk gk = −‖gk‖2 + τ
‖gk‖
‖dk−1‖d
T
k−1gk,
by the Cauchy-Schwarz inequality, it can be concluded that,
dTk gk ≤ −‖gk‖2 + τ‖gk‖2 = −(1− τ)‖gk‖2. (10)
So, the new direction dk is a sufficient descent direction independent of the
line search. For this direction we also have,
‖dk‖ ≤ (1 + τ)‖gk‖. (11)
Relations (10) and (11) illustrates two basic properties of the new CG-like
direction which are provided by the new parameter (9). These properties will
be used to prove the global convergence of the new method.
In the new CG like method, the steplength αk is determined such that
satisfies the Armijo condition. To this aim, we use a backtracking approach
to compute the steplength. Now we are ready to propose the algorithm of the
new CG-like method
Algorithm 1 (New CG-like method)
Input: An initial point x0 ∈ Rn, the positive constants c1, , ρ, τ ∈ (0, 1) and
initial steplength α¯.
Step 0 Set k = 0.
Step 1 If ‖gk‖ ≤  stop.
Step 2 Compute the parameter βk by (9) and the direction dk by (3).
Step 3 Set αk = max{α¯ρi : i = 0, 1, 2, ...} for which (6) holds.
Step 4 Set xk+1 = xk + αkdk. Increase k by one and go to step 1.
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3 Convergence properties
In this section, we analyze the global convergence of the new CG-like method.
To this aim, similar to [20], we made the following assumptions:
(H1) The objective function f(x) has a lower bound on the level set,
L(x0) = {x ∈ Rn | f(x) ≤ f(x0), x0 ∈ Rn}.
(H2) The objective function f(x) is continuously differentiable and its gradi-
ent is Lipschitz continuous on a neighbourhood N of L(x0), namely, there
exists a constant L > 0 such that
‖g(x)− g(y)‖ ≤ L‖x− y‖, ∀x, y ∈ N.
The following lemma provides a lower bound for the steplength αk (generated
by the Algorithm 1). The result of this lemma will be needed in the rest of
this section.
Lemma 1 Let the steplength αk is generated by the Algorithm 1. Then, under
the assumptions H1 and H2, there is a positive constant C such that,
αk ≥ C ‖gk‖
2
‖dk‖2 . (12)
Proof There are two possible case for the steplength αk generated by the
Algorithm 1
case 1: αk = α¯. In this case, from (10), we have,
αk‖dk‖‖gk‖ ≥ −αkdTk gk = −α¯dTk gk ≥ α¯(1− τ)‖gk‖2,
this inequality means that (12) satisfies with C = α¯(1− τ)2.
case 2: αk < α¯. In this case, by the fact that ρ
−1αk does not satisfy (6), we have,
f(xk + ρ
−1αkdk) > f(xk) + c1ρ−1αkdTk gk (13)
by the mean value theorem there is a tk ∈ (0, 1) such that
f(xk + ρ
−1αkdk)− f(xk)
= ρ−1αk∇f(xk + tkρ−1αkdk)T dk
= ρ−1αkdTk gk + ρ
−1αk[∇f(xk + tkρ−1αkdk)− gk]T dk
(14)
this inequality along with the assumption H2 result that,
f(xk + ρ
−1αkdk)− f(xk) ≤ ρ−1αkdTk gk + Lρ−2α2k‖dk‖2 (15)
From (10), (13) and (15) we can conclude that,
αk ≥ ρ(1− c1)(1− τ)‖gk‖
2
L‖dk‖2
this inequality means that (12) satisfies with C = ρ(1−c1)(1−τ)L .
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By the two above cases, the inequality (12) is always valid with
C = min{α¯(1− τ)2, ρ(1− c1)(1− τ)
L
}
The next lemma is known as Zoutendijk condition [21].
Lemma 2 Suppose that H1, H2 hold and dk is generated by the Algorithm 1,
then
∞∑
k=0
‖gk‖4
‖dk‖2 <∞. (16)
Proof From (6) for any k we have,
k∑
j=0
−αjdTj gj ≤ f(x0)− f(xk), (17)
By the fact that the direction dk is a sufficient descent direction and the Armijo
condition is valid for each iteration, the sequence {f(xk)} is decreasing. So, the
assumption H1 results that this sequence is convergent. Therefore, by taking
limit from the inequality (17) we have,
∞∑
j=0
−αjdTj gj <∞. (18)
From the inequality (18), (10) and (11) we have,
∞∑
j=0
C(1− τ)‖gj‖
4
‖dj‖2 <∞. (19)
So, the proof is completed.
Now, by the inequality (16) and (11) we can easily conclude that,
∞∑
k=0
‖gk‖2 <∞, (20)
this equation results the global convergence of the new CG like method.
Theorem 1 Suppose that H1, H2 hold and the sequence {xk} is generated by
the Algorithm 1, then
lim
k→∞
‖gk‖ = 0.
Title Suppressed Due to Excessive Length 7
4 Numerical Results
In this section, we report some numerical experiments that indicate the ef-
ficiency of the new algorithm. To this aim we implement the new algorithm
(Algorithm 1), CG DESCENT, the conjugate gradient algorithm proposed by
Hager and Zhang [13], Fletcher and Reeves (FR) algorithm and the modified
Fletcher and Reeves (MFR) algorithm [20] in MATLAB environment on a lap-
top (CPU Corei7-2.5 GHz, RAM 12 GB) and compare their results obtained
from solving a collection of 243 unconstrained optimization test problems from
CUTEst collection [11]. The test problems and their dimension are listed in
Table 1.
In this section, we use the following notations,
– FR: Fletcher and Reeves (FR) conjugate gradient method.
– MFR: modified Fletcher and Reeves (MFR) algorithm [20].
– HZ: CG DESCENT, the conjugate gradient algorithm proposed by Hager
and Zhang [13].
– NEW: The new algorithm (Algorithm 1).
For all the considered algorithms we set αk = max{α¯ρi : i = 0, 1, 2, ...} which
satisfies Armijo line search condition. For the initial steplength α¯, similar to
[20], we set α¯ =
sTk−1sk−1
sTk−1yk−1
if sTk−1yk−1 > 10
−8 and α¯ = 1 otherwise. The other
parameters are chosen as ρ = 0.5, c1 = 10
−4 and τ = 0.002.
Note that, in order to find an appropriate value for the parameter τ , we
tested the numerical behavior of the new algorithm for different value of this
parameter. Among {0, 0.001, 0.002, 0.003, 0.004, 0.005, 0.01, 0.02, 0.03, 0.04,
0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}, the best result is obtained for
τ = 0.002.
Table 1. List of test problems
Problem name Dim Problem name Dim
ARGLINB 50,100,200 ARGLINC 50,100,200
BDQRTIC 100,500,1000,5000 BROWNAL 100,200,1000
BRYBND 50,100,500 CHNROSNB 50
CHNRSNBM 50 EIGENALS 110
EIGENBLS 110 ERRINROS 50
ERRINRSM 50 EXTROSNB 100,1000
FREUROTH 50,100,500,1000,5000 LIARWHD 100,500,1000,5000
MANCINO 50,100 MODBEALE 200,2000
MSQRTALS 100 MSQRTBLS 100
NONDIA 50,90,100,500,1000,5000 NONSCOMP 50,100,500,1000,5000
OSCIGRAD 100,1000 OSCIPATH 100,500
PENALTY1 50,100,500,1000 PENALTY2 50,100,200
SPMSRTLS 100,499,1000,4999 SROSENBR 50,100,500,1000,5000
TQUARTIC 50,100,500,1000,5000 VAREIGVL 50,100,500,1000,5000
WOODS 100,1000,4000 ARWHEAD 100,500,1000,5000
BOX 100 BOXPOWER 100,1000
BROYDN7D 50,100,500,1000 COSINE 100,1000
CRAGGLVY 50,100,500,1000,5000 DIXMAANA 90,300,1500,3000
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Table 1. (continued)
DIXMAANC 90,300,1500,3000 DIXMAAND 90,300,1500,3000
DIXMAANE 90,300,1500,3000 DIXMAANF 90,300,1500,3000
DIXMAANG 90,300,1500,3000 DIXMAANH 90,300,1500,3000
DIXMAANI 90,300,1500,3000 DIXMAANJ 90,300,1500,3000
DIXMAANK 90,300,1500,3000 DIXMAANL 90,300,1500,3000
DIXMAANM 90,300,1500,3000 DIXMAANN 90,300,1500,3000
DIXMAANO 90,300,1500,3000 DIXMAANP 90,300,1500,3000
DQRTIC 50,100,500,1000, 5000 EDENSCH 2000
ENGVAL1 50, 100,1000,5000 FLETCHCR 1000
FMINSURF 64,121,961,1024 INDEFM 50
NCB20B 50,1000, 2000 NONCVXU2 100,1000,5000
NONCVXUN 100,1000,5000 NONDQUAR 100,1000,5000
PENALTY3 50,100 POWELLSG 60,80,100,500,1000,5000
POWER 50,75,100,500,1000,5000 QUARTC 100,500,1000,5000
SCHMVETT 100,500,1000,5000 SINQUAD 50,100
SPARSINE 50,100 SPARSQUR 50,100,1000,5000
TOINTGSS 50,100,500,1000,5000 VARDIM 50,100,200
DIXON3DQ 100 DQDRTIC 50,100,500,1000,5000
HILBERTB 50 TESTQUAD 1000,5000
TOINTQOR 50 TRIDIA 50,100,500,1000,5000
In our experiments the stopping tolerance for the algorithms is
 = 10−6‖g0‖.
Also, a failure is reported when the total number of iterations exceeds 4000
or when the steplength αk become less than eps/10, where eps is the floating-
point relative accuracy in MATLAB software.
To visualize the whole behavior of the algorithms, we use the performance
profiles proposed by Dolan and More [8]. The total number of function evalu-
ations, the total number of iterations and the running time of each algorithm
are considered as performance indexes. Note that at each iteration of the con-
sidered algorithms the gradient of the objective function is computed just one
time, so the total number of iterations and the total number of the gradient
evaluations are the same.
Figure 1 illustrates the performance profile of the algorithms, where the
performance index is the total number of function evaluations. It can be seen
that the NEW is the best solver with probability around 60%, while the prob-
ability of solving a problem as the best solver are around 26%, 18% and 7%
for the HZ, the MFR and the FR respectively.
The performance index in figure 2 is the total number of iterations. From
this figure we observe that the NEW obtains the most wins on approximately
55% of all test problems an the probability of being best solver is 29%, 26%
and 8% for the HZ, the MFR and the FR respectively.
The performance profiles for the running times are illustrated in Figure
3. From this figure, it can be observed that the NEW is the best algorithm.
Another important factor of these three figures is that the graph of the NEW
algorithm grows up faster than the other algorithms.
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Fig. 1 Performance profiles for the number of function evaluations
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Fig. 2 Performance profiles for the number of iterations
From the presented results, we can conclude that the NEW algorithm is
more effective than the HZ, the MFR and the FR algorithms in solving un-
constrained optimization problems.
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Fig. 3 Performance profiles for the running times
5 Conclusion
In this paper, we propose a new conjugate gradient-like algorithm. The step
directions generated by the new algorithm satisfy a sufficient descent condi-
tion independent of line search. The global convergence of the new algorithm
with the Armijo backtracking line search is investigated under some mild as-
sumptions. Numerical experiments showed the efficiency and robustness of the
new algorithm for solving a collection of unconstrained optimization problems
from CUTEst package. From the presented results, we can conclude that the
new conjugate gradient-like algorithm is more effective than CG DESCENT
[13], FR conjugate gradient algorithm and its modified version [20] to solve
unconstrained optimization problems.
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