We introduce a new methodology to design uniformly accurate methods for oscillatory evolution equations. The targeted models are envisaged in a wide spectrum of regimes, from non-stiff to highly-oscillatory. Thanks to an averaging transformation, the stiffness of the problem is softened, allowing for standard schemes to retain their usual orders of convergence. Overall, high-order numerical approximations are obtained with errors and at a cost independent of the regime.
Introduction
In this article, we consider time-dependent differential equations with (possibly high-) oscillations of the forṁ u ε (t) = f t/ε (u ε (t)) ∈ X, u ε (0) = u 0 ∈ X, t ∈ [0, 1], (1.1) where the function (θ, u) ∈ T × X → f θ (u) is assumed to be 1-periodic w.r.t. θ on the torus T = R/Z ≡ [0, 1], and where X denotes a Banach space endowed with a norm · X . The set X may be simply R d , in which case (1.1) is a simple ordinary differential equation in finite dimension, or it may be a functional space, say for instance the space of square-integrable functions L 2 (R), in applications to partial differential equations such as the Schrödinger or the Klein-Gordon equations. Here, ε is a parameter whose value can vary in an interval of the form ]0, 1]. We emphasize that we do not restrict (1.1) to its asymptotic regime where ε tends to zero, but also allow ε to have a non-vanishing value, say close to 1.
Remark 1.1. The autonomous probleṁ A u ε transforms (1.2) into (1.1) with f θ (u) = e −θA f e θA u .
Methods from the (recent and not so recent) literature are suitable either for the highlyoscillatory regime where ε is small, or for the non-stiff one where ε is close to 1. However, they usually fail for certain values of ε in the range ]0, 1], indeed becoming inaccurate or inefficient. For instance, the authors of this article have introduced several schemes [3, 7, 8, 9, 10] , inspired by the theory of averaging or the theory of modified equations, which happen to be efficient for small values of ε and quite inaccurate for larger ones. This degraded behaviour appears as a consequence of the use of truncated series with no consideration of induced error terms. Recently, a new class of uniformly accurate methods, namely two-scale methods [5, 6, 11] , has emerged (see also the methods developed in [1, 2] using a different approach) that are capable of solving (1.1) with an accuracy and at a cost both independent of the value of ε ∈]0, 1]. Such methods rely on an explicit separation of scales u ε (t) = U ε (t, θ)| θ=t/ε with θ ∈ T and the resolution of the transport equation
with a well-chosen initial condition U ε (0, θ) = U ε 0 (θ). A numerical approximation u ε k of the solution u ε (t k ) of (1.1) at time t k is then obtained from a p th -order approximation of U ε (t k , θ k ) by taking θ k = t k /ε (see [5] for the details of the technique). At a given computational cost χ ≈ 1 ∆t , this yields approximations on an uniform grid t k = k∆t, k = 0, . . . , K, that satisfy the following error estimate 4) where the constant C may depend on p but is independent of ∆t and ε. Although the error behaviour (1.4) is unarguably favourable, the resolution of the transport equation (1.3) as introduced in [6, 5] requires to design specific schemes, a task that is not straightforward for high orders. This aspect of two-scale methods has left them open to criticisms and has motivated the search for a technique dealing with (1.1) in a more direct and more affordable way.
In this work, we adopt the following strategy: through a suitable time-dependent (and periodic) change of variable, we transform equation (1.1) into a smooth differential equation which is then amenable to a standard numerical treatment. By standard treatment, we mean here that any non-stiff numerical method can be used and will exhibit its usual order of convergence when applied to the transformed equation. Unsurprisingly, the aforementionned change of variable is a key-ingredient of the theory of averaging. However, and this constitutes the main advantage of this strategy over the methods discussed above, no abrupt truncation is applied in the process, so that all the information originally contained in (1.1) is retained. In this way, uniformly accurate schemes are elaborated simply from standard numerical schemes by adjoining a discretization of the change of variable.
In Section 2, we discuss the main ingredients of averaging theory. Firstly, we introduce in Subsection 2.1 the periodic change of variable and the averaged vector field for both stroboscopic and standard averaging. In particular, we write down, (i) the equation (2.3) that they formally satisfy, (ii) the inferred iteration (2.4) from which they can be recursively built and, (iii) the corresponding defect (2.6). Subsection 2.2 completes this expository section with the regularity estimates obtained so far in previous works.
Section 3 is the core of our paper. Subsection 3.1 presents the two methods that are later on analysed, namely the micro-macro method and the pullback method, together with possible variants. In Subsection 3.2, the defect and its time-derivatives after n iterations are upper bounded by powers of ε. Finally, we show in Subsection 3.3 that the transformed equations obtained both by the micro-macro and pullback methods are smooth and indeed can be solved by non-stiff standard methods.
Section 4 describes the actual implementation of the two most interesting methods, that is to say on the one hand, the micro-macro method with standard averaging, and on the other hand, the pullback method with stroboscopic averaging. Both methods are uniformly accurate. The first one appears to be easier to implement and cheaper. The second one has the advantage of being geometric, allowing in particular for the conservation of first integrals.
Finally, Section 5 presents numerical experiments with the two techniques of Section 4 used in combination with standard methods of orders 2, 3 and 4. The Hénon-Heiles problem and the Klein-Gordon equation are used as test-cases. As expected, the stroboscopic pullback technique exhibits a clear-cut preservation of invariants. In practice, all methods are evidently uniformly accurate. Up to our knowledge, this section demonstrates the first example of geometric, high-order and uniformly accurate methods available in the literature.
Numerical methods pertaining to averaging theory
In this section, we recall the main result of averaging. Since our technique is intented for a large range of ε-values, the following assumption on (1.1) appears as a natural prerequisite.
Assumption 2.1.
There exists an open set K ⊂ X with bounded closureK and a open set U 0 ⊂ K, such that for all initial condition u 0 in U 0 and all ε ∈]0, 1], the solution u ε (t) of (1.1) exists and remains in K for all times t ∈ [0, 1].
Averaging in a nutschell
We have chosen here to follow closely the presentation in [4] as it appears to be more convenient for the forthcoming developments. Other presentations can be found in classical references, e.g. [18] and [20] , or in recent papers, with a more algebraic point of view [8, 9, 10] . Generally speaking, the purpose of averaging methods is to write the exact solution of (1.1) as the composition
where the map u ∈ K → F ε (u) is a smooth vector field. The rationale behind averaging is apparent: the dynamics is sought after as the superposition of a slow drift, captured by Ψ ε t , and of high oscillations, captured by Φ ε t/ε . Various design choices are possible for the map Φ ε and we refer to [9] for a thorough investigation of their implications. In this paper, we shall impose that either Φ ε 0 or the average Φ ε coincides with the identity map id X , where
stands for the average on T of any continuous function g : T × X → X, two procedures referred to respectively as stroboscopic averaging and standard averaging:
• Stroboscopic averaging Φ ε 0 = id X . Owing to periodicity, Φ ε t/ε = id X for times t ∈ εN that are integer multiples of the period, hence the name "stroboscopic". When the problem (1.1) under consideration embeds a structure (e.g. Hamiltonian structure) or possesses invariants (e.g. quadratic first integrals), stroboscopic averaging, being geometric, is to be preferred.
• Standard averaging Φ ε = id X . This choice is more widely used and leads to a more simple implementation. In the context of kinetic theory, it is related to ChapmanEnskog method (see for instance in [11] ).
Remark 2.2. Starting from the stroboscopic decomposition u ε (t) = Φ ε t/ε • Ψ ε t (u 0 ) with Φ ε 0 = id X , we may write (once again formally at this stage)
It can indeed be checked, on the one hand, that
is continuous w.r.t. θ and there exists R > 0 such that for all θ ∈ T, the function f θ (·) can be extended to an analytic map from K 2R to X C . In addition, there exists M > 0 such that
An immediate consequence is that for all u 0 +ũ 0 ∈ U 0 i where
for all ε ∈]0, 1] and all t ∈ [0, 1], the solution u ε (t) oḟ are invertible with analytic inverse on K R . Moreover, the following estimates hold for all 0 < ε < ε 0 ,
It is known that by choosing (n + 1) appropriately depending on ε, the upper-bound of δ [n] can be made exponentially small in ε, but this is not our main interest here.
The uniform accuracy paradigm for averaging methods
The vector field F [n] appearing in Theorem 2.4 has a Taylor expansion with respect to ε → 0 which coincides to (within error terms of size ε n ) with a formal series f + εF 2 + ε 2 F 3 + . . ., whose successive terms can be determined analytically [4, 9] . Hence, it makes perfect sense for small values of ε to simply ignore the discrepancy in equation (2.1) and to approximate (1.1) from the differential equationu = F [n] (u) (complemented with the computation of Φ [n] ), yielding an error of size O(ε n ). However, if the value of ε is not so small -close to 1 for instance -, this procedure becomes completely inaccurate. The aim of the forthcoming techniques is precisely to resolve this difficulty.
Uniformly accurate averaging: micro-macro and pullback methods
A uniformly accurate method should thus satisfy two requirements: on the one hand, it should filter high-oscillations in one way or another -and thus rely on the principle of averaging -in order to be efficient for small values of ε, and on the other hand, it should incorporate the relevant information for large values of ε so as to remain accurate. This leads to the two following alternative methods considered in this paper.
Micro-macro method. If we insist on solving an autonomous equation of the form (2.2), i.e.Ψ
[n]
0 (u) = u, then it is of paramount importance to retain the information contained in the remainder
which obeys the following differential equation
. Upon using the Gronwall lemma, it can be shown (see Section 3.3) that G
[n] t (u 0 ) and its n first time-derivatives are uniformly bounded w.r.t. ε provided δ [n] (see relation (2.6)) and its first n derivatives with respect to θ are of size ε n . This leads to the following micro-macro system
from which the solution of (1.1) can be recovered as u ε (t) = Φ
Pullback method. If we insist on satisfying an equation of the form (2.1) exactly, i.e.
then an autonomous equation of the form (2.2), i.e.
Ψ
, can not hold and should instead be amended tȯ
As a matter of fact, by differentiating (3.2) as follows (withǔ 0 = (Φ
we obtain (3.3) provided that
This leads to the following pulled back equatioṅ
Stroboscopic averaging
Standard averaging Pullback method Φ from which the solution of (1.1) can be recovered as u ε (t) = Φ
t/ε (v(t)).
Both the micro-macro (3.1) and the pullback (3.5) formulations will later prove to be useful for the design of uniformly accurate numerical schemes. They can be considered for stroboscopic and standard averagings, yielding four different approaches (see Table 1 ).
The numerical resolution of either system (3.1) or system (3.5) by a standard non-stiff method now requires estimates of time-derivatives of their right-hand side. As discussed above, this boils down to getting estimates of ∂ k t δ
t/ε for k = 0, . . ., which is the objective of next subsection.
Bounds on the defect δ ε
We introduce the two non-linear operators, which, to a map (θ, u)
with γ = 0 for stroboscopic averaging and γ = 1 for standard averaging. In the sequel, we shall constantly need the following assumption (more stringent than our previous Assumption 2.3).
Moreover, there exists R > 0 such that for all θ ∈ T, the function u → f θ (u) and all its derivatives u → ∂ ν θ f θ (u) up to order ν = p can be extended to analytic maps from K 2R to X C that are uniformly bounded w.r.t. (θ, u) ∈ T × K 2R . More precisely, there exists a constant M > 0 such that for all 0 < σ ≤ 3,
Stating upper-bounds (polynomial and exponential in terms of ε) of G [n] or R [n] now boils down to getting upper-bounds, as well as regularity estimates, of the defect δ [n] . Proposition 3.2. Suppose that Assumptions 2.1 and 3.1 are satisfied and let ε 0 := R/(8M ) and denote r n = R n+1 and R k = 2R − kr n , k = 0, . . . , n + 1. For all positive integer n and positive ε such that (n + 1)ε ≤ ε 0 , the maps Φ [k] , k = 0, . . . , n, defined by iteration (2.4) are analytic on K R k and both Φ [n] and its average Φ [n] are invertible with analytic inverse on K R . Furthermore, all maps Φ [k] are (p + 1)-times continuously differentiable w.r.t. θ with derivatives analytic on K R k and upper-bounded:
Proof. Owing to Remark 2.2, we can restrict ourselves to the case of stroboscopic averaging, for which the (rather technical) proof is given in Appendix section.
Theorem 3.3. Suppose that Assumptions 2.1 and 3.1 are satisfied and let ε 0 := R/(8M ). For all positive integer n and positive ε such that (n + 1)ε ≤ ε 0 , let the map Φ [n] and F [n] be defined by iteration (2.4). Then the defect δ [n] defined by (2.6) is p-times differentiable and satisfies the following estimate:
For the proof of Theorem 3.3, we need the following lemma with proof postponed in appendix.
Lemma 3.4. Let 0 < δ < ρ ≤ 2R and consider two periodic, near-identity mappings
Let ε 0 := R/(8M ) and suppose that they are p-times continuously differentiable w.r.t. θ and satisfy the estimates
Then the following estimates hold true
where Q ν (ξ) ≤ 1 + 2ξ + 2 ν+1 √ e e ξ ν! and ξ = 16M ε δ . Proof of Theorem 3.3. Again, owing to Remark 2.2, we limit ourselves to the case of stroboscopic averaging. By virtue of Proposition 3.2, the iterates Φ [k] , k = 0, . . . , n are p + 1 times differentiable and satisfy the assumptions of Lemma 3.4. By definition, we have for
Hence, using Lemma 3.4 with δ = R n+1 and successively
In addition, a direct estimation gives
Now, (n + 1)ε ≤ ε 0 , so that ξ ≤ 2 and we have
Uniform accuracy of numerical schemes
We are now in position to prove the main result of Section 3 which permits to apply a non-stiff standard integrator to the pullback and micro-macro formulations. We consider the numerical solution by a standard scheme of the pullback problem (3.5) and of the micro-macro problem (3.1).
Theorem 3.5. Suppose that Assumptions 2.1 and 3.1 are satisfied for a given p ≥ 1 and let ε 0 := R/(8M ). For problems (3.5) and (3.1) with 0 < (n + 1)ε ≤ ε 0 , consider an approximation (v k ) 0≤k≤N of (3.5) or (v k , w k ) 0≤k≤N of (3.1) at times t 0 = 0 < t 1 < . . . < t N = 1 obtained by a standard stable method of nonstiff order q, i.e. a method which exhibits order q of convergence when applied to (1.1) with ε = 1. Then, these approximations yield a uniformly accurate approximation of order r = min(p, q, n) of the solution of (1.1). Precisely, we have for the pullback method,
and for the micro-macro method,
where the constant C is independent of ε and the time grid size ∆t = max k (t k+1 − t k ) assumed small enough.
Proof. We first note that according to Proposition 3.2, Φ [n] is analytic and bounded on K R , hence it is Lipschitz continuous, so that all we have to prove is that the approximations v k and (v k , w k ) to equations (3.5) and (3.1) are of order r. As far as the pullback method is concerned, equation (3.5) can be written as (see (3. 3)) 
which are a consequence of Theorem 3.3 and of the Leibniz formula. Consider now the micro-macro system (3.1). By definition of δ
θ , it may be expressed as
and where we have written in (3.1)
t/ε (v(t)) + µw dµ w.
Here, both the operator function L [n] (θ, t, w) and the source term
θ (v(t)) are of class C p w.r.t. θ ∈ T, of class C ∞ w.r.t. t ∈ [0, T ] and analytic w.r.t. w on K R with bounds
is a constant independent of ε. Exploiting the fact that b [n] (·, t) = 0 in the application of the Gronwall lemma allows to assert that there exists M 0 such that
Then, by differentiating (3.10) up tor = min(p, n) times and using again the Gronwall lemma, it can be verified that there exists a constant Mr ∈ R * such that
As for the numerical approximations w k of w(t k ), the boundedness of L and the stability of the scheme allow to write
where α and β are two constants depending on the scheme, so that
When the numerical scheme advances the solution from t k to t k+1 , it uses the right-hand side of (3.1) evaluated at w k . The fact that w k is of order ε n implies that all derivatives of this right-hand side up to orderr + 1, when evaluated at w k , are bounded in ε. This allows to assert that the scheme retains its usual order q, provided q ≤r.
Construction of uniformly accurate integrators
In this section, we explain how our framework allows for the derivation of effective uniformly accurate schemes.
Standard averaging micro-macro methods
We now detail the procedure for the construction of a scheme with accuracy of order 1 uniformly with respect to ε ∈]0, 1]. The simplest change of variable can be obtained after a single iteration in (2.4), i.e. for n = 1, which yields
where we denote
while the associated vector field F [1] is defined by
We can then apply any standard non-stiff integrator to the micro-macro system (3.1), for instance the simplest Euler method. To derive a uniformly accurate method of order n, we follow the same methodology and consider the change of variable Φ [n] and the vector field
and then apply a standard non-stiff integrator of order n to the micro-macro system (3.1).
Stroboscopic averaging pullback methods
In this section, we construct two changes of variable for the pullback formulation (3.5) with order one and two respectively, for the construction of efficient geometric schemes that are uniformly accurate w.r.t. ε. The proposed changes of variables are perturbations of the maps Φ [1] θ and Φ [2] θ defined in (2.4) and chosen in order to preserve quadratic first integrals of the original system (1.1). Their construction relies on the implicit midpoint rule, known to preserve quadratic first integrals.
A first order change of variable
We observe that the change of variable
where g θ is given by (4.2), is 1-periodic with respect to θ, and it may sound attractive because it is completely explicit. However, considering such an explicit change of variable is not desirable because it destroys the preservation of quadratic first integrals, and the Hamiltonian structure if f τ is assumed Hamiltonian, i.e. the transformed pullback system (3.5) looses these geometric properties in general. Alternatively, we shall consider the following change of variable based on the implicit midpoint rule,
We note thatΦ [1] θ as well as differentials ofΦ [1] θ involved in (3.5) can be computed by fixed point iterations based on the following identities. The quantities involved in the right-hand side of (3.5) can be obtained as
This permits us to propose an algorithm for computing the transformed vector field involved in (3.5) and defined as
The resulting algorithm for the computation ofv =F ε,t/ε (v) at time t and point v as given by equation (3.1) is detailed below. In practice, it assumes that the function (θ, v) → f θ (v) and its directional derivative ∂ u f θ (v)P in the direction P are given and that their Fourier coefficients as periodic functions of θ can be computed cheaply, for instance by using a Fast Fourier Transform (FFT). We compute by fixed point iterations the approximations 
The output is S [i] that converges toF ε,θ (v) as i grows to infinity.
A second order change of variable
Carrying one additional iteration of (2.4) we obtain
Using the notation (4.2), we have Φ [1] θ = id + εg θ and Φ [2] θ may be rewritten as
where we have used
and
Following the idea introduced in Section 4.2.1 (in order to conserve exactly quadratic first integrals), we search for a change of variables satisfying
and satisfyingΦ [2] θ (v) = Φ [2] θ (v) + O(ε 3 ). Expansing (4.8) and in Taylor series with respect to ε,Φ [2] 
and comparing with (4.7), we deduce the vector field h θ given by
θ + O(ε 3 ), the result of Theorem 3.5 with n = 2 remains true. Theorem 4.2. Consider the pullback formulation (3.5) with change of variableΦ [2] θ (v) defined in (4.8). If the original system (1.1) has a quadratic first integral I(u(t)) = I(u(0)), then the pullback formulation (3.5) has the same quadratic first integral I(v(t)) = I(v(0)). If f θ (u) = J −1 ∇ u H θ (u) in (1.1) is a Hamiltonian vector field, then the pullback formulation (3.5) is again Hamiltonian.
Proof. The advantage of formulation (4.8)-(4.9) becomes apparent if one rewrites h θ as
where we expand
Here, [·, ·] denotes the usual Lie-bracket of two vector fields, i.e.
As a matter of fact, the Lie-bracket operation is inherently geometric and F θ preserves first integrals as soon as f θ does, and it is Hamiltonian as soon as f θ is. Since the midpoint rule is known to preserve quadratic first integrals and to be a symplectic method for Hamiltonian vector fields, thenΦ [2] θ preserves these properties.
We then have the following formulas for the computation of the right-hand side of equation (3.5 
The resulting algorithm for the computation ofẇ at time t and point w as given by equation (3.1) is detailed below 2 :
Algorithm 2 for computing the vector fieldF ε,θ (v) in (4.8), (4.6) for given input v, θ, ε.
, and for i = 0, 1, 2, . . . compute
Remark 4.3. The above methodology is not restricted to the preservation of quadratic first integrals. Consider the special case where the vector field in (1.1) has the form
where S θ = −S T θ is a skew-symmetric matrix of size d × d depending periodically on the variable θ ∈ T. In this case, I : R d → R turns out to be a first integral and needs not to be quadratic. Then, in place of the implicit midpoint rule in (4.8), one can consider the averaged vector field method [19] defined as 14) and the corresponding pullback formulation (3.5) has the same first integral (I(v(t)) = I(v(0))).
2 To facilitate the convergence of the fixed point iterations for large ε, for all ε one can multiply g θ in (4.3) or h θ in (4.11) by a damping term such as exp(−ε 2 ) = 1 + O(ε 2 ) which does not affect the uniform accuracy of order two.
Numerical experiments
In this section, we present some numerical experiments that confirm our theoretical analysis and illustrates the efficiency of our strategy. We test our method on two different models, the Hénon-Heiles equations and the Klein-Gordon equation.
The numerical schemes
To present our numerical schemes, let us write the standard averaging micro-macro equations defined in Subsection 4.1 as well as the stroboscopic averaging pullback equation defined in Subsection 4.2 under the following generic form:
where the superscript n refers to the order of the change of variable Φ [n] used in the method.
Recall that the time derivatives up to order n of the vector field G 
where t k = k∆t. This scheme will be applied to the standard averaging micro-macro equations.
-Order 2 Integral midpoint scheme (implicit):
This implicit scheme can be simply implemented using fixed point iterations. It will be applied to the stroboscopic averaging pullback equation. Recall that G
ε,θ is periodic w.r.t. θ, so in these two methods the integrals can be either analytically precomputed, or easily computed numerically by using FFT. Moreover, it can be shown that, thanks to the uniform boundedness of the first time derivative of G [1] ε,t/ε , these two schemes are uniformly accurate (UA) of order 2.
-Order 3 extrapolation scheme : If S RK2 ∆t denotes the above integral RK2 scheme constructed with G [2] ε,t/ε instead of G [1] ε,t/ε , we construct a UA method S extrap3 ∆t of order 3 by implementing the Richardson extrapolation:
3 Indeed, it can be shown that the local error and hence the global error of order two of the integral schemes S RK2 ∆t and S midpoint ∆t applied to any systemẏ = f (t, y) involves only the norms of the second order derivativeÿ of the solution and the derivatives ∂tf, ∂yf, ∂yyf, ∂ytf of the vector field, and in contrast to a standard Runge-Kutta method, it does not depend on ... y , ∂ttf . This scheme will be applied to the standard averaging micro-macro equations.
-Order 3 composition scheme : If S midpoint ∆t denotes the above integral midpoint scheme constructed with G [2] ε,t/ε instead of G [1] ε,t/ε , we construct a UA method S compos3 ∆t of order exactly 3 by composition, setting:
where (for instance) α 2 = −1.8 and α 1 > α 3 are uniquely defined such that the order three conditions hold, α 1 + α 2 + α 3 = 1, α 3 1 + α 3 2 + α 3 3 = 0. We emphasise that this non-symmetric composition scheme is considered for illustrating the theory only, because efficient high-order symmetric composition methods could also be considered. This scheme will be applied to the stroboscopic averaging pullback equation.
-Order 4 extrapolation scheme : If S RK2 ∆t denotes the above integral RK2 scheme constructed with G [3] ε,t/ε instead of G [1] ε,t/ε , we construct a UA method S extrap4 ∆t of order 4 by implementing the Bulirsch and the Stoer extrapolations:
This scheme will be applied to the standard averaging micro-macro equations.
The Hénon-Heiles model -micro-macro method
In this subsection and the next subsection, we consider the Hénon-Heiles model [14, 13] , parametrized with ε. This is a Hamiltonian system with the following Hamiltonian energy:
When ε is small, the variables q 1 , p 1 are highly oscillatory. Let us write the associated filtered system, satisfied by the variable w(t) ∈ R 4 defined by
This variable w(t) satisfies the system
For the standard averaging micro-macro method, all the integrals in θ in our numerical schemes can be pre-computed analytically. We have implemented these computations with the software Maple. Let us present our numerical results obtained by the standard averaging micro-macro method. The initial data is (0.12, 0.12, 0.12, 0.12). In Figure 1a , we have represented the error at T f inal = 1 as a function of ∆t, for different values of ε, for our UA scheme S RK2 ∆t of order 2, for our UA scheme S extrap3 ∆t of order 3 and for our UA scheme S extrap4 ∆t of order 4. The reference solution is computed with the Matlab ode45 function applied to the filtered system (5.2). The error is independent of ε as shown in Figure 1a where the curves for different values of ε are nearly identical. This confirms that the schemes are uniformly accurate respectively of order 2, 3 and 4, as predicted by Theorem 3.5. 
The Hénon-Heiles model -pullback method
In this section, we present the results obtained with the pullback method with stroboscopic averaging for the Hénon-Heiles model. In Figure 1b , we have represented the error at time T f inal = 1 as a function of ∆t for different values of ε, for our UA scheme S midpoint ∆t of order 2 and for our UA scheme S compos3 ∆t of order 3. These figures confirm that our schemes are UA, as stated by Theorem 3.5. Note that for these schemes, the variable θ of the vector field F
[n] ε,θ is discretized with 32 points and FFT is used to compute all the integrals 4 . The initial data is (0.12, 0.12, 0.12, 0.12).
Let us now check that our schemes constructed on the stroboscopic averaging pullback method have the expected geometric properties. In Figure 2a , we have represented the evolution of the error on the Hamiltonian H for ε = 1 over long times t ≤ 30000 for the scheme S (a) ε = 1. Let us now observe the so-called Poincaré cuts [14, 13] , i.e. the points (q 2 , p 2 ) reached when the solution crosses the hyperplane q 1 = 0 with p 1 > 0.
In Figure 3a , we have represented 5 orbits for ε = 1, 0 ≤ t ≤ 30000 and for the energy H = 1/12. The initial data are (0, 0, p 1 , p 2 ) with In Figure 3b , we have represented 3 orbits for ε = 0.001, 0 ≤ t ≤ 30000 and for the energy H = 1/6. The initial data are (0, 0, p 1 , p 2 ) with
2 ) with θ = 0.1, 0.5 and 0.9. Our UA scheme S midpoint ∆t is used with the timestep ∆t = 0.1 for t ≤ 30000.
On these two figures, we observe that the Poincaré curves are well reproduced, which indicate that the "formal second invariant" is well preserved by our scheme.
The nonlinear Klein-Gordon equation in the nonrelativistic limit regime -micro-macro method
We consider the nonlinear Klein-Gordon (NKG) equation in the nonrelativistic limit regime, also studied numerically in [1, 2, 5, 12] :
with initial conditions given as The unknown is the function u(t, x) : R 1+d → C and the parameter ε > 0 is inversely proportional to the square of the speed of light. In our simulations, we take d = 1 and the nonlinearity is f (u) = 4|u| 2 u. The limit ε → 0 in equation (5.3), (5.4), referred to as the nonrelativistic limit, has been studied in [15, 16, 17] . It is convenient to rewrite (5.3) under the equivalent form of a first order system in time (see e.g. [17] ). Setting
and denoting
we obtain that (5.3), (5.4) is equivalent to the following system on the unknown v = (v + , v − ):
Let us introduce the filtered unknowns
These quantities satisfy the following equation:
Note that (5.8) is under the form
if we set
The system has two natural invariants:
-the conserved charge (quadratic invariant)
In the simulations of this subsection, we take the following initial data:
For Figure 4a , the final time of the simulations is T f inal = 0.25. The computational domain in x is [0, 2π]. For the numerical evaluations of the function f in our scheme, a spectral method is used in the x variable and the fast Fourier transform is used in the practical implementation. For these tests, the reference solution is computed by our third order UA method S extrap3 ∆t applied to the standard averaging micro-macro method with 256 grid points in x, 128 grid points in θ and ∆t = T f inal /4096. We use the H 1 relative error of a given numerical scheme which we define as
where u num (t f inal , ·) is the approximated solution obtained by the considered numerical scheme, at the final time T f inal of the simulation. Let us present the results for the standard averaging micro-macro method. In this case, the analytic computation of the integrals in θ involves a too heavy system of equations and it is more convenient to compute these integrals numerically at each iteration of the scheme, by using fast Fourier transform techniques. In Figure 4a , we have represented the error at T f inal = 0.25 as a function of ∆t, for different values of ε, for our UA scheme S RK2 ∆t of order 2, for our UA scheme S extrap3 ∆t of order 3 and for our UA scheme S extrap4 ∆t of order 4. These curves confirm that the schemes are UA respectively of order 2, 3 and 4. The numerical parameters are the following: we have taken 128 discretization points in the x variable and 64 discretization points in θ for the quadrature methods. 
The nonlinear Klein-Gordon equation in the nonrelativistic limit regime -pullback method
We now present the results of the pullback method with the schemes S midpoint ∆t and S compos3 ∆t . In Figure 4b , we have plotted the error as a function of ∆t for different values of ε. For this figure, we have discretized the θ variable with 64 points and the x variable with 128 points, the initial data is (5.10) and the final time of the simulation is T f inal = 0.25. These numerical experiments confirm that our schemes S midpoint ∆t and S compos3 ∆t are respectively UA of order 2 and 3.
In Figure 5a , we have represented the long time (t ≤ 1000) conservation of the quadratic invariant Q for our two schemes S midpoint ∆t and S compos3 ∆t and in Figure 5b we have plotted the evolution of the relative error on the energy. The maximal absolute value of the error on E is 10 −8 for the second order scheme and is 2 × 10 −10 for the third order scheme. The initial data, with a non trivial value of Q, is φ(x) = (1 + i)(cos x + sin x), γ(x) = (1 − i/2) cos x + (1/2 + i) sin x.
The blue curves correspond to S midpoint ∆t with ∆t = 0.01 and the red curves correspond to S compos3 ∆t with ∆t = 0.01. In all the simulations, we have ε = 0.0001 and we have taken 64 points for the discretization of the x variable as well as for the θ variable. The quadratic invariant Q is an exact invariant (up to round-off errors) of the two schemes, and we observe no energy drift over long times. 
Finally, the assumption that (n + 1)ε ≤ ε 0 = R 8M leads to the inequality Noticing that sup 0≤ξ≤1 g k (ξ) = g k (1), the previous inequality leads to g k+1 (1) ≤ 3 + 1 4 g k (1) + (e − 1) exp g k (1) 8k + 4
and an easy induction shows that the sequence (g k (1)) k≥1 is upper-bounded by 8. We conclude the proof by applying Cauchy estimates as follows:
Proof of Lemma 3.4. Under the assumptions (3.9), it has been shown in [4] that:
(a) ∂ u ϕ ρ−δ ≤ 3 2 , the mapping ∂ u ϕ −1 is analytic on K ρ−δ and obeys ∂ u ϕ −1 ρ−δ ≤ 2; (b) the mappings Λ(ϕ) θ (u) and Γ ε (ϕ) θ (u) are analytic on K ρ−δ for all θ ∈ T, and ∀0 < ε < ε 0 , Λ(ϕ) ρ−δ ≤ 4 M and Γ ε (ϕ) − Id ρ−δ ≤ 4 M ε.
Now, on the one hand, for a multi-index i = (i 1 , . . . , i q ) ∈ N q , the algebraic identity 
