In conventional formulations of multilayer feedforward neural networks, the individual layers are customarily defined by explicit functions. In this paper we demonstrate that defining individual layers in a neural network implicitly provide much richer representations over the standard explicit one, consequently enabling a vastly broader class of end-to-end trainable architectures. We present a general framework of implicitly defined layers, where much of the theoretical analysis of such layers can be addressed through the implicit function theorem. We also show how implicitly defined layers can be seamlessly incorporated into existing machine learning libraries. In particular with respect to current automatic differentiation techniques for use in backpropagation based training. Finally, we demonstrate the versatility and relevance of our proposed approach on a number of diverse example problems with promising results.
Introduction
Conventional multi-layer neural networks are exclusively defined through explicit expressions of its entering layers and loss functions. These expressions are typically provided in the form of a function mapping the input y (k) of the k-th layer to its output y (k+1) , as y (k+1) = f (y (k) ).
(1)
Here y (k) may contain the output of the previous layer as well as the trainable parameters 1 . This explicit approach has the advantage that training through back-propagation, a method that operates on the partial derivatives associated with each layer, is straightforward to implement. However, this approach has also proven to be rather restrictive in that the types of layers that can be included in end-toend trainable networks is limited. The aim of this work is to show that defining individual layers implicitly provide much richer representations over the standard explicit one, consequently enabling a vastly broader class of end-to-end trainable architectures. By an implicit layer we mean a layer that is defined implicitly by an implicit equation, that is 0 = F (y (k) , y (k+1) ).
(
An intuition into why this reformulation is beneficial can perhaps be found in multivariable calculus, where the notion of functions given by a formula has invariably been seen as too limited for many purposes. There are countless examples of functions that cannot be expressed explicitly, for instance the locus of the expression
defines a precise and sketchable subset of R 2 yet no formula for it exists. As feedforward layers are conceptually functions mapping the input onto the output, a similar conclusion can also be made here, that is, not all implicit layers can be expressed explicitly. The reverse, however, is indeed true, all explicit layers can be expressed implicitly. This follows trivially as any explicit layer in the form y k+1 = f (y k ) can be defined implicitly as y k+1 − f (y k ) = 0. Hence the set of implicit layers is a proper superset of the set of explicit layers, fig. 1 .
The main contributions of this paper are as follows.
• We present a general framework of implicitly defined layers, enabling a much broader class of end-to-end trainable networks. We show that much of the theoretical analysis of such layers can be addressed through the implicit function theorem.
• We show how implicitly defined layers can be seamlessly incorporated into existing machine learning libraries. In particular we prove how our framework is directly applicable to current automatic differentiation techniques for use in backpropagation based training.
• We demonstrate the versatility and practical benefit of our proposed approach on a number of diverse example problems.
Related works
Optimization plays a key role in a wide array of machine learning applications as a tool to perform inference in learning. Differentiation through optimization problems (e.g. argmin operators) has seen a number of advances in recent years, among which, there are techniques that come up in bi-level optimization [13, 19] and sensitivity analysis [4, 16, 22] .
More specifically, [19] proposed semi-smooth Newton algorithms that could efficiently find optimal regularization parameters, leading to efficient learning algorithms. The proposed bi-level learning framework could be applied to variational models, including the non-smooth functions, but not including data fidelity terms that are different from quadratic ones. The authors of [13] presented results for differentiating parameterised argmin and argmax optimization problems through equality constraints, but did not consider inequality constraints, and thus could only be applied to a limited class of problems with smooth functions within the argmin and argmax domain. The work of [22] considered argmin differentiation for a dictionary learning problem, and presents an efficient algorithm to solve it.
Moreover, [3] considered argmin differentiation within the context of the bundle method, and learned the inference step along with the network itself, without building structured prediction architectures explicitly. [16] used implicit differentiation on convex objectives with coordinate subspace constraints but was unable to cope with general linear equality constraints and inequality constraints.
All the aforementioned approaches have limited applications in a sense that they either consider equality constraints in their implicit differentiation [13, 19] rather than both equality and inequality constraints, or they can only insert the optimisation problem in the final layer of the network [16] .
Most closely related to our work is the recent method of [2] , in which, the implicit differentiation can be performed through both inequality and equality constraints, and the optimisation problems can be inserted anywhere in the network. To derive the gradients from the KKT matrix of the optimisation problem, OptNet [2] makes use of techniques from matrix differential calculus. However, this work is restricted to convex quadratic problems only.
The work presented here differs to these existing works in that we are proposing a more general framework applicable to any layer expressible as an implicit function. Furthermore, most of the above mentioned work requires manual derivations and implementation of analytic gradient expressions, whereas in our framework this is not needed.
The Implicit Layer
In this work we present a principled treatment of implicitly defined layers in feedforward neural networks. We formally define this concept as follows.
Definition 1 (Implicit Layer). A neural network layer is implicitly defined if its output y (k+1) ∈ R m is given as the solution of the k system of equations, with F :
for some input y (k) ∈ R n .
We distinguish this from the usual explicitly defined feedforward layers where this relationship between input and output is given as y (k+1) = f (y (k) ). As before, y (k) does not only denote the output of the previous layer but also the trainable parameters of the current layer.
The Implicit Function Theorem
To overcome the limitations of the naive definition of functions as explicit expressions, functions are instead commonly defined in a set-theoretic sense [14] .
Here a function f from a set X to a set Y is formally defined as a set of ordered pairs (x, y), x ∈ X and y ∈ Y with the properties that (i) for each x ∈ X there exist a pair (x, y) ∈ f . (ii) If both (x, y) ∈ f and (x, y ) ∈ f then y = y . With this definition each x ∈ X defines a unique y ∈ Y for which (x, y) ∈ f . That is, it describes the process of associating each element of X with a single unique element in Y . It is common to use the more convenient notation of letting y = f (x) denote (x, y) ∈ f .
The system of equations in (4) define an arbitrary closed (if F is continuous) subset of R l . And although no explicit expression might exist, it can be shown that under certain conditions such implicit expressions can be locally expressed as functions (with the above definition). The details of sufficient conditions for this to hold is provided by the Implicit Function Theorem [18] , see thm. 1. This theorem states that under certain mild conditions on the partial derivatives the solution to a system such as (4) is locally the graph of a function. Note that these functions might also only be available implicitly. However, this theorem goes on to say that if such functions exist they must be continuously differentiable and that their derivatives can have a simple analytical expression. It is this latter consequence of the implicit function theorem that much of the results in paper will build on.
Theorem 1 (Implicit Function Theorem). Given three open
and the Jacobian of F with respect to y ⊆ Y
is invertible at (x,ŷ), then there exists an open set W ⊂ R n with x ∈ W and a unique continuously differentiable
holds for x ∈ W .
In addition, it can be shown that the partial derivatives of φ in W are given by
which leads to the compact form
Next we will show how an implicitly defined layer can be realised and incorporated into a trainable feedforward network, mainly through the application of the above theorem.
Backpropagation in Implicit Layers
We will assume that an implicit definition of the layer in question is given along with a method for performing a forward pass, that is, a solver of (4). The most appropriate choice here is highly task specific, examples of different forward methods are given in section 4. Note that our proposed framework is entirely agnostic to the choice of forward method.
The remaining question then relates to the backward pass through the implicit layer. To form a backward pass of a neural network layer we require the partial derivatives of its output with respect to its input, including the previous layer's output and all the trainable parameters of this layer. Hence, we need an expression for all these partial derivatives and an efficient way to calculate them. We will show that the former is provided by the implicit function theorem and the latter can be obtained by utilising existing autodifferentiation techniques.
The Backward Pass
Unlike in conventional neural networks pipelines, the forward and the backward path of an implicit layer are independent, which means the formulation of the functions in the forward path does not have to be the same as in the backward path. In fact, our proposed framework is entirely agnostic to the choice of forward pass. Here the backward pass of an implicit layer is obtained as follows. Let the current state of the layer be given by (ŷ (k) ,ŷ (k+1) ) such that F (ŷ (k) ,ŷ (k+1) ) = 0. Our premise is that there then exists, in the set-theoretic sense, a function φ : R m → R n such that y (k+1) = φ(y (k) ) and that φ is differentiable in some neighbourhood of (ŷ (k) ,ŷ (k+1) ). Let the partial Jacobian of F with respect to the output y (k+1) be denoted by
Then from the the implicit function theorem, thm 1, it follows directly that if J F,y (k+1) has full rank at (ŷ (k) ,ŷ (k+1) ) then our assertion will hold that, a differentiable φ exists and is given by
evaluated in some neighbourhood of (ŷ (k) ,ŷ (k+1) ).
Automatic Differentiation
Techniques for algorithmic differentiation or automatic differentiation in machine learning has contributed significantly to the progress of deep learning methods, in large parts thanks to the development and application of backpropagation to the training of multi-layer neural networks. These techniques provide accurate, efficient, and reliable computation of partial derivatives in a fully automated manner. Thus, eliminating the need for manual derivation and implementation of analytical gradient formulae. This task can be prohibitively time consuming, particularly in situations where the models or network architecture is expected to change frequently. In this section we show how existing implementations can be used to provide backward passes through implicitly defined layers with little modification.
Let our implicit layer be defined as in (4) by F (y (k) , y (k+1) ) = 0. Now consider the related explicit layer defined by
As this layer is defined explicitly we can apply existing automatic differentiation methods directly, providing us with the partial derivatives
If we now let z
] and z (k+1) j = 0 then (31) can be partioned as
with 0 = F (z (k) ). Comparing (14) with (11) we observe that the required terms for calculating the backward pass are provided by automatic differentiation of (31). Consequently, the automatic differentiation of implicit layers can be realised as a matrix inversion and multiplication, with no need for manual derivation or model specific implementations. 2 
Application Showcases
In this section we present four showcases of employing implicit layers in end-to-end neural network pipelines.We provide two examples that solves an argmin problem. One is hand written digits recognition on MNIST; we use an implicit layer to model a Quadratic Programming (QP) process with the same QP formulation as in [2] . The other argmin example is graph matching that matches landmarks across images; we solve the underlying relaxed Quadratic Assignment Problem (QAP) [5] with an implicit layer. The third example is image segmentation where an implicit layer performs a Normalised Cut [29] using generalised eigenvalue calculations on the Laplacian. The last example demonstrates using an implicit layer to represent and infer 3D shape using a Level Set formulations [10, 24, 9] .
Note, our intent here is not to propose new methods for solving specific tasks nor attempting to beat state-of-the-art algorithms. Rather, the purpose of introducing these examples is to demonstrate the generality of our proposed formulations, how uncomplicated it is to incorporate implicit layers with existing machine learning libraries and finally to showcase the practical versatility of our framework.
QP layer on MNIST
Differentiation through optimization problems is an active topic for years [13, 19, 2, 16, 22] . Amongst these works, OptNet [2] is one of the first that analytically differentiates through both inequality and equality constraints, however limited to quadratic problems only. In this introductory showcase, We intentionally keep the formulation of the QP problem, as well as the structure of network, the same as in [2] to facilitate a transparent comparison. In particular, we demonstrate how an implicit QP layer (as well as an OptNet's QP layer) works in a hand written digits recognition pipeline on the MNIST dataset. Fig. 2 shows the pipeline. Two fully connected layers take input from the vectorised 28 × 28 image and output x (|x| = 10), followed by a QP solving layer that outputs 2 An example is provided in the supplementary material. y * (|y * | = 10), which is the optimal solution of the QP problem, and finally, y * goes through softmax and yields the negative log likelihood loss. Now we show the KKT conditions form the implicitfunction system that is needed for differentiation. The QP problem in [2] is formulated as
where Q, q, A, b, G, and h are parameters of the QP problem. These parameters are explicitly differentiable functions of the previous layers' output x and are trainable just like other trainable parameters in the network. Q is constructed as a semi-positive definite matrix to ensure convexity. The Lagrangian of (15) is
and the KKT conditions are
where operation D(·) diagonalse a vector. (17) is the implicit-function system that we are after since it conforms with (4) by y (k) = [Q, q, A, b, G, h] and y (k+1) = y.
Our implicit QP layer uses the same primal-dual interior point method to solve (15) as in [2] for the forward path, and apply (11) to (17) to get the partial derivatives required for the backward pass.
To validate the implicit layer, we run the pipeline for 15 epochs and observe converging loss and accuracy. The test accuracy achieves 98.14% upon termination. As shown in fig. 3 , the implicit QP layer branch and the OptNet branch have almost identical learning curves as expected; this is because both forward and backward formulae are theoretically the same for the two branches. The runtime comparison between the implicit QP layer and OptNet's QP layer suggests the implicit QP layer falls behind with the backward computation; see fig. 4 . This is to be expected as our current implementation is not optimised for speed. 
QAP Layer for Graph Matching
A key contribution of our implicit layer technique lies in its generality. This section uses the application graph matching to demonstrate our implicit layer can differentiate through more general optimization problems while OptNet is incapable of, e.g., quadratic programming with quadratic constraints (QCQP) and maximizing a Rayleigh Quotient with affine constraints [8] .
We borrow the graph matching pipeline from [34] , which is also an end-to-end architecture that learns to match the landmarks on the source image to those on the target image. As shown in fig. 5 , the pipeline starts with constructing two graphs for the source landmarks and the target landmarks respectively; meanwhile, a CNN backbone (e.g. VGG-16 [30] ) extracts high-level features for the landmarks to establish landmark-to-landmark affinities and edge-to-edge affinities; this is followed by a layer that outputs the affinity matrix M between the two graphs based on the affinities calculated in the previous layer. The optimal matching (assignment) y * is then obtained by solving a QAP problem on M , formulated as:
where the binary matrix C encodes one-to-one mapping constraints.
Since (18) is NP-hard, existing works offen solve some relaxed type of the original problem. In what follows, we demonstrate 3 methods of solving 2 different types of relaxed QAP problem. The 3 method are the Power Iteration (PI) method [34] , the Spectral Matching (SM) method [8] , and the Spectral Matching with Affine Constraints (SMAC) method [8] . Details about the SM method and the SMAC method are provided in the sec. 4 
F2, U2
Graph 1 Graph 2 Figure 5 : Graph matching pipeline. The VGG-16 extracts high level landmark features (F 1, F 2, U 1, U 2) to compute the affinity matrix M . Then the optimal matching y * is gained for by solving a relaxed QAP problem on M . The Bi-stochastic layer produces a doubly-stochastic confidence map S from y * . The voting layer converts from the confidence map S to the predicted displacement d. Refer to [34] for more details.
Solving QCQP
[34] drops both the binary and the mapping constraints on (18) and leads to the QCQP problem:
The method of matching two graphs by solving (19) is known as Spectral Matching (SM) method [8] . This comes from the fact that y * the global optimiser of (19) is given by the leading eigenvector of matrix M . To be able to differentiate though (19) , [34] employs the PI algorithm for eigen-decomposition since each iteration of PI is a differentiable operation, though the need to choose a maximum number of iterations is an inconvenience. With the implicit layer technique, we are able to solve (19) with any eigendecomposition algorithm and applying (11) to the KKT conditions (20) of (19) to prepare the necessary gradients:
with λ the dual variable and I the identity matrix. We want to highlight in this example that the implicit QCQP layer uses different equations for the forward path and the backward path. It uses eigen-decomposition for the forward path (to guarantee optimality, a forward path based on KKT conditions only finds local optimum as the problem is in general not convex), and uses the KKT conditions as the backward equations. The independence between forward and backward equations adds to the flexibility of the implicit layer.
Maximizing a Rayleigh Quotient with Affine Constraints
Dropping only the binary constraints on (18) results in maximizing a Rayleigh Quotient with affine constraints [8] :
The Lagrangian of (21) is
and the KKT conditions are 2 M y * y * T y * − y * T M y * Iy * (y * T y * ) 2 + C T λ * − Iν * = 0,
which form the needed implicit-function system. Matching graphs by solving (21) is called Spectral Matching with Affine Constraints (SMAC) algorithm. Incorporating the SMAC algorithm into the existing graph matching pipeline is easy. We simply construct an implicit SMAC layer and substitute it to the PI layer and the Bi-stochastic layer (the output of SMAC guarantees to be doubly-stochastic so it bypasses the Bi-stochastic layer in the pipeline), see the bottom solid branch of the pipeline in fig. 5 . It would be otherwise cumbersome, if ever possible, for [34] to utilise SMAC algorithm in its original design.
The forward path can be performed by any numerical optimization toolbox, and we use SciPy package [1] in the experiment. The differentiations in the backward path is also calculated by applying (11) to the KKT conditions (23) of (21) .
We evaluate the implicit SM layer and the implicit SMAC layer on the CUB-200-2011 dataset [32] . The dataset contains 11,788 images of 200 bird species, with a total of 15 parts were annotated by pixel location and visibility in each image. Since the purpose of this experiment is to verify the prototype of implicit layer rather than to show a comprehensive competition with [34] , we simplify the learning process in two ways. First, we use a subset of the CUB-200-2011 dataset that was built by [17] . The new dataset contains 5,000 images pairs comprising more than 50,000 ground truth matches, and we split it into training dataset and test dataset at a ratio of 9:1. Second, we match fixed 8 randomly selected landmarks across images instead of matching up to 15 landmarks. We report the percentage of correct keypoints (PCK) metric [33] where a match is considered correct if the prediction is within α √ w 2 + h 2 of the ground truth (w and h are respectively the width and height of input images). We use Delaunay triangulation to construct the graph structure on the source image and assign a fully connected graph to the target image. Fig. 6 shows the accuracy increases with each iteration of training for all methods. Observe that implicit SMAC layer leads the PCK metric initially but eventually other methods catch up as the CNN backbone gradually learns to adapt to the specific choice of QAP methods. Fig. 7 provides the runtime profile for the three branches. Fig. 8 shows qualitative results of the branch using the implicit SMAC layer. 
Normalised Cuts Segmentation Layer
Beyond finding the leading eigenvector (as in section 4.2.1), the implicit layer technique also allows us to defined layers involving generalised eigenvalues of any order. Solving arbitrary generalised eigenvector is useful in a range of image processing and computer vision tasks. A classical method for image segmentation is the Normalised Cuts (NCut) algorithm, [29] . This approach formulates the task of partitioning an image into foreground and background as a generalised eigenvalue problem. Specifically, as the problem of finding the generalised eigenvector of the second smallest generalised eigenvalue of the eigensystem
Here L denotes the Laplacian matrix of the adjacency matrix of the image and D is a diagonal matrix of the weighted graph order, see [29] for further details. With the additional constraint that v T v = 1, we can define our implicit NCut layer as
The forward path of the implicit NCut layer is realised using standard eigensolvers.
To evaluate the implicit Ncut layer, we construct a simple network with an implicit NCut layer and compare it with the non-learning based Normalised Cut method, see fig. 9 .
VGG-16
Laplacian Implicit NCut We evaluate the pipeline on the HazySky dataset [31] which contains 500 natural images with ground truth sky/non-sky segmentation mask. 400 images are randomly sampled as training data with the rest for testing. Fig. 10 shows loss and IOU converge, and the test IOU eventually plateaus at around 85%. In comparison, the non-learning based NCut method maintains a IOU score around 70%. 
Level-set Layers for Shape Inference
Representing shape in end-to-end trainable neural networks has proven to be challenging task. A majority of existing learning-based approaches involving shape or structure rely on either voxel occupancy [12, 7, 27, 28] , sparse point clouds [26, 11] or explicit shape parameterisation [20] . Each of these representations comes with its own advantages and disadvantages, in particular for the application of shape inference in a learning framework. Recent work [25, 23] has instead argued that Level Sets constitute a more appropriate choice for the task of learned shape inference.
The Level Set method for representing moving interfaces was proposed independently by [24] and [10] . This method defines a time dependent orientable surface Γ(t) implicitly as the zero isocontour, or level set, of a higher dimensional auxiliary scalar function, called the level set function or embedding function, φ(x, t) : Ω × R → R, as,
with the convention that φ(x, t) is positive on the interior and negative on the exterior of Γ. The underlying idea of the level set method is to capture the motion of the isosurface through the manipulation of the level set function φ.
However, owing to this implicit definition of shape, existing deep learning frameworks can not incorporate this representation straightforwardly. Instead, the inference is either carried out on the embedding function φ [25] directly, not on the shape itself, thus resulting in suboptimal reconstructions, or by approximating metrics on the iso-surfaces of φ [23] .
In this section we will show how the level set representations can be included exactly using implicit layers. Again, the aim here is not provide an exhaustive study of implicit representations of shape but rather to demonstrate the applicability of our proposed framework.
The definition of the implicit layer that realises (26) is provided directly by its definition as 0 = φ(x). However, here the input to this layer is a discrete representation of the embedding function φ and thm. 1 assumes a continuous function F . This can be accomplished by constructing a continuous surrogate of φ and using this to represent the desired implicit layer. We define
as our implicit layer representation of (26) . Here φ tri ·; y (k) denotes the trilinear interpolation of y (k) at y (k+1) . The forward pass through this layer can be obtained by any isosurface extraction algorithm, see [15] . In this setup we use standard marching cubes [21] .
We followed the implementation details provided in [12] and [23] as closely as possible with respect to preprocessing, image rendering and evaluation. Our network was evaluated with the proposed formulation on 2, 000 3D models from a single category ('cars') in the ShapeNet dataset [6] . The results, using a 32 3 resolution, are shown in figure 11 and table 1. 
Conclusion
We presented a general framework of implicitly defined layers and showed its superior representation power to the standard explicit layers. We also established the backpropagation mechanism for implicit layers to utilise the Automatic Differentiation techniques in existing deep learning libraries and thus obviate the need to derive algebraic expressions of the differentiation. A number of diverse examples demonstrated the versatility of implicit layers. We hope this work could inspire the community to further explore and realise the potential of applying implicit function theories in the paradigms of machine learning.
A. An Example of Auto-differentiation
Let us consider the following simple example of an implicitly defined layer.
F 1 (x, y) = x 2 + y 2 1 + y 2 2 − 4, F 2 (x, y) = xy 1 − 1.
A solution to F (x, y) = 0 is given by (x = 1,ŷ = [1, √ 2]). To calculate the backward pass, (i.e. the partial derivatives of the output y with respect to the input x) through such a layer we instead look at the related explicit layer defined by
specifically where z (k) = (x, y) = (x,ŷ 1 ,ŷ 2 ), z (k+1) = (0, 0).
As this layer is defined explicitly, we can apply autodifferentiation directly to provide
for some z ∈ R 3 , or more compactly as
In our simple example we have Recall that as (33) is calculated by auto-differentiation, so we eventually get the partial derivative J y,x of the output y of the implicit layer with respect to the input x without manually deriving algebraic expressions of the differentiation.
