A method for constructing the syzygies of vector-valued bilinear forms is given. Explicit formulas for the generators of the relations among the invariant rational functions are listed. These formulas have applications in the geometry of Riemannian submanifolds and in CR geometry.
Preliminaries

Introduction
Vector-valued forms play a key role in the study of higher codimensional geometries. For example, they occur naturally in the study of Riemannian submanifolds (as the second fundamental form) and in CR geometry (as the Levi form). In each of these there are natural group actions acting on the vector-valued forms, taking care of different choices of local coordinates and the such. The algebraic invariants of these forms under these group actions provide invariants for the given geometries. In Riemannian geometry, for example, the scalar curvature can be expressed as an algbraic invariant of the second fundamental form. But before these invariants can be used, their algebraic structure must be known. In [4] , an explicit list of the generators is given. In that paper, though, there is no hint as to the relations among these generators. In this paper, not only do we produce a list of the generators for the relations of the invariants, but also we show how this method can be extended to compute the full syzygy chain.
In [4] , the problem of finding the rational invariants of bilinear maps from a complex vector space V of dimension n to a complex vector space W of dimension k, on which the group GL(C, n) × GL(C, k) acts, is reduced to the problem of finding invariant one-dimensional subspaces of the vector space V * ⊗ V * ⊗ W . From this, it is shown that the invariants are generated by
each component of which had been computed classically.
In this paper we extend this type of result, showing how to compute the each component of which is known classically. The relations of the relations will be generated by:
We will see that the method used to find these relations can be continued until the full syzygy chain is computed.
It appears that the closest earlier work to this paper is in the study of the invariants of n × n matrices (see [3] and [11] ), but the group actions are different in this case and links are not apparent. For general background in invariant theory, see [2] , [10] , [12] or [15] 
Vector-valued forms
Let V be a complex n-dimensional vector space and W be a complex kdimensional vector space. We are concerned with the vector space Bil(V, W ), the space of bilinear maps from
, and x, y ∈ V . Stated differently, we define gb so that the following diagram commutes:
As an aside, all of this also works for completely reducible subgroups of [4] to hold. For simplicity, we will restrict our attention to the full groups Aut(V ) and Aut(W ), which of course are isomorphic to GL(n, C) and GL(k, C).
Invariants
Let G be a group that acts linearly on a complex vector space V . A function
is a (relative) invariant if for all g ∈ G and all v ∈ V , we have
where χ : G → C − {0} is a homomorphism (i.e. χ is an abelian character for the group G).
We are interested in rational invariants for the vector space Bil(V, W ) under the group action of Aut(V ) × Aut(W ). As seen in [2] on pp. 5-9, every rational invariant is the quotient of polynomial invariants, every polynomial invariant is the sum of homogeneous polynomial invariants, every degree r homogenous polynomial corresponds to an invariant r-linear function on the Cartesian product V ×r and every invariant r-linear function on V ×r corresponds to an invariant linear function on the r-fold tensor product V ⊗r . Thus to study rational invariants on V we can concentrate on understanding the invariant one-dimensional subspaces on V * ⊗r .
Let C[V ] be the algebra of polynomial functions on V and let C[V ]
G denote the algebra of the polynomials invariant under the action of G. In general, the goal of invariant theory is to find a free resolution of this algebra
Such a resolution is called a syzygy for the action of the group G on V . Thus the syzygy is an exact sequence
where each V k is a free module. Thus V 0 is the free module whose generators 
For us, the syzygy chain will be an exact sequence of free modules
This paper will give a method for constructing this syzygy chain.
Indicial notations
The following permutation notation will be used heavily throughout the text.
For any positive integer m, define the permutation symbol ε i 1 i 2 ...im to be equal
if it is an odd permutation, and to be equal to 0 otherwise. To indicate the product of d (where d is a positive integer) such symbols for any permutation σ ∈ S dm , we use the shorthand notation
The symbols ε i 1 i 2 ...im and ε I (m, dm, σ) are defined in a similar manner.
The Einstein summation notation will be used. Thus whenever a superscript and a subscript appear in the same term, this means sum over that term. For example let V be a two dimensional vector space with the basis {e 1 , e 2 }. The notation ε I (2, 2, identity)e i 1 ⊗ e i 2 denotes the following summation of two-tensors from V ⊗ V : 
where M = V ⊗2r and N = W * ⊗r , with r a positive integer. Our goal is to find the invariant one-dimensional subspaces of X for each possible r.
Let r be a positive integer so that n divides 2r and k divides r. For any element σ in the permutation group S 2r and any element η in S r , define
and 
Again, all of this is in [4] .
For an example, let V have dimension two and W have dimension one.
Let r = 1. Then our vector-valued form B can be represented either as a two form
or as a two by two matrix a b c d .
We set v σ = ε I (2, 2, identity)e i 1 ⊗ e i 2 = e 1 ⊗ e 2 − e 2 ⊗ e 1 .
Since W has dimension one, we must have w η be the identity. Then v σ ⊗ w η acting on B will be
and is zero precisely when the matrix B is symmetric.
Relations among invariants for the general linear group
For Gl(n, C) acting on a vector space V , not only is it known classically what are the invariants, the generators of the relations are known. This section describes these relations. Again, everything in this section is classical but will be used to find the relations for the invariants of vector-valued forms in the next section.
Below we will state the generators of the the relations for V * ⊗ V * . Using the notation of the last section, let r = nu. We know that the invariants are generated by all possible v σ = ε I (n, 2r, σ)e i 1 ⊗ . . . ⊗ e i 2r . In order to state what are the generators of the invariants, we first need some notation. Let {i 1 , . . . , i n+1 } be a subset of n+1 distinct elements chosen from {1, 2, . . . , 2n}.
Denote by < i 1 , . . . , i n+1 > the subgroup of S 2n consisting of permutations σ such that σ(j) = j for j ∈ {i 1 , . . . , i n+1 }. This subgroup is of course isomorphic to S n+1 . = (e 1 ⊗ e 2 ⊗ e 1 ⊗ e 2 − e 1 ⊗ e 2 ⊗ e 2 ⊗ e 1 − e 2 ⊗ e 1 ⊗ e 1 ⊗ e 2 + e 2 ⊗ e 1 ⊗ e 2 ⊗ e 1 )
+(e 2 ⊗ e 1 ⊗ e 1 ⊗ e 2 − e 2 ⊗ e 2 ⊗ e 1 ⊗ e 1 − e 1 ⊗ e 1 ⊗ e 2 ⊗ e 2 + e 1 ⊗ e 2 ⊗ e 2 ⊗ e 1 )
+(e 1 ⊗ e 1 ⊗ e 2 ⊗ e 2 − e 2 ⊗ e 1 ⊗ e 2 ⊗ e 1 − e 1 ⊗ e 2 ⊗ e 1 ⊗ e 2 + e 2 ⊗ e 2 ⊗ e 1 ⊗ e 1 ) = 0.
The relations for the invariants of the general linear group Gl(k, C) acting on W are similar. 
Complexes, syzygies and the Kunneth formula
In this section we review how to naturally build an exact sequence out of two other exact sequences.
Definition 5 [Complex]
A complex is a sequence of free modules and homomorphisms
n ∈ Z, with φ n (φ n+1 ) = 0, for all n. We denote the complex by (A) ( [13] ,p.115).
Definition 6 [Homology group] If (A) is a complex, the nth homology group
Note that since φ n (φ n+1 ) = 0, we have that imφ n+1 ⊂ ker φ n and hence that the above is well-defined.
Definition 7 [Exact sequence]
A complex (A) is said to be exact if for all n, H n (A) = 0.
Of course, this just means for each n that ker φ n = im φ n+1 .
Definition 8
Let A, C be exact sequences of k-vector spaces, where k is a field of characteristic 0. The tensor product of A and C, denoted A ⊗ C, is defined for a fixed n as
It is best to think of this as a double exact sequence. The following diagram shows the tensor product of two exact sequences A and C. The nth element of (A ⊗ C), written (A ⊗ C) n , is given by the direct sum of the vector spaces taken across the nth diagonal (descending left to right).
There is a natural map δ n : (A ⊗ C) n → (A ⊗ C) n−1 that will make A ⊗ C a complex. Define the boundary map δ n :
This gives us and H j (C) are zero. But then for all n, we have H n (A ⊗ C) = 0, which means that the complex (A ⊗ C) is exact.
QED
Let A denote the complex giving the syzygy chain for the invariants of V * ⊗ V * . We denote the invariants of V * ⊗ V * by (V * ⊗ V * ) (invariants) . We denote the free module generated by the generators of (V
which we will denote by
Here (V * ⊗V * ) 1 is the free module generated by the relations of the invariants, etc. Denote this chain by A. Let C denote the syzygy chain for the invariants of W , which we will write in a similar manner as:
where W 0 denotes the free module generated by the invariants, W 1 the free module generated by the relations, etc.
We are interested in the syzygy chain for V * ⊗ V * ⊗ W . From [4] , we know the free module generated by the generators of (
But with this language that the syzygy for V * ⊗ V * ⊗ W is (A ⊗ C). Thus we have Theorem 10. The nth term in the syzygy for 
All relations are algebraic consequences of the above relation.
An example of a relation
Let V and W both have dimension two. Our example of a relation for
Consider the relation given in section three, for r = 2,
= (e 1 ⊗ e 2 ⊗ e 1 ⊗ e 2 − e 1 ⊗ e 2 ⊗ e 2 ⊗ e 1 − e 2 ⊗ e 1 ⊗ e 1 ⊗ e 2 + e 2 ⊗ e 1 ⊗ e 2 ⊗ e 1 )
+(e 1 ⊗ e 1 ⊗ e 2 ⊗ e 2 − e 2 ⊗ e 1 ⊗ e 2 ⊗ e 1 − e 1 ⊗ e 2 ⊗ e 1 ⊗ e 2 + e 2 ⊗ e 2 ⊗ e 1 ⊗ e 1 ) = 0. 
