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Path integral Monte Carlo calculations were used to study a 2D system ofH2 molecules. The ground
state on a flat substrate is a triangular lattice, a localized solid. We find that the introduction of some
weakly attractive impurities (specifically alkali metal atoms) in the right concentrations,0.01 Å22d
stabilizes aliquid hydrogen phase of concentration0.04 Å22 which undergoes a Kosterlitz-Thouless
superfluid transition below approximately 1.2 K. [S0031-9007(97)04345-7]






























iceSince hydrogen molecules are relatively light, quantu
effects are important at low temperatures. In fact, becau
a para-H2 molecule is a boson and very similar to a4He
atom, it has been proposed that condensed molecular
drogen at low temperature could become superfluid as h
lium does. Unfortunately, theH2-H2 interaction is more
than 3 times as attractive as the He-He interaction, so t
pure bulk hydrogen is solid at temperatures below 13.8
This temperature is too high to observe superfluidity in th
liquid phase.
One can reduce the tendency for hydrogen to be loc
ized by decreasing the average number of neighbors o
H2 molecule. Monte Carlo simulations ofH2 clusters with
13 and 18 particles [1] show that there is indeed a tenden
for the system to be superfluid below 1 K. Much work ha
been devoted to studying experimentally and theoretica
the behavior ofH2 films in a variety of substrates, such a
Vycor glass [2–6], MgO [7], or graphite [8,9], employing
different techniques. Unfortunately, the triple point tem
perature for the top layer of solidH2 is 5.74 K [9], still not
low enough to produce a superfluid.
Here we report path integral Monte Carlo (PIMC
calculations in a 2D system ofp-H2 molecules to predict
the conditions under which it could be superfluid. W
found that at low temperature, the stable state for a 2DH2
surface is a solid, but we can stabilize a liquid phase
introducing certain impurities (alkali metal atoms) in th
right concentration. As a result the hydrogen undergoe
Kosterlitz-Thouless (K-T) superfluid transition at,1 K.
PIMC is an exact simulation method, able to calcu
late thermodynamic properties of nonrelativistic boson
systems directly from the assumed interaction potenti
Essentially it is a numerical method for performing ex
pectations of the many-body thermal density matrix usin
Monte Carlo sampling. The method has been extensive
used to calculate properties of superfluid and solid heliu
and hydrogen at low temperatures [10].
In the simulations reported here, we assume that t
H2 molecules can be represented as spherical particles
teracting with semiempirical potentials. For theH2-H2





























Silvera and Goldman [11], a reliable potential for simu
tions at low temperatures and pressures, and success
used for studies ofH2 clusters [1] and surfaces. For ex
ample, it was found [12,13] that the melting temperatu
for a single monolayer ofH2 molecules resting on severa
layers of solidH2 was about 6 K, in good agreement wi
experimental measurements [9].
TheH2-alkali atom interactions were modeled by a 12
Lennard-Jones potential. To our knowledge, there are
values fors or e in the literature, so we deduced the
as follows. s was determined so that the minimum of th
potential would correspond to the average of the molec
radius ofH2 (determined from the density of the molecul
solid) and the radius of an alkali atom.e was determined
by the potential well felt by aH2 molecule on a alkali
metal surface [14]. We usedsH22K ­ 3.75 Å, eH22K ­
9.54 K and sH22Cs ­ 4.06 Å, eH22Cs ­ 5.67 K. Our
structural results depend little on the exact value of th
parameters. We believe that a hard-sphere interac
would yield similar results since the attraction is weak.
Our simulations were carried out in the canonical e
semble, i.e., in each run we input the temperature, the t
number of particles, and the area of the simulation c
We used an imaginary time stept ­ byM ­ 0.025 K,
whereb ­ 1ykBT and M is the number of time slices
good enough for accurate quantitative predictions. T
maximum number ofH2 molecules used in our simulation
was 30. This is enough to distinguish between a 2D liq
and a solid but not for properties near the critical tempe
ture. For systems of pure hydrogen, we kept the num
of molecules constant and modified the cell size to vary
density. However, when impurities were included, we ke
the cell size constant and varied the number ofH2 particles.
In the latter case, two different cells were used, depend
on the assumed arrangement of the alkali atoms. F
we used a “supercell” with dimensions18.9 Å 3 19.7 Å,
with periodic boundary conditions. This corresponds
a complete monolayer of 30H2 molecules of bulk hy-
drogen. In our simulations with this cell, we used fro
1–4 K or Cs atoms on a rectangular lattice. Second,
used a supercell with 4 K atoms on a triangular latt© 1997 The American Physical Society

















with dimensions17.32 Å 3 20.0 Å with a K-K distance
of 10 Å. The maximum CPU time for one of these
calculations was 150 CPU hours in a Convex Exempl
SPP-1200.
One might expect the introduction of some impuritie
could reduce the freezing temperature of the film, an
produce a stable liquid phase. However, it is necessary
choose carefully the type and concentration of impuritie
to obtain the desired effect. For example, classical nob
gases are not good candidates because their inte
tion with an H2 molecule is stronger than betweenH2
molecules. We have verified that theH2 molecules coat
the noble gas, reducing their mobility and increasing th
coverage of minimum energy.
On the contrary, an alkali metal atom achieves the pu
pose of lowering the density of the stable state. The a
traction between an alkali metal atom and anH2 molecule
is one of the weakest known [14,15] so thatH2 molecules
will not stick to the impurity. To achieve a stable liquid
it is necessary to have a large enough concentration of i
purities. The introduction of a single impurity per simula
tion cell hardly changed the equilibrium coverage. Wit
two impurities per unit cell, the density of the stable sta
is changed, but the shift is not enough to create a liqu
However, for asK ­ 0.01 Å22 (4 K atoms per cell) the
number of impurities is enough to have a low temperatu
liquid.
In Fig. 1 we show the total energy perH2 molecule,
EH2 , as a function of the hydrogen coverage at 1 K. Th
temperature is low enough to observe exchange, since
thermal de Broglie wavelength is larger than the inte
molecular distance. On the other hand, 1 K is much low
than the kinetic energy in the solid phase (,20 K) and the
FIG. 1. Energy vsH2 coverage for four different impurity
densities at 1 K: a 2D film of pureH2 (lower solid curve,
plusses); 2 K atoms per simulation cell (dashed curve and3’s);
4 K atoms on a rectangular lattice (squares and dotted curv





















melting temperature in 2D (6 K) [13]. As a result, the
solid is essentially in the ground state. The lower curv
shows the energy of the pureH2 film versus coverage,
while the other three curves display the coverage depe
dence when potassium atoms are present. The minimu
energy coverage (corresponding to the structure with th
l west homogeneous coverage) varies with the number
impurities; for a pureH2 film it is 0.064 Å22, while for
a system with four impurities on a rectangular lattice it is
0.04 Å22. If the concentration of impurities is 2 per cell,
the equilibrium coverage increases to0.053 Å22. Cal-
culations with Cs impurities (not shown for reasons o
space), give the same equilibrium coverage as potassiu
A system with the impurities located on a triangular lat
tice has a lower equilibrium coverages0.038 Å22d as com-
pared to a rectangular lattice for the same concentration
impurities.
In order to determine the phase of the different system
we calculated their structure factors,Sskd, as shown in
Fig. 2. The pureH2 film at the minimum coverage has
a solid structure factor with one sharp peak at1.7 Å21
corresponding to a triangular lattice. The same figur
shows also theSskd of a pureH2 system at half of a
monolayer coverage, which is liquidlike [12,13]. How-
ever, a layer with this density will be unstable and sepa
rate into a complete monolayer and a very low densit
gas. Analysis of the structure factors for different cov
erages allows us to say that fors , 0.059 Å22, a pure
film of H2 molecules is a fluid. However, as one can se
from Fig. 1, those liquids are unstable in comparison t
a solid.
FIG. 2. Structure factor,Sskd, for three different hydrogen
films at 1 K. The upper panel is for a solid 2D film of
pure H2 at sH2 ­ 0.064 Å
22. The other twoSskd’s in the
lower panel are liquids: a pure 2DH2 film at 2 K with
coverage0.04 Å22 (full line 1 crosses), and aH2 film with
4 K atoms per simulation cell arranged in a triangular lattice
with sH2 ­ 0.04 Å
22 (diamonds).3011


















One can see that a system with impurities located 10
apart is indeed a liquid by means of Fig. 2: theSskd for
it is similar to that of a half layer of pure hydrogen a
2 K. The main differences appear fork corresponding
to the periodicity imposed by the impurity atoms (peak
at 0.75 and1.5 Å21). In particular, scattering peaks
corresponding to a solid or glassy phase do not appear.
Once we have established that the minimum ener
structure is liquidlike we now determine whether th
molecules are delocalized enough to exchange betwe
the cells bounded by the impurities and behave as a sup
fluid. The superfluid coveragess of a liquid can be calcu-
lated from the mean squared winding number: the flux
paths across the simulation cell [10]. Figure 3 shows th
superfluid fraction,sssysH2 d, versusH2 coverage. For
different impurity structures, the superfluid fraction ha
a maximum near the equilibrium coverage and drops
zero forsH2 . 0.05 Å
22. The fact thatssysH2 reaches
its maximum value at about half a monolayer is consiste
with the results of Ref. [12]. We can see also that a tria
gular lattice of impurities has a lower superfluid coverag
The dependence of the superfluid fraction on temper
ture is given in Fig. 4 for the case of K impurities at the
equilibrium H2 coverage. It reaches a plateau forT ,
1.1 K. For a translationally invariant single-componen
Bose liquid the superfluid fraction would approach unit
at low temperature. Impurities lower the maximum su
perflow since it must go around them and the molecul
have fewer atoms with which to exchange. Superfluid
ity drops to zero at high temperature. However one do
not see the sharp jump characteristic of the K-T trans
tion because of the finite system size [16]. Preliminar
calculations support the idea that the scaling behavior f
FIG. 3. Superfluid fraction as a function of coverage for thre
different systems at 1 K: 4 K atoms per cell, rectangula
lattice (3’s and solid line); the same number of K atoms on
triangular lattice (squares and dashed line), and 4 Cs impurit




























this very inhomogeneous superfluid is similar to the scal
ing seen in homogeneous4He films [16]. In particular,
the low temperature superfluid density is changed little by
size effects.
The specific heat as a function of temperature, show
in Fig. 5, was obtained by numerically differentiating the
EH2 vs T. From the maxima inCy we estimate that the
transition temperature for the 4 K hydrogen films would
be1.2 6 0.2 K for the rectangular case, and1.1 6 0.2 K
when the K atoms are located on a triangular lattice. (In
the K-T transition the peak occurs at a temperature highe
thanTc [16].)
The question that now arises is how to make such
system in the laboratory. First, a monolayer ofH2 must
be absorbed on the substrate at low temperatures, i.e., t
binding energy to the substrate should be comparable t
the energy of solidH2 s290 Kymoleculed. It is also de-
sirable to have a relatively smooth (and incommensurate
substrate to allow theH2 molecules free movement in the
transverse direction. We estimate that the weakly attrac
tive impurities must be approximately equally spaced a
distances between about 8 to 12 Å apart. If they are to
close together, it will be impossible to form the appropri-
ate exchange paths, and if they are too far apart, a glas
state will form in between the impurities.
Remarkably, there exists a possible experimentally ac
cessible manifestation of this system. It is possible to ab
orb fractions of a monolayer of alkali metal atoms (Rb,
Cs, and K) onto a Ag(111) surface [17]. Depending on the
alkali metal coverage, the alkali atoms have been observe
to form regular lattices with lattice constants between 2.9
and 10 Å. These lattices are stabilized by the interactio
with the substrate and by the repulsive dipolar interaction
FIG. 4. Temperature dependence of the superfluid fraction fo
a system with 4 K impurities on a rectangular lattice with
sH2 ­ 0.04 Å
22 (diamonds and solid curve). The squares
(dashed line) are for K impurities on a triangular lattice with
sH2 ­ 0.038 Å
22.










FIG. 5. Specific heat for the same systems as in Fig. 4 (t
symbols have the same meaning).
between the alkali metal atoms. For example, Rb and
form a triangular lattice (lattice constant 10 Å) at tempera
tures below 40 K. The alkali metal atoms sit about 2.8
3.0 Å above the top layer of the silver atoms. Hydroge
molecules are observed to absorb onto Ag(111) witho
significantly modifying their molecular properties [18].
We made several simulations with 3D models to verif
that our 2D model was realistic. We placed four alka





the Ag(111) plane. The Ag surface was modeled
two different ways, giving similar results: as a Ag plan
interacting with theH2 molecules along thez coordinate
[19], and as three layers of Ag atoms interacting with th
H2 film. We obtained the same value of the minimum
energy coverage as for our 2D model of0.038 Å22.
The mean distance of the hydrogen molecules to the A
plane was 2.4 with an rms (zero-point) fluctuation o
0.3 Å2 and a binding energy of2304.4 6 0.1 K. Since
the hydrogen motion is so constrained relative to th
Ag surface and theH2-alkali metal interaction so weak,
we expect the 2D model to be accurate. The in-pla
structure factors confirm the hydrogen is liquid at th
equilibrium coverage. Therefore, we are confident th
the proposed mechanism is robust enough that hydrog
superfluidity will be observed under conditions similar t
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