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A FRACTIONAL LANDESMAN-LAZER TYPE PROBLEM
SET ON R
N
VINCENZO AMBROSIO
Abstract. By using the abstract version of Struwe’s monotonicity-trick
we prove the existence of a positive solution to the problem{
(−∆)su+Ku = f(x, u) in RN
u ∈ Hs(RN ),K > 0
where f(x, t) : RN ×R→ R is a Caratheodory function, 1-periodic in x and
does not satisfy the Ambrosetti-Rabinowitz condition.
1. Introduction
In this paper we are concerned with the existence of positive solutions of
the following problem{
(−∆)su+Ku = f(x, u) in RN
u ∈ Hs(RN), K > 0 (1.1)
where s ∈ (0, 1), N > 2s and f : RN × R → R is a Caratheodory function
satisfying the following hypotheses:
(H1) f(x, t) = 0 for any t < 0 and a.e. x ∈ RN , f(·, t) ∈ L∞(RN) and f(·, t)
is 1-periodic in xi, i = 1, . . . , N ;
(H2) There exists p ∈ (2, 2N
N−2s
) such that lim
t→∞
f(x, t)
tp−1
= 0 uniformly in x ∈ RN ;
(H3) lim
t→0
f(x, t)
t
= 0 uniformly in x ∈ RN ;
(H4) There exists a ∈ (0,∞] such that lim
t→∞
f(x, t)
t
= a uniformly in x ∈ RN .
Let G : RN × R+ → R be a function defined by setting
G(x, t) =
1
2
f(x, t)t− F (x, t) where F (x, t) =
∫ t
0
f(x, τ)dτ.
Then, we also assume
(J1) G(x, t) ≥ 0 for any t ≥ 0, a.e. x ∈ RN and there is δ > 0 such that
f(x, t)t−1 ≥ K − δ ⇒ G(x, t) ≥ δ
Key words and phrases. Fractional Laplacian, Struwe’s monotonicity-trick, Positive
solutions.
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(J2) There exists D ∈ [1,∞) such that, a.e. x ∈ RN
G(x, t¯) ≤ DG(x, t) for any 0 < t¯ ≤ t.
Here (−∆)s denotes the fractional Laplacian defined through the Fourier trans-
form in the following way
F(−∆)su(k) = |k|2sFu(k) (k ∈ RN)
for any u ∈ S(RN). It can be also computed by the following singular integral
(−∆)su(x) = cN,s P.V.
∫
RN
u(x)− u(y)
|x− y|N+2s dy (x ∈ R
N),
where P.V. stands for the Cauchy principal value and cN,s is a normalization
constant; see [9] for more details.
Equation (1.1) appears in the study of the fractional Schro¨dinger equation
ı
∂ψ
∂t
+ (−∆)sψ +Kψ = F (x, ψ) in RN (1.2)
when looking for standing waves solutions that have the form ψ(x, t) = eıωtu(x)
where ω ∈ R and u ∈ Hs(RN ). This equation plays an important role in the
study of the fractional quantum mechanics; see for example [7, 10, 11, 12, 14,
15, 18]. For the interested reader we also suggest the Appendix A of [8] where
a detailed physical description of (1.2) is given.
When s = 1, (1.2) reduces to the classical nonlinear Schro¨dinger equation
−∆u+Ku = f(x, u) in RN (1.3)
which has been extensively investigated in these last twenty years. In the
celebrated paper [3], Berestycki and Lions proved the existence of ground states
to (1.3) (and a multiplicity result in [4]), when f is autonomous and satisfies
the assumptions (H1) − (H4). They work in the radially symmetric Sobolev
space H1r (R
N) of H1(RN) and use a Lagrange multiplier procedure which is
essentially based on the Pohozaev’s Identity [16] for (1.3). When f is not
autonomous, Pohozaev’s identity provides no informations, so in many works
concerning (1.3), it is usually assumed that f(x, u) satisfies the Ambrosetti-
Rabinowitz condition [1], i.e.
∃µ > 2, R > 0 : 0 < µF (x, t) ≤ f(x, t)t, ∀|t| ≥ R, a.e. x ∈ RN . (AR)
This condition is very crucial in applying the critical point theory, because,
roughly speaking, it ensures the boundedness of the Palais-Smale sequences of
the energy functional
J(u) =
∫
RN
1
2
[|∇u|2 +Ku2]dx−
∫
RN
F (x, u)dx u ∈ H1(RN)
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associated to the problem (1.3). However, although (AR) is a quite natural
condition, it is somewhat restrictive and eliminates many nonlinearities. In
fact, (AR) implies that for some A,B > 0,
F (x, t) ≥ A|t|µ − B for any t ∈ R. (1.4)
Hence, for example, the function
f(x, t) = t log(1 + |t|), (1.5)
does not satisfy the (AR)-condition. For this reason, many authors studied
(1.3) trying to drop the condition (AR). One of the first result in this direction
was due to Jeanjean [13]. To overcome the difficulty that the Palais-Smale
sequences of J may be unbounded, he developed an abstract version of the
monotonicity trick due to Struwe [2, 21] for functionals depending on a real
parameter.
Here we recall his result:
Theorem 1. [13] Let (X, || · ||) be a Banach space and Λ ⊂ R+ an interval.
We consider a family {Iλ}λ∈Λ of C1-functionals on X of the form
Iλ(u) = A(u)− λB(u), ∀λ ∈ Λ
where B(u) ≥ 0 ∀u ∈ X and such that either A(u)→ +∞ or B(u)→ +∞ as
||u|| → ∞.
If there are two points v1, v2 ∈ X such that
cλ = inf
γ∈Γ
max
t∈[0,1[
Iλ(γ(t)) > max{Iλ(v1), Iλ(v2)} λ ∈ Λ,
where
Γ = {γ ∈ C([0, 1], X) : γ(0) = v1, γ(1) = v2},
then, for almost every λ ∈ Λ, there exists a sequence {vn} ⊂ X such that
(i) {vn} is bounded;
(ii) Iλ(vn)→ cλ;
(iii) I ′λ(vn)→ 0 in the dual X−1 of X.
This principle says, essentially, that given a family of C1 functionals Iλ
satisfying a uniform Mountain Pass geometry and monotonically depending on
the parameter λ, then the almost everywhere differentiability of the Mountain
Pass value cλ induces the existence of a bounded Palais-Smale sequence for Iλ
for almost every λ in the interval Λ where the family is defined.
As application of Theorem 1, Jeanjean obtained the following existence result
for the problem (1.3):
Theorem 2. [13] Let N > 2. Assume that f satisfies the assumptions (H1)−
(H4) with p ∈ (2, 2N
N−2
). If (J1) holds with a <∞ in (H4), then, if K ∈ (0, a),
there exists a non-trivial positive solution of (1.3). If (J2) holds with a = ∞
in (H4), then there exists a non-trivial positive solution of (1.3).
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Let us notice that in the above Theorem 2, the condition (AR) is replaced
by (J1) if a < ∞ or by (J2) if a = ∞. In fact, taking into account (1.4),
we can see that when a < ∞, (AR) does not hold, while if a = ∞ it may
happen that (AR) is satisfied but, by using the assumptions on f , this is not
possible. For example (AR) is not true for the function in (1.5), which satisfies
(H1)− (H4) and (J2).
In this paper we claim to extend the above Theorem 2 for the nonlocal ana-
logue of problem (1.3), by replacing the standard Laplacian operator by the
fractional Laplacian operator.
Recently, a great attention has been devoted to the study of non-local equa-
tions, in particular to the ones driven by the fractional Laplace operator. In
fact such operator arises in several fields such as optimization, finance, phase
transitions, stratified materials, anomalous diffusion, crystal dislocation, flame
propagation, conservation laws, ultra-relativistic limits of quantum mechanics,
quasi-geostrophic flows, minimal surfaces and water waves. The literature is
too wide to attempt a reasonable list of references here, so we derive the reader
to the work by Di Nezza et al. [9], where a more extensive bibliography and an
introduction to the subject are given. We would just cite the papers ”Moun-
tain pass solutions for non-local elliptic operators. J. Math. Anal. Appl. 389
(2012), no. 2, 887-898” [19] and ”Variational methods for non-local operators
of elliptic type. Discrete Contin. Dyn. Syst. 33 (2013), no. 5, 2105-2137”
[20] by R. Servadei & E. Valdinoci, which are probably the first results dealing
with nonlinear analysis in fractional setting.
Now we state our main result.
Theorem 3. Let s ∈ (0, 1) and N > 2s. Assume that (H1)− (H4) and (J1)
hold with a <∞ in (H4). Then if K ∈ (0, a) there exists a non-trivial positive
solution of (1.1). Assume that (H1) − (H4) and (J2) hold with a = ∞ in
(H4). Then there exists a non-trivial positive solution u of (1.1).
Remark 1. By using similar arguments to those developed in [11], it is possible
to prove that u ∈ C0,α(RN) for some α ∈ (0, 1) and u(x)→ 0 as |x| → ∞.
To prove Theorem 3, we follow the approach developed in [13]. Several modi-
fications will be necessary to deal with the non-local features of problem (1.1).
We consider the following family of functionals
Iλ(u) =
1
2
||u||2Hs(RN ) − λ
∫
RN
F (x, u)dx
with λ ∈ [1, 2], and we show that it satisfies the assumptions of Theorem 1.
Then, for almost every λ ∈ [1, 2], there exists a bounded sequence {vm} ⊂
Hs(RN) such that
Iλ(vm)→ cλ and I ′λ(vm)→ 0 in H−s(RN).
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By using the translational invariance of (1.1) we obtain the existence of a
sequence {ym} ⊂ ZN such that um(x) := v(x − ym) ⇀ uλ 6= 0 in Hs(RN),
Iλ(uλ) ≤ cλ and I ′λ(uλ) = 0. By the weak maximum principle [6] we have
uλ ≥ 0 a.e. in RN . As a consequence we deduce the existence of a decreasing
sequence {λn} ⊂ [1, 2] such that λn → 1 and a sequence {un} ⊂ Hs(RN) such
that un 6= 0, Iλn(un) ≤ cλn and I ′λn(un) = 0. We prove that {un} is bounded
and we show how this information to allow us to obtain a positive solution u
to (1.1).
The paper is organized as follows: in Section 2 we give a quick review about
the fractional Sobolev spaces; in Section 3 we give the proof of Theorem 3.
2. Preliminaries
In this section we collect some preliminaries facts about the fractional Sobolev
spaces. Let s ∈ (0, 1). We define the fractional Sobolev space by setting
Hs(RN) =
{
u ∈ L2(RN) : [u]Hs(RN ) :=
√∫∫
R2N
|u(x)− u(y)|2
|x− y|N+2s dxdy <∞
}
which is a Hilbert space endowed with the norm
||u||Hs(RN ) =
√
||u||2
L2(RN )
+ [u]2
Hs(RN )
.
By using the Plancherel’s Theorem we can see [9] that
[u]2Hs(RN ) = 2C(N, s)
−1
∫
RN
|k|2s|Fu(k)|2dk.
where
C(n, s) :=
(∫
RN
1− cosx1
|x|N+2s dx
)−1
.
We recall the following embedding:
Theorem 4. [9] Let s ∈ (0, 1) and N > 2s. Then Hs(RN) is continuously
embedded in Lq(RN) for any q ∈ [2, 2N
N−2s
] and compactly embedded in Lqloc(R
N)
for any q ∈ [2, 2N
N−2s
).
Now we state the following results which we will use later
Lemma 1. [5] Let {un} be a sequence in Lq(RN) with q ∈ [1,∞] and let
u ∈ Lq(RN) be such that un → u in Lp(RN). Then there exists a subsequence
{unk} and a function h ∈ Lq(RN) such that
• unk → u a.e. in RN ;
• |unk(x)| ≤ h(x) a.e. x ∈ RN and for any k ∈ N.
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Lemma 2. [11] Let N ≥ 2. Assume that {un} is bounded in Hs(RN) and it
satisfies
lim
n→∞
sup
y∈RN
∫
BR(y)
|un(x)|2dx = 0
where R > 0. Then un → 0 in Lq(RN) for q ∈ (2, 2NN−2s).
We conclude this section giving some estimates for the nonlinear term f
and its primitive F . This part is quite standard and the proof of the following
Lemma can be found in [17].
Lemma 3. Assume f : RN × R → R is a function satisfying conditions
(H1)− (H3). Then for any ε > 0 there exists Cε > 0 such that
f(x, t) ≤ εt+ Cεtp−1 for t ≥ 0 (2.1)
and so, as a consequence
F (x, t) ≤ ε
2
t2 +
Cε
p
tp for t ≥ 0. (2.2)
3. Positive solution of (1.1)
In this section we give the proof of Theorem 3. Firstly we recall the definition
of weak solution to (1.1).
Definition 1. We say that u ∈ Hs(RN) is a weak solution to (1.1) if∫∫
R2N
(u(x)− u(y))
|x− y|N+2s (ϕ(x)−ϕ(y))dxdy+
∫
RN
Kuϕdx =
∫
RN
f(x, u)ϕdx (3.1)
for any ϕ ∈ Hs(RN).
Let us consider the functional
I(u) =
1
2
||u||2Hs(RN ) −
∫
RN
F (x, u)dx
for u ∈ Hs(RN). Here we use the notation
||u||2Hs(RN ) := [u]2Hs(RN ) +K||u||2L2(RN )
which is equivalent to the standard norm inHs(RN) (defined in Section 2) since
K > 0. Then it is clear that I is well defined, I(0) = 0, I ∈ C1(Hs(RN),R)
and the critical points of I are weak solutions to (1.1).
We begin proving that I has a Mountain-Pass geometry:
Lemma 4. Assume that (H1)− (H3) hold. Then
I(u) =
1
2
||u||2Hs(RN ) + o(||u||2Hs(RN )) as ||u||Hs(RN ) → 0.
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Proof. By using (2.2) and Theorem 4 we get∫
RN
F (x, u)dx ≤ ε
2
||u||2Hs(RN ) +
C ′ε
p
||u||p
Hs(RN )
which implies that
∫
RN
F (x, u) dx = o(||u||2
Hs(RN )) as ||u||Hs(RN ) → 0.

Lemma 5. Assume that (H1), (H2), (H4) hold and that K ∈ (0, a). Then we
can find a function v ∈ Hs(RN) such that v 6= 0 and I(v) ≤ 0.
Proof. For simplicity we assume a <∞.
Let us introduce
d2(N) :=
∫
RN
e−2|x|
2
dx and D(N) :=
2
C(s,N)
d(N)−2
∫
RN
|k|2se−2|k|2dk.
For α > 0 we set wα(x) = d(N)
−1α
N
4 e−α|x|
2
. Then it is easy to prove that
wα ∈ Hs(RN), ||wα||L2(RN ) = 1 and [wα]2Hs(RN ) = αsD(N).
Fix α ∈ (0,
(
a−K
D(N)
) 1
s
). Thus we deduce that
[wα]
2
Hs(RN ) < a−K. (3.2)
Since twα(x)→ +∞ as t→∞, by (H4) we have
lim
t→+∞
F (x, twα)
t2w2α
=
a
2
a.e. x ∈ RN . (3.3)
On the other hand, by using (H1), (H3), and (H4) we obtain the existence of
a positive constant C such that
0 ≤ F (x, t)
t2
≤ C for any t ∈ R and a.e. x ∈ RN . (3.4)
Then, taking into account (3.3) and (3.4), and by using the Dominated Con-
vergence Theorem we can see
lim
t→+∞
∫
RN
F (x, twα)
t2
=
a
2
∫
RN
w2α dx =
a
2
. (3.5)
As a consequence, by using (3.2) and (3.5) we obtain
lim
t→+∞
I(twα)
t2
=
1
2
[wα]
2
Hs(RN ) +
K
2
||wα||2L2(RN ) − lim
t→+∞
∫
RN
F (x, twα)
t2
dx
=
1
2
[wα]
2
Hs(RN ) +
K
2
− a
2
< 0.

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To construct a solution of (1.1), we introduce the following parametrized
family of functionals
Iλ(u) =
1
2
||u||2Hs(RN ) − λ
∫
RN
F (x, u)dx with λ ∈ [1, 2]. (3.6)
Thus, we are ready to prove
Lemma 6. Assume that (H1)− (H4) hold. Then the family (Iλ)λ∈[1,2] defined
in (3.6) satisfies the hypotheses of Theorem 1. In particular for almost every
λ ∈ [1, 2] there exists a bounded sequence {vm} ⊂ Hs(RN) such that
Iλ(vm)→ cλ and I ′λ(vm)→ 0 in H−s(RN).
Proof. Let v ∈ Hs(RN) be the function obtained in Lemma 5. Then we have
Iλ(v) ≤ 0 for all λ ≥ 1 since∫
RN
F (x, u) dx ≥ 0, ∀u ∈ Hs(RN).
By Lemma 4 follows that∫
RN
F (x, u) dx = o(||u||2Hs(RN )) as ||u||Hs(RN ) → 0.
Then, for any λ ∈ [1, 2] we have
cλ = inf
γ∈Γ
max
t∈[0,1]
Iλ(γ(t)) > 0
where
Γ = {γ ∈ C([0, 1], Hs(RN)) : γ(0) = 0 and γ(1) = v}.
Therefore, we are in the position to apply Theorem 1.

Now we give the following terminology which we will often use later. Let
{un} ⊂ Hs(RN) be an arbitrary sequence. We say that {un} does not vanish if
it is possible to translate each un so that the translated sequence (still denoted
by {un}) satisfies, up to a subsequence, the following condition: there exists
α > 0 and R <∞ such that
lim
n→∞
∫
BR
u2ndx ≥ α > 0.
If it is not the case then necessarily one has
lim
n→∞
sup
y∈ZN
∫
y+BR
u2ndx = 0 for any R <∞
and we say that {un} vanishes.
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Lemma 7. Assume that (H1)− (H3) hold. Let {un} ⊂ Hs(RN) be a bounded
sequence which vanishes. Then
lim
n→+∞
∫
RN
G(x, un) dx = 0.
Proof. By using Lemma 2 we know that
un → 0 in Lq(RN) for any q ∈
(
2,
2N
N − 2s
)
. (3.7)
Taking into account (2.1), (2.2), Theorem 4 and (3.7), and by using the fact
that un is bounded, we can see that∫
RN
G(x, un) dx =
∫
RN
[1
2
f(x, un)un − F (x, un)
]
dx→ 0 as n→∞.

Now we prove the following result
Lemma 8. Assume that (H1)− (H4) and either (J1) or (J2) hold. Let λ ∈
[1, 2] be fixed. Let {vm} ⊂ Hs(RN) be a bounded sequence such that
(I) 0 < lim
m→+∞
Iλ(vm) ≤ cλ;
(II) I ′λ(vm)→ 0 in H−s(RN).
Then there exists {ym} ⊂ ZN such that, up to a subsequence, um(x) := vm(x−
ym) satisfies
(i) um ⇀ uλ 6= 0;
(ii) Iλ(uλ) ≤ cλ;
(iii) I ′λ(uλ) = 0.
Proof. Taking into account (I), (II) and the boundedness of vm we have
lim
m→∞
∫
RN
G(x, vm) dx = lim
m→∞
[Iλ(vm)− 1
2
I ′λ(vm)vm] > 0.
Then, by Lemma 7 we can see that vm does not vanish, so there exists {ym} ⊂
Z
N such that, up to a subsequence, um(x) = vm(x− ym) satisfies the following
condition: there exist α > 0 and R <∞ such that
lim
m→∞
∫
BR
u2mdx ≥ α > 0. (3.8)
Since the problem (1.1) is invariant under the translation group associated to
the periodicity of f(·, t), we have
(a) 0 < limm→+∞ Iλ(um) ≤ cλ;
(b) I ′λ(um)→ 0 in H−s(RN);
(c) um ⇀ uλ, for some uλ ∈ Hs(RN).
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Then, (i) follows by (c), (3.8) and Theorem 4. In order to prove (iii), it is
enough to show that I ′λ(v)ϕ = 0 for all ϕ ∈ C∞0 (RN ), since C∞0 (RN) is dense
in Hs(RN) (see [9]). Taking into account um ⇀ uλ in H
s(RN) and um → uλ
in Lqloc(R
N ) for any q ∈ [2, 2N
N−2s
), we get
I ′λ(um)ϕ− I ′λ(uλ)ϕ = (um − uλ, ϕ)Hs(RN ) −
∫
RN
(f(x, um)− f(x, uλ))ϕdx→ 0.
Then (iii) follows by (b). Finally we verify (iv). We note that either (J1) or
(J2) imply that
G(x, t) ≥ 0 for all t ≥ 0 and a.e. x ∈ RN .
So, by using Fatou’s Lemma we can see that
cλ ≥ lim
m→+∞
[
Iλ(um)− 1
2
I ′λ(um)um
]
= lim
m→+∞
∫
RN
G(x, um) dx
≥
∫
RN
G(x, uλ) dx
= Iλ(uλ)− 1
2
I ′λ(uλ)uλ = Iλ(uλ).

Combining Lemma 6 and Lemma 8 we obtain the existence of two sequences
{λn} ⊂ [1, 2] and {un} ⊂ Hs(RN) such that
• λn → 1 and {λn} is decreasing;
• un 6= 0, Iλn(un) ≤ cλn and I ′λn(un) = 0.
Let us observe that un ≥ 0 a.e. in RN (it is enough to multiply (−∆)sun +
Kun = λnf(x, un) in R
N by the negative part of un and then one uses the
assumption (H1)).
Taking into account
1
2
||un||2Hs(RN ) − λn
∫
RN
F (x, un)dx ≤ cλn ,
||un||2Hs(RN ) = λn
∫
RN
f(x, un)undx
and the fact that
cλn
λn
is increasing, we deduce∫
RN
G(x, un)dx ≤ cλn
λn
≤ c1 ∀n ∈ N. (3.9)
Lemma 9. Assume that (H1)− (H4) and either (J1) or (J2) hold. If the se-
quence {un} ⊂ Hs(RN) given above is bounded, then there exists u ∈ Hs(RN),
u 6= 0 such that I ′(u) = 0.
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Proof. Firstly we observe that for any v ∈ Hs(RN )
I ′(un)v = I
′
λn
(un)v + (λn − 1)
∫
RN
f(x, un)v dx→ 0
and
I(un) = Iλn(un) + (λn − 1)
∫
RN
F (x, un) dx.
Now we distinguish two cases:
First case: lim supn→∞ Iλn(un) > 0. Then lim supn→∞ I(un) > 0 and the thesis
follows by Lemma 8.
Second case: lim supn→∞ Iλn(un) ≤ 0.
Let us consider tn ∈ [0, 1] such that
Iλn(tnun) = max
t∈[0,1]
Iλn(tun). (3.10)
Let zn = tnun and observe that {zn} is bounded in Hs(RN). Since I ′λn(zn)zn =
0 for any n ∈ N, we have
λn
∫
RN
G(x, zn) dx = Iλn(zn)−
1
2
I ′λn(zn)zn = Iλn(zn). (3.11)
Proceeding as in the proof of Lemma 4 we can see that I ′λn(u)u = ||u||2Hs(RN )+
o(||u||2
Hs(RN )) as ||u||Hs(RN ) → 0, uniformly in n ∈ N. Then, being I ′λn(un) = 0,
there exists α > 0 such that ||un||Hs(RN ) ≥ α for all n ∈ N.
Putting together lim supn→∞ Iλn(un) ≤ 0, Lemma 4, (3.10), (3.11) and λn →
1 we have
lim inf
n→∞
∫
RN
G(x, zn) dx = lim inf
n→∞
Iλn(zn) > 0.
Then, Lemma 7 implies that zn (so un) does not vanish. Proceeding as in the
proof of Lemma 8 we obtain the assertion.

Then, taking into account Lemma 9, it is enough to prove that {un} ⊂
Hs(RN) is bounded to conclude the proof of Theorem 3.
Proof. (end of proof of Theorem 3) We argue by contradiction and we assume
that ||un||Hs(RN ) →∞.
Let us consider the sequence
wn =
un
||un||Hs(RN )
.
Then ||wn||Hs(RN ) = 1 and we can assume that wn ⇀ w in Hs(RN). As a
consequence either wn vanishes or it does not vanish. We will prove that none
of these alternatives occur and this gives a contradiction.
• Step 1: wn does not vanish.
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Proceeding as in the proof of Lemma 8 and by using the translation in-
variance of problem (1.1), we can assume that wn ⇀ w 6= 0 in Hs(RN) and
wn → w a.e. in RN . Now we distinguish two cases.
Firstly we assume that a <∞ in (H4) and K ∈ (0, a). We prove that w 6= 0
satisfies the eigenvalue problem
(−∆)sw +Kw = aw in RN
that is, for any ϕ ∈ C∞0 (RN)∫∫
R2N
(w(x)− w(y))
|x− y|N+2s (ϕ(x)−ϕ(y))dxdy+
∫
RN
Kwϕdx =
∫
RN
awϕdx. (3.12)
This gives a contradiction since (−∆)s has no eigenvalue inHs(RN). To see this
last fact, we can observe that if µ ∈ R and u ∈ Hs(RN) satisfies (−∆)su = µu
in RN , by using the Pohozaev identity proved in [7], we can deduce that
µN
2
∫
RN
u2dx =
N − 2s
2
∫
RN
|k|2s|Fu(k)|2dk = µN − 2s
2
∫
RN
u2dx,
which necessarily implies that u ≡ 0.
Now, we are going to prove (3.12). Since I ′λn(un) = 0 we can see that wn
satisfies∫∫
R2N
(wn(x)− wn(y))
|x− y|N+2s (ϕ(x)− ϕ(y))dxdy +
∫
RN
Kwnϕdx
=
∫
RN
λn
f(x, un)
un
wnϕdx
for any ϕ ∈ C∞0 (RN). By using the fact that wn ⇀ w in Hs(RN ) we get∫∫
R2N
(wn(x)− wn(y))
|x− y|N+2s (ϕ(x)− ϕ(y))dxdy +
∫
RN
Kwnϕdx
→
∫∫
R2N
(w(x)− w(y))
|x− y|N+2s (ϕ(x)− ϕ(y))dxdy +
∫
RN
Kwϕdx
for any ϕ ∈ C∞0 (RN).
To obtain (3.12) we have to prove that∫
RN
λn
f(x, un)
un
wnϕdx→
∫
RN
awϕdx (3.13)
Firstly we show
λn
f(x, un)
un
wn → aw a.e. in RN . (3.14)
We distinguish when w(x) = 0 and w(x) 6= 0 (without loss of generality we
can suppose that w 6= 0 is defined everywhere in RN).
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Fix x ∈ RN such that w(x) = 0. By using (H1), (H3) and (H4) we can see
that there exists C <∞ such that
0 ≤ f(x, t)
t
≤ C for all t ≥ 0 a.e. in RN . (3.15)
Since λn is bounded and wn → w a.e. in RN , we have for such x ∈ RN
0 ≤ λnf(x, un(x))
un(x)
wn(x) ≤ λnCwn(x)→ 0 = aw(x).
Now, let x ∈ RN be such that w(x) 6= 0. Then un(x)→∞ and by using (H4)
and λn → 1 we have
λn
f(x, un(x))
un(x)
wn(x)→ aw(x).
Therefore, we have proved (3.14). At this point, we fix ϕ ∈ C∞0 (RN) and let Ω
be a compact set such that supp(ϕ) ⊂ Ω. Since Hs(Ω) is compactly embedded
in L1(Ω) we have wn → w in L1(Ω). By Lemma 1 we deduce the existence of
a function h ∈ L1(Ω) such that wn ≤ h a.e. in Ω, and by using (3.15) we get
0 ≤ λnf(x, un)
un
wn ≤ Cwn ≤ Ch a.e. x ∈ Ω.
This last fact, (3.14) and the Dominated Convergence Theorem imply (3.13).
Secondly we assume that a =∞ in (H4). Since un solves weakly
(−∆)sun +Kun = λnf(x, un) in RN (3.16)
we deduce that wn satisfies∫∫
R2N
(wn(x)− wn(y))
|x− y|N+2s (ϕ(x)− ϕ(y))dxdy +
∫
RN
Kwnϕdx
=
∫
RN
λn
f(x, un)
un
wnϕdx (3.17)
for any ϕ ∈ Hs(RN). Then, being wn ⇀ w in Hs(RN), we get
lim
n→∞
∫
RN
f(x, un)
||un||Hs(RN )
ϕdx
=
∫∫
R2N
(w(x)− w(y))
|x− y|N+2s (ϕ(x)− ϕ(y))dxdy +
∫
RN
Kwϕdx. (3.18)
Taking ϕ = w in (3.18) we deduce that
lim
n→∞
∫
RN
f(x, un)
||un||Hs(RN )
wdx = ||w||2Hs(RN ). (3.19)
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Now, let Ω = {x ∈ RN : w(x) 6= 0}. Since a =∞ we have
f(x, un)
||un||Hs(RN )
w =
f(x, un)
un
wnw → +∞ a.e. in RN .
Taking into account that |Ω| > 0 and by using Fatou’s Lemma we obtain
+∞ ≤ lim inf
n→∞
∫
RN
f(x, un)
||un||Hs(RN )
wdx = ||w||2Hs(RN ) <∞,
that is a contradiction.
• Step 2: wn vanishes.
As in the Step 1 we have to consider two cases. Assume that a < +∞ in
(H4) and (J1) hold. Since un solves (3.16) we can see that wn satisfies (3.17).
Taking ϕ = wn in (3.17), and recalling that ||wn||Hs(RN ) = 1, we get
1 = lim
n→+∞
∫
RN
f(x, un)
un
w2ndx. (3.20)
Set
Ωn =
{
x ∈ RN : f(x, un)
un
≤ K − δ
2
}
,
where δ is defined as in (J1). Since 1 = ||wn||Hs(RN ) = [wn]2Hs(RN )+K||wn||2L2(RN )
we can see that∫
Ωn
f(x, un)
un
w2ndx ≤
(
K − δ
2
)∫
Ωn
w2ndx ≤
1
K
(
K − δ
2
)
which together with (3.20) imply
lim inf
n→+∞
∫
RN\Ωn
f(x, un)
un
w2ndx ≥
δ
2K
> 0. (3.21)
Now, we claim to prove that
lim sup
n→+∞
|RN \ Ωn| = +∞. (3.22)
We argue by contradiction and we suppose that
lim sup
n→+∞
|RN \ Ωn| < +∞. (3.23)
Taking into account (3.15), (3.21), (3.23) and the fact that wn vanishes, we
deduce that
0 < lim
n→+∞
∫
RN\Ωn
f(x, un)
un
w2ndx ≤ C lim
n→+∞
∫
RN\Ωn
w2ndx = 0
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that is a contradiction. Now, by using (3.9) and the fact that G(x, t) ≥ 0 for
any t ≥ 0 by (J1), we have
c1 ≥
∫
RN
G(x, un) dx
=
∫
Ωn
G(x, un) dx+
∫
RN\Ωn
G(x, un) dx
≥
∫
RN\Ωn
G(x, un) dx.
But this gives a contradiction because of G(x, un) ≥ δ a.e. x ∈ RN \ Ωn and
(3.22). Now we assume that a = ∞ in (H4) and (J2) hold. Let zn be the
sequence introduced in Lemma 9.
We claim to prove that
lim
n→+∞
Iλn(zn) = +∞. (3.24)
We recall that ||un||Hs(RN ) → +∞. Assume by contradiction that
lim inf
n→∞
Iλn(zn) ≤M <∞. (3.25)
Consider the following sequence
ξn =
√
4M
un
||un||Hs(RN )
=
√
4Mwn.
Then, ξn is bounded in H
s(RN), ξn vanishes and by Lemma 2
ξn → 0 in Lq(RN), for any q ∈
(
2,
2N
N − 2s
)
. (3.26)
Thus, by (2.2), Theorem 4 and (3.26) we deduce∫
RN
F (x, ξn) dx→ 0.
So we get, for n ∈ N large enough,
Iλn(zn) ≥ Iλn(ξn) = 2M − λn
∫
RN
F (x, ξn) dx ≥ M
which is incompatible with (3.25). Now, by using I ′λn(zn)zn = 0 for any n ∈ N
and (3.24), we obtain
λn
∫
RN
G(x, zn) dx = Iλn(zn)−
1
2
I ′λn(zn)zn = Iλn(zn)→ +∞.
But this is impossible because (J2) and (3.9) give∫
RN
G(x, zn) dx ≤ D
∫
RN
G(x, un) dx ≤ Dc1.
15
References
[1] A. Ambrosetti and P. H. Rabinowitz, Dual Variational Methods in Critical Point Theory
and Applications, J. Funct. Anal. 14 (1973), 349–381.
[2] A. Ambrosetti and M. Struwe, Existence of steady vortex rings in an ideal fluid, Arch.
Rat. Mech. Anal. 108 (1989), 79–109.
[3] H. Berestycki and P.L. Lions, Nonlinear scalar field equations. I. Existence of a ground
state, Arch. Rational Mech. Anal. 82 (1983), no. 4, 313–345.
[4] H. Berestycki and P.L. Lions, Nonlinear scalar field equations. 2. Existence of infinitely
many solutions, Arch. Rational Mech. Anal. 82 (1983), no. 4, 347–375.
[5] H. Brezis, Analyse fonctionnelle, Masson, Paris, (1983).
[6] X. Cabre´ and Y.Sire, Nonlinear equations for fractional Laplacians I: regularity, maxi-
mum principles, and Hamiltonian estimates, Ann. Inst. H. Poincare´ Anal. Non Line´aire
31 (2014), 23–53.
[7] X. J. Chang and Z.Q. Wang, Ground state of scalar field equations involving fractional
Laplacian with general nonlinearity, Nonlinearity 26 (2013), 479–494.
[8] J. Davila, M. del Pino, S. Dipierro, E. Valdinoci, Concentration phenomena for the
nonlocal Schro¨dinger equation with Dirichlet datum, Anal. PDE 8 (2015), 1165–1235.
[9] E. Di Nezza, G. Palatucci, E. Valdinoci, Hitchhiker’s guide to the fractional Sobolev
spaces, Bull. Sci. math. 136 (2012), 521–573.
[10] S. Dipierro, G. Palatucci, and E. Valdinoci, Existence and symmetry results for a
Schro¨dinger type problem involving the fractional Laplacian, Le Matematiche (Cata-
nia) 68 (2013), 201–216.
[11] P. Felmer, A. Quaas and J.Tan, Positive solutions of the nonlinear Schro¨dinger equation
with the fractional Laplacian, Proc. Roy. Soc. Edinburgh Sect. A 142 (2012), 1237–1262.
[12] R. Frank and E. Lenzmann, Uniqueness and nondegeneracy of ground states for
(−∆)sQ+Q−Qα+1 = 0 in R e-print arXiv:1009.4042.
[13] L. Jeanjean, On the existence of bounded Palais-Smale sequences and application to
a Landesman-Lazer type problem set on RN , Proc. Roy. Soc. Edinburgh Sect. A 129
(1999), 787–809.
[14] N. Laskin Fractional Schro¨dinger equation, Phys. Rev. E, 66 (2002),
arXiv:quant-ph/0206098.
[15] E.H.Lieb and H.T. Yau, The Chandrasekhar theory of stellar collapse as the limit of
quantum mechanics, Comm. Math. Phys., 112 (1987), 147–174.
[16] S. Pohozaev, Eigenfunctions of the equations ∆u = λf(u), Soviet Math. Dkl. 6 (1965),
1408–1411.
[17] P.H. Rabinowitz, Minimax methods in critical point theory with applications to differ-
ential equations CBMS Regional Conference Series in Mathematics 65, (1986).
[18] S. Secchi, On fractional Schro¨dinger equations in RN without the Ambrosetti-Rabinowitz
condition, arXiv:1210.0755.
[19] R. Servadei and E. Valdinoci, Mountain pass solutions for non-local elliptic operators,
J. Math. Anal. Appl. 389 (2012), no. 2, 887–898.
[20] R. Servadei and E. Valdinoci, Variational methods for non-local operators of elliptic
type, Discrete Contin. Dyn. Syst. 33 (2013), no. 5, 2105–2137.
[21] M. Struwe. The existence of surfaces of constant mean curvature with free boundaries,
Acta Math. 160 (1988), 19–64.
16
Dipartimento di Matematica e Applicazioni, Universita` degli Studi ”Fed-
erico II” di Napoli, via Cinthia, 80126 Napoli, Italy
E-mail address : vincenzo.ambrosio2@unina.it
17
