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Low-Rank Matrix Optimization Over Affine Set
Xinrong Li1, Naihua Xiu1, Ziyan Luo1 ∗
Abstract
The low-rank matrix optimization with affine set (rank-MOA) is to minimize a continu-
ously differentiable function over a low-rank set intersecting with an affine set. Under some
suitable assumptions, the intersection rule of the Fre´chet normal cone to the feasible set of
the rank-MOA is established. This allows us to propose the first-order optimality conditions
for the rank-MOA in terms of the so-called F-stationary point and the α-stationary point.
Furthermore, the second-order optimality analysis, including the necessary condition and
the sufficient one, is proposed as well. All these results will enrich the theory of low-rank
matrix optimization and give potential clues to designing efficient numerical algorithms for
seeking low-rank solutions. Meanwhile, we illustrate our proposed optimality analysis for
several specific applications of the rank-MOA including the Hankel matrix approximation
problem in system identification and the low-rank representation on linear manifold in signal
processing.
Keywords: Optimality conditions, Low-rank matrix, Affine set, Normal cones
1 Introduction
In this paper, we consider the following low-rank matrix optimization problem:
min
X∈Rm×n
f(X)
s.t. 〈Ai,X〉 = bi, i = 1, . . . , l
rank(X) ≤ r,
(rank-MOA)
where f : Rm×n → R is a continuously differentiable or twice continuously differentiable function,
Ai ∈ Rm×n and bi ∈ R for each i = 1, . . . , l are the given data. The inner product is 〈X,Y 〉 :=∑
ij XijYij, and rank(X) denotes the rank of X ∈ R
m×n. r is a positive integer smaller than n.
For convenience, we denote the low-rank affine set of the rank-MOA as L ∩ R(r) with
L := {X ∈ Rm×n : 〈Ai,X〉 = bi, i = 1, . . . , l}, R(r) := {X ∈ R
m×n : rank(X) ≤ r}.
The problems with embedded low-rank structures arise in diverse areas such as system identifi-
cation [11,26], control [20], signal processing [39,41], collaborative filtering [15], statistics [35,37],
finance [30,32], machine learning [21,40], among others. Due to the low-rank constraint, however,
low-rank matrix optimizations of the form rank-MOA are highly nonconvex and computation-
ally NP-hard in general [9]. In order to deal with the rank constraint and to find a low-rank
solution, this problem has attracted a lot of research attention over the last few years.
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Minimizing or penalizing the convex (nonconvex) relaxation of the rank function has proven
to be an effective method for generally keeping its rank small, and a vast amount of recent work
has focused on this technique [9,10,12,22,28]; however, many problems require finding a matrix
whose rank is constrained to be a particular value. Handling rank constraint is known to be
difficult since the rank is discontinuous and nonconvex. This has motivated several researchers
to find equivalent representations for low-rank constraint. We refer the interested reader to the
papers [5, 7, 14, 19, 43] and the references therein. However, little research has been done in
optimality theory for the original low-rank matrix optimization merely with rank constraint, let
alone the rank-MOA.
The analysis of optimality conditions is one of the most important topics to solve the original
low-rank matrix optimization. This is often done through the tangent and normal cones to
the constraint set of the problem. During the past few years, various notions of tangent and
normal cones have been introduced to deal with the low-rank constraint directly. For the matrix
optimization with a single low-rank constraint, the Bouligand tangent cone to the low-rank set
has been derived in [34], the proximal and Mordukhovich normal cones to the low-rank set have
been given in [27], and the Clarke tangent cone and its corresponding normal cone to the low-rank
set have been presented in [24]. Further study on the low-rank matrix optimization with some
additional simple constraints have also been discussed, including the Bouligand tangent cone
and its corresponding normal cone to the intersection of the low-rank set and a unit ball in [6],
the Mordukhovich normal cone to the intersection of the low rank set and the cone of positive
semidefinite matrices in [36], and the Fre´chet normal cones to the intersection of the low-rank
set and some given spectral sets in [25]. All the involved constraint sets are of symmetry in the
spectral sense. We generalize this line of work by focusing on the low-rank matrix optimization
problem whose feasible set is the intersection of the low-rank set and an affine set.
When some affine constraints are involved in the low-rank matrix optimization problem,
in order to ensure that optimality conditions are established, a constraint qualification (CQ)
is needed. It is well-known that a CQ is a condition imposed on constraint functions so that
Karush-Kuhn-Tucker points(called stationary points in Section 3) hold at a local minimizer.
There exist very weak constraint qualifications such as Guignard’s and Abadie’s constraint
qualifications [1, 17] but they are not easy to verify since it involves computing the tangent or
normal cone of the constraint region. The challenge is to find verifiable constraint qualifications
that are applicable to the rank-MOA.
In this paper, we tackle the rank-MOA directly and study optimality conditions tailored for
the rank-MOA. To achieve this goal, we discuss the intersection rule of the Fre´chet normal cone
by the linear independence assumptions to ensure that a local minimizer satisfies the stationary
points. We also define two types of stationary points for the rank-MOA, which are fundamental
for the development of algorithm design. Then, we obtain the first-order and the second-order
optimality conditions associated with the stationary points and global/local minimizers for the
rank-MOA under suitable conditions. Moreover, we illustrate how to apply our results to the
problems of Hankel matrix approximation and low-rank representation on linear manifold.
This paper is organized as follows. In Section 2, we review some related concepts and
properties for normal cones and establish the intersection rule of Fre´chet normal cone for the
feasible set. In Section 3, we introduce two kinds of stationary points and investigate the first-
order and second-order optimality conditions for the rank-MOA. In Section 4, we discuss two
important applications of rank-MOA to illustrate our proposed optimality analysis. Conclusions
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are made in Section 5.
Our notation is standard. Let Rm×n be the Euclidean space of the real m × n matrices
equipped with the inner product 〈X,Y 〉 =
∑
ij XijYij and the induced Frobenius norm ‖X‖F .
For any X ∈ Rm×n, ‖X‖2 denotes the spectral norm, i.e., the largest singular value of X. We
denote by Xij the (i, j)-th entry of X. We use xj to represent the jth column of X, j = 1, . . . , n.
Let J ⊆ {1, . . . , n} be an index set. |J | is the cardinality of J . We use XJ to denote the
sub-matrix of X that contains all columns indexed by J . Op is the set of all p × p orthogonal
matrices, i.e., Op = {A ∈ Rp×p | A⊤A = Ip}, where Ip denotes the p order identity matrix.
Let Rn be the Euclidean space. For a vector x ∈ Rn, let Diag(x) be an n × n diagonal matrix
with diagonal entries xi. Denote xJ = (xi)J ∈ R
|J | as the subvector of x corresponding to
the indices in J . ‖ · ‖0 is the l0 norm counting the number of nonzero entries of x. For a
nonempty and closed set Ω ⊂ Rm×n, the projection of a matrix X ∈ Rm×n onto Ω is defined as
ΠΩ(X) := argminZ∈Ω‖Z−X‖F.
2 Normal Cone Intersection Rule
Normal cones to feasible sets play an important role in the optimality analysis of constrained
optimization. As the feasible set of the rank-MOA is an intersection of the affine set L and
the low-rank matrix set R(r), we will discuss the intersection rule of the normal cone to such
an intersection set in this section. Before proceeding, several related concepts and properties
related to normal cones are reviewed, mainly followed from the classical monograph [33].
Recall that a set K is called a cone, if γK ⊆ K holds for all γ ≥ 0. The polar of the cone
K is, denoted as K◦, is defined by K◦ = {Y |〈Y,X〉 ≤ 0, ∀X ∈ K}. If K1 and K2 are nonempty
cones in Rm×n, we have
(K1 ∪ K2)
◦ = (K1 +K2)
◦ = K◦1 ∩ K
◦
2. (2.1)
Furthermore, if K1 and K2 are closed convex cones, then
(K1 ∩ K2)
◦ = K◦1 +K
◦
2. (2.2)
For any given nonempty, closed set Ω ⊆ Rm×n, and any X ∈ Ω, the Bouligand tangent cone
and its polar (also called the Fre´chet normal cone) to Ω at X, termed as TBΩ(X) and N
F
Ω(X),
are defined by
TBΩ(X) : =
{
Ξ ∈ Rm×n :
∃{Xk} ⊆ Ω with Xk → X; ∃{tk} with
tk → 0, s.t. t
−1
k
(Xk −X)→ Ξ, ∀k ∈ N
}
,
NFΩ(X) : = [T
B
Ω(X)]
◦.
Additionally, the Mordukhovich normal cone to Ω at X, termed as NMΩ (X), is defined by
NMΩ (X) := lim sup
X′
Ω
−→X
NFΩ(X
′),
where X ′
Ω
−→ X means that X ′ ∈ Ω and X ′ → X. It is seen that NFΩ(X) ⊆ N
M
Ω (X).
Definition 2.1 (See [33, Definition 6.4]) The set Ω being locally closed at X ∈ Ω and satisfying
NFΩ(X) = N
M
Ω (X) is called regular at X in the sense of Clarke.
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Particularly, if Ω is a closed convex set or a smooth submanifold, then Ω is regular. In this
case, for any given X ∈ Ω, we simply write
TΩ(X) := T
B
Ω(X), and NΩ(X) := N
F
Ω(X) = N
M
Ω (X).
Next we concern with the calculations of tangent cones and normal cones to the union and
intersection of finitely many nonempty closed sets Ω1, . . . ,Ωk. For X ∈
⋃k
i=1 Ωi, we have
TB⋃k
i=1 Ωi
(X) =
k⋃
i=1
TBΩi(X). (2.3)
Let X ∈ Ω1 ∩ Ω2. It holds that
TBΩ1∩Ω2(X) ⊆ T
B
Ω1(X) ∩ T
B
Ω2(X), N
F
Ω1∩Ω2(X) ⊇ N
F
Ω1(X) + N
F
Ω2(X). (2.4)
Under the basic qualification condition NMΩ1(X) ∩ (−N
M
Ω2
(X)) = {0}, we also have
NMΩ1∩Ω2(X) ⊆ N
M
Ω1(X) + N
M
Ω2(X). (2.5)
If in addition Ω1 and Ω2 are regular at X, then Ω1 ∩ Ω2 is regular at X and
TBΩ1∩Ω2(X) = T
B
Ω1(X) ∩ T
B
Ω2(X), N
F
Ω1∩Ω2(X) = N
F
Ω1(X) + N
F
Ω2(X). (2.6)
Recall that for any matrix X ∈ Rm×n (without loss of generality, assume m ≥ n) of rank
s := rank(X), its singular value decomposition (SVD) can be expressed as
X = UΣ(X)V ⊤ = [UΓ UΓ⊥m ]
[
ΣΓΓ(X) 0
0 0
]
[VΓ VΓ⊥n ]
⊤ (2.7)
where U ∈ Om and V ∈ On, Γ ⊆ {1, . . . , n} is the index set for nonzero singular values
with |Γ| = s, ΣΓΓ(X) ∈ R
s×s is the submatrix of the diagonal matrix Σ(X) indexed by Γ,
Γ⊥m = {1, . . . ,m} \ Γ, and Γ
⊥
n = {1, . . . , n} \ Γ. Denote R
m×n by Rs := {X ∈ R
m×n : rank(X) =
s}. It is well known that Rs is a smooth submanifold (see, [18]), and hence Rs is regular.
The corresponding tangent and normal cones (spaces) to Rs at X have the following explicit
formulae,
TRs(X) =
{
H ∈ Rm×n : U⊤Γ⊥m
HVΓ⊥n = 0
}
,
NRs(X) =
{
UΓ⊥mDV
⊤
Γ⊥n
∈ Rm×n : D ∈ R(m−s)×(n−s)
}
.
With the aid of the above expressions of tangent and normal cones to the fixed-rank matrix
set Rs, the explicit formulae for the Bouligand tangent cone, the Fre´chet normal cone, and the
Mordukhovich normal cone to the low-rank matrix set R(r), have been characterized in [34,
Theorem 3.2] and [27, Proposition 3.6], respectively, as the following lemma stated.
Lemma 2.1 For any given X ∈ R(r) of rank s, we have
TB
R(r)(X) = TRs(X) + {Ξ ∈ NRs(X) : rank(Ξ) ≤ r − s},
NF
R(r)(X) =
{
NRs(X), if s = r,
{0}, if s < r.
NM
R(r)(X) = {W ∈ NRs(X) : rank(W ) ≤ n− r}.
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We are now in a position to study the intersection rule of Fre´chet normal cone to the feasible
set of the rank-MOA. For X ∈ L ∩ R(r) with its SVD as in (2.7), we denote J := {J ⊆
{1, . . . , n} : |J | = r,Γ ⊆ J} and introduce the following subset of the low-rank set with respect
to X together with the matrices U and V in (2.7):
R(X,U,V )(r) :=
⋃
J∈J
R(X,U,V )(J) ⊆ R(r), (2.8)
where
R(X,U,V )(J) :=
{
UJAV
⊤
J : A ∈ R
r×r
}
(2.9)
is a subspace associated with (X,U, V ). For simplicity, we use RX(r) and RX(J) to briefly
denote R(X,U,V )(r) and R(X,U,V )(J), respectively. In particular, if rank(X) = r, we have
RX(r) = RX(Γ) =
{
UΓAV
⊤
Γ : A ∈ R
r×r
}
.
Lemma 2.2 Let X ∈ R(r) be a rank s matrix with its SVD as in (2.7), and RX(J) and RX(r)
be defined as in (2.9) and (2.8). The following statements hold.
(i) For any J ∈ J ,
NRX(J)(X) = {W ∈ R
m×n : U⊤J WVJ = 0}. (2.10)
(ii) Let [m− n] = {1, . . . ,m} \ {1, . . . , n}. Then
NF
RX(r)
(X) =

{
W ∈ Rm×n : U⊤Γ WVΓ = 0
}
, if s = r UΓ⊥nDV ⊤Γ⊥n+U[m−n]HV ⊤ :
diag(D) = 0
D ∈ R(n−s)×(n−s)
H ∈ R(m−n)×n
 , if s = r − 1,{
U[m−n]HV
⊤ : H ∈ R(m−n)×n
}
, if s ≤ r − 2.
(2.11)
Proof The first part follows readily from the definition of the subspace RX(J). Note that
NF
RX(r)
(X) =
(
TB
RX(r)
(X)
)◦
=
(
TB⋃
J∈J
RX(J)
(X)
)◦
=
(⋃
J∈J
TRX(J)(X)
)◦
=
⋂
J∈J
NRX(J)(X)
=
⋂
J∈J
{W ∈ Rm×n : U⊤J WVJ = 0}
= {W ∈ Rm×n : U⊤J WVJ = 0, ∀J ∈ J }. (2.12)
Specifically, if s = r, then J = {Γ}, and hence NRX(r)(X) = {W ∈ R
m×n : U⊤Γ WVΓ = 0}. If
s = r − 1, then J = {Γ ∪ {i} : i ∈ Γ⊥n }. Thus
NRX(r)(X) =
⋂
i∈Γ⊥n
{
W ∈ Rm×n :
U⊤Γ WVΓ = 0, u
⊤
i Wvi = 0,
u⊤i WVΓ = 0, U
⊤
Γ Wvi = 0
}
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={
W ∈ Rm×n :
U⊤Γ WVΓ = 0, diag(U
⊤
Γ⊥n
WVΓ⊥n ) = 0
U⊤
Γ⊥n
WVΓ = 0, U
⊤
Γ WVΓ⊥n = 0
}
=
UΓ⊥nDV ⊤Γ⊥n + U[m−n]HV ⊤ :
diag(D) = 0
D ∈ R(n−s)×(n−s)
H ∈ R(m−n)×n
 .
If s ≤ r − 2. Consider any given W ∈ NRX(r)(X). For any i, j ∈ {1, 2, . . . , n}, there exists an
index set J ⊆ J such that {i, j} ⊂ J . The fact U⊤J WVJ = 0 in (2.12) implies that u
T
i Wvj = 0.
From the arbitrariness of i and j in {1, 2, . . . , n}, we have U⊤{1,...,n}WV = 0, which indicates that
W = U[m−n]HV
⊤ for some H ∈ R(m−n)×n. This completes the proof.
Let X ∈ Rm×n with its SVD as in (2.7). For any given matrices A1, . . ., Al ∈ Rm×n. We
denote
T iX =
[
U⊤Γ A
iVΓ U
⊤
Γ A
iVΓ⊥n
U⊤
Γ⊥m
AiVΓ 0
]
, RiX =
[
U⊤Γ A
iVΓ 0
0 0
]
(2.13)
for i = 1, . . . , l. Introduce the following two assumptions.
Assumption 2.1 The matrices T iX , i = 1, . . . , l, are linearly independent.
Assumption 2.2 The matrices RiX , i = 1, . . . , l, are linearly independent.
Here, Assumption 2.1 is called the primal nondegeneracy condition in [2, Definition 5] in the
context of semidefinite programming, and Assumption 2.2 is a stronger variant of Assumption
2.1. Let X be a feasible point of the problem rank-MOA with rank(X) = s. By the discussion of
[4, Section 5, Page 480], we have that Assumption 2.1 can happen only if l ≤ mn−(m−s)(n−s).
Similarly, a necessary condition for Assumption 2.2 holding is l ≤ s2. Based on these two
assumptions, we have the following intersection rule of normal cone.
Proposition 2.1 For any given X ∈ L ∩ R(r) with its SVD as in (2.7), and any index set J
satisfying Γ ⊆ J , we have
(i) If Assumption 2.1 holds at X, then NM
R(r)(X) ∩NL(X) = {0};
(ii) If Assumption 2.2 holds at X, then NRX(J)(X) ∩NL(X) = {0}.
Proof (i) By virtue of Theorem 6 in [2], Assumption 1 holds at X if and only if NRs(X) ∩
NL(X) = {0}. The desired assertion in (i) then follows from the fact N
M
R(r)(X) ⊆ NRs(X).
(ii) Assume on the contrary that there exists a nonzero matrix W ∈ NRX(J)(X) ∩ NL(X),
that is, there exist ti ∈ R (i = 1, . . . , l) not all zero such that
l∑
i=1
tiAi ∈ NRX(J)(X). From (2.10),
we get
U⊤J
l∑
i=1
tiAiVJ = 0,
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which implies that U⊤Γ
l∑
i=1
tiAiVΓ = 0. Thus
l∑
i=1
tiRiX =
 U⊤Γ l∑
i=1
tiAiVΓ 0
0 0
 = 0,
which contradicts to the linear independence of RiX ’s in Assumption 2.2. Thus, we have
NRX(J)(X) ∩NL(X) = {0}. This completes the proof.
Lemma 2.3 Let X ∈ L ∩ R(r) with its SVD as in (2.7). If Assumption 2.2 holds at X, then
TBL∩RX(r)(X) = TL(X) ∩ T
B
RX(r)
(X). (2.14)
Proof Note that L and RX(J) are regular at X. Since Assumption 2.2 holds at X, from
Proposition 2.1 (ii) and (2.6), we obtain that
TL∩RX(J)(X) = TL(X) ∩ TRX(J)(X).
This together with (2.3) yields
TBL∩RX(r)(X) =
⋃
J∈J
TL∩RX(J)(X) =
⋃
J∈J
(
TL(X) ∩ TRX(J)(X)
)
(2.15)
= TL(X) ∩
(⋃
J∈J
TRX(J)(X)
)
= TL(X) ∩ T
B⋃
J∈J
RX(J)
(X)
= TL(X) ∩ T
B
RX(r)
(X).
This completes the proof.
Based on the above result, we investigate the intersection rule of the Fre´chet normal cone to
L ∩ R(r).
Theorem 2.1 Let X ∈ L ∩ R(r) with rank(X) = s.
(i) If s = r and Assumption 2.1 holds at X, then
NFL∩R(r)(X) = NL(X) + N
F
R(r)(X). (2.16)
(ii) If s < r and Assumption 2.2 holds at X, then
NFL∩R(r)(X) ⊆ N
F
L∩RX(r)
(X) = NL(X) + N
F
RX(r)
(X). (2.17)
If, in addition, NF
RX(r)
(X) ⊆ TL(X)(this is true in the case of s ≤ r− 2 and m = n), then
NFL∩R(r)(X) = NL(X) + N
F
R(r)(X) = NL(X). (2.18)
7
Proof (i) If s = r, it is known from Lemma 2.1 that NF
R(r)(X) = NRs(X) = N
M
R(r)(X). Thus,
in this case, R(r) is regular at X. Together with the regularity of the convex set L at X, we
obtain that L ∩ R(r) is also regular at X, i.e., NFL∩R(r)(X) = N
M
L∩R(r)(X). By utilizing (i) of
Proposition 2.1, Assumption 2.1 ensures that NM
R(r)(X)∩(−NL(X)) = N
M
R(r)(X)∩NL(X) = {0}.
Thus, NFL∩R(r)(X) ⊆ N
F
R(r)(X) + NL(X). Combining with the second inclusion in (2.4), the
desired assertion is obtained.
(ii) The first inclusion in (2.17) follows readily from (2.8). For the remaining equality, by
virtue of the second inclusion in (2.4), it suffices to show
NFL∩RX(r)(X) ⊆ NL(X) + N
F
RX(r)
(X).
From Lemma 2.3, (2.1) and (2.2), we obtain that
NFL∩RX(r)(X) =
(
TBL∩RX(r)(X)
)◦
=
(⋃
J∈J
TBL (X) ∩ T
B
RX(J)
(X)
)◦
(2.19)
=
⋂
J∈J
(
TBL (X) ∩ T
B
RX(J)
(X)
)◦
=
⋂
J∈J
(
NL(X) + NRX(J)(X)
)
.
For any H ∈ NFL∩RX(r)(X), we have H ∈ NL(X) + N
F
RX(J)
(X), for any J ∈ J , that is, there
exist ti(J) ∈ R, W (J) ∈ NRX(J)(X), such that
H =
l∑
i=1
ti(J)Ai +W (J), ∀ J ∈ J . (2.20)
Note that for each J ∈ J , it holds that U⊤Γ W (J)VΓ = 0. Pre- and post-multiplying both sides
of the equation (2.20) by U⊤Γ and VΓ, respectively, we obtain
U⊤Γ HVΓ =
l∑
i=1
ti(J)U⊤Γ A
iVΓ, ∀ J ∈ J .
For any distinct index set J0 ∈ J , we can also get that
U⊤Γ HVΓ =
l∑
i=1
ti(J0)U
⊤
Γ A
iVΓ, ∀ J0(6= J) ∈ J .
Invoking the linear independence in Assumption 2.2, we have
ti(J) = ti(J0) =: t
i, ∀ J, J0 ∈ J .
This implies that
H −
l∑
i=1
tiAi ∈ NRX(J)(X), ∀ J ∈ J ,
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i.e.,
H −
l∑
i=1
tiAi ∈
⋂
J∈J
NRX(J)(X) = N
F
RX(r)
(X).
Thus, H ∈ NL(X) + N
F
RX(r)
(X), which indicates that NFL∩R(r)(X) ⊆ NL(X) + N
F
RX(r)
(X). This
yields the assertions in (2.17).
To show the remaining part, it is sufficient to show NFL∩R(r)(X) ⊆ NL(X) due to the second
inclusion in (2.4) and the fact NF
R(r)(X) = {0} for s < r. Consider any given W ∈ N
F
L∩R(r)(X).
As one can see from (2.17), there exist W1 ∈ NL(X) and W2 ∈ N
F
RX(r)
(X) such that W =
W1 +W2. It then suffices to show W2 = 0. This is trivial for the case of m = n with s ≤ r − 2
since in this case NF
RX(r)
(X) = {0} as stated in (2.11) in Lemma 2.2. Now we consider the case
m > n in two cases.
(a) If s = r − 1, we assume on the contrary that W2 6= 0. By invoking the characterization in
(2.11) in Lemma 2.2, there exist D ∈ R(n−s)×(n−s) with diag(D) = 0, and H ∈ R(m−n)×n such
that W2 = UΓ⊥nDV
⊤
Γ⊥n
+ U[m−n]HV
⊤.
(a1) If D 6= 0, then let i0, j0 be any two distinct indices such that Di0j0 6= 0. Set W˜2 =
UΓ⊥n D˜V
⊤
Γ⊥n
with D˜ij = Dij if (i, j) = (i0, j0), and D˜ij = 0 otherwise. It is easy to verify that
W˜2 ∈ N
F
RX(r)
(X) ⊆ TL(X) and hence 〈W˜2,W1〉 = 0. Choose a sequence of matrices
Xk = X + tkW˜2, k = 1, 2, . . . ,
with tk > 0 and lim
k→∞
tk = 0. Note that for each k, rank(Xk) = s + 1 = r and 〈A
i,Xk〉 = bi for
all i = 1, . . . , l. Thus, Xk ∈ L ∩ R(r) for all k, which shows that W˜2 ∈ T
B
L∩R(r)(X). By some
direct calculation,
〈W˜2,W 〉 = 〈W˜2,W1〉+ 〈W˜2,W2〉 = D
2
i0j0
> 0.
Since NFL∩R(r)(X) =
[
TBL∩R(r)(X)
]◦
. This contradicts to W ∈ NFL∩R(r)(X). Thus, D = 0.
(a2) Similarly, if H 6= 0, then choose any two indices i0 ∈ {1, . . . ,m − n} and j0 ∈ {1, . . . , n}
satisfying Hi0j0 6= 0. By setting W˜2 = U[m−n]H˜V
⊤ with H˜ij = Hij if (i, j) = (i0, j0), and
H˜ij = 0 otherwise, we can also verify that W˜2 ∈ N
F
RX(r)
(X) ⊆ TL(X). By the same proof as
above, we can conclude that H = 0. Thus, W2 = 0.
(b) If s ≤ r − 2, the proof is the same with the one for showing H = 0 in (a2). This completes
the proof.
The condition NF
RX(r)
(X) ⊆ TL(X) in the above theorem seems strong, but it can be natu-
rally satisfied in some special cases. We see the following example and two corollaries.
Example 2.1 Consider the matrix space R5×4. Let ei ∈ R
4 be the i-th column of the identity
matrix, A1 = [e1e
⊤
1 0]
⊤ ∈ R5×4, A2 = [e2e
⊤
2 0]
⊤ ∈ R5×4, b = [1, 1]⊤, r = 3 and X0 =
[e1e
⊤
1 + e2e
⊤
2 0]
⊤ ∈ R5×4. By direct calculations, we have
L =
{
X ∈ R5×4 : X11 = X22 = 1
}
, NL(X0) =
{
α1A
1 + α2A
2 : α1, α2 ∈ R
}
,
TL(X0) =
{
X ∈ R5×4 : X11 = X22 = 0
}
.
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Choose U = I5, V = I4 to get the SVD of X0. Then Γ = {1, 2}, and Assumption 2.2 holds
at X0 since U
⊤
Γ A
1VΓ =
(
1 0
0 0
)
, and U⊤Γ A
2VΓ =
(
0 0
0 1
)
which are linearly independent.
Moreover, as known from Lemma 2.2,
NF
RX(r)
(X0) =
{
[β1e3e
⊤
4 + β2e4e
⊤
3 u]
⊤ : β1, β2 ∈ R, u ∈ R
4
}
,
which is obviously a proper subset of TL(X0).
Let Sn be the real n × n symmetric matrix space. It can be verified that the intersection
rule as stated in Theorem 2.1 is also valid in the setting of Sn equipped with the eigenvalue
decomposition, by transferring all the involved notation to the corresponding symmetric vari-
ants. Particularly, we have the following special instance where the intersection rule is obtained
automatically.
Corollary 2.1 Let X ∈ L∆ ∩ S(r) with
L∆ := {X ∈ S
n : tr(X) = 1}, S(r) := {X ∈ Sn : rank(X) ≤ r}.
Then
NFL∆∩S(r)(X) = NL(X) + N
F
S(r)(X). (2.21)
Proof Let X = UΛ(X)U⊤ = [UΓ UΓ⊥n ]
[
ΛΓΓ(X) 0
0 0
]
[UΓ UΓ⊥n ]
⊤ be its eigenvalue decom-
position, where Γ is the index set corresponding to those nonzero eigenvalues of X. Similar to
(2.8), we introduce the notation
S(X,U)(r) :=
⋃
J∈J
S(X,U)(J) ⊆ S(r),
where S(X,U)(J) :=
{
UJAU
⊤
J : A ∈ S
r
}
. To obtain the desired intersection rule, it suffices to
show the symmetric variant of Assumption 2.2 and the condition
NF
S(X,U)(r)
(X) ⊆ TL∆(X) when s < r
automatically hold. Denote R̂X =
[
U⊤Γ IUΓ 0
0 0
]
. Obviously, the single nonzero matrix R̂X is
linearly independent. Thus, the symmetric variant of Assumption 2.2 holds at X. Meanwhile,
the normal cone NF
S(X,U)(r)
(X) in Sn takes the form
NF
RX(r)
(X) =

{
W ∈ Sn : U⊤Γ WUΓ = 0
}
, if s = r{
UΓ⊥nDU
⊤
Γ⊥n
:
diag(D) = 0
D ∈ Sn−s
}
, if s = r − 1,
{0} , if s ≤ r − 2.
(2.22)
Note that
TL∆(X) = {H ∈ S
n : tr(H) = 0}.
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Together with fact tr(UΓ⊥nDU
⊤
Γ⊥n
) = tr(D), we have NF
S(X,U)(r)
(X) ⊆ TL∆(X), if s < r. Thus,
from the symmetric version of Theorem 2.1, we can get the desired assertion.
It is apparent that the sparsity of a vector x ∈ Rn coincides with the rank of the diagonal
matrix Diag(x). The intersection rule in Theorem 2.1 is also valid in the setting of the Euclidean
space of real n×n diagonal matrices; denoted by Diag(Rn) (see, [23]), where the SVD is reduce
to Diag(x) = Diag(e)Diag(x)Diag(e) for all x ∈ Rn. Here e is the all-one vector in Rn. The
vector version of the intersection rule is exactly [29, Corollary 2.10]. We propose its matrix
version in Diag(Rn) to illustrate that Theorem 2.1 can be regard as a matrix generalization
of [29, Corollary 2.10], where NF
RX(r)
(X) ⊆ TL(X) (rank(X) < s) in Diag(R
n) automatically
holds.
Corollary 2.2 (See [29, Corollary 2.10]) Consider the space Diag(Rn). Let Diag(x) ∈ L̂∩ R̂(r)
with
L̂ :=
{
Diag(x) ∈ Diag(Rn) : 〈Diag(ai),Diag(x)〉 = bi, i = 1, . . . , l
}
,
R̂(r) := {Diag(x) ∈ Diag(Rn) : rank(Diag(x)) ≤ r}.
If the matrices Diag(aiΓ), i = 1, . . . , l, are linearly independent, then
NF
L̂∩R̂(r)
(Diag(x)) = N
L̂
(Diag(x)) + NF
R̂(r)
(Diag(x)).
Proof Assumptions 2.1 and 2.2 are both reduced to the linear independence of Diag(a1Γ), . . . ,Diag(a
l
Γ).
Using the counterpart of Theorem 2.1 in Diag(Rn), it suffices to show that NF
R̂(r)
(Diag(x)) ⊆
TL̂(Diag(x)) when s := rank(Diag(x)) < r. This is trivial since N
F
R̂(r)
(Diag(x)) = {0} whenever
s < r. This completes the proof.
3 Optimality Conditions
The optimality analysis, including the first-order and the second-order optimality conditions for
the rank-MOA, is proposed in this section, which will provide necessary theoretical fundamentals
for handling such a nonconvex discontinuous matrix programming problem. We begin by the
introduction of two types of stationary points for the rank-MOA.
For any X ∈ R(r) and any y ∈ Rl, define the Lagrangian function associated with the
rank-MOA by
L(X, y) = f(X) +
l∑
i=1
yi[〈A
i,X〉 − bi]. (3.1)
We introduce the following two types of stationary points based on the Lagrangian function.
Definition 3.1 Suppose α > 0 and X ∈ R(r).
(i) X is called an F -stationary point of the rank-MOA if there exists a vector y ∈ Rl such
that {
A(X) = b,
−∇XL(X, y) ∈ N
F
R(r)(X).
(3.2)
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(ii) X is called an α-stationary point of the rank-MOA if there exists a vector y ∈ Rl such that{
A(X) = b,
X ∈ ΠR(r)(X − α∇XL(X, y)).
(3.3)
The relationship between these two types of stationary points for the rank-MOA is discussed
in the following proposition.
Proposition 3.1 For any given X ∈ L ∩R(r), y ∈ Rl, and α > 0, denote
β =

σr(X)
‖∇XL(X; y))‖2
, if ‖∇XL(X; y))‖2 6= 0,
∞, otherwise.
Then, for any α ∈ (0, β), X is an α-stationary point of the rank-MOA if and only if X is an
F -stationary point of the rank-MOA.
Proof By mimicking the proof of Theorem 2 in [24], we can obtain that X is an α-stationary
point of the rank-MOA if and only if
∇XL(X; y) =
{
UΓ⊥mDV
⊤
Γ⊥n
, with ‖∇XL(X; y))‖2 ≤
1
α
σr(X), if s = r,
0, if s < r,
(3.4)
where D ∈ R(m−r)×(n−r) and s = rank(X). Together with the expressions of NF
R(r)(X) as
presented in Lemma 2.1, we can obtain all the desired assertions.
The first-order optimality conditions in terms of the F -stationary point are stated as follows.
Theorem 3.1 Let X ∈ L ∩ R(r) with rank(X) = s.
(i) Suppose that X is a local minimizer of the rank-MOA. If s = r and Assumption 2.1 holds
at X, or s < r and Assumption 2.2 holds at X with NRX(r)(X) ⊆ TL(X), then X is an
F -stationary point of the rank-MOA.
(ii) Suppose that f is a convex function and X is an F -stationary point of the rank-MOA. If
s = r, then X is a global minimizer of the rank-MOA restricted on RX(Γ); If s < r, then
X is a global minimizer of the rank-MOA.
Proof (i) If X is a local minimizer of the rank-MOA, it follows from the generalized Fermat’s
theorem and Theorem 2.1 that
−∇f(X) ∈ NF
R(r)∩L(X) = NL(X) + N
F
R(r)(X), (3.5)
if (a) s = r and Assumption 2.1 holds at X, or (b) s < r, Assumption 2.2 holds at X and
NRX(r)(X) ⊆ TL(X). Together with the fact
NL(X) =
{
l∑
i=1
yiAi : yi ∈ R, i = 1, . . . , l
}
,
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(3.5) indicates that there exists y ∈ Rl, such that −∇XL(X, y) ∈ N
F
R(r)(X). This yields the
necessary optimality conditions for the rank-MOA as stated in (i).
(ii) If s < r, it follows from (3.2) that there exists y ∈ Rl such that ∇XL(X, y) = 0 and
L(X, y) = f(X). For any feasible solution Y of the rank-MOA, it yields that
f(Y ) = L(Y, y) ≥ L(X, y) + 〈∇XL(X, y), Y −X〉 = L(X, y) = f(X),
where the inequality follows from the convexity of the function L(·, y) due to the convexity of
f . Thus we conclude that X is a global solution of the rank-MOA. If s = r, then (3.2) implies
that there exist y ∈ Rl and D ∈ R(m−r)×(n−r) such that
∇XL(X, y) = UΓ⊥mDV
⊤
Γ⊥n
. (3.6)
For any Y ∈ RX(Γ) ∩ L, we can find some matrix A ∈ R
r×r such that Y = UΓAV
⊤
Γ . Thus,
f(Y ) = L(Y, y) ≥ L(X, y) + 〈∇XL(X, y), Y −X〉 = L(X, y) = f(X),
where the inequality follows from the convexity of L(·, y), and the second equality is from (3.6)
and Y −X = UΓ(A−Σ(X))V
⊤
Γ . This completes the proof.
By virtue of the relationship between the α-stationary point and the F -stationary point as
established in Proposition 3.1, we have the following theorem by employing Theorem 3.1.
Theorem 3.2 Let the point X ∈ L ∩ R(r)with rank(X) = s.
(i) Suppose that X is a local minimizer of the rank-MOA. If s = r and Assumption 2.1 holds
at X, or s < r and Assumption 2.2 holds at X with NRX(r)(X) ⊆ TL(X), then there exists
y ∈ Rl such that, for any 0 < α < β, X is an α-stationary point of the rank-MOA.
(ii) Suppose that f is convex and X is an α-stationary point of the rank-MOA. If s = r, then
X is a global minimizer of the rank-MOA restricted on RX(r); If s < r, then X is a global
minimizer of the rank-MOA.
Proof By applying the equivalence as stated in Proposition 3.1, we can obtain the desired
assertions readily from Theorem 3.1.
To close this section, we study the second-order optimality conditions for the rank-MOA.
Theorem 3.3 Suppose f is twice continuously differentiable on Rm×n. If X ∈ L ∩ R(r) with
the SVD as in (2.7) is a local minimizer of the rank-MOA and Assumption 2.2 holds at X, then
[∇2f(X)](Ξ,Ξ) ≥ 0, ∀Ξ ∈ TL(X) ∩ T
B
RX(r)
(X) (3.7)
where ∇2f(X) is the Hessian of f at X.
Proof It is known from Lemma 2.3 that TL(X) ∩ T
B
RX(r)
(X) = TBL(X)∩RX (r)(X) under As-
sumption 2.2. Thus, for any Ξ ∈ TL(X) ∩T
B
RX(r)
(X), there exist
{
Xk
}
⊆ L∩RX(r) and tk ↓ 0
such that lim
k→∞
Xk−X
tk
= Ξ. Now we claim that there exists some y ∈ Rl such that
〈∇XL(X, y),X
k −X〉 = 0, ∀k. (3.8)
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Case I: If s = r, then Theorem 3.1 (i) implies that X is an F-stationary point of the rank-MOA
and hence there exists y ∈ Rl such that ∇XL(X, y) ∈ N
F
R(r)(X) = NRs(X). Meanwhile, note
that Xk ∈ RX(r) = RX(Γ). Thus, (3.8) follows readily by direct calculation.
Case II: If s < r, the local optimality of X indicates that
−∇f(X) ∈ NFL∩R(r)(X) ⊆ NL(X) + N
F
RX(r)
(X) (3.9)
where the inclusion is obtained from (2.17). Thus, there exists y ∈ Rl such that
−∇XL(X, y) ∈ N
F
RX(r)
(X) ⊆ NRX(J)(X) = RX(J)
⊥,∀J ∈ J (3.10)
where the inclusion is from the observation NF
RX(r)
(X) ⊆ NF
RX(J)
(X),∀J ∈ J . Note that for any
given k, Xk ∈ RX(r). We can find some Jk ∈ J such that X
k −X ∈ RX(Jk). Combining with
(3.10), we can also get (3.8).
For any k, it then yields that
f(Xk) = L(Xk, y)
= L(X, y) +
1
2
∇2XL(X, y)(X
k −X,Xk −X) + o(‖Xk −X‖2F )
= f(X) +
1
2
∇2f(X)(Xk −X,Xk −X) + o(‖Xk −X‖2F ).
Since X is a local minimizer and Xk → X, we have
0 ≤ lim
k→∞
f(Xk)− f(X)
t2
k
= lim
k→∞
1
2
∇2f(X)
(
Xk −X
tk
,
Xk −X
tk
)
=
1
2
∇2f(X)(Ξ,Ξ).
This completes the proof.
Theorem 3.4 Suppose f is twice continuously differentiable on Rm×n. Let X ∈ L∩R(r) be an
F -stationary point of the rank-MOA with its SVD as in (2.7). Denotes s = rank(X). If
[∇2f(X)](Ξ,Ξ) > 0, ∀Ξ ∈
(
TL(X) ∩ T
B
R(r)(X)
)
\ {0}, (3.11)
holds, we have the following statements.
(i) If s = r, then X is the strictly local optimal solution of the rank-MOA restricted on RX(r);
(ii) If s < r, then X is the strictly local optimal solution of the rank-MOA.
Proof (i) Consider the case s = r. We assume on the contrary that there exists a sequence{
Xk
}
⊆ L∩RX(r) such that lim
k→∞
Xk = X, Xk 6= X, and f(Xk) ≤ f(X) for all k = 1, 2, . . .. De-
note Ξk := X
k−X
‖Xk−X‖F
. The boundedness of the sequence
{
Ξk
}
admits a convergent subsequence.
Without loss of generality, we assume that Ξk → Ξ. Thus, Ξ ∈ TB
L∩RX(r)
(X) and ‖Ξ‖F = 1.
Since s = r, then
RX(r) = RX(Γ) and N
F
R(r)(X) = NRs(X). (3.12)
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The first equality in (3.12) indicates that Xk −X ∈ RX(Γ). Since X is an F -stationary point
of the rank-MOA, combining with the second equality in (3.12), we can find some y ∈ Rl such
that −∇XL(X, y) ∈ NRs(X). It follows readily that
〈∇XL(X, y),X
k −X〉 = 0, ∀k. (3.13)
Direct calculations then yield
0 ≥ f(Xk)− f(X) = L(Xk, y)− L(X, y)
=
1
2
∇2XL(X, y)(X
k −X,Xk −X) + o
(
‖Xk −X‖2F
)
,
where the first inequality is from the assumption of f(Xk) ≤ f(X), the first equality is from the
feasibility of Xk and X, and the second equality is from (3.13). Thus,
0 ≥ lim
k→∞
f(Xk)− f(X)
‖Xk −X‖2F
= lim
k→∞
1
2
∇2XL(X, y)(Ξ
k,Ξk) =
1
2
∇2XL(X, y)(Ξ,Ξ).
Note that ∇2XL(X, y) = ∇
2f(X) and Ξ ∈ TB
L∩RX(r)
(X) ⊆ TB
L∩R(r)(X) ⊆ TL(X) ∩ T
B
R(r)(X).
This arrives at a contradiction to (3.11). Thus, X is a strictly local optimal solution of the
rank-MOA restricted on RX(r).
(ii) If r < s, the F -stationary pointX allows us to find some y ∈ Rl such that∇XL(X, y) = 0.
Thus (3.13) holds automatically. By mimicking the proof as above in (i), we can also obtain the
desired strictly local optimality at X for the rank-MOA. The proof is completed.
4 Applications
Recently there has been a surge of interest in low-rank matrix optimization subject to some
problem-specific constraints often characterized as an affine set. In this section, we illustrate
how the results presented in Section 3 can be applied to the real world problems.
Hankel matrix approximation [16,31]. Low-rank approximation has appeared in data anal-
ysis, system identification, control and so on(see, e.g. [3, 9, 11]). For example, in the automatic
control, the rank of a Hankel matrix determines the order of a linear dynamical system, and
finding a low-rank Hankel matrix approximation can be formulated as
min
X∈Rm×n
1
2
‖H −X‖2F
s.t. X ∈ H,
rank(X) ≤ r,
(4.1)
where
H : = {X ∈ Rm×n : X is Hankel}
= {X ∈ Rm×n : 〈Ekj − Ek−1,j+1,X〉 = 0, ∀ k = 2, . . . ,m, ∀ j = 1, . . . , n− 1}.
Here Ekj denotes a matrix in which the (k, j)-th element is 1, and the remaining elements are
0. The Lagrangian function associated with the (4.1) takes the form of
L(X, y) =
1
2
‖H −X‖2F +
(m−1)(n−1)∑
i=1
yi〈A
i,X〉
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where Ai = Ekj − Ek−1,j+1 ∈ R
m×n and yi ∈ R is the Lagrangian multiplier corresponding to
the equality constraint for i = 1, . . . , (m− 1)(n − 1). It is easy to show the gradient of L(X, y)
with respect to X is
∇XL(X, y) = X −H +
(m−1)(n−1)∑
i=1
yiA
i,
where
(m−1)(n−1)∑
i=1
yiA
i =
[
a1 −b1 + a2 −b2 + a3 . . . −bn−2 + an−1 −bn−1
]
=
[
Im −Im
] [ a1 a2 . . . an−1 0
0 b1 . . . bn−2 bn−1
]
for aj =
∑n−2
i=0 yi(n−1)+jei+2 ∈ R
m and bj =
∑n−2
i=0 yi(n−1)+jei+1 ∈ R
m. We take m = 3 and
n = 3 and H =
[
e2 e1 e3
]
as an example. Then (4.1) can be reformulated as
min
X∈R3×3
‖H −X‖2F
s.t. 〈Ai,X〉 = 0, ∀i = 1, . . . , 4,
rank(X) ≤ 2,
(4.2)
where
A1 =
[
e2 −e1 0
]
, A2 =
[
0 e2 −e1
]
,
A3 =
[
e3 −e2 0
]
, A4 =
[
0 e3 −e2
]
.
Clearly, the objective function is convex, and
−∇XL(X, y) = H −X −
[
a1 −b1 + a2 −b2
]
.
Consider the matrix X =
[
e2 e1 0
]
with Γ = {1, 2}, U = [e1 e2 e3] and V = [e2 e1 e3].
Then, by (2.13), we have
T 1
X
=
[
−e1 e2 0
]
, T 2
X
=
[
e2 0 −e1
]
,
T 3
X
=
[
−e2 e3 0
]
, T 4
X
=
[
e3 0 −e2
]
,
which implies that Assumption 2.1 holds. From Lemma 2.1, we obtain
NF
R(2)(X) = NR2(X) = {βe3e
⊤
3 : β ∈ R}.
Direct calculation gives
−∇XL(X, y) =
[
0 0 e3
]
−
[
y1e2 + y3e3 −y1e1 + y2e2 − y3e2 + y4e3 −y2e1 − y4e2
]
=
 0 y1 y2−y1 y3 − y2 y4
−y3 −y4 1
 .
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There exist yi = 0 for i = 1, 2, 3, 4 such that −∇XL(X, y) = e3e
⊤
3 ∈ N
F
R(2)(X). Then, X is
an F -stationary point of (4.2). Thus, from Theorem 3.1 (ii), we obtain that the X is a global
minimizer of (4.2) restricted on RX(Γ).
Low-Rank representation over the manifold [13, 38, 42]. Low-rank representation (LRR)
has attracted great interest in computer vision, pattern recognition and signal processing (see,
e.g., [8, 39, 41]). However, in many computer vision applications, data often originate from a
manifold, which is equipped with some Riemannian geometry. To address this problem, an LRR
over manifold is proposed, and it can be formulated as
min
W∈RN×N
1
2
N∑
i=1
wiB
iw⊤i
s.t.
N∑
j=1
Wij = 1, i = 1, . . . , N,
rank(W ) ≤ r,
(4.3)
where r > 1 and Bi ∈ RN×N , wi is the i-th row of matrix W ∈ R
N×N . The Lagrangian function
of (4.3) is given by
L(W,y) =
1
2
N∑
i=1
wiB
iw⊤i +
N∑
i=1
yi[〈E
i,W 〉 − 1],
where y = (y1, . . . , yN ) is the Lagrangian multiplier corresponding to the equality constraint,
and Ei ∈ RN×N denote the matrix with all components 1 in the i-th row, and 0 otherwise. It
is easy to show the gradient of L(W,y) with respect to W is
∇WL(W,y) =
 w1B
1
...
wNB
N
+ yeT ,
where e ∈ RN denotes the vector with all components one. We take Bi = IN for i = 1, . . . , N as
an example. Clearly, the objective function is convex, and the gradient ∇WL(W,y) =W + ye
T .
Consider the matrix W =
1
N
E, where E ∈ RN×N denotes matrix with all components one.
Direct calculation gives ∇WL(W,y) =
1
N
E − yeT . There exist yi = −
1
N
for i = 1, . . . , N such
that ∇WL(W,y) = 0. Then, W with rank(W ) = 1 < r is an F -stationary point of (4.3). Thus,
from Theorem 3.1 (ii), we obtain that W is a global minimizer of (4.3).
5 Conclusions
This paper is concerned with the low-rank matrix optimization problem whose feasible set is the
intersection of the rank constraint set and an affine set. We have explored the intersection rule
of Fre´chet normal cone to the feasible set of the rank-MOA relying on the linear independence
assumption. With the help of this result, we have derived the first-order necessary, and the first-
order sufficient optimality conditions for the rank-MOA. Moreover, the second-order necessary,
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and the second-order sufficient optimality conditions are also presented based on the Bouligand
tangent cone. To illustrate the effectiveness of these optimality conditions, two specific applica-
tions of the rank-MOA are discussed. To the best of our knowledge, this paper is the first one
to touch the optimality conditions for the original low-rank optimization problem rank-MOA.
These proposed results not only enrich the optimality theory of matrix optimization, but also
facilitate the algorithm design for the rank-MOA. In particular, the characterization of an α-
stationary point presents a much easier way to design numerical algorithms to search. There
remain some issues worth pursuing further research: The optimality conditions to nonlinear
equality and inequality constraints need to be derived and discussed, and effective algorithms
for solving the rank-MOA need to be developed.
Acknowledgments
The work was supported in part by the National Natural Science Foundation of China (Grants
11971052, 11771038) and Beijing Natural Science Foundation (Z190002).
References
[1] J.M. Abadie. On the KuhnTucker theorem. In Nonlinear Programming, pages 21–36, 1967.
[2] Farid Alizadeh, Jean Pierre A. Haeberly, and Michael L. Overton. Complementarity and
nondegeneracy in semidefinite programming. Mathematical Programming, 77(1):111–128,
1997.
[3] Daniel Ankelhed. On design of low order H-infinity controllers. PhD thesis, Linkoping
University, 2011.
[4] J Fre´de´ric Bonnans and Alexander Shapiro. Perturbation Analysis of Optimization Prob-
lems. Springer, 2000.
[5] Samuel Burer and Renato D C Monteiro. Local minima and convergence in low-rank
semidefinite programming. Mathematical Programming, 103(3):427–444, 2005.
[6] Thomas P. Cason, Pierre Antoine Absil, and Paul M. van Dooren. Iterative methods for
low rank approximation of graph similarity matrices. Linear Algebra and Its Applications,
438(4):1863–1882, 2013.
[7] Ramo´n A Delgado, Juan C Agu¨ero, and Graham C Goodwin. A novel representation of
rank constraints for real matrices. Linear Algebra and Its Applications, 496:452–462, 2016.
[8] Steven Delvaux and Marc Van Barel. A Givens-weight representation for rank structured
matrices. SIAM Journal on Matrix Analysis and Applications, 29(4):1147–1170, 2007.
[9] Maryam Fazel. Matrix rank minimization with applications. PhD thesis, Stanford Univer-
sity, 2002.
[10] Maryam Fazel, Haitham Hindi, and Stephen P Boyd. Log-det heuristic for matrix rank
minimization with applications to Hankel and Euclidean distance matrices. Proceedings of
the 2003 American Control Conference, 3:2156–2162, 2003.
18
[11] Maryam Fazel, Ting Kei Pong, Defeng Sun, and Paul Tseng. Hankel matrix rank minimiza-
tion with applications to system identification and realization. SIAM Journal on Matrix
Analysis and Applications, 34(3):946–977, 2013.
[12] Massimo Fornasier, Holger Rauhut, and Rachel Ward. Low-rank matrix recovery via itera-
tively reweighted least squares minimization. SIAM Journal on Optimization, 21(4):1614–
1640, 2011.
[13] Yifan Fu, Junbin Gao, Xia Hong, and David Tien. Low rank representation on Riemannian
manifold of symmetric positive definite matrices. In Proc. SIAM Conf. Data Mining, pages
316–324, 2015.
[14] Yan Gao. Structured low rank matrix optimization problems: A penalty approach. PhD
thesis, National University of singapore, 2010.
[15] Nicolas Gillis and Francois Glineur. Low-rank matrix approximation with weights or missing
data is NP-Hard. SIAM Journal on Matrix Analysis and Applications, 32(4):1149–1165,
2011.
[16] Christian Grussler, Anders Rantzer, and Pontus Giselsson. Low-rank optimization with
convex constraints. IEEE Transactions on Automatic Control, 63(11):4000–4007, 2018.
[17] Monique Guignard. Generalized KuhnTucker conditions for mathematical programming
problems in a Banach space. SIAM Journal on Control, 7(2):232–241, 1969.
[18] Uwe Helmke and Mark A. Shayman. Critical points of matrix least squares distance func-
tions. Linear Algebra and Its Applications, 215(2):1–19, 1995.
[19] M. Journe, F. Bach, P.-A. Absil, and R. Sepulchre. Low-rank optimization on the cone of
positive semidefinite matrices. SIAM Journal on Optimization, 20(5):2327–2351, 2010.
[20] Seog-Joo Kim and Young-Hyun Moon. Structurally constrained h2 and h∞ control: A
rank-constrained LMI approach. Automatica, 42(9):1583–1588.
[21] Takumi Kobayashi. Low-rank bilinear classification: Efficient convex optimization and
extensions. International Journal of Computer Vision, 110(3):308–327, 2014.
[22] Ming Jun Lai, Yangyang Xu, and Wotao Yin. Improved iteratively reweighted least
squares for unconstrained smoothed lq minimization. SIAM Journal on Numerical Analysis,
51(2):927–957, 2013.
[23] Adrian S Lewis. Group invariance and convex matrix analysis. SIAM Journal on Matrix
Analysis and Applications, 17(4):927–949, 1996.
[24] Xinrong Li, Wen Song, and Naihua Xiu. Optimality conditions for rank-constrained matrix
optimization. Journal of the Operations Research Society China, 7(2):285–301, 2019.
[25] Xinrong Li, Naihua Xiu, and Shenglong Zhou. Matrix optimization over low-rank spectral
sets: Stationary points and local and global minimizers. Journal of Optimization Theory
and Applications, DOI: 10.1007/s10957-019-01606-8, 2018.
19
[26] Zhang Liu and Lieven Vandenberghe. Interior-point method for nuclear norm approxi-
mation with application to system identification. SIAM Journal on Matrix Analysis and
Applications, 31(3):1235–1256, 2009.
[27] D Russell Luke. Prox-regularity of rank constraint sets and implications for algorithms.
Journal of Mathematical Imaging and Vision, 47(3):231–238, 2013.
[28] Karthik Mohan and Maryam Fazel. Iterative reweighted algorithms for matrix rank mini-
mization. Journal of Machine Learning Research, 13(Nov):3441–3473, 2012.
[29] Li Li Pan, Nai Hua Xiu, and Jun Fan. Optimality conditions for sparse nonlinear program-
ming. Science China Mathematics, 60(5):5–22, 2017.
[30] Raoul Pietersz and Patrick J F Groenen. Rank reduction of correlation matrices by ma-
jorization. Quantitative Finance, 4(6):649–662, 2004.
[31] Houduo Qi, Jian Shen, and Naihua Xiu. A sequential majorization method for approx-
imating weighted time series of finite rank. Statistics and Its Interface, 11(4):615–630,
2018.
[32] Houduo Qi and Defeng Sun. A quadratically convergent newton method for computing the
nearest correlation matrix. SIAM Journal on Matrix Analysis and Applications, 28(2):360–
385, 2006.
[33] R. Tyrrell Rockafellar and Roger J. B Wets. Variational Analysis. Springer, 2013.
[34] Reinhold Schneider and Andre´ Uschmajew. Convergence results for projected line-search
methods on varieties of low-rank matrices via  lojasiewicz inequality. SIAM Journal on
Optimization, 25(1):622–646, 2015.
[35] Yiyuan She and Kun Chen. Robust reduced rank regression. Biometrika, 104(3):633–647,
2017.
[36] Matthew K Tam. Regularity properties of non-negative sparsity sets. Journal of Mathe-
matical Analysis and Applications, 447(2):758–777, 2017.
[37] Martin J Wainwright. Structured regularizers for high-dimensional problems: Statistical
and computational issues. Annual Review of Statistics and Its Application, 1:233–253, 2014.
[38] Boyue Wang, Yongli Hu, Junbin Gao, Yanfeng Sun, and Baocai Yin. Localized LRR on
Grassmann manifold: An extrinsic view. IEEE Transactions on Circuits and Systems for
Video Technology, 28(10):2524–2536, 2018.
[39] John Wright, Yi Ma, Julien Mairal, Guillermo Sapiro, Thomas S Huang, and Shuicheng
Yan. Sparse representation for computer vision and pattern recognition. Proceedings of the
IEEE, 98(6):1031–1044, 2010.
[40] Eric P Xing, Michael I Jordan, Stuart J Russell, and Andrew Y Ng. Distance metric learning
with application to clustering with side-information. In Advances in neural information
processing systems, pages 521–528, 2003.
20
[41] Shengke Xue and Xinyu Jin. Robust classwise and projective low-rank representation for
image classification. Signal, Image and Video Processing, 12(1):107–115, 2018.
[42] Ming Yin, Junbin Gao, and Yi Guo. Nonlinear low-rank representation on Stiefel manifold.
Electronics Letters, 51(10):749–751, 2015.
[43] Shenglong Zhou, Naihua Xiu, and Houduo Qi. A fast matrix majorization-projection
method for penalized stress minimization with box constraints. IEEE Transactions on
Signal Processing, 66(16):4331–4346, 2018.
21
