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Abstract
Many applications in Computer Vision require the automatic analysis and reconstruction of
static and dynamic scenes. Therefore the automatic analysis of three-dimensional scenes is an
area which is intensively investigated. Most approaches focus on the reconstruction of rigid
geometry because the reconstruction of non-rigid geometry is far more challenging and re-
quires that three-dimensional data is available at high frame-rates. Rigid scene analysis is for
example used in autonomous navigation, for surveillance and for the conservation of cultural
heritage. The analysis and reconstruction of non-rigid geometry on the other hand provides
a lot more possibilities, not only for the above-mentioned applications. In the production of
media content for television or cinema the analysis, recording and playback of full 3D content
can be used to generate new views of real scenes or to replace real actors by animated artificial
characters.
The most important requirement for the analysis of dynamic content is the availability of re-
liable three-dimensional scene data. Mostly stereo methods have been used to compute the
depth of scene points, but these methods are computationally expensive and do not provide
sufficient quality in real-time. In recent years the so-called Time-of-Flight cameras have left
the prototype stadium and are now capable to deliver dense depth information in real-time
at reasonable quality and price. This thesis investigates the suitability of these cameras for
the purpose of dynamic three-dimensional scene analysis. Before a Time-of-Flight camera
can be used to analyze three-dimensional scenes it has to be calibrated internally and exter-
nally. Moreover, Time-of-Flight cameras suffer from systematic depth measurement errors
due to their operation principle. This thesis proposes an approach to estimate all necessary
parameters in one calibration step. In the following the reconstruction of rigid environments
and objects is investigated and solutions for these tasks are presented. The reconstruction of
dynamic scenes and the generation of novel views of dynamic scenes is achieved by the in-
troduction of a volumetric data structure to store and fuse the depth measurements and their
change over time. Finally a Mixed Reality system is presented in which the contributions of
this thesis are brought together. This system is able to combine real and artificial scene ele-
ments with correct mutual occlusion, mutual shadowing and physical interaction.
This thesis shows that Time-of-Flight cameras are a suitable choice for the analysis of rigid as
well as non-rigid scenes under certain conditions. It contains important contributions for the
necessary steps of calibration, preprocessing of depth data and reconstruction and analysis of
three-dimensional scenes.

Zusammenfassung
Viele Anwendungen des Maschinellen Sehens benötigen die automatische Analyse und Rekon-
struktion von statischen und dynamischen Szenen. Deshalb ist die automatische Analyse von
dreidimensionalen Szenen und Objekten ein Bereich der intensiv erforscht wird. Die meisten
Ansätze konzentrieren sich auf die Rekonstruktion statischer Szenen, da die Rekonstruktion
nicht-statischer Geometrien viel herausfordernder ist und voraussetzt, dass dreidimensionale
Szeneninformation mit hoher zeitlicher Auflösung verfügbar ist. Statische Szenenanalyse wird
beispielsweise in der autonomen Navigation, für die Überwachung und für die Erhaltung des
Kulturerbes eingesetzt. Andererseits eröffnet die Analyse und Rekonstruktion nicht-statischer
Geometrie viel mehr Möglichkeiten, nicht nur für die bereits erwähnten Anwendungen. In
der Produktion von Medieninhalten für Film und Fernsehen kann die Analyse und die Auf-
nahme und Wiedergabe von vollständig dreidimensionalen Inhalten verwendet werden um
neue Ansichten realer Szenen zu erzeugen oder echte Schauspieler durch animierte virtuelle
Charaktere zu ersetzen.
Die wichtigste Voraussetzung für die Analyse von dynamischen Inhalten ist die Verfügbarkeit
von zuverlässigen dreidimensionalen Szeneninformationen. Um die Entfernung von Punk-
ten in der Szene zu bestimmen wurden meistens Stereo-Verfahren eingesetzt, aber diese Ver-
fahren benötigen viel Rechenzeit und erreichen in Echtzeit nicht die benötigte Qualität. In
den letzten Jahren haben die so genannten Laufzeitkameras das Stadium der Prototypen ver-
lassen und sind jetzt in der Lage dichte Tiefeninformationen in vernünftiger Qualität zu einem
vernünftigen Preis zu liefern. Diese Arbeit untersucht die Eignung dieser Kameras für die
Analyse nicht-statischer dreidimensionaler Szenen. Bevor eine Laufzeitkamera für die Ana-
lyse eingesetzt werden kann muss sie intern und extern kalibriert werden. Darüber hinaus lei-
den Laufzeitkameras an systematischen Fehlern bei der Entfernungsmessung, bedingt durch
ihr Funktionsprinzip. Diese Arbeit stellt ein Verfahren vor um alle nötigen Parameter in
einem Kalibrierschritt zu berechnen. Im Weiteren wird die Rekonstruktion von statischen
Umgebungen und Objekten untersucht und Lösungen für diese Aufgaben werden präsen-
tiert. Die Rekonstruktion von nicht-statischen Szenen und die Erzeugung neuer Ansichten
solcher Szenen wird mit der Einführung einer volumetrischen Datenstruktur erreicht, in der
die Tiefenmessungen und ihr Änderungen über die Zeit gespeichert und fusioniert werden.
Schließlich wird ein Mixed Reality System vorgestellt in welchem die Beiträge dieser Arbeit
zusammengeführt werden. Dieses System ist in der Lage reale und künstliche Szenenelemente
unter Beachtung von korrekter gegenseitiger Verdeckung, Schattenwurf und physikalischer In-
teraktion zu kombinieren.
Diese Arbeit zeigt, dass Laufzeitkameras unter bestimmten Voraussetzungen eine geeignete
Wahl für die Analyse von statischen und nicht-statischen Szenen sind. Sie enthält wichtige
Beiträge für die notwendigen Schritte der Kalibrierung, der Vorverarbeitung von Tiefendaten
und der Rekonstruktion und der Analyse von dreidimensionalen Szenen.
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“Genius begins great works,
labor alone finishes them.”
Joseph Joubert (1754 -1824) 1
Motivation
The natural geometric world is a three-dimensional one. If time is taken into account it even
is a four-dimensional one. If one wants to capture, reproduce and analyze this world all these
dimensions have to be handled, otherwise the captured data, the analysis and the reproduction
is incomplete. So more and more applications aim at including the third or fourth dimension.
An example for an application which includes the third dimension is environment reconstruc-
tion, in which geometry and color of a static environment is reconstructed. More interesting
and challenging are four-dimensional applications such as free-viewpoint video, in which the
change of a scene is recorded and reproduced in all three dimensions over time. Visual media
productions, such as three-dimensional television or mixed reality productions, are another
challenging area in which real-time three-dimensional scene data is needed. Automotive app-
lications, in which autonomous driving requires presence of continuous three-dimensional
data, object recognition for robotic applications and human motion capture also rely on the
availability of real-time three-dimensional scene information.
A fundamental requirement for such applications is the availability of real-time 3D-range
measurements. Since many years the standard method to compute range information is the
usage of a stereo-camera system consisting of two rigidly coupled standard cameras together
with stereo algorithms. These algorithms search corresponding image points and use know-
ledge about the camera configuration to compute the distances of scene points to the cam-
eras. For real-time applications efficient dense real-time stereo algorithms are needed. These
algorithms consume a significant amount of CPU and/or GPU resources and suffer from un-
resolvable problems in sparsely textured scenes and at geometrical discontinuities. Besides
stereo many other methods to acquire distance measurements exist, such as Laser Ranging,
Structured Light approaches and others, which have been widely used and investigated. These
approaches are capable to solve some of the problems stereo suffers from, but either require
special hardware, a controlled environment or cannot handle dynamic scenes.
Within the last couple of years a new generation of active cameras has been developed based on
the Time-of-Flight (ToF) principle. These so called Photonic Mixing Device (PMD)- cameras
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[LSBS99] [XSH+98] emit modulated near infrared (NIR) light using LEDs with a modulation
frequency in the range of several MHz, and measure the phase shift between the emitted
modulated light and the received echo of the light using a special correlation sensor element.
From the phase shift the distances of the scene points can be calculated. This new technique
currently delivers dense depth maps at a resolution up to 204x204 pixel at frame rates up
to 40Hz at no additional computational costs [KFM+04]. These cameras are suitable for
range measurements in the near range, from ≈ 0.5 meters to ≈ 15 meters, depending on the
modulation frequency. Different sensor and lens configurations with smaller opening angles
and larger operating distance are also available and higher resolutions are already announced.
The main advantage of these cameras is that they are mostly independent of the scene which
is observed and the problems traditional depth measurement devices suffer from are widely
reduced or eliminated. This new technique promises that sparsely textured areas and highly
dynamic scenes are no longer a problem. Hence the topic of this thesis is the investigation of
the usability of these new cameras for real-time dynamic 3D scene analysis.
The thesis will be structured in the following way. The following chapter 2 will introduce
basic notation and the projective geometry and provides a review of the existing methods to
acquire threedimensional data and discusses the advantages and disadvantages of the different
approaches. Chapter 3 will introduce the principle of Time-of-Flight (ToF)- cameras and the
calibration of ToF-cameras in combination with one or more conventional cameras, including
multi-camera setups. Data preprocessing, image segmentation using ToF-cameras and data-
structures for handling ToF-data are introduced in chapter 4. Scene analysis using a calibrated
sensor of conventional- and ToF-cameras including pose estimation using depth and intensity
is discussed in chapter 5. Chapter 6 shows the application of many of the presented methods
in a real-time 3D Mixed-Reality System and finally, in chapter 7 the thesis is concluded. In
this thesis I will refer to a rigidly coupled pair of ToF- and 2D- camera as a 2D/3D-camera.
2
“Everything has been said before,
but since nobody listens
we have to keep going back and
beginning all over again.”
Andre Gide (1869 -1951) 2
Introduction
In this introductory chapter the notation used troughout the thesis is defined and the basics
of projective geometry are introduced, followed by the discussion about traditional 3D scene
acquisition methods and the contributions of this thesis.
2.1. Theoretical Basics
In this section the theoretical basics which are necessary to understand this thesis are intro-
duced. It will start with the introduction of notations, continue with projective space and
coordinates and introduce the perspective camera model used for color- and ToF-cameras.
2.1.1. Notation
In this thesis I will use scalar values, two-dimensional image coordinates and points, two-
dimensional projective points, three-dimensional points and matrices of different dimensions.
The notation is summarized in table 2.1.
2.1.2. Projective Geometry
This section will introduce the projective geometry in short. The image coordinate system is
defined as depicted in figure 2.1. The origin is located at the top left corner, x is to the right and
y downwards. A point x(x, y) in an image, which is called a pixel (picture element), is a point
of two dimensions in the euclidean space R2. The projective space P2 is constructed from
the euclidean space by extending it by one dimension. This way an euclidean point x(x, y) is
transformed in a homogeneous point x(x, y, w) in P2. The same is valid for euclidean spaces
3
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Typeface Description Meaning
abcdef normal italic scalar values
x,y small bold italic two-dimensional point in R2
X,Y capital bold italic three-dimensional point in R3
x,y small bold homogeneous two-dimensional point in P2
X,Y capital bold homogeneous three-dimensional point in P3
R,P capital italic Matrices
K capital straight homogeneous Matrices
Table 2.1.: Typographic conventions
0,0
x
y x(x,y)
(a)
image plane
principle axiscamera
center
x
0
,y
0
xy
X
x
X
Y
ZC
f
(b)
Figure 2.1.: Image coordinate system (a) and Pinhole camera geometry (b).
of higher dimensions. Especially the three-dimensional case is used in this thesis where a
three-dimensional euclidean point X(x, y, z) in R3 is transformed into a homogeneous point
X(x, y, z, w) in projective space P3.
Perspective Camera Model
As the ToF-camera uses traditional optics and a standard lens, the camera geometry is charac-
terized by the standard camera matrix K (cf. [HZ04, p. 143], [MFW+04, p. 229]):
K =
 fx s cx0 fy cy
0 0 1
 (2.1)
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Where fx, fy is the focal length in x and y, cx, cy is the principle point of the camera and s is
the skew. Note that the skew is zero for most cameras and all cameras used in this thesis have
zero skew.
A homogeneous 3D-point Xcam(x, y, z, 1) in the camera coordinate system is then projected
to a homogeneous 2D point x on the image plane of the camera by:
x = K[I3|0]Xcam (2.2)
The ideal assumption that the imaging process is a linear one does not hold in practice. In gen-
eral radial lens distortion is the most significant deviation from this assumption. In [HZ04] the
lens distortion is modeled by a polynomial with at least degree two. In this work the lens dis-
tortion is modeled following the definition in [HS97] which uses radial (κ1, κ2) and tangential
(ρ1, ρ2) distortion parameters which is also used in OpenCV [Ope10]. Before applying the
radial undistortion the image points have to be normalized which is realized by applying the
inverse camera matrix K−1, which is equivalent to subtracting the principal point and dividing
by the focal length:
x˜ = K−1x = (x˜, y˜, 1) (2.3)
The radially undistorted image coordinates xˆ = (xˆ, yˆ) are then calculated with:
dr = 1 + κ1r
2 + κ2r
4 (2.4)
xˆ = drx˜+ ρ12x˜y˜ + ρ2(r
2 + 2x˜2)
yˆ = dry˜ + ρ12x˜y˜ + ρ2(r
2 + 2y˜2) (2.5)
with r =
√
x˜2 + y˜2 the current radial distance of the pixel x˜ from the principle point. After
applying the lens undistortion the normalization has to be inverted by applying the camera
matrix K:
x = Kxˆ (2.6)
Coordinate Transformation
The used cameras can also be located off the world coordinate system origin as depicted in
figure 2.2. Taking the camera rotation R and translationCwith respect to the world coordinate
system into account a 3D point in world coordinates X is transformed to a 3D point in camera
5
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Camera coordinate system
X
cam
Y
cam
Z
cam
C
0
Z
X
Y
R,C
World coordinate system
X
cam
x
Figure 2.2.: Coordinate transformation from world to camera coordinate system.
coordinates Xcam by:
Xcam = RT[I3| −C]X
Xcam = [RT| − RTC]X
Xcam =
[
RT −RTC
0T 1
]
X
(2.7)
Combining equation 2.2 with equation 2.7 results in:
x = KRT[I3| −C]X (2.8)
which leads to the projection Matrix P
P = KRT[I3| −C] (2.9)
with K the camera matrix, R the rotation matrix, I3 a 3 × 3 identity matrix and C the ca-
mera center. The projection matrix maps homogeneous 3D points X to homogeneous image
coordinates x according to:
x = PX (2.10)
For every pixel x a corresponding ray r from the camera center through the pixel is calculated
with:
r = RK−1x (2.11)
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The ray r is not normalized to units of focal length but can be of any length. Thus a normal-
ization with
√
xTK−TK−1x is necessary in equation 2.12. Since the distance d of a scene
point to the camera is measured in a pixel x by the ToF-camera, the homogeneous 3D point
X can be calculated as:
X = d
RK−1x√
xTK−TK−1x
+C
X = d
r√
xTK−TK−1x
+C
(2.12)
So for every pixel in a depth image a 3D point can be generated.
2.2. 3D Scene Acquisition Methods
Analyzing three-dimensional scenes is a research topic which has been widely worked on, and
which is even more interesting nowadays as more and more real 3D applications are about to
reach maturity such as for example 3D television. Most existing passive and active measure-
ment techniques provide so-called depth-maps or depth images. These are images in which
the distance of a scene point to the camera is stored, which is equivalent to the length of the ray
from the camera center to the scene point. Obviously this is a 2.5D representation of the scene
[Mar10], as the backside of the objects and possible occlusions are not included in the repre-
sentation. Before the discussion of the contributions of this thesis I want to review existing
techniques to acquire 3D scene data and evaluate them based on the following requirements:
1. Accuracy of measurement
2. Range of measurement
3. Ability to capture dynamics
4. Usability in real scenarios
5. Cost effectiveness
The most widely used method to acquire 3D data, at least in Computer Vision applications,
is the usage of stereo algorithms which will be discussed in section 2.2.1. Less widely used,
but comparably competitive are Structured Light approaches, which are introduced in section
2.2.2 and laser range scanners, so called LIDAR systems, which are discussed in section 2.2.3.
All these methods provide 2.5D data in the form of depth images. A method to overcome this
limitation and to record full 3D data is the combination of multiple sensors such as multiple
cameras which observe the scene. These approaches are referred to as multi-camera systems
and one of the techniques used is the multi-view stereo approach. Besides the isolated methods
various combinations of methods have been proposed and discussed.
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Figure 2.3.: The epipolar geometry: A 2D point x, it’s corresponding point x′ and the cor-
responding 3D point X form a plane, the epipolar plane. From one camera it is
not determinable on which depth a scene point is. In a second camera, the corre-
sponding 2D point must lie on the epipolar line l′. The correspondence has to be
established and the corresponding 3D point is determinable. (After [HZ04])
2.2.1. Passive Stereo Approaches
Beginning in the 1970s two or more cameras are used together with stereo algorithms to es-
timate the distance of objects from the cameras. The developed and now mostly used stereo
algorithms can roughly be categorized in three categories: The local correlation based ap-
proaches, semi-global approaches and global approaches.
The principle stereo setup to compute scene depth consists of two cameras observing the
scene. The cameras are mounted with a certain distance to each other, called the baseline. If
the internal camera parameters and the external transformation (rotation and translation) of
the camera setup is known the distance of objects to the cameras can be estimated using the
epipolar geometry constraints. Figure 2.3 shows the typical camera setup and the epipolar
geometry.
A point x in image A, its corresponding point x′ in image B and their common scene point
X form a plane, the so called epipolar plane. The scene point X and the 2D point x are
connected by the ray through x and the camera center C. The distance of X to the camera
center C is unknown. Knowing the epipolar geometry the corresponding point x′ must lie
on the epipolar line l′ in image B which is the projection of the ray through C and x. The
search for correspondences in the images can therefore be limited to the epipolar line. If the
correspondences are known, the disparity (= offset of corresponding points in image A and B
in pixel) and distance of the scene points from the camera can be calculated.
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Local stereo approaches are based on finding correspondences in images based on correlations
of small image regions which are called matching windows. So for every image region the
best matching window in the other image is searched for and the best match is taken as the
corresponding point. From these matches the distance is calculated by triangulation. These
methods assume constant distance to the camera within matching regions which is, for ex-
ample at object boundaries, not correct. There are approaches to limit these errors, they can
however not be avoided completely. A special local approach is the Dynamic Programming
(DP) [VMVPVG02] approach in which correspondence search is executed pixel-wise on scan-
lines, which are defined by the epipolar geometry, as described in section 2.2.1. This avoids
the false disparities at object boundaries but leads to other errors such as streaking.
Semi-global approaches such as Semi-Global Matching (SGM) [Hir05] use pixel-wise match-
ing and an approximation of a global cost function with smoothness constraints. Global meth-
ods such as Graph Cuts (CG) [KZ01] or Belief Propagation (BP) [SZS03] are very memory
intensive and require long computation times. For a review of stereo algorithms see [BBH03]
and [SS02].
In [HS07] different correspondence and cost functions for stereo algorithms are compared
concerning insensitivity to radiometric variations on the input images. In there Hirschmueller
et al. compare six matching cost functions and three stereo methods. It is stated that local
stereo methods usually use the SAD (Sum of Absolute Differences) over a small matching
window to find correspondences while global methods compare values pixel-wise. The SAD
is enhanced by using a sampling insensitive calculation of Birchfield and Thomasi. Other
matching costs which are compared are image filters, Hierarchical Mutual Information (HMI)
and Normalized Cross Correlation (NCC). The stereo methods compared are correlation stereo
(Corr), Semiglobal Matching (SGM) and Graph Cuts (GC). The authors conclude that for the
correlation based stereo (Corr) HMI and Rank-filters perform best and for the SGM and CG
stereo the enhanced SAD is superior together with the HMI.
Multi-view stereo approaches have the goal of calculating depth images from multiple images
and viewpoints and fusing these depth images to form a consistent model of the scene. The
pairwise stereo is computed using one of the already discussed algorithms. The fusion of the
depth maps in a model is carried out in different ways. The majority of approaches use voxels,
polygon meshes or level-sets. A comparison of some state-of-the-art multi-view stereo algo-
rithms for the purpose of reconstruction is given in [SCD+06] in which six different methods
are described and compared.
Using stereo to compute depth maps is a very flexible method to measure depth. It is usable in
most environments as it is a passive system which is not affected by environmental influences
such as direct sunlight. Taking stereo images is however not a simple task as the baseline
(distance) of the camera centers has to be chosen in a way to fit to the scene depth. Illumi-
nation changes constitute a significant challenge as the cameras either have to automatically
adapt shutter and gain, which have to be consistent in all cameras, or it has to be fixed which
makes the system unusable in strongly changing conditions. Stereo also has significant prob-
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lems in sparsely textured areas where no correspondences can be established. Assumptions for
smoothness or planarity have to be made to fill these areas. Another problem are reflections
on surfaces which cannot be detected. A significant problem that research concentrates on are
discontinuities on which stereo systems tend to fail due to occlusions. In recent years, and due
to the usage of the GPU, stereo algorithms have reached the real-time level on standard com-
puter hardware making them usable for real-time applications. Still a significant amount of
CPU/GPU power is used to calculate the depth maps. In [HS07] Hirschmueller reports a run-
time between 20ms to 100ms for a 450× 375 pixel image for the state-of-the-art approaches,
while he reports 1.0s to 1.3s seconds in [Hir05] for SGM with HMI. For real-time reasons
mostly local optimization methods are used. A comparison of these methods, run-times and
accuracy of different cost functions on the GPU is found in [WGGY06]. Stereo approaches
only require two conventional cameras and a standard computer for computation. This makes
them very cost effective.
2.2.2. Structured Light Approaches
The most challenging part in depth computation with stereo systems is to find the correct
correspondences between images. Especially in sparsly textured or untextured image regions
correct correspondences are unavailable. Structured Light (SL) based approaches overcome
this problem by projecting an artificial pattern on the scene to simplify correspondence search.
This approach is used since many years. An early work on the color-encoded structured light
approach was investigated by Boyer and Kak [BK87] in 1987. The principle of structured light
depth acquisition is to project light in a known manner and pattern to an object and record the
deformation of the projection with one or more cameras. In principle one of the cameras in
the stereo setup is replaced by a projector and the search for correspondences is simplified
by the projected pattern. Various patterns have been used, reaching from line patterns (this
is for example used in conjunction with laser, see section 2.2.3) to color coded patterns. To
project patterns to a surface either lasers or video projectors are used which are able to project
a whole encoded pattern to a surface. To estimate the depth of the identified correspondence
the external calibration of the camera relative to the projector has to be calibrated beforehand.
In [ZH04] high resolution (532 × 500) depth maps are computed using the structured light
approach with a frame-rate of 40Hz using parallel implementation, a high speed digital light
processor (DLP) projector and a high speed camera which both operate at 120Hz. The authors
report an accuracy of 0.05mm RMS (root mean square) in an area of 266× 244mm which is
a good result.
Approaches to include the temporal component in structured light systems exist, for exam-
ple in [ZCS03] Zhang et al. compute a space-time stereo sequence using a structured light
approach for correspondences. A comparable structured light approach for stereo is used in
[SS03] to produce depthmaps to evaluate different stereo algorithms.
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Projector Camera
Figure 2.4.: The principle of structured light using a projected pattern. The pattern is projected
with a projector to the surface of the scene while a camera observes the scene. For
every 2D point x on the pattern it’s corresponding point x′ in the camera image is
located and the 3D point X is calculated using triangulation.
For a long time Structured Light 3D scene acquisition systems have been too slow to capture
dynamic scenes. Recent advances, such as described in [ZH04] seem to be able to cope with
the real-time demand. The computational effort is less than for the stereo approaches as the
search for correspondences is simplified. On the other hand SL approaches suffer from the
need for special hardware as the projector and the cameras have to be synchronized and high-
speed cameras have to be used if high framerates are required to capture dynamics. The
method works best in controlled environments as a special hardware setup is required and
the lighting conditions have to be controlled. The cost of SL approaches can be significant.
One or more cameras and the projector are needed making SL approaches more expensive
than stereo approaches. On the other hand is the accuracy much higher than the accuracy of
stereo approaches, hence SL is often used as reference when comparing stereo methods. The
Kinect camera1 from Microsoft, which implements the reference design by PrimeSense2, is
a device offering real-time dense depth images using the Structured Light approach. It uses
a pseudo-random pattern, projected onto the scene using a wavelength, which is not visible
to the human eye, in the infrared spectrum. A monochrome CMOS sensor camera is used to
capture this pattern. The Kinect camera was introduced in November 2010 and is offered at a
very low price. It already has a very high impact on computer vision research.
1http://www.xbox.com/kinect/
2http://www.primesense.com
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2.2.3. Active Depth Ranging
The difficult problem of correspondence search was simplified by the usage of artificial pat-
terns projected onto the scene. A related approach is the range measurement using single light
beams or lines for distance measurement. Because laser is characterized by a very narrow fre-
quency spectrum and the parallelism of the emitted light, it is used in different wave lengths
to measure distances to objects.
There are two different approaches of laser scanners, so called LIDAR- (Light Detection And
Ranging) systems. The first class of laser scanner are the so called triangulation scanners
which either use a point or a line laser. A camera is used to record the laser in the scene and
triangulation algorithms are used to determine the distance of this point or line to the laser
emitter. This is comparable to the Structured Light approaches.
The second class of laser scanners is based on the Time-of-Flight principle. It consists of a
laser emitter, a rotating mirror and a receiver, either a solid state photo-detector or a photomul-
tiplier, which measures the run-time of the laser beam and computes the distance of a scene
point to the camera using the speed of light. An example of this principle is used by Yahav
et al. in [YIM07]. The used laser scanner emits a square laser pulse of short duration. The
reflection is measured with an imaging sensor (CCD). The emitted light pulse is reflected as a
light wall in which 1mm depth difference corresponds to 7 picoseconds time-of-flight differ-
ence. Depending on the scene geometry different gray values are generated. The depth quality
is limited by the bit depth of the CCD chip and the chosen depth window. Besides the com-
putation of scene distance by Time-of-Flight the phase shift between the emitted and reflected
signal is used to compute the scene depth. An early approach is investigated by Nitzan et. al
in [NBD77], in which sinusoidal amplitude modulation is combined with a scanning mirror, a
photomultiplier tube and a phase detector to detect the phase shift relative to the emitted signal
which is relative to the distance.
While the Time-of-Flight lasers are used for higher distances because of the lower resolutions,
the triangulation scanners are used for smaller distances and provide more accurate results.
LIDAR systems typically use light with wavelengths in the ultraviolet, visible, or near infrared
range. LIDAR systems are widely used in autonomous automotive applications, for example
in [MBB+08] and [TMD+07], cultural heritage [EHBPG04] and large scale reconstruction
[HYN03] [YHNF03] systems, as well as in satellites for topographical surveys.
The advantage of a laser scanner is the high distance which can be covered. The measurement
accuracy is limited by the wavelength and the noise in the measurement data. Triangulation
scanners are comparable to SL approaches concerning accuracy. On the other hand, laser
scanning is a point- or line-based measuring method. This leads to measurement errors when
measuring objects that are non-rigid or non-static. In this case the depth measurements tend
to be blurred, especially at the object boundaries. Laser scanners for measuring distances
up to 80m can be made eye-save, as for example the laser scanners (LMS211) from Sick3
3www.sick.de
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used in [TMD+07]. High quality laser scanners are still very expensive, medium quality laser
scanners are available at the cost of a good stereo camera system.
2.2.4. Conclusions
To conclude this chapter I want to summarize the mentioned 3D scene acquisition methods.
First of all the overview is not complete. There are other means to acquire depth images, for
example Shape-from-Shading, Shape-from-Defocus and various others. These are however
less often used and less powerful and are therefore neglected in this comparison.
Stereo is a powerful distance measurement principle, but it requires a calibrated stereo cam-
era system and sophisticated algorithms and a lot of processing power to produce real-time
depth maps of acceptable quality. The latest state-of-the-art algorithms still fail for exam-
ple in untextured areas in which no correspondences can be established and on images with
highly repetitive texture. Furthermore object borders and occlusions are still sources of errors.
Only assumptions about the scene can be made to fill holes but these assumptions do not al-
ways hold. Two active distance measurement principles were also discussed. The Structured
Light approaches use a video projector or a laser to light objects and a camera to record the
distortion of the projected light on the surface. This requires a lot of special hardware and
a controlled environment. At least lighting has to be controlled. Recent advances in Struc-
tured Light approaches reach real-time and good quality. However, it is not always possible
to control the environment and a method which works in all environments is desirable. The
active laser ranging with continuous lasers reaches good quality but suffers from the fact that
images are not taken at once but row-wise or even point-wise. The reconstruction of dynamic
scenes is therefore very challenging and computational expensive as special algorithms for
compensation of motion errors are needed.
The given overview evaluated the depth measurement techniques under various aspects. Stereo
approaches suffer from high computational effort and difficult correspondence search. Struc-
tured Light approaches require significant hardware effort and controlled environment. The
recording of dynamic scenes is only possible following significant restrictions. Laser-based
methods only measure one point or line at a time and dynamic scenes are therefore difficult to
capture. To model and analyze dynamic scenes based on depth information a depth computa-
tion method is required which is capable to deliver reliable real-time, image-at-once depth in-
formation, independent of scene geometry, texture and illumination. The ToF-cameras, which
have recently become available at acceptable price and quality, promise to fulfill the desired
requirements. In this thesis I will investigate these relatively new devices concerning calibra-
tion, reconstruction of rigid and non-rigid geometry and their suitability in a mixed reality
system.
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2.3. Contributions
This thesis introduces several contributions to the area of 3D scene analysis in conjunction
with the usage of Time-of-Flight cameras:
1. Calibration of a ToF-camera: Using a ToF-camera as measuring device requires to cali-
brate this camera. I will introduce the calibration of external and internal camera param-
eters as well as a depth error calibration, compensating systematic measurement errors.
The combination of ToF-cameras with additional cameras is essential and will also be
covered in this contribution as well as multi-camera setups. This contribution was pub-
lished in: “Calibration of a PMD camera using a planar calibration object together with
a multi-camera setup” [SBK08] and “Time-of-Flight Sensor Calibration for Accurate
Range Sensing” [LSKK10].
2. Rigid Reconstruction: ToF-cameras are predestined for the reconstruction of midsize
environments. In this contribution it will be shown how ToF-cameras can be exploited
to construct models of indoor environments with high accuracy. Additionally smaller
objects can be reconstructed by estimating the camera pose and fusing multiple mea-
surements. This contribution was published in: “Datastructures for Capturing Dynamic
Scenes with a Time-of-Flight Camera” [SK09] and “Integration of a Time-of-Flight
Camera into a Mixed Reality System for Handling Dynamic Scenes, Moving View-
points and Occlusions in Real-Time” [BSBK08].
3. 3D capturing and playback of dynamic scene content: How Space-Time Free Viewpoint
Video is captured, stored and replayed is described in this contribution and was pub-
lished in: “Datastructures for Capturing Dynamic Scenes with a Time-of-Flight Cam-
era” [SK09].
4. Mixing of real and virtual content: This contribution uses the presented approaches
to construct a mixed reality system including mutual occlusion and interaction with
virtual objects. Published in: “Increasing Realism and Supporting Content planning
for Dynamic Scenes in a Mixed Reality System Incorporating a Time-of-Flight Cam-
era” [SBKK10], “Integration of a Time-of-Flight Camera into a Mixed Reality Sys-
tem for Handling Dynamic Scenes, Moving Viewpoints and Occlusions in Real-Time”
[BSBK08] and “MixIn3D: 3D Mixed Reality with ToF-Camera” [KSB+09].
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“Any sufficiently advanced tech-
nology is indistinguishable from
magic.”
Arthur C. Clarke (1917 -2008) 3
2D/3D Camera Calibration
3.1. The Time-of-Flight Camera
In this section an overview of the physical operation principle of ToF- cameras based on the
Photonic Mixer Device (PMD) is given. Four models of ToF-cameras are shown in figure
3.1. Each of them has a different resolution and field-of-view (FoV). The SwissRanger30001
features a resolution of 176×144 pixel and a FoV of 47.5◦×39.6◦. The new Swissranger4000
has the same number of pixel, a FoV of 43.6◦×34.6◦ but better SNR. The PMD[vision] 3k-S2
has 64 × 48 pixel and a FoV of 40◦. The PMDTec CamCube has a resolution of 204 × 204
pixel and a FoV of 40◦×40◦. The cameras offer both a range image with pixel-wise depth and
a reflectance image with IR modulation intensities. Some additionally offer a low resolution
intensity image as normal CCD cameras do.
Two different camera types have been used in this thesis, the Swissranger ToF-cameras, man-
ufactured by Mesa-Imaging, and the PMD[vision] ToF-cameras manufactured by PMDTec.
The differences are located on pixel level and concerning the demodulation and amplifica-
tion. In the Swissranger cameras the measurement process is based on the so-called “Lock-In”
method with a four-bucket solution, realized in CCD-/CMOS technique [SSVH95] [OLK+03]
[BL06] [BS08]. In the PMD[vision] cameras a slightly different approach [XSH+98] [LSBS99]
[Lua01] [Sch03] [KFM+04] is used, it relies on two potential wells in which charge carriers
are collected. To explain the measurement principle in detail I will concentrate in the Photonic
Mixer Device (PMD) measurement principle used in the cameras of PMDTec.
1http://www.mesa-imaging.ch
2http://www.pmdtec.com
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(a) (b)
(c) (d)
Figure 3.1.: Different models of Time-of-Flight cameras: SR3000 combined with high-
resolution CMOS-camera (a), SR4000 combined with high-resolution CCD-
camera (b), PMD[vision] 3k-S with CCD-camera (c) and CamCube with CCD-
camera (d).
3.1.1. ToF-Measurement Principle
ToF-cameras are active cameras. They emit light and calculate the distance of objects to the
cameras from the reflected signal. With a PMD-sensor the time of flight is computed from
the phase shift between the emitted and the reflected signal in the sensor itself. Figure 3.2
shows the basic mode of operation. The illuminating units of the camera, consisting of special
LEDs, emit intensity modulated near infrared light (NIR). The emitted signal s is reflected at
the surface of objects and detected by the special pixel of the ToF-camera.
ToF-cameras use non-coherent modulated light for the measurement. The wavelength λ of the
carrier signal, which is mostly chosen in the NIR spectrum (780 nm - 1400 nm), is not decisive
as long as the wavelength of the modulation signal λmod is significantly longer. Typically a
modulation frequency fmod between 10 and 30MHz is chosen for distance measurement with
16
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Figure 3.2.: The ToF-measurement principle with PMD-Sensor. (According to [Lua01]).
PMD-cameras. For a modulation frequency fmod of 20MHz and c ≈ 299792458ms the speed
of light, the wavelength λmod results in:
λmod = c/fmod = (299792458
m
s
)/(20 · 106Hz) = 14.9896229m. (3.1)
The measurement range L is limited by λmod2 , as with a phase shift bigger than 2L = λmod
the phase delay is repeating and it cannot be distinguished whether it belongs to the first
modulation period or a following one. The range L is called the nonambiguity range. The
correlation between the detected optical signal r and the demodulation signal s is calculated
in the smart pixel of the camera over the integration time Tint:
S = c(ψ) = r(t)⊗ s(t) = lim
T→∞
1
Tint
Tint∫
0
r(t) · s(t+ ψ) dt. (3.2)
with Tint the integration time, ψ an introduced phase delay of the reference signal and ϕ the
phase shift of the reflected signal r. For s and r mostly sinusoidal signals are chosen:
s(t) = sin(ωmodt) (3.3)
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r(t) = b+ a sin(ωmodt− ϕ) (3.4)
with ωmod = 2pifmod the angular modulation frequency, b the background light and a the
amplitude. This finally leads to:
S = c(ψ) =
a
2
cos(ϕ− ψ) (3.5)
For further insights to the operation principle of the ToF-camera please consult appendix A.
Distance Calculation
By sampling the correlation function 3.2 four times:
ψ0 = 0
◦, ψ1 = 90◦, ψ2 = 180◦, ψ3 = 270◦
Si = c(ψi)
(3.6)
which means taking four sequential images with an internal phase delay ψi and using sim-
ple trigonometry, it is possible to determine a pixel’s phase shift ϕ between 0 and 2pi, the
correlation amplitude a and the incident light intensity h as
ϕ = atan
(
S3 − S1
S0 − S2
)
h =
1
4
3∑
i=0
Si,
a =
1
2
√
(S3 − S1)2 + (S0 − S2)2. (3.7)
The distance d to the corresponding object region is finally given by:
d =
c
4piωmod
ϕ (3.8)
where c ≈ 299792458ms is the speed of light and ωmod is the signal’s angular modulation
frequency. Following [Sch03] the decreasing accuracy with increasing distance can be ex-
plained with the SNR (Signal to Noise Ratio) of the Poisson-distributed number of electron
carriers which are reflected by an object and measured by the ToF-camera. In the same way
as the number of electron carriers decrease proportional to 1d2 (d = distance), the SNR de-
creases, leading to increased measurement uncertainty and decreased accuracy. Rapp et. al
[RFHJ08] provide a theoretical and experimental error analysis of the accuracy of the depth
measurement. He shows that the variance of the depth error is approximately proportional to
the squared distance.
Due to the active illumination with NIR light the FoV is limited and the resulting images are
quite noisy and of low resolution. To overcome this shortcomings it is advisable to combine a
ToF-camera with one or more high resolution CCD images as is depicted in figure 3.1.
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This combination of ToF-cameras with standard CCD-cameras or other measurement devices
is gaining more importance as the advantages of the absolute range measurement of the ToF-
camera and the higher resolution of the CCD-camera can be combined. The accuracy of stereo
systems and ToF-cameras was compared in [BBK07a] and a fused surface reconstruction was
proposed in [BBK07b], which requires a reliable relative calibration of the stereo and the ToF-
camera. In [KS06] a fusion of ToF and stereo was proposed, where the accuracy of the results
is highly dependent on the quality of the calibration. The relative orientation of a ToF- and an
optical camera for pose estimation is also required in [PMS+08] and [SBKK07].
3.1.2. Accuracy Evaluation
Of more interest than the theoretical accuracy is the actual accuracy of the cameras as this
defines the accuracy to which all applications are limited. The measurement accuracy is ac-
cording to Schneider et. al [Sch03] in principle independent of distance, but according to Rapp
et. al [RFHJ08] the distance accuracy is proportional to 1/d2. To evaluate this, average im-
ages with variance and standard deviations are calculated for different distances, modulation
frequencies and integration times.
Figure 3.3 shows the variance analysis of the depth measurements with a SR4000 ToF-camera.
In this experiment 50 images of a natural environment have been taken with the SR4000 cam-
era with different integration times, different modulation frequencies and at different distances.
The camera has been placed in front of a flat wall and the mean distance has been computed
from 50 images. This is considered the true distance and the variances and standard deviations
are given relative to this mean depth. The integration times used, which correspond to Tint of
equations A.5, p.122 and A.6, p.122, are given for a complete depth image. The integration
time for one sample image Si (cf. equation 3.6) is therefore one forth of the given numbers.
Using a modulation frequency of 30Mhz, as in the top of figure 3.3, limits the ambiguity
range to ≈5m. Using lower modulation frequencies extends this ambiguity range to ≈10m as
in figure 3.3 in the middle and ≈15m in figure 3.3 in the bottom.
The figures show that using the ideal and pre-calibrated modulation frequency of 30Mhz for
the SR4000 camera results in the most reliable depth measurements with a standard deviation
below 10mm till 3.5m object distance for higher integration times. Using lower integration
times, the standard deviations increase rapidly above 4m object distance, suggesting that the
camera is not suitable in such distances using this modulation frequency with low integration
times. Higher integration times provide increased accuracy. The standard deviation of the
measurements stays well below 10mm through the entire operation range for an integration
time of 81.2ms.
Following Rapp et al. [RFHJ08] the standard deviation of the depth is approximately propor-
tional to the squared distance.
σd ∝ d2 (3.9)
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Figure 3.3.: Accuracy analysis of the SR4000 camera at 30MHz (top), 15Mhz (middle) and
10Mhz (bottom) modulation frequency and different integration times.
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In the figures 3.3 and 3.4 the standard deviation is plotted and therefore a behavior propor-
tional to the squared distance is expected. The squared distance, scaled with 1/500000, is
additionally shown in the plots for comparison. The results show, that the assumption of pro-
portionality to the squared distance is approximately true. At small distances the standard
deviation is increasing slower and at higher distances it is increasing faster. However, the
increased measurement uncertainty with increasing distance is obvious.
Figure 3.4 shows the analysis of the standard deviation of depth measurements using the Cam-
Cube 2.0 from PMDTec. This camera can be operated using modulation frequencies of 19, 20
and 21 Mhz so a direct comparison to the SR4000 using the same modulation frequencies is
not possible. The measured standard deviations of the CamCube are however comparable to
the values of the SR4000. The standard deviation is small for small distances and increasing
faster with growing distances. The values are approximately the same for all modulation fre-
quencies, so it is not necessary to favor one frequency over another which makes the CamCube
2.0 suitable for multi-camera setups where different modulation frequencies have to be used.
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Figure 3.4.: Accuracy analysis of the CamCube 2.0 camera at 21 (top), 20Mhz (middle) and
19MHz (bottom) modulation frequency and different integration times.
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3.2. ToF-Camera Calibration
An important issue when using ToF-cameras is the internal and external calibration of such
cameras. Not only the standard perspective camera calibration including focal length, radial
distortion and principle point is necessary but the calibration of the deviation of the depth
measurement from the real depth. Different error sources for depth measurement errors are
present, the most significant error is a systematic "wiggling" error caused by the imperfect
sinusoidal modulation of emitted light.
3.2.1. Literature
Since ToF-cameras are used for Computer Vision applications the calibration of such devices
is mandatory for correct measurement results. Previous approaches to calibrate ToF-cameras
were described by Kuhnert et al. [KS06], Kahlman et al. [KRI06] and Lindner and Kolb
[LK06]. The latter both use the calibration method of Zhang [Zha99] on the reflectance images
to estimate internal and external orientation which is implemented in the OpenCV library
[Ope10]. The depth image is not used for pose estimation, because the scope of those works
also is the depth calibration of the cameras. The authors conclude that the poor quality of the
low resolution reflectance images makes precise localization very difficult. Further calibration
approaches are also found in [PHW+06], [SF08] and [KCTT08]. While most calibration
work with ToF-cameras only covered the calibration of single ToF-cameras the work of Kim
et al. in [KCTT08] also discusses the calibration of multiple ToF-cameras. Tables 3.1 and
3.2 show a comparison of the used methods for calibration. The column "Pattern" describes
what kind of calibration pattern is used, the column "Internal" specifies which approach is
used to estimate the internal camera parameters and the column "Distance" specifies how
the reference measurements for the distance calibration are obtained. The column "Depth
Model" states what kind of error function is used to compensate depth measurement errors,
the column "Para. Est." stands for the method the parameters are estimated and the last column
tells whether a combination with one or more standard cameras is included in the calibration.
3.2.2. Calibration Approach
As stated in chapter 3.1 it is advisable and common to combine a ToF-camera with at least
one other standard camera. In this section, I address the exact calibration of a ToF-camera
in combination with at least one standard CCD-camera. This new calibration approach con-
stitutes one of the contributions of this thesis as it is a novel approach for calibrating focal
length, principle point, lens distortion and depth calibration for ToF- and standard cameras
in a joint method. Simultaneously the relative external transformation between the ToF- and
CCD-cameras is estimated and high accuracy is achieved by using multiple images from each
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Pattern Internal Distance
Kuhnert et al. Chessboard not specified not specified
[KS06]
Lindner et al. Chessboard OpenCV Trackline
[LK06][LK07] [Zha99]
Kahlman et al. Pattern of Bundle Trackline
[KRI06] NIR LEDs Adjustment
Fuchs et al. Chessboard OpenCV Robot
[SF08] [FH08]
Prasad et al. Chessboard OpenCV Measured
[PHW+06]
Kim et al. Chessboard MATLAB MATLAB Toolbox +
[KCTT08] Toolbox[Bou99] Angular Refinement
Schiller et al. Chessboard OpenCV + OpenCV +
[SBK08] Refinement Refinement
Table 3.1.: Comparison of calibration approaches for ToF-cameras I.
Depth Model Para. Est. Comb. 2D/3D
Kuhnert et al. 2nd Order not specified No
[KS06] Polynomial
Lindner et al. B-Spline + not specified No
[LK06][LK07] per pixel fixed pattern offset
Kahlman et al. LUTs (different reflectivities) not specified No
[KRI06] + per pixel fixed pattern offset
Fuchs et al. Polynom/Splines (Wiggling error) Nonlinear No
[SF08] [FH08] + Linear (fixed pattern noise) Least Squares
Prasad et al. Linear not specified Yes, Image
[PHW+06] Multiplier
Kim et al. 6th Order not specified Yes, Calibrated
[KCTT08] Polynomial separately
Schiller et al. 3rd Order Polynomial or Nonlinear Yes, Calibrated
[SBK08] B-Spline Least Squares simultaneously
Table 3.2.: Comparison of calibration approaches for ToF-cameras II
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camera. This method uses the reflectance- and depth images provided by a ToF-camera and
the reflectance images from the standard CCD-cameras. The reflectance image of the ToF-
camera is also refered to as "amplitude"- or "modulation coefficients"- image in the literature.
An analysis-by-synthesis approach is used in combination with non-linear optimization for
parameter estimation.
Section 3.2.2 introduces the calibration approach and section 3.2.3 the depth calibration mod-
els. How the internal and external camera parameters are estimated is shown in section 3.2.5
using all images taken of a planar checkerboard calibration pattern. A new reflectivity cal-
ibration approach is presented in section 3.2.4. Finally the results are discussed in section
3.2.6.
In the calibration process the internal camera parameters for the single cameras as well as the
external parameters are estimated. Typically 30 to 80 images per camera are used to calibrate
a camera rig. A rigidly coupled camera rig is assumed and only the absolute external camera
parameters of the first camera in the rig are estimated. The positions and rotations of the other
cameras are estimated relatively to this first camera. E. g. with four cameras and 20 images
per camera 20 absolute external camera parameters (20x translation and rotation) and three
(3x translation and rotation) relative external camera parameters are estimated.
The cameras will from now on carry the indexes k, k ∈ {1, ...,K}, the images per camera
will be indexed with indexes j, j ∈ {1, ...,M} and a pixel in an image I is indexed with
i, i ∈ {1, ..., N}.
The initial estimation of the external orientations and internal parameters is based on corre-
spondences between a reference object (here a planar checkerboard pattern) and points in the
camera reflectance images. The checkerboard is detected automatically if possible, otherwise
the corners of the checkerboard have to be selected manually. Assuming that the checker-
board is located at the Z = 0 plane 2D-3D point correspondences can be established and the
initial internal and external camera parameters are computed using standard computer vision
methods from OpenCV [Ope10].
Estimation Model
The geometric camera model assumed follows the definition in section 2.1.2, p.4 equation 2.1
and 2.8. Note that one camera matrix Kk is used per camera. The nonlinear lens distortion
is modeled by the radial and tangential parameters (κ1, κ2, ρ1, ρ2). From the initial camera
parameter computation an estimate for principal point (cx,k, cy,k), shear sk, focal lengths
(fx,k, fy,k) and nonlinear distortion parameters is available. For the ToF-camera depth images
are available, so that for each pixel xijk in a ToF-image the corresponding distance dijk(pl) to
the camera center is known. Note that the depth is dependent on the depth deviation parameters
pl, l ∈ {0, ..., 5} (see section 3.2.3, p.27). Hence, for each pixel the corresponding 3D point
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Xi can be computed as follows:
Xi = dijk(pl)
RjkK−1k xijk√
xTijkK
−T
k K
−1
k xijk
+Cjk (3.10)
The assumption is made that the planar calibration object is located at the Z = 0 plane. So
one can derive one constraint per pixel by requiring Xz = 0, with Xz the z-component of Xi.
Using equation (3.10) this can be expressed as:
dijk(pl)rz,jkK−1k xijk + Cz,jk
√
xTijkK
−T
k K
−1
k xijk = 0 (3.11)
or equivalent:
dijk(pl) = −
Cz,jk
√
xTijkK
−T
k K
−1
k xijk
rz,jkK−1k xijk
= f
(1)
ijk (3.12)
in which rz,jk = (rx, ry, rz)T (the last column of the rotation matrix Rjk) and Cz,jk = z-
component of Cjk.
The depth constraint using only the planar reference object is obviously not sufficient for
calibration. Hence the reflectance image has to be used as well. The second constraint that
can be derived is, that the reflectance is assumed to be equal to the known reflectance of the
reference object:
Iref (Xi) = Iref
dijk(pl) RjkK−1k xijk√
xTijkK
−T
k K
−1
k xijk
+Cjk
 = I(xijk) (3.13)
or by substituting dijk(pl):
I(xijk) = Iref
(
Cjk − Cz,jkRjkK
−1
k xijk
rz,jkK−1k xijk
)
= f
(2)
ijk (3.14)
in which I denotes the reflectance image and Iref denotes the reference image which is the
image of the smoothed checkerboard pattern.
For the ToF-camera both constraints (3.12) and (3.14) can be used to estimate the external
orientation, the internal camera parameters and the depth deviation parameters. In the case of
the standard CCD-cameras only the second constraint (3.14) can be used. I will now show how
to use these constraints to precisely calibrate the external and internal camera parameters as
well as the depth calibration of the ToF-camera in a joint approach. Figure 3.5 shows two input
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(a) (b)
Figure 3.5.: Depth image (a) and gray value image (b) from SR4000-camera. Darker areas in
(a) are closer to the camera.
images to the calibration procedure from a ToF-camera. On the left the depth measurement
and on the right a reflectance image is shown.
3.2.3. Depth Calibration Model
The depth measurement with ToF-cameras suffers from systematic errors [SF08] which is
mainly caused because the modulation of the light is not perfectly sinusoidal. The error is not
only a constant offset but a higher order function [LK06]. Different error models are possible
to model the depth deviation. In [SBK08] I proposed to use a polynomial model, but it is
also possible to use a B-Spline model as proposed in [LK06] or to use look-up tables which
requires intensive calibration effort. The combination of the Analysis-by-Synthesis approach
and the B-Spline depth deviation model was published in collaboration with Lindner et al. in
[LSKK10]. In this thesis I will introduce both models and compare them. In the following
d is again the measured depth, d∗ the corrected depth and x, y are the image coordinates.
The depth images provided by the ToF-cameras encode ray lengths from the camera center
to the 3D scene point which I will refer to as polar distance d. Therefore the wiggling error
compensation function cannot be applied to the raw depth image data without considering
the position in the image as this would change ray lengths at image borders more than in the
image center and therefore distort scene geometry. Instead of considering the radial distance
of a pixel to the principle point in the depth wiggling compensation function the depth images
can be transferred into a Cartesian representation with Cartesian distance dc:
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dc = cos(αx) · cos(βxy) · d
αx = atan((x− cx)/fx)
βxy = atan
√
(cy − y)/(((x− cx)fy
fx
)2 + f2y )
(3.15)
In the following the depth values will always be distorted and undistorted in Cartesian coor-
dinates. After distortion or undistortion the Cartesian depth is transformed to depth in polar
coordinates by applying the inverse of equation 3.15.
B-Spline Depth Error Model
Cubic B-Spline curves are very flexible in their shape and the fact that they are continuously
differentiable make them an excellent choice to model the systematic depth deviation (wig-
gling) of the ToF-camera. The objective of the undistortion is to obtain a correction value for
every measured depth value. Hence the cubic B-Spline curve parametrizes the depth deviation
of the measured depth from the correct depth. This leads to the following definition of the
depth correction function using cubic B-Splines:
d∗c = dc −
m∑
l=0
clB
3
l (dc) (3.16)
in which cl are the control-points of the B-Spline function which are estimated during wig-
gling parameter calibration, B3l (dc) are the basis B-Splines, and m is the number of control
points. In this calibration framework the knot-points of the B-Spline curve are evenly dis-
tributed in the available depth range of the calibration data. The wiggling corrected depth d∗c
is obtained by subtraction of the returned value of the B-Spline curve. In the following I will
consider three different cases for the evaluation of wiggling error compensation. The first two
schemes, named [A] and [B] will use the cubic B-Spline to compensate wiggling errors.
Polynomial Depth Error Model
Polynomials have also been used in the literature, e. g. in [KCTT08], to model the depth
deviation. A polynomial of degree 3 is used in [SBK08] to model the depth deviation. I chose
to model the corrected depth d∗c as:
d∗c = p0 + (1.0 + p1) ∗ dc + p2 ∗ x+ p3 ∗ y + p4 ∗ d2c + p5 ∗ d3c (3.17)
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in which pl, l ∈ {0, ..., 5} are the parameters to estimate. The factors d2 and d3 define a tilt
in the image plane of the ToF-camera with respect to the optical axis, which was observed in
the measurement data. This wiggling error model will be used for evaluation in scheme [C].
3.2.4. Reflectivity Calibration
Empirical investigation showed that the measured depth is also dependent on the reflectivity
of the observed surface. An approach to calibrate the reflectivity dependent depth error of
the ToF-measurement together with the wiggling error was introduced by Lindner and Kolb
in [LK07]. In this approach a combined reflectivity and wiggling error compensation func-
tion is formulated using cubic B-Splines. In a corporate development with Lindner and Kolb
[LSKK10, Lin10] the reflectivity calibration approach was integrated in the calibration pro-
cess presented in this thesis by using a modified calibration pattern as shown in figure 3.6.
The pattern consists of a modified checkerboard pattern in which black squares have been
replaced with squares of different reflectivity to cover the required reflectivity range. On the
left the inner squares are printed with 100% black, decreasing in 4 steps to 20 % black on
the right. In consequence, the synthesized checkerboard pattern used for non-linear parameter
estimation is altered as well. In this corporate development the reflectivity error compensation
is detached from the wiggling error compensation and the correction functions are formulated
in a different manner which is elucidated below.
Figure 3.7 shows the effect of the different degrees of reflection and absorption of the checker-
board pattern with squares of different gray levels. The amplitude image of the ToF-camera in
image (a), compared to (c) shows that the material and the ink used to print the checkerboard
has a different reflectivity for different wavelengths λ. While the squares, printed in light gray,
are not visible in the infrared reflectance image (a) they are visible in image (c), recorded with
conventional CCD-camera. The depth dependency is visible in image (b) and (d) in which the
black checkerboard squares are closer to the camera than the white squares. Another effect
which has to be taken into account is the radial light fall off (vignetting) in the amplitude im-
ages of the ToF-camera. This effect is also visible in image (a) of figure 3.7 in which the white
squares show a decrease in brightness as they are located closer to the image borders.
The incorporation of the modified checkerboard pattern for the calibration of reflectivity de-
pendent depth errors was first introduced in [LSKK10]. To make the reflectivity values com-
parable, the reflectivity values have to be normalized as the values are not constant for the
same object color over the operation range of the camera, as can be seen from a comparison
of images (a) and (c) of figure 3.7.
The reflectivity values are normalized by determining the minimal hmin(d∗c) and maximal
reflectivity hmax(d∗c) for every depth interval ∆dc of 100mm and using equation:
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Figure 3.6.: The modified calibration checkerboard pattern used for reflectivity related cali-
bration. Gray values are scaled from left to right in the center: 100% black, 80%
black, 60 % black, 40 % black and 20 % black.
hˆ(h, d∗c) = norm(h, hmin(d
∗
c), hmax(d
∗
c))
=
h− hmin(d∗c)
hmax(d∗c)− hmin(d∗c)
(3.18)
in which d∗c represents the already wiggling corrected distance value. The final error adjust-
ment consists of subtracting the reflectivity distance correction δ from the wiggling corrected
depth d∗c :
dˆc(d
∗
c , hˆ) = d
∗
c − δ
(
hˆ(h, d∗c)
)
. (3.19)
The resulting reflectivity and wiggling corrected depth is denoted dˆc and in polar coordinates
it is denoted dˆ. In this case, all three functions δ(hˆ), hmin(d∗c) and hmax(d
∗
c) are modeled by
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(a) (b) (c)
(d) (e)
Figure 3.7.: The amplitude image of the modified calibration pattern with different gray lev-
els (a)+(c), to (a) corresponding depth image (b) and CCD intensity image for
comparison (d). Textured triangle mesh of the ToF-measurement seen from the
top left corner (e). Note the non-planarity in darker areas. Images taken with
SwissRanger SR3000.
polynomials of degree 3, i. e.
hmin(d
∗
c) =
3∑
k=0
amink d
∗k
c
hmax(d
∗
c) =
3∑
k=0
amaxk d
∗k
c
δ(hˆ) =
3∑
k=0
aδkhˆ
k
(3.20)
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The radial light attenuation is incorporated by extending the normalization parameter by an
additional radial attenuation:
hmin(d
∗
c , r) =
3∑
k=0
amink d
∗k
c +
3∑
l=0
blr
l
hmax(d
∗
c , r) =
3∑
k=0
amaxk d
∗k
c +
3∑
l=0
blr
l
(3.21)
where r is the euclidean distance to the projection center (cx, cy) on the image plane (cmp.
Eq. 2.1).
Analog Eq. 3.19 extends to
hˆ(h, d∗c , r) = norm(h, hmin(d
∗
c , r), hmax(d
∗
c , r))
dˆc(d
∗
c , hˆ) = d
∗
c + δ
(
hˆ(h, d∗c , r)
) (3.22)
The reflectivity related calibration parameters are estimated by an additional step in the op-
timization (see section 3.2.5) using the same input data as for the intrinsic/depth deviation
calibration. First, the normalization coefficients amink and a
max
k are determined regarding the
black and white squares of the checkerboard pattern. Therefore the depth range is divided
into intervals of a given size (normally 100 mm) and for every interval the minimum and max-
imum reflectivity is determined. Note that correct data recording is crucial and has to take
into account that the full intensity range for all depth intervals has to be available. The radial
attenuation is also determined in this step. On the white squares of the calibration pattern the
average of the reflectivity values is calculated for every radius r. Only natural numbers are
used for r, resulting in a discretization of the radius with step-size 1. Finally, the coefficients of
the actual deviation function δ
(
hˆ(h, d∗c , r)
)
are estimated based on the normalized intensities
as described above.
3.2.5. Optimization
This section describes the method to estimate the internal camera parameters and the external
orientation from the depth and the reflectance image. From the estimate of the internal and
external camera parameters the internal camera parameters as well as rotation R(0)jk and posi-
tion C(0)jk of the cameras are approximately known. I will now show how to estimate those
quantities starting from approximate initial values.
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The rotation matrix can be represented using its Taylor expansion: (cf. [FW04, p.53])
R(ν+1)jk ≈ R(ν)jk +
 0 −κ φκ 0 −ω
−φ ω 0
 (3.23)
For every optimization step the relevant parameters are collected in a parameter vector p.
p = (fx, fy, x0, y0, s, r1, r2, t1, t2, ω, φ, κ, Cx, Cy, Cz, ...)
T (3.24)
The depth image can be synthesized from the parameters using equation (3.12) as:
dijk(pl) = f
(1)
ijk(p) ≈ f (1)ijk
(
p(ν)
)
+
∂f
(1)
ijk
∂p
∣∣∣∣∣
p(ν)
∆p (3.25)
and the reflectance image can be synthesized from the parameters using equation (3.14) as:
I(xijk) = f
(2)
ijk(p) ≈ f (2)ijk
(
p(ν)
)
+
∂f
(2)
ijk
∂p
∣∣∣∣∣
p(ν)
∆p (3.26)
Note, that in this formulation no derivative of any observed noisy low-resolution depth or
reflectance image is required for the Taylor expansion. An efficient way to synthesize depth
and reflectance image is to render the checkerboard on the GPU. This possibility is exploited
here as checkerboard- and depth image are rendered on the GPU including the full camera
model. This significantly speeds up the calibration process.
Figure 3.9 shows the synthesized images generated with equations 3.12 and 3.14. On the left
the synthesized depth image and on the right a synthesized reflectance image is shown. The
synthesized images are overlaid on the real images.
The Jacobian is denoted with:
A(1)ijk =
∂f
(1)
ijk
∂p
∣∣∣∣∣
p(ν)
A(2)ijk =
∂f
(2)
ijk
∂p
∣∣∣∣∣
p(ν)
(3.27)
and
∆l
(1)
ijk = dijk(pl)− f (1)ijk
(
p(ν)
)
(3.28)
∆l
(2)
ijk = I(xijk)− f (2)ijk
(
p(ν)
)
(3.29)
33
3.2. TOF-CAMERA CALIBRATION CHAPTER 3. 2D/3D CAMERA CALIBRATION
Figure 3.8.: Two amplitude images of the SR4000-camera with reprojected checkerboard cor-
ners during optimization. The detected checkerboard corners are marked in green
and the projection of the 3D points is overlaid in red.
(a) (b)
Figure 3.9.: Depth image (a) and corresponding amplitude value image (b) from SR4000-
camera with projected depth plane in the center of the blackboard (a) and pro-
jected checkerboard in amplitude image (b).
one obtains the parameter covariance as (cf. [FW04], p.87)
C(ν+1)pp =
 N∑
i
M∑
j
K∑
k
1
σ2jk
AT (τ(k))ijk A
(τ(k))
ijk
−1 (3.30)
where τ(k) indicates the current camera type. (1=ToF-camera, 2=CCD-camera) The variance
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factors σjk are initially set to 1.
From this the parameter update is computed as
∆p = Cpp
 N∑
i
M∑
j
K∑
k
1
σ2jk
AT (τ(k))ijk ∆l
(τ(k))
ijk
 (3.31)
yielding the improved parameter vector
p(ν+1) = p(ν) + ∆p (3.32)
The sum of the squared residuals in a depth or reflectance image are given by:
Ωjk =
N∑
i
||A(τ(k))ijk ∆p−∆l(τ(k))ijk ||2 (3.33)
so that the variance factors can be updated according to (cf. [FW04], p.91)(
σ
(ν+1)
jk
)2
=
(
σ
(ν)
jk
)2 Ωjk
Rjk
(3.34)
with Rjk = the redundancy of the observations j, k. Starting with initial variance factors
σ
(0)
jk = 1 this process is iterated until convergence. The convergence criterion is, that the
update is smaller than 1% of the expected accuracy, i.e. ∆p−TC−1pp∆p < 0.01.
3.2.6. Results and Discussion
For the discussion of the results I will investigate three different setups. Scheme [A] is the
calibration of a ToF-camera without any additional CCD-cameras and B-Spline function for
depth error compensation. Scheme [B] is the calibration of a ToF-camera with one additional
CCD-camera and B-Spline depth error compensation and scheme [C] is as scheme [B] but with
a polynomial error model for depth deviation. In the analysis the accuracy and correlations of
the internal, external and depth deviation parameters will be investigated.
Error Analysis without Additional CCD Camera [A]
In this section the accuracy and correlations of the parameters of a ToF-camera are investi-
gated, if calibrated without additional CCD-cameras from 42 ToF-images in the range of 1.2
- 6 meters, which is denoted scheme [A]. Tab. 3.3 shows the estimated values for the camera
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matrix in pixel [px]. Compared to the scheme with additional CDD camera (see. Tab. 3.7) the
focal length is estimated too small, which was compensated by external and wiggling error
parameters.
fx [px] fy [px] cx [px] cy [px]
207.0551 205.1033 105.9832 85.6877
Table 3.3.: Estimated focal lengths and principle point for scheme [A].
The estimated accuracies for the internal parameters are shown in Tab. 3.4. It can be seen
that these values have been estimated with good confidence. The comparison of the results
with the results in section 3.2.6, which have been achieved using an additional CCD camera,
however shows that the values are not correct, which is due to the ambiguity of focal length,
external parameters and wiggling error which is reflected in the increased correlation of the
parameters visible in table 3.6.
σfx [px] σfy [px] σcx [px] σcy [px]
0.05881 0.06827 0.03207 0.03610
Table 3.4.: Accuracy of the internal camera parameters for scheme [A].
Tab. 3.5 states the accuracies of the external camera parameters. These have also been esti-
mated with high precision, although the deviations of the translations are in the range of a few
millimeters.
σX [mm] σY [mm] σZ [mm] σω [◦] σφ [◦] σκ[◦]
3.26 3.36 12.02 8.82e-4 8.94e-4 46.0e-4
Table 3.5.: Accuracy of the external camera parameters of the ToF-camera for scheme [A].
Tab. 3.6 shows the correlations of the external camera parameters for the calibration of a single
ToF-camera. It can be seen that correlations between translation and rotation are quite high,
although lower than the values in [BK08], which can be explained by the increased resolution
and field-of-view of the ToF-camera.
Error Analysis with Additional CCD Camera [B]
In this second experiment, the calibration has been performed with the proposed combination
of a high-resolution (1600 × 1200[px]) CCD- and a ToF-camera (scheme [B]). The average
reprojection error of the CCD-camera after initial guess by OpenCV is 1.24031[px] and the
mean reprojection error of the ToF-camera is 0.167957[px]. Note that for the initial guess ev-
ery camera pose is estimated individually and no rigidity for the camera rig is enforced. After
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X Y Z ω φ κ
X 1 0.017 0.086 0.005 0.636 0.002
Y 0.017 1 0.213 0.482 0.003 0.031
Z 0.086 0.213 1 0.020 0.080 0.028
ω 0.005 0.482 0.020 1 0.035 0.157
φ 0.636 0.003 0.080 0.035 1 0.024
κ 0.002 0.031 0.028 0.157 0.024 1
Table 3.6.: Computed correlations between the external ToF-camera parameters correspond-
ing to the accuracy values shown in Tab. 3.5.
enforcing rigidity in the rig, the average reprojection error of the CCD-camera is 1.24021[px]
and 0.708043[px] for the ToF-camera. After optimization on the checkerboard corners, the
reprojection error is reduced to 1.16606[px] for the CCD-camera and 0.440916[px] for the
ToF-camera.
fx [px] fy [px] cx [px] cy [px]
210.9124 209.8890 100.6778 82.2850
Table 3.7.: Estimated focal lengths and principle point for scheme [B].
Tab. 3.8 shows the accuracies of the estimation of the internal camera parameters of the ToF-
camera, which are shown in Tab. 3.7. By combining the ToF-camera with the CCD-camera, we
gain one order of magnitude for focal length and radial distortion parameters and two orders
of magnitude for the estimation of the principle point, compared to the values in Tab. 3.4.
σfx [px] σfy [px] σcx [px] σcy [px]
0.00241 0.00330 0.00095 0.00083
Table 3.8.: Accuracy of the internal camera parameters of the ToF-camera for scheme [B].
According to Tab. 3.5, Tab. 3.9 shows the accuracies of the external camera parameters for the
combined approach. Again a significant increase in confidence is visible in the order of two
magnitudes. This matches the results of the correlation analysis which is shown in Tab. 3.10.
The correlations between rotation and translation is now widely reduced.
Distance Deviation
An example of calibrated depth measurements for a SwissRanger3000 together with the mean
errors and standard deviations is shown in Fig. 3.11, which corresponds to the uncalibrated
37
3.2. TOF-CAMERA CALIBRATION CHAPTER 3. 2D/3D CAMERA CALIBRATION
σX [mm] σY [mm] σZ [mm] σω [◦] σφ [◦] σκ [◦]
0.019 0.017 0.047 1.51e-6 1.14e-6 3.92e-6
Table 3.9.: Accuracy of the external camera parameters of the ToF-camera for scheme [B].
X Y Z ω φ κ
X 1 0.006 0.000 0.034 0.101 0.002
Y 0.006 1 0.025 0.013 0.027 0.013
Z 0.000 0.025 1 0.013 0.045 0.007
ω 0.034 0.013 0.013 1 0.014 0.006
φ 0.101 0.027 0.045 0.014 1 0.093
κ 0.002 0.013 0.007 0.006 0.093 1
Table 3.10.: Correlations between the external ToF-camera parameters corresponding to the
accuracy values shown in Tab. 3.9
measurements shown in Fig. 3.10 in which the estimated B-Spline function, approximating
the wiggling error, is shown as well. The horizontal axis shows the distance of the camera
center to the reference plane, which is acquired using the vision-based optimization. Note
that in scheme [A] the distances are estimated from the camera poses only, which has been
calculated from the low-resolution ToF-images. This leads to a higher error and expanding
(or shrinking) of the whole measurement range. The vertical axis shows the remaining error
which is reduced below 50 mm throughout the whole operating range of the camera.
As introduced in section 3.2.3 different approaches of depth error compensation have been
investigated. The in [SBK08] proposed polynomial model is compared to the B-Spline model
introduced in [LSKK10].
Figure 3.12 shows the result of the fitting of a polynomial of degree three to the distorted
depth measurements. Note that the approximation of the polynomial is not as precise as the
approximation of the B-Spline function in figure 3.10.
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Figure 3.10.: Wiggling error before correction for scheme [A] (top) and [B] (bottom). The
depth error of every ToF-image pixel is shown in gray, mean error and standard
deviations are shown in black and the estimated B-Spline function is shown in
light gray. Note that the error for scheme [A] is much higher due to the un-
derestimated focal length and errors in pose estimation. Using an additional
CCD-camera helps to minimize such errors.
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Figure 3.11.: Wiggling error after correction. The remaining depth error of every ToF-image
pixel is shown in gray, mean error and standard deviations are shown in black.
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Figure 3.12.: Wiggling error of polynomial depth error correction model before and after cor-
rection. The depth error of every ToF-image pixel is shown in gray, mean error
and standard deviations are shown in black. In comparison to the graphs in figure
3.11 the function does not fit the data very well and the remaining error is much
higher.
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Reflectivity Calibration
To investigate the suitability of reflectivity calibration the approach is verified on synthetic
data. Therefore a sequence of images with the modified calibration pattern (cf. figure 3.6)
was produced. The depth images have been distorted on the black and gray squares with a
maximum distortion of 50mm, linearly decreasing in steps of 20% till 10mm. Additionally
the radial light attenuation is simulated with a quadratic light attenuation from the center of
the image to the borders. Example images of this sequence are shown in figure 3.13.
(a) (b) (c)
Figure 3.13.: Input images of synthetic scene for reflectivity calibration evaluation. (a) CCD
image, (b) vignetted ToF-amplitude image, (c) reflectivity distorted depth image.
After optimization of the parameters and application to the distorted images the simulated
effect could be widely reduced. The mean depth error of all pixel in all images was reduced
from 47.34 mm to 8.10 mm using the estimated parameters. A visual result is shown in figure
3.14.
The effect of the reflectivity calibration on the real data is visualized in figure 3.15. Image (a)
shows the ToF- amplitude image and image (b) shows the reflectivity corrected depth image.
Image (c) visualizes the difference between wiggling corrected depth image and reflectivity
corrected depth image. The depth correction is much smaller than in the simulated data. The
different correction values for the different reflectivities of the checkerboard are visible as
elevations in the graph. The reflectivity corrected depth image (b) shows a much smoother
depth than the original depth image in figure 3.7 (b).
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(a) (b)
(c)
Figure 3.14.: Results of reflectivity calibration on synthetic scenes. (a) Difference image, (b)
reflectivity undistorted depth image and 3D plot of difference between distorted
and undistorted depth image. (Compare with image (c) in figure 3.13.)
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(a) (b)
(c)
Figure 3.15.: Results of reflectivity calibration on real data. (a) Difference image, (b) reflec-
tivity undistorted depth image and 3D plot of difference between distorted and
undistorted depth image. (Compare with image (b) in figure 3.7.) Note the dif-
ferent scale in comparison with figure 3.14 (c).
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3.2.7. Calibration of Multi-ToF-Camera Setups
The reconstruction of deforming and moving objects suffers from incomplete data if the object
is viewed by a single ToF-camera from a single perspective. The resulting reconstructed object
is open at the backside for example. To overcome such incompleteness assumptions about
the object can be made based on continuity of the object, e. g. cylindrical shapes could be
assumed. This is however prone to errors as assumptions have to be made which may not be
correct.
Another possibility is to use multiple ToF-cameras and to view the object from different per-
spectives, covering all areas of the object’s space. Using multiple ToF-cameras however in-
troduces several challenges and error sources which have to be considered. The ToF-cameras
must not be operated using the same modulation frequency as the cameras influence each other
and measurements are distorted by the active illumination of the other cameras. Additionally
if the illumination units of other cameras are within the field of view of a ToF-camera, pixel of
the ToF-camera are often saturated and reliable measurement is made impossible in this area.
Approach
The registration of cameras which face each other requires a suitable calibration procedure.
Model-based calibration using a three-dimensional calibration object promises accurate cali-
bration results. Hence the analysis-by-synthesis calibration approach as described in section
3.2.5 is exploited to calibrate the relative extrinsic parameters (rotation and translation) of the
cameras, using a known threedimensional calibration object. The geometry of the calibration
object has to be known and the visible parts of the objects have to be detectable in the images
to calibrate the setup. For this reasons a marker-based calibration has been chosen as markers
are distinguishable in the images and their size is known.
In a first step the exact geometry of the used markercube has to be calculated. Example input
images are shown in figure 3.17. From these images and the knownledge about the marker
geometry, encoded in the marker patterns, the geometry of the cube is calculated. An example
marker cube reconstruction is shown in figure 3.18 (a). The cube is reconstructed with a mean
reprojection error of the 3D points of the markers to the corresponding 2D points of 2.16784
pixel at a resolution of 3504×2336 pixel. This geometry is then used in the calibration as
replacement for the checkerboard pattern in the analysis-by-synthesis calibration.
For the calibration of the external parameters in the second step, the calibration marker cube
is placed at several positions in the interaction area (depicted in figure 3.16) and images are
taken with all CCD- and ToF-cameras. In each image the markers are detected and to each of
the eight detected 2D points on the marker borders, 3D points are assigned from the marker
object. For the ToF-cameras, the intensity or amplitude images are used to detect the markers.
The same optimization strategy as in section 3.2.5 is applied, but only external pose parameters
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Figure 3.16.: Schematic setup for calibration of three ToF-and three CCD cameras which ob-
serve an interaction area. The transparent cube symbolizes the interaction area.
Figure 3.17.: Example input images for marker cube reconstruction.
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(a) (b)
Figure 3.18.: The reconstructed marker cube (a) and the calculated camera positions around
the cube (b).
Camera Initial error[px] Rigidity Enforced[px] Reprojection Optimized[px]
CCD-Camera 1 2.9417 2.9417 2.9746
CCD-Camera 2 2.0772 3.3700 2.1623
CCD-Camera 3 2.4400 3.2476 2.4742
ToF-Camera 1 0.3101 0.3780 0.3574
ToF-Camera 2 0.3438 0.7752 0.3899
ToF-Camera 3 0.2577 1.0236 0.3355
Table 3.11.: Reprojection errors of marker corners for a camera setup of 6 cameras.
are estimated. The internal and depth deviation parameters have been estimated separately for
each pair of CCD and ToF-camera before. After optimization on the 2D/3D correspondences
the second optimization step is performed by rendering the markers on the GPU and optimiz-
ing on real images of the marker cube with rendered views of the marker cube. As result of
the calibration process the external camera parameters of all used cameras are available.
Results
Table 3.11 shows the reprojection errors of the 6 camera setup in pixel [px], consisting of 3
CCD cameras coupled with 3 ToF-cameras. The first column shows the reprojection error
after initial individual pose estimation. In the second column the mean rigid transformation
between the 6 cameras has been enforced which leads to an increase in reprojection error
which is minimized in the last column by the optimization on the reprojected corners.
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Figure 3.19.: The fused calibration object from 3 depth- and 3 CCD images.
Figure 3.19 shows the reconstruction of the calibration object using three depth and corre-
sponding CCD- images of the calibration images. The depth values have been projected to 3D
points using the calculated external camera parameters and corresponding color values have
been taken from the CCD images by projecting the 3D points into the cameras. The depth
values have been fused in a 3D volumetric Octree structure which is introduced in section
4.3.3, p.73. Additionally noise by flying pixel has been reduced by applying variance analysis
of the depth values as described in section 4.1.3, p.54. The images show that the geometry of
the marker cube is reconstructed very precisely.
3.3. Conclusions
In this chapter I presented a calibration method for ToF-cameras in combination with multiple
standard CCD-cameras. Standard computer vision algorithms are used for the initial param-
eter estimation. The parameters are optimized using an analysis-by-synthesis approach. The
model used is a rendered smoothed checkerboard pattern. In contrast to point-based calibra-
tion methods a measurement for every pixel is obtained and the method is independent of the
calibration model. The parameters are estimated using non-linear optimization. This method
overcomes the limitations of the small opening angle todays ToF-cameras suffer from. The
comparison of depth error compensation with a polynomial function and with a B-Spline func-
tion shows that the B-Spline function is clearly more suitable as it is capable to fit to the data
more precisely and significantly reduces the error. The calibration of multiple ToF-cameras,
which oberserve the same scene is another important issue for which a solution was presented
in this chapter by using a threedimensional calibration pattern made of markers. The following
chapters and the presented applications and examples all make use of the presented calibration
approaches.
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“Each problem that I solved be-
came a rule, which served after-
wards to solve other problems.”
Rene Descartes (1596 -1650) 4
2D/3D Data Processing
In this chapter, preprocessing algorithms for noise reduction concerning Time-of-Flight depth
images are presented and discussed in section 4.1.1. The combination of ToF-cameras with
standard cameras and the transfer of the depth measurements into the perspective of additional
cameras is presented in section 4.1.2. In section 4.2 segmentation algorithms are evaluated,
comparing background image based approaches with approaches which combine color and
depth information and in section 4.3 suitable datastructures to store ToF-depth data of three-
dimensional scenes are discussed.
4.1. Depth Preprocessing
Different error sources distort the depth measurement of ToF-cameras. These are also de-
scribed in [LSKK10], [LK06] and [LK07]. Like in almost every imaging-based measuring
process, the distance measurement with ToF-cameras suffers from noise in the measured data.
Noise in ToF- imaging can be reduced by increasing the integration time Tint (see equation
3.2, p.17) of the camera which leads to less frames per second and is not feasible for real-time
applications. Therefore a good compromise between integration time and real-time processing
is needed.
4.1.1. Noise Reduction
In the literature mostly median or mean filtering of the depth images is applied for denois-
ing. Besides that some other approaches to denoise depth data can be found. Mure-Dubois
[MDH07a] [MDH07b] focuses on the scattering compensation of ToF- cameras. Scattering
describes the effect that the depth measurements change around an object if this object is in-
troduced in the scene. More precicely, the measurements do not only change in the area in
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which the object actually is but also in other areas of the scene, mostly due to reflections. This
effect is neglected in this thesis. Huhle et al. [HSJS08] use a NL-Means Filter to denoise ToF-
depth data with additional color information and Matzka et al. [MPW07] advise the usage
of temporal filtering over a number of frames. However, this leads to increasing errors if the
camera is moving or if the scene changes rapidly. So they propose to use a small number of
images for temporal filtering and a spatial Gaussian filter. In [HBMB08] Haker et al. also
propose to use a Gaussian low-pass filter to reduce noise in the images.
Median/Mean/Gauss Filter
Noise reduction is crucial for every measured signal. To reduce the noise in a depth image the
simplest solution is to apply a mean or median filter to such an image. In this thesis most of
the images have been filtered with a median filter before further processing. Filtering images
is a convolution with a filter-mask. The mean filter is a mask with constant values, so for every
pixel x the mean depth value d˜(x) of a small area is calculated:
d˜(x) =
1
A
N∑
i=−N
M∑
j=−M
d(xi,j) (4.1)
in which N and M are the sizes of the filter-mask so for N = M = 1 this is a 3 × 3 mean
filter, and A = (2N + 1) · (2M + 1) = 9.
(a) (b) (c)
Figure 4.1.: Original (a) and mean filtered depth images with 5x5 (b) and 9x9 (c) pixel filter
mask.
In a median filter the pixel values are replaced by the median of all pixel values in a sur-
rounding with N ×M pixel. The median is not realized as a convolution. Instead, for every
depth pixel d(x) in the image, the surrounding N × M pixel are sorted in an array in an
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increasing manner. The new value d˜(x) of the output image is then the entry with index
(((N + 2) · (M + 2)) + 1)/2 in the sorted array. The median filter is more robust to outliers,
as single pixel which strongly deviate from the rest of the pixel have less or even no influence
on the result. Furthermore is the median filter computationally efficient as the complexity is
O(N · logN) or even O(1) [PH07].
(a) (b) (c)
Figure 4.2.: Original (a) and median filtered depth images with 5x5 (b) and 9x9 (c) pixel filter
mask.
The spatial Gauss filter is a filter which applies a radial symmetric Gaussian kernel function:
Gσ(x, x0) =
1
σ
√
2pi
· e−
1
2
(
(x−x0)2
σ2
)
(4.2)
in which x − x0 is the Euclidean distance between two values x and x0. If x is a two-
dimensional vector this represents the Gaussian kernel in two dimensions, as e. g. an image.
The filtered image is now calculated as:
d˜(x) =
N∑
i=−N
M∑
j=−M
Gσ(x,xi,j) · d(xi,j) (4.3)
Bilateral Filter
The Bilateral filter is a so called edge-preserving filter which makes it a superior alternative
to the aforementioned filters. Mean and Gaussian filters tend to blur edges in the images
which is fatal in depth images as the blur crosses sharp edges in depth and heavily distorts
the measurements. The Bilateral filter uses two Gaussian kernels (see equation 4.2), one
in the spatial domain which defines the influence of the surrounding pixel and one in the
intensity/depth domain which limits the filtering effect on edges.
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(a) (b) (c)
Figure 4.3.: Bilateral filtered depth images. Images have been generated with two iterations,
a filter-size N,M = 3 (7 × 7) pixel, σs = 5 and σd = 100 (a), 300 (b) and 900
(c). Observe the preserved contours of the person in comparison to mean (figure
4.1) and median filtering (figure 4.2).
So the Bilateral filtered depth d˜(x) is obtained using:
d˜(x) =
1
A
N∑
i=−N
M∑
j=−M
Gσs(x,xi,j)Gσd(d(x), d(xi,j)) · d(xi,j) (4.4)
in whichGσd(d(x), d(xi,j)) is the Gaussian distribution in the depth domain andGσs(x,xi,j)
is the Gaussian distribution in the spatial domain. If an intensity image with the same resolu-
tion and aligned content is available this can also be used to prevent the filter from smoothing
across intensity edges, as done in [PSA+04] for images taken with an extra flash, by rewriting
equation 4.4 as:
d˜(x) =
1
A
N∑
i=−N
M∑
j=−M
Gσs(x,xi,j)GσI (I(x), I(xi,j)) · d(xi,j) (4.5)
with I(x) the intensity at pixel x (and I(xi,j) the intensity at pixel xi,j). This is then called
a “Cross Bilateral Filter” or “Joint Bilateral Filter”. In [Wei06] efficient methods to speed up
the bilateral filter are described and the parameter A is defined as:
A =
N∑
i=−N
M∑
j=−M
Gσs(x,xi,j)GσI (I(x), I(xi,j)) (4.6)
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4.1.2. Depth Warping
For many applications it is necessary to combine the ToF-camera with one or multiple standard
color cameras. Examples for such applications are environment reconstruction in depth and
color, registration by feature matching and matting in depth and intensity. To use a ToF-camera
together with a color camera, both have to be calibrated internally and the relative external
translation and rotation between the cameras have to be known. The calibration approach
presented in section 3.2, p. 23 was developed to serve for this purpose.
For applications which require high resolution depth maps it is necessary to transfer the depth
image of the ToF-camera into the perspective of the color camera. An approach to do this is to
project every pixel of the ToF-depth image to a 3D point using equation 2.12, p.7 and project
these 3D points to the image plane of the color camera using equation 2.10, p.6. The resulting
holes can be filled by applying image filters as proposed in [MFY+09]. The big difference in
resolution between ToF- and color camera causes large uncovered areas in the depth image in
the perspective of the color camera. These areas are not filled with depth measurements from
a projected 3D point. Filling these holes using filtering causes errors, and because large filter
masks have to be used this approach is computationally expensive. The warping result using
simple projection and hole filling with a dilation filter is illustrated in figure 4.4.
(a) (b) (c)
Figure 4.4.: Warped depth images generated by projection of depth values to 3D points and
reprojection to the color camera image plane. Additionally a dilation filter with
kernel size 7x7 (a), 11x11 (b) and 21x21 (c) is applied.
To circumvent these errors and high computation times, the efficient way to mesh the depth
image on the GPU and to render it with the internal and external camera parameters of the
color camera as described in [BSBK08] is used in this thesis. Recall that every pixel in a depth
image captured by the ToF-camera represents a 3D scene point. This 3D point is reconstructed
by scaling the ray r from the camera center through the pixel position x (cf. equation 2.11,
p.6) with the depth value d(x) at this pixel position as in equation 2.12, p.7. To render the
geometry on the GPU, vertices have to be constructed. So neighboring pixel are connected
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to form a triangle-strip. If the internal camera matrix of the ToF-camera does not change, the
mapping between pixel positions and rays can be precomputed, as well as the indices of the
triangle-strip, which significantly speeds up calculation. The warping process is pictured in
figure 4.5.
GPU
3D Mesh
Vertex Shader
Render depth
with 2 Passes
&
Fragment Shader
Figure 4.5.: Depth warping of ToF-depth-image into the perspective of the color camera by
rendering as triangle mesh on the GPU.
For every new ToF-image the vertices of the triangle-strip are moved along the viewing rays of
the camera and the geometry is rendered with the projection matrix and the external parameters
of the camera to which the depth is transferred to. Applying this method a 2D/3D video stream
is generated, consisting of two images for each time step with color and depth values for each
pixel. In figure 4.6 a color image, a depth image and a warped depth image are shown. This is
a convenient and computationally efficient method, but it also suffers from some problems. As
observable in image (c) of figure 4.6, connections between fore- and background are present in
the resulting image which leads to large errors in subsequent algorithms. Additional warping
errors are visible at the left contour of the person. These are results of the meshing of fore- and
background and the artifacts become visible because the two cameras do not share a common
camera center. The strength of the error is therefore dependent on the distance between color-
and ToF-camera and on scene depth. Analyzing the resulting image as in the next section 4.1.3
can limit the influence of the error. Additionally filtering with a bilateral filter can by applied
as proposed by Frick et al. in [FKBK09] to align color and depth data (see also [KCLU07]).
4.1.3. Flying Pixel Removal
Another problem not solved in hardware are flying pixel. These are pixel which mostly occur
at depth edges, positions in a depth image where a transition between fore- and background
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(a) (b) (c)
Figure 4.6.: CCD color image (1024x768 [px]) (a), depth image (176x144 [px]) (b), depth
image warped into the view of the color camera including lens distortions (c).
The warped image is overlayed on the CCD image to show the fit.
is present. These pixel are mostly located between fore- and background, but can also oc-
cur in front of the whole scene or randomly in the image. A possibility to indentify flying
pixel is to analyze the amplitude information a (cf. equation 3.7, p.18) of the ToF-camera.
However, this can be misleading as low amplitude values do not always indicate flying pixels.
Correctly measured distances can also have low amplitude values due to surface and material
effects. Most approaches do not explicitly handle flying pixel, but rely on a correction of these
errors during the filtering or super-resolution of the depth image. Sabov and Krüger [SK10]
describe three methods for the identification of flying pixel which they prefer to call flying
surfels. These methods are: difference of absolute distances in a region around a pixel (see
also [HJS08]), difference of normal directions and angular difference between mean surface
normal and viewing direction. Besides the detection of flying pixel they also describe methods
to correct these errors.
Figure 4.7.: Variance analysis for flying pixel removal. Original warped image (left) and vari-
ance filtered image (middle) with τ = 80mm and τ = 40mm (right).
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In this thesis flying pixel are identified by analyzing the number of valid neighboring pixels.
This is efficiently done by variance analysis of the neighboring pixel. If the variance σ2 of the
depth d(x) of a pixel x:
σ2 =
1
(2N + 1) · (2M + 1)
N∑
i=−N
M∑
j=−M
(d(xi,j)− d(x))2 (4.7)
is above a threshold τ this pixel is invalidated and the depth set to zero.
Figure 4.7 shows the result of the variance analysis for flying pixel removal for M = N = 2
and τ = 80mm and for τ = 40mm. Due to the limited resolution of the ToF-camera there
are depth measurements connecting the person in the foreground with the background in the
image on the left. These flying pixel have been invalidated by variance analysis. Note that
the variance analysis for flying pixel removal is applied after warping the depth to the color
cameras perspective. This is motivated by the warping algorithm as this algorithm is not
designed to handle holes in the depth maps.
56
4.2. SEGMENTATION OF DYNAMIC OBJECTSCHAPTER 4. 2D/3D DATA PROCESSING
4.2. Segmentation of Dynamic Objects
Segmentation in this chapter describes the separation of foreground objects from a static back-
ground. Segmentation of dynamic objects is different from the detection of dynamic objects as
detection mainly focuses on the detection that something is moving. The segmentation how-
ever needs to be pixel-wise and the object borders have to be segmented with high accuracy.
Matting additionally aims at the computation of an (alpha-) “Matte”, which is an image with
values between zero and one, used to combine the segmented foreground objects with a new
background. An additional demand in this thesis is that the computation has to be real-time
capable which excludes many established methods for segmentation and matting.
4.2.1. Prior Work
In the literature the two different goals, detection and segmentation, can be distinguished.
Mixture-of-Gaussians is a well known method for foreground segmentation [SEG99],[XE01].
More recently the Graph Cuts [BVZ01] and Grab Cuts [RKB04] methods have been pre-
sented and gained a lot of attention in the research area of segmentation. One of the first who
combined depth and color for segmentation was Gordon et al. in [GDHW99] who combined
depth from stereo and color for background estimation. Using ToF-cameras, object detec-
tion and segmentation mostly employs thresholding of the depth images (e. g. [GHW+06],
[KPHB08]). Other authors use Trimaps from depth with Cross-Bilateral filtering [CTPD08],
Graph Cut methods based on Trimaps from depth or infrared cameras and variants [WBB08]
or fusion of stereo and ToF-camera with Loopy Belief Propagation (LBP) using Trimaps and
Markov Random Fields (MRF) [ZLYP09]. These more advanced approaches are not applica-
ble in real-time applications because of their computational complexity.
In this thesis precise and real-time capable segmentation is a mandatory part for the following
approaches and algorithms. In [SK09] and [SBKK08] simple depth-keying on the GPU is
used, described in section 4.2.2. In [SK11] this approach was extended to a combination with
color mixture models to improve the segmentation. This approach is described in section
4.2.4.
4.2.2. Segmentation by Depth-Keying
A well known technique in media productions is the so called chroma-keying, also known
as blue- or green screen. This is the principle in which some foreground objects are placed
in front of a green or blue background. The foreground objects are easily segmented and the
uniform background can be replaced by some other background. This approach can be adopted
to the depth domain by using depth-keying as in [GKOY03]. Instead of using color to segment
foreground objects the distance of an object to the camera can be used to segment objects and
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(a) (b) (c)
Figure 4.8.: Background images, averaged over 100 images. a) Depth image, b) CCD image,
c) depth image scale.
persons. Using depth makes the segmentation process independent of the color information
and it is not required that foreground objects are of different color than the background.
Depth-Keying with Background Image
The most obvious way to detect moving objects is to do a comparison between some back-
ground image of the scene and the current depth image delivered by the ToF-camera. The
background image can be created by averaging several ToF-images. Figure 4.8 shows an
example of an averaged depth- and CCD image.
In the detection phase the depth d∗(x) of every pixel x of a ToF-image is compared to the
background image pixel’s depth d∗b(x) and if:
d∗(x) < d∗b(x)− τ (4.8)
the pixel x is classified as foreground or moving object. (τ is a threshold) Figure 4.9 shows
a segmentation/keying result. The current depth image with a person in the scene is shown
in the top row on the left together with the corresponding CCD-image on the right. As a
segmentation in the domain of the CCD-camera is desired, because of the higher resolution
and desired consistency between depth and color information, the background- and current
depth image are warped to the CCD-camera’s perspective using the warping described in
section 4.1.2. In the bottom left corner of figure 4.9 the problem of depth-keying is visible.
The selection of the used threshold is difficult due to the amount of noise in the data and the
soft borders in the depth image resulting from the low resolution of the ToF-camera data. This
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(a) (b)
(c) (d)
Figure 4.9.: Warped depth image with person (a), Corresponding CCD image (b), depth seg-
mented image (c) and corresponding CCD image (d).
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Figure 4.10.: The background model rendered in the perspective of the current camera’s
position.
causes that either parts of the foreground object are classified as background or that parts of
the background are considered foreground.
This simple keying approach has many limitations. It is only applicable in case of a static
camera and rigid background scene and the segmentation is not very precise as boundary
errors are very frequent due to noise and the low depth resolution. Other, more flexible and
reliable methods are therefore needed.
Depth-Keying with Background Model on GPU
In scenarios in which the camera is moving during recording, the above described depth key-
ing with background image is not applicable. As a replacement for the background image a
background model can be used which contains the geometry and the intensities of the envi-
ronment. The background model can be generated as described in section 5.1.2, p.78. For
keying, the background model is rendered on the GPU with the current camera parameters of
the color camera. This way rendered images of depth and intensity in the same camera per-
spective as the real color camera are obtained. Figure 4.10 shows a color and a depth image
of the rendered background model rendered with the camera parameters of the current color
camera. The current ToF-depth image can be warped to these camera parameters using the
method described in section 4.1.2. The same thresholding operation can now be applied as de-
scribed in equation 4.8. As the images are already on the GPU as textures, the keying itself is
a predestined application for the GPU which significantly speeds up computation. The keying
is realized using GPU shaders in which the equation 4.8 is realized.
With this approach a segmentation can be performed although the camera is moving which
is not possible using simple background image subtraction. Figure 4.11 shows the current
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(a) (b) (c) (d)
Figure 4.11.: The images of the color (a) and depth camera (b) and the segmented foreground
person in color (c) and depth (d).
input images in color and depth and the segmented color and depth image using the depth-
keying on the GPU with background model. The main problem of segmentation using depth
as sole segmentation measure still remains. The small resolution leads to errors, especially at
object borders. Adaptive background models are a well-known method in segmentation. This
method can be transferred to depth images which is the scope of the next section.
4.2.3. Segmentation by Mixture-of-Gaussians
The detection of dynamic objects in a scene using an adaptive background mixture model
relates to the work of Xu et al. [XE01] and Stauffer et al. [SEG99]. There a method is described
that uses multiple Gaussian distributions to model each pixel of an image. Pixel values of
subsequent images are tested against these Gaussian distributions and classified as fore- or
background.
Mixture-of-Gaussians
In [XE01] it is defined that an intensity image is defined by the three color channels in RGB
space F (x) = (fR(x), fG(x), fB(x)) for every pixel x. To simplify the notation I will omit
the pixel index x in the following equations. Under the assumption that no channel is saturated
this representation can be transformed in a normalized form f = (fr, fg, fb) with:
fk = fK/
√
f2R + f
2
G + f
2
B (4.9)
and k ∈ {r, g, b} and K ∈ {R,G,B}. It is stated that it is appropriate to model each color
channel fk using a Gaussian distribution. The weights ω, the mean values µ and the variances
σ2 are all defined per channel k, but to simplify the notation the channel index k is omitted in
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the following equations. Following Xu et al. the possibility of observing a value ft at pixel
(x) and time t is given by:
P (ft) =
N∑
i=1
ωi,tGΣi,t(ft, µi,t) (4.10)
where N is the number of distributions, ωi,t is a weighting factor for each distribution at
the position x and GΣi,t(ft, µi,t) is the Gaussian probability density function. The covari-
ance matrix Σi,t is approximated by the sum of its diagonal elements σ2i,t as the pixel can be
assumed to be independent. Hence the Gaussian probability density function is formulated as:
Gσi,t(ft, µi,t) =
1
σi,t
√
2pi
e
− (ft−µi,t)
2
2σ2
i,t (4.11)
Initial values for σ20,0 and µ0,0 are determined over a small image region ∆x with n pixel:
µ0,0(x) =
1
n
∑
∆x
f0(x+ ∆x)
σ20,0(x) =
1
n− 1
∑
∆x
||f0(x+ ∆x)− µ0,0(x)||2 (4.12)
A pixel is classified as belonging to the background distribution i if:
||ft − µi,t−1|| < βσi,t−1 (4.13)
The value of β ≈ 3 has been found experimentally by Xu et. al in [XE01]. If this condition is
fulfilled the parameters are updated following equation 4.14, and the weight ωi,t is increased
while the weights of the not matched distributions ωj,t, with j 6= i are decreased.
µi,t(x) = (1− γ)µi,t−1(x) + γft(x)
σ2i,t(x) = (1− γ)σ2i,t−1(x) + γ||ft(x)− µi,t(x)||2 (4.14)
In equation 4.14 the parameter γ controls the update rate. If the current pixel does not match
any of the existing distributions a new distribution is generated, and if the number of distri-
butions exceeds the maximum, the distribution with the lowest weight is deleted. The distri-
butions with the highest weights are regarded as background. Pixel that do not fall into these
distributions are therefore classified as foreground and moving objects. The average distance
of a pixel x to the background distributions is the color weight and denoted ∆c(x) in the
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(a) (b) (c)
Figure 4.12.: MoG segmentation result: The color segmentation easily under- (a) or over-
segments (b) foreground objects. MoG with depth as fourth channel improves
the result, but borders remain erroneous (c).
following:
∆c(x) =
1
N ·M
N∑
i=1
M∑
k=1
|fk,t − µi,k,t| (4.15)
Recall that k is the current channel and M is the number of channels.
Figure 4.12 (a) and (b) show segmentation results if only the Mixture-of-Gaussian is used
as segmentation clue. It can be seen that the algorithm tends to either under- (a) or over-
segment (b) the person, especially if a challenging scene is chosen with many shadows and
colors similar to the background. The advantage of this approach is that if an object moves
into the scene it is detected as moving. If it then becomes stationary, it is integrated into
the background after a number of frames. The number of frames after which the object is
integrated into the background model depends on the update rate. If it starts moving again it
is automatically classified as foreground again.
Extending Mixture-of-Gaussians to ToF-depth Images
The above described MoG approach is well-known for color images. It has however not
been used on depth images since such high frame rate cameras taking depth images just be-
came available. The adaption of the MoG algorithm to depth images is straightforward and
promises even better results as differences in depth are more significant than differences in
color and depth measurements are independent to lighting changes and shadows. Instead of
using the color measurement F the depth measurement d∗ is now used and no normalization is
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necessary. The color space therefore consists of only one channel: f = (d∗). The possibility
to observe a depth measurement ft = (d∗t ) is accordingly:
P (ft) =
N∑
i=1
ωi,tGΣi,t(ft, µi,t) (4.16)
The other equations are easily adapted to using only one channel and depth instead of color
information. The real strength of the approach is to use both, color and depth, to verify the
detection of the one with the other. While depth measurements possibly can’t detect very
fine or small structures that change, color mostly can, but color detection may fail in uniform
regions in which detection on depth measurements are the solution. The depth information
is therefore added as forth channel to the MoG on color images. The vector on which the
distributions are defined is then formed by the three color channels in rgb space and the depth
value d∗ as combined RGBD space: f = (fr, fg, fb, d∗). Note that the color values have been
normalized following equation 4.9. Image 4.12 (c) shows that this can compensate some of
the shortcomings of the pure MoG segmentation, but the borders of the foreground person are
still erroneous.
4.2.4. Combining Mixture-of-Gaussians on Color and Depth
Keying
The above described combination of color and depth already makes advantage of both modal-
ities. MoG on combined rgbd space can apply different weights on color and depth, but does
so for the whole image. The crucial decision is however, which information is more likely to
be correct and if the color and depth modalities deliver different results which one to trust.
ToF-depth measurements contain a significant amount of noise, are of very low resolution and
contain flying pixel which are located between fore- and background. This and the warping
errors resulting from the change in perspective affect the segmentation especially at object
borders and at points where fore- and background meet. A good example can be seen in fig-
ure 4.9 in which parts of the feet and the hands of the person are not detected as foreground.
Therefore this segmentation approach aims at incorporating the information about depth dis-
continuities into the segmentation process. Two different approaches for a reliability measure
are evaluated. The first is the usage of the variance in depth and the second is the usage of
the amplitude information provided by the ToF-camera. The amplitude image quantifies the
amount of light that is reflected from the object to the camera. The higher the values the more
reliable is the measurement. At object discontinuities less light is reflected due to scattering
effects. Therefore the inverse of the amplitude image is used to enable its usage in the same
way as the variance image (see figure 4.13 (a)). Depth discontinuities for the first method
can be detected by analyzing the variance in the original depth image. (Variance analysis is
explained in section 4.1.3.) High variances are marked as shown in figure 4.13 (b). To be
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able to compare the different modalities of depth and color they have to be normalized. So the
current depth error compensated depth difference between current depth d∗ and background
depth d∗b :
∆d∗(x) = d∗(x)− d∗b(x) (4.17)
is normalized between the minimum ∆d∗min and the maximum depth difference ∆d
∗
max in
that image and in the same way the weight of the color foreground pixel ∆c(x) (cf. section
4.2.3) is normalized between the minimum and maximum color weights ∆cmin and ∆cmax.
∆d∗n(x) =
∆d∗(x)−∆d∗min
∆d∗max −∆d∗min
∆cn(x) =
∆c(x)−∆cmin
∆cmax −∆cmin (4.18)
The variance and inverted amplitude values are also normalized between zero and one to be
comparable to the other measurement weights ∆d∗n(x) and ∆cn(x), and denoted the normal-
ized uncertainty vn(x). In areas in which the depth uncertainty is high, the depth measurement
is considered unreliable. Therefore the normalized depth difference ∆d∗n(x) is weighted with
the uncertainty vn(x), resulting in an uncertainty filtered depth difference dv(x) which is
scaled between zero and one. In contrast, the color is more reliable if the depth uncertainty
is high. Hence the color weight ∆cn(x) is multiplied with the depth uncertainty vn(x) and
added to the color weight resulting in the uncertainty weighted color weight cv(x). The result
is that if the depth uncertainty is high the color weight is weighted even higher while at the
same time the uncertainty filtered depth is weighted lower. To consider all measures in an
adequate manner the following equations are proposed:
dv(x) = (1− vn(x))∆d∗n(x) (4.19)
cv(x) = (1 + vn(x))∆cn(x) (4.20)
α(x) =
dv(x) + cv(x)
2
(4.21)
Figure 4.13 shows the weighting images of both approaches separately (c) and (d) and com-
bined (e). Brighter values indicate higher weights. It is clearly visible that the color segmenta-
tion gains more importance on fine structures such as the hands and the feet of the person. For
finally composing the segmented person with a new background B, blending between fore-
ground color F and background colorB is used and the new intensity I at pixel x is computed
as:
I(x) = α(x)F (x) + (1− α(x))B(x) (4.22)
Note that the blending factor α is computed using either the variance of the depth image or
the amplitude information of the Time-of-Flight camera as it is calculated in equation 4.21
using the variance or amplitude weighted depth difference dv(x). Figure 4.17 shows the
segmentation results of the combined approach. At some particular difficult points, in this
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(a) (b) (c) (d) (e)
Figure 4.13.: Weighting images:(a)+(b) variance weight image and amplitude image (uncer-
tainty) v(x), (c) variance weighted depth difference dv(x), (d) MoG weight
∆cn(x) and (e) combined weight image α(x).
example the shoes of the person, the segmentation is not entirely correct, because the similarity
between the white shoes and the gray floor is too high after color normalization. The improved
segmentation is clearly visible at hands, hair, the silhouette and feet of the person. The current
implementation is not optimized for speed, but to quantify the possibilities I will give some
numbers of the current implementation. Warping the depth to the CCD image takes ≈ 20ms,
applying MoG to a color image takes ≈ 140ms and segmenting the image on the GPU takes
≈ 20ms including uploading the images to textures and readout of textures to images. At the
moment two shader passes are used which can be reduced to one. MoG, the limiting factor, is
currently executed on the CPU, parallel to the final segmentation. Transferring it to the GPU
will significantly speed up the process.
4.2.5. Results
To quantitatively evaluate the segmentation the presented approaches are compared in this
section concerning their segmentation accuracy. The following five approaches are compared:
1. Segmentation by background subtraction (4.2.2)
2. Segmentation by Mixture-of-Gaussians on color (4.2.3)
3. Segmentation by Mixture-of-Gaussians on color and depth (4.2.3)
4. Combined segmentation by weighting Mixture-of-Gaussians on color and background
subtraction on depth with discontinuity handling using the depth variance (4.2.4)
5. Combined segmentation by weighting Mixture-of-Gaussians on color and background
subtraction on depth with discontinuity handling using the amplitude image of the ToF-
camera (4.2.4)
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Figure 4.14.: Manually annotated ground truth silhouette images for quantitative evaluation in
tables 4.1 and 4.2.
Approach Correct False False Total error
Nr. pixel #/% positives #/% negatives #/% #/%
1. 223125 / 99.167 1542 / 8.287 333 / 1.79 1875 / 10.076
2. 221207 / 98.314 2320 / 12.468 1473 / 7.916 3793 / 20.384
3. 222098 / 98.710 2680 / 14.402 222 / 1.193 2902 / 15.595
4. 223782 / 99.459 599 / 3.219 619 / 3.327 1218 / 6.546
5. 223782 / 99.471 561 / 3.015 630 / 3.386 1191 / 6.4
Table 4.1.: Segmentation evaluation for image shown in figure 4.15. The image consists of
225000 pixel of which 18087 have been manually selected as foreground.
The approaches are evaluated with the depth maps warped to the domain of the color camera.
Tables 4.1 and 4.2 show the evaluation results of the foreground segmentation for the different
approaches. The image has been labeled by hand to allow quantitative evaluation. The table
shows the number (#) of correctly classified pixel, which describes how many pixel have been
correctly identified as fore- or background, how many false positives (detected as foreground,
but belonging to background) and how many false negatives are produced by the different
approaches. Percentages of matching pixel are relative to the number of pixel, percentages of
false positives and negatives are given relative to the number of foreground pixel.
The approach based on depth thresholding mainly suffers from boundary errors which is an er-
ror introduced by low sensor resolution and the warping of the depth map to the domain of the
color camera. Mixture-of-Gaussian mainly suffers from either under- or oversegmentation. In
this evaluation three distributions and the best parameters that could be found have been used.
While the approach delivers good results at the boundaries, the trousers and the white areas
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1. Depth 2. MoG (rgb) 3. MoG with Depth (rgbd)
4. MoG with variance weighted depth 5. MoG with amplitude weighted depth
Figure 4.15.: Segmented images, corresponding to table 4.1.
Approach Correct False False Total error
Nr. pixel #/% positives #/% negatives #/% #/%
1. 221054 / 98.246 3512 / 16.837 434 / 2.081 3946 / 18.918
2. 221128 / 98.280 1944 / 9.320 1928 / 9.243 3872 / 18.563
3. 221522 / 98.454 3300 / 15.821 178 / 0.853 3478 / 16.674
4. 222704 / 98.980 1955 / 9.372 341 / 1.635 2296 / 11.007
5. 223297 / 99.243 1375 / 6.592 328 / 1.572 1703 / 8.164
Table 4.2.: Segmentation evaluation for images of figure 4.16. The image consists of 225000
pixel of which 20859 have been manually selected as foreground.
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1. Depth 2. MoG (rgb) 3. MoG with Depth (rgbd)
4. MoG with variance weighted depth 5. MoG with amplitude weighted depth
Figure 4.16.: Segmented images, corresponding to table 4.2.
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Figure 4.17.: Final result: Blended with black background and with new background image
using equation 4.22. Improved regions are partially marked and enlarged.
on the body of the person are erroneous. In total it delivered the worst results. In combination
with depth as forth channel the results could be improved which is mainly due to the decrease
in false negatives. These are the areas which have been classified as background by the solely
colorbased MoG-approach. The combined segmentation approach (see section 4.2.4) using
the amplitude images of the ToF-camera as additional weighting factor outperforms the other
approaches.
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4.3. Datastructures for 2D/3D-Sensor Data
After calibration, noise reduction and optional flying pixel removal and segmentation, the
ToF-camera measurements are now aligned with the color information and ready to be pro-
cessed. As already mentioned, ToF-cameras are real-time capable and measure the distance to
surface points. This also means that a geometric point or feature is measured multiple times by
the camera delivering slightly different measures due to noise and environmental influences.
Furthermore ToF-cameras record deformations of objects in real-time. The challenge is to
represent, store and access the recorded data in an adequate manner. A suitable datastructure
for holding ToF-camera data therefore has to have the following capabilities:
• Hold intensity and depth information simultaneously
• Represent full 3D geometry and occlusions
• Fuse multiple measurements inherently
• Represent dynamic scene content
• Hold different data for different spatial viewpoints
• Generate a dense surface
• Run-time and storage efficiency
4.3.1. Literature
At first I want to summarize what solutions are used in the literature. Simple, unstructured
3D point clouds are used in [HJS08], [WJH+07], [JHS07], [JWB+06] and [MFD+09]). In
[SBKK08], [BSBK08] and [PMS+08] we chose the representation of the data as a 2.5 dimen-
sional panoramic image that encodes color and depth in a 2.5D representation, for example
in planar, cylindrical or spherical coordinates. Shade et al. [SGHS98] introduced the layered
depth images (LDI). A layered depth image is an image in which at every position multiple
depth and color measurements are stored corresponding to the line of sight through that pixel.
Volumetric models divide the space into volumetric entities of a given size. The most widely
known and used model is the Voxel representation as used in [CL96]. Several tree structures
have been discussed (e. g. in [CCV85],[Sze93]), which provide a hierarchical nature to store
and access image- and three-dimensional data.
4.3.2. Discussion on Datastructures
Point Cloud
Applying the projection matrix of the ToF-camera and equation 2.12, the delivered depth
image can be transformed into an unstructured 3D point cloud. Considering a natural scene,
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the noise present in the measurements and the given limited accuracy of the ToF-camera, every
scene point results in different measurements for consecutive frames, which creates multiple
3D points for the same scene point. This results in a large amount of points which do not
have any neighboring relations. Additionally, closed surfaces are not represented as such but
split up into a number of independent points. Furthermore, there is no updating of already
measured scene points. Averaging over time or measuring points multiple times can increase
robustness towards outliers. The Delaunay triangulation [Del34] is often used to construct a
closed surface from such an unstructured point cloud. This is a very demanding task which
can often not be solved to satisfaction.
2.5D Panoramic Image
A 2.5 dimensional panoramic image encodes color and depth in a 2D representation, for ex-
ample in planar, cylindrical or spherical coordinates. With the representation as panoramic
image, measurements which are taken with a rotating camera head can be fused. Multiple
measurements of the same points are fused by averaging in the image, making the result more
robust towards outliers. Unfortunately, this representation has some disadvantages. It is by na-
ture only a 2.5 dimensional representation of a three-dimensional scene and occlusions cannot
be represented. Furthermore, dynamics are not realizable in an efficient way. An advantage,
however, is that from a panoramic depth image it is easy to construct a closed surface, such
as a triangle mesh by connecting neighboring pixel in the panoramic images, which can be
rendered efficiently on the GPU. An example of a 2.5D panoramic representation is discussed
in section 5.1.2.
LDI, 2.5D Layered Depth Image
Shade et al. [SGHS98] introduced the layered depth images (LDI). A layered depth image
is an image in which at every position multiple depth and color measurements are stored
corresponding to the line of sight through that pixel. LDIs were developed for image-based
rendering, which describes an approach to generate new interpolated views of a scene. Thus
LDIs are capable of representing occlusions or dynamics, but not both at the same time. LDIs
are constructed for a distinct camera position. Generating a LDI for a certain camera position
includes the warping of all depth images to the viewpoint and internal camera parameters of
this camera. LDIs can be viewed as generalization of 2.5D panoramic images to multiple
occlusion layers. Rendering a scene from a different view requires to perform the incremental
warping procedure. Chang et al. [CBL99] extended this approach to a hierarchical approach
using Octrees.
The representation of multiple measurements as point cloud, panoramic image or LDI is not
optimal. The main disadvantages are either the missing fusion of measurements and the lack
of neighboring relations, or the missing possibility to represent occluded objects and dynamic
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content. The obvious step towards an optimal representation is to use a volumetric represen-
tation of the scene which also offers the possibility to represent neighboring relations and to
fuse measurement.
Voxel Volumes
The voxel representation divides a predefined space in cells of a certain size. It offers a lot
of possibilities, such as a real 3D representation of the scene and measurement fusion in the
cells of the voxel volume. Furthermore neighboring searches and clustering can be executed
in a straightforward way. The main disadvantage is, that the volume has to be defined and
allocated entirely which leads to a large memory consumption. Volumes of large size and fine
resolution require a significant amount of memory and are not efficient. The solution to this
problem would be to allocate the memory only on demand. Tree-like datastructures implicitly
provide this functionality. The generation of a closed surface is often solved by the usage of
Marching Cubes [LC87] or related algorithms.
4.3.3. The Octree Datastructure
In conclusion a volumetric representation of data is needed to provide all required character-
istics. The Octree representation [Mea82] combines the advantages of a volumetric model
with a hierarchical data structure. Further advantages are ease of concept and implementation
through recursion, storage efficiency and flexibility concerning volume content. A very early
approach to represent depth images in an Octree is found in [Con84] and later in [LC94]. I will
introduce the Octree structure, show how the fusion of measurements is realized and derive
why it is an excellent choice to represent ToF-camera data for certain applications.
Building the Octree Structure
The Octree data structure is an oriented graph structure which represents a part of three-
dimensional space. It is a recursive datastructure in which every Octree node has eight children
and one father. Each Octree node consists of a position in 3D, a size and an Octree element,
representing the information about space in this volume element. In general every Octree node
can contain an Octree element but for most applications it is sufficient that the leafs of the tree
have an Octree element. Leafs are Octree nodes which do not have any children and the size
of the Octree leafs is the resolution of the Octree. The size of the Octree leaves do not have to
be the same in the whole Octree, which allows different resolutions within the tree.
In the beginning of the Octree construction it only holds one element with a certain size con-
taining the bounding volume to be modeled. The procedure of adding elements to an Octree
is pictured in figure 4.18. Before adding measurements the spatial resolution of the Octree has
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(a) (b)
(c) (d)
Figure 4.18.: Principle of Octree data structure: The space is subsequently divided in eight
equal sized cubes until the desired cube-size is reached. Then the data is added
to the Octree.
to be defined. This definition is made from knowledge we have about the used ToF-camera.
For current ToF-cameras the manufacturers promote a repeatability between 5 and 200mm.
So this can be used as guidance to select the minimal Octree cell size. In the experiments and
examples I have mostly chosen a resolution of 25mm× 25mm× 25mm. The resolution also
affects other aspects such as memory consumption, time needed to insert data in the datastruc-
ture and rendering times. An exemplary comparison of the effects is listed in table 5.1, p. 84.
To add measurements the algorithm starts at the top node by checking if the size of the node to
add is bigger than half the size of this node. If this is the case a leaf is reached and the node is
inserted here. If this is not the case the algorithm calculates to which of the eight child nodes
the node to add belongs. (In figure 4.18 (a) the element to add does not have the size of the
outer (red) cube, therefore a sub-cube in the front bottom right corner is created.) If the child
node does not already exist it is created and this node is used in further branching. In figure
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4.18 (b) and (c) the subsequent branching is shown. Sub-image (d) shows a second element
added to the Octree.
Measurement Fusion
Depending on the requirements, different data can be stored in the elements of the Octree.
This reaches from simple uncolored 3D points over colored points with normals up to small
oriented surface patches with texture. Using natural scenes and lighting, objects can look
different when viewed from different viewpoints. This can be included as well as different
appearances depending on daytime or other factors. As every child of an Octree is an Octree
itself, sub-trees can easily be added to the current scene. In contrast to simple point clouds
where in general no measurement fusion is possible, the volumetric representation of the Oc-
tree allows to fuse the measurements while adding them. In the experiments simple colored
3D points with an additional radius component are used as Octree elements and to fuse multi-
ple measurements the weighted average of the new and the already existing position and color
is used.
Rendering / Surface Generation
Rendering Octrees is fast and straightforward. It consists of traversing the graph and rendering
all active nodes in the Octree. How the Octree elements are rendered is mainly due to the in-
tended usage. If only a sparse point cloud is needed, the Octree can be rendered as points with
color and a certain size. This is shown in figure 4.19 (a) and (c). If a closed surface is needed,
e. g. for depth testing many existing approaches are usable. For example point splatting (cf.
[RL00]) is a feasible method exploiting GPU shader language. Examples of point splat ren-
dering can be found in figure 4.19 (b) and (d). Not only point based rendering methods are
applicable, for example in [Sam89] Samet shows how ray-tracing can be efficiently performed
using Octrees. Additionally the surface reconstruction methods applicable to voxel volumes
can also be used to construct closed surfaces for Octrees such as Marching Cubes [LC87].
4.4. Conclusions
Preprocessing depth maps is necessary due to the noise in the depth images which has not
been handled by calibration. A filtering to remove independent noise has to be applied. Filters
which do not mix foreground and background are favorable. The presented bilateral filter is a
good choice as it is capable of smoothing foreground and background without merging them,
which is in contrast to mean and Gaussian filtering. The presented warping algorithm on the
GPU transfers the depth measurement in the perspective of any other camera observing the
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(a) (b)
(c) (d)
Figure 4.19.: Comparison of point rendering (a),(c) and point splatting (b),(d).
scene. This generates a higher resolution 2D/3D- camera image. The connections between
fore- and background and flying pixel are another challenge in the usage of ToF-depth mea-
surements. This is tackled by variance analysis and these false measurements can be widely
reduced.
The choice of an appropriate datastructure for storing the ToF-data is crucial and dependent on
the application. If fusion of measurements and multiple representations of geometric entities
is required a volumetric representation using tree structures such as an Octree is advisable.
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“The most incomprehensible thing
about the world is that it is com-
prehensible.”
Albert Einstein (1879 - 1955) 5
Scene Analysis with 2D/3D Sensor
The preceding chapters studied the calibration of ToF-cameras, the preprocessing of the de-
livered images and suitable datastructures to store combined depth and intensity information.
This chapter will focus on the exploitation of the presented approaches and the ToF-camera
for the analysis of rigid and non-rigid scenes.
5.1. Rigid Scene Modeling
Rigid environment reconstruction as well as object reconstruction is an extensively investi-
gated and used method of computer vision. For many applications such as cultural heritage,
architecture or navigation it is essential to capture geometry and intensity information of an
object or environment and represent it as a full three-dimensional model which is correct on
terms of scale and completeness. In section 2.2, p.7 the shortcomings of different approaches
to compute correct depth information have been discussed. Correct depth information is a
mandatory precondition for the reconstruction of scenes. ToF-cameras provide reliable dense
depth maps of the environment. Often intensity information is also mandatory in the recon-
structed model. Hence the ToF-camera is combined with a standard intensity camera which
provides intensity information for the constructed three-dimensional model.
5.1.1. Prior Work
Well-known approaches for environment reconstruction solely based on camera images are
Structure-from-Motion [PKVVG98] and Visual SLAM [Dav03] which uses additional sensors
and builds only a sparse map and focuses more on the localization than on the reconstruction.
The main problem of solely image based approaches is the computation of dense depth maps
for final geometry generation. This problem is largely simplified by the usage of ToF-cameras.
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In this literature review I will focus on publications which use ToF-cameras for reconstruction.
ToF-cameras have a limited operation range and field of view due to their operation princi-
ple. Reconstruction of larger environments therefore relies on joining multiple measurements.
Pioneering work in environment reconstruction or mapping with ToF-cameras was achieved
in [PMS+08] in which a fisheye camera is used together with the depth measurements from
a ToF-camera to estimate the pose of a robot and multiple depth measurements are joined in
a common model. Huhle and Jenke et al. [HJS08] [JHS07] [JWB+06] use ICP on the point
clouds produced by ToF-cameras in combination with an inertial sensor to estimate the cam-
era movements and in order to reconstruct the interior of buildings. May et al. [MDH+08]
[MFD+09] use the ICP algorithm with a relaxation strategy and frustum culling to register
consecutive frames.
Guan et al. [GFP08] focus on the reconstruction of objects, viewed from different viewpoints
with multiple ToF- and CCD-cameras. They fuse the measurements of ToF- and intensity by
a probabilistic method using depth and silhouette information.
Kim et al. [KTD+09] use a multi-camera setup consisting of ToF- and CCD cameras and use
ToF-measurements as a coarse initialization model which they refine with stereo and silhou-
ette information.
The systematic exploitation of ToF-cameras for precise indoor environment reconstruction
with high quality depth and color has not been tackled so far. In this thesis I want to present
two approaches for two model reconstruction cases. The first approach (see also [BSBK08])
uses a pan-tilt unit (PTU) instead of possibly erroneous camera pose estimation with ICP or
variants together with panoramic images for accurate dense environment reconstruction. This
is discussed in the following section 5.1.2. The second approach investigates the suitability
of ToF-cameras for the reconstruction of smaller rigid objects without the usage of special
tracking devices such as sensors or pan-tilt units. Instead, the pose of the camera relative to
the object is computed from intensity features and depth, and the measurements are fused in a
3D Octree datastructure (see also [SK09]). The approach chosen in this thesis is presented in
section 5.1.3.
5.1.2. Environment Reconstruction with Pan-Tilt Unit
Mandatory for the correct reconstruction of environments is the avoidance of drift during the
reconstruction as this would distort the result. Hence this first approach for the reconstruction
of indoor environments uses a ToF- and a CCD-camera mounted on a pan-tilt unit (PTU) as
shown in figure 3.1 (a), p.16. The cameras are swept on a predefined path using the PTU. The
fusion of measurements and the representation of reconstructed geometry can be realized in
different ways of which two will be analyzed, the cylindrical 2.5D panoramic image and the
Octree.
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Reconstruction with 2.5D Panoramic Image
The idea behind the usage of 2.5D panoramic images for scene reconstruction is to project
all depth and color information into a depth- and color- image, according to a cylindrical or
spherical projection model, and to construct a 3D model from these depth- and color- images
using triangulation. In this work a cylindrical representation of the 2.5D panoramic image
and a cylindrical projection model is used, as with a cylindrical model less distortions are
generated compared to a spherical representation. The underlying 2.5D panoramic image is
represented as two images, one for color and one for depth. They form the hull of a cylinder
and the resolution of the final model can be chosen as the resolution of the underlying images.
In this exemplary case the resolution has been chosen as 2000× 1000 pixel.
Figure 5.1 shows the principle of projecting multiple images to a cylindrical panoramic image.
The rotation and translation of the underlying cylindrical projection are chosen similar to the
initial position of the CCD-camera as a 4×4 matrix Pccd,ext = [Rccd,ext|Tccd,ext], aligned
with the initial position (0,0) of the PTU. The cylindrical projection model is formed by two
parameters, the angle φ in horizontal direction, which is chosen as 0◦ − 360◦ and the angle θ
in vertical direction which is chosen as 0◦− 180◦. The cylindrical projection maps the rays of
the camera coordinate system to pixel in the panoramic image.
0°
360°
180°
0°

(a)
0° 360°
(b) (c)
Figure 5.1.: The principle of projecting images to a cylindrical image. In (a) the cylinder is
shown with the angles φ (horizontal) and θ (vertical) and two exemplary images
1 and 2 projected to the hull of the cylinder according to the current rotation of
the PTU. In (b) and (c) the cylinder is unrolled. The final values in overlapping
regions are computed by weighted averaging of depth and intensity values.
The PTU moves the camera and the angular movements of the PTU are represented as a
rotation matrix Rptu with rotation of α around the x− (tilt) and β around the y− (pan) axis.
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Rtilt =
 1 0 00 cos(α) −sin(α)
0 sin(α) cos(α)
 ,Rpan =
 cos(β) 0 sin(β)0 1 0
−sin(β) 0 cos(β)

Rptu = RpanRtilt
(5.1)
Figure 5.2.: 2.5D panoramic images for texture (top) and depth (bottom).
The origin of the coordinate system is set to the initial position of the PTU without rotation.
As the tool center point (TCP) of the PTU and the camera centers are not identical this has
to be taken into account for calculating the new projection. The offset between tool center
and camera center is a transformation consisting of rotation Rtcp and translation T tcp. The
rotation and translation of the TCP are combined in a 4 × 4 Matrix Ptcp and rotation and
translation of the PTU are combined in Pptu. These are concatenated as Pptu,tcp:
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Ptcp = [Rtcp|Ttcp]
Pptu = [Rptu|I1×4]
Pptu,tcp = PptuPtcp
(5.2)
In which I1×4 = (0, 0, 0, 1)T is a homogeneous vector, Rptu and Rtcp are the homogenized
versions of the rotation matrices Rptu and Rtcp and Ttcp is the homogenized version of T tcp.
The new external camera parameters Pccd,cyl in the cylindrical coordinate system are then
calculated by concatenating Pptu,tcp and the external camera transformation Pccd,ext:
Pccd,cyl = Pptu,tcpPccd,ext (5.3)
(Note that initially the external parameters of the cylindrical projection were chosen similar
to the externals of the ToF-camera.) ToF- and intensity image do not share a common center.
By warping the depth images to the CCD camera’s perspective, combined depth and intensity
images are obtained (see section 4.1.2, p.53). Every combined depth and intensity image is
then projected to the cylindrical panorama using the external parameters of Pccd,cyl and the
internal parameters of the cylindrical projection. Because this is a forward projection not all
pixel in the panorama will be filled with a new value by projection. The results in figure 5.2
where obtained by applying nearest neighbor interpolation. This means that in a certain range
undefined pixel are filled with averaged valid surrounding pixel.
Besides holes due to forward projection also overlapping regions in the panorama occur. These
are regions in which multiple measurements are taken. The final values in these regions are
calculated using a weighted mean of all measurements. To smooth the effects of lighting
changes the single images are additionally weighted, radially decreasing from the center of
the image to the outer edges.
The 2.5D panoramic image is converted into a triangle-mesh using triangulation of neighbor-
ing pixel and a three-dimensional surface representation is generated as seen in figure 5.3. As
the camera head is rotating in the middle of the room, the advantages of the 2.5D representa-
tion outperform the disadvantages in this case.
Reconstruction with Volumetric Octree
To prove the suitability and usability of the volumetric Octree representation for the purpose
of environment reconstruction, the combined depth and color images of the camera head were
also used to construct the Octree model shown in figure 5.4 for which a minimum cell size
of 25mm. Note that the size specifies the size of one side of the cell and the volume of
one cell is therefore 25mm × 25mm × 25mm. Additionally this experiment was chosen to
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(a) (b)
(c) (d)
Figure 5.3.: Triangle mesh generated from 2.5D panoramic image. (a) View of the complete
environment model from outside, (c) -(d): Views of the interior.
compare the reconstruction approaches. Using Octrees requires a merging strategy for Octree
cells. Unoccupied leaves are initialized with a weight of 1 if a measurement is added. Every
additional measurement which falls into this cell is in this case added with a weight of w,
resulting in the weighted average of old and new measurement. The fusion itself fuses color c
as well as 3D position X . The new cell content is calculated as:
X = wXnew + (1− w)Xold
c = wcnew + (1− w)cold
(5.4)
in which w is chosen as 0.5.
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(a) (b)
(c) (d)
Figure 5.4.: Environment model as Octree, fused from 115 images, cell-size 25mm. In com-
parison to figure 5.3 a slight degradation due to point rendering is visible.
Evaluation
A visual comparison of both models after rendering shows that the surface mesh is somehow
smoother than the Octree rendering, but both models are comparable in visual quality. The
Octree processing can also be compared to simple 3D point cloud construction and rendering.
Table 5.1 compares the performance of the Octree for the reconstruction of the indoor scene for
different cell sizes and simple 3D point cloud processing. The scene has been constructed for
different cell sizes. Insertion of one image with 176× 144 pixel and merging it with existing
content is performed in 44ms (100mm) to 69ms (25mm). This includes the computation
of 3D points which is also necessary for the point cloud. So the real traversal in the tree
and the merging takes between 6ms (100mm) and 30ms (25mm). Traversing the tree and
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collecting all valid elements takes between 11ms and 192ms and rendering all points takes 2ms
to 32ms. From these numbers it is observable that at a cell size of 50mm the Octree rendering
is comparable to pure point cloud rendering concerning speed. The tests have been carried out
using an Intel Core2 CPU 6600 @ 2.40GHz with 4GB RAM and a NVidia GeForce 8800 GTS
GPU. The indoor reconstruction scenario shows the suitability of the Octree datastructure to
represent ToF-measurements.
Pointcloud Octree 25[mm] Octree 50[mm] Octree 100[mm]
Elements 2.744.772 1.617.140 470.230 98.102
Insert in Octree 38,48 ms 68,80 ms 51,46 ms 44,38 ms
Collect Elements - 191,55 ms 51,32 ms 10,80 ms
Render Elements 59,83 ms 32,30 ms 9,69 ms 2,15 ms
Table 5.1.: Comparison of Octree cell size and 3D point cloud performance for the environ-
ment model. See text for details.
Besides the performance is the storage efficiency a crucial point concerning the choice for a
data representation. Comparing image based representations such as 2.5D panoramic images
or LDIs and 3D representations it is obvious that volumetric representations will require more
storage because instead of one value for depth, three values for the 3D position are saved. The
storage comparison is given in table 5.2.
Panorama Mesh Pointcloud Octree Octree Octree
(VRML) 25[mm] 50[mm] 100[mm]
Elements 2 000 000 2 305 030 2 744 772 1 617 140 470 230 98 102
In RAM[MB] - 1 085.85 115.55 735.26 200.02 41.68
On disk[MB] 13.67 136.37 174.18 344.64 100.22 21.19
Table 5.2.: Comparison of storage requirements. “Elements” denotes the number of points or
triangles, The row denoted “In RAM” denotes the real storage consumption after
loading the data into memory and the row “On disk” is the file size for saving the
data to disk as images (binary), VRML or Octree (ASCII).
Two images are used for the panoramic image, one holding the depth values and one for the
intensity information. For depth float values and for intensity RGB values in unsigned char
with one byte per channel are used, which results in 4 bytes for a float and 3 bytes for intensity
for every pixel. The generated triangle mesh is bigger as for every pixel the 3D position
and connection information is saved as well. The texture is saved as an image as above and
projected on the geometry. The storage requirement is dependent on the texture resolution. In
this case full resolution (2000×1000) has been used and the storage usage is over 1 GB. Lower
numbers are observable for the pointcloud as only the 3D position and intensity values are
saved. For the octree the 3D position of the cell, the 3D position of the point, four cornerpoints
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of each cell, the cell size and the pointers which connect tree items are necessary.This produces
a far higher memory usage than the representation as pointcloud, but for an octree with a cell
side length of 50mm the memory consumption is only moderately increased. This shows that
large data sets which cover large environments, in this case approximately 5 × 7 × 3 meters
and larger, are manageable with a resolution of 25mm and smaller using octrees.
For a qualitative rating of the reconstruction accuracy the original room geometry has been
measured with a laser distance measurement device and compared to the environment model
generated with the 2.5D panoramic image approach. Measurement of the model has been
carried out from wall to wall at several location and the results have been averaged. As can
be seen in table 5.3, the mean of the measurements differs 44-177mm from the real geometry.
This is equivalent to an average error of 1.25- 2.03%.
Dimensions: length[mm] height[mm] width[mm]
room size (ground truth): 8528 2985 5528
model size (mean): 8705 3029 5598
mean error: 177 44 70
mean error(%): 2.03% 1.45% 1.25%
Table 5.3.: Top Lines: Room size measured in real scene and mean model size of several
measurements taken in the reconstructed model. Bottom lines: Mean error between
reconstructed model and ground truth room.
85
5.1. RIGID SCENE MODELINGCHAPTER 5. SCENE ANALYSIS WITH 2D/3D SENSOR
5.1.3. Object Reconstruction with Pose Estimation
The already mentioned second reconstruction objective is the reconstruction of smaller rigid
objects such as persons, furniture or machine parts. This is an often requested process in the
manufacturing industry, for quality supervision and film industry and hence intensively in-
vestigated. The goal in this part of the work is therefore the reconstruction of a model of a
real person or object using a ToF-camera and a true 3D representation with a closed surface
is requested. Images from different perspectives shall be added to the model and the object
or person can additionally contain self-occlusions, which requires a suitable representation
and makes it impossible to use for example 2.5D panoramic images. Hence a real volumetric
representation is needed which is capable to represent the three-dimensional data. Addition-
ally the measurements from different perspectives have to be fused in a single model in this
volumetric datastructure.
The reconstruction of objects with a single camera requires either to take images from different
perspectives or to rotate the object in front of the camera. Estimating the movement of the
camera is equivalent to estimating the movement of the object if the static background is
neglected.
Pose Estimation with ToF- and CCD-Images
Pose estimation is investigated since a couple of decades in Computer Vision. Very successful
approaches using only standard monocular cameras exist (e. g. SLAM in [Dav03]), as well
as approaches using stereo camera rigs. Using ToF-cameras for pose estimation offers one
crucial advantage, the real-time availability of depth measurement and dense depth maps.
Standard pose estimation algorithms and reconstruction approaches need to determine the
distance of a world point to the camera center which is mostly determined only up to scale.
Classical Structure-from-Motion approaches ([PKVVG98]) need a certain baseline, a distance
between the first two cameras, to triangulate 3D points from 2D correspondences. Without
knowledge of the baseline the distance of the 3D points to the camera is only up to scale.
Figure 2.3, p.8 depicts these principles. Using multiple cameras of known relative external
geometry and internal camera parameters this issue can be solved and the pose of the camera
rig can be estimated in metric scale.
The pose estimation of a camera is typically based on the tracking of significant points over
an image sequence or matching of significant points between images which picture the same
objects. The most widespread feature is the gradient based KLT-Feature which was introduced
in [ST94]. In the following I will discuss the pose estimation with CCD- and ToF-camera.
In section 4.1.2, p.53 it was introduced how depth measurements are transferred into the view
of an additional color camera. In this section it is assumed that the images are precomputed
in this way and call this a 2D/3D image (pair). In a first 2D/3D image pair 2D-KLT-Features
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are detected on the intensity image and for every 2D feature x the distance d(x) to the camera
center is extracted from the warped and filtered depth image. Using equation 2.12, p.7 a 3D
point X is generated for every feature. From these correspondences, the camera pose can
be estimated using the standard camera pose estimation scheme DLT (cf. [HZ04] p.173 and
p.73).
The process of pose estimation is distorted by uncertainties at different steps in the algorithm:
during the detection of 2D (KLT-) feature points and during the physical measurement of depth
using the ToF-camera. This noise is modeled using covariances and predicted to subsequent
frames in the process.
Uncertainty Modeling
This section introduces basic variance and covariance notation and shows how the uncertainty
of a measurement of a 2D feature and 3D point measurement is modeled. Let X be a set of
measurements [X0, ..., Xn]T. The expected value of a measurement Xi, which is equivalent
to the mean, is denoted:
µi = E(Xi) (5.5)
and the covariance Σi,j is calculated as:
Σi,j = cov(Xi, Xj) = E[(Xi − µi)(Xj − µj)] (5.6)
The covariance matrix ΣN of a set of N measurements is then:
ΣN =

E[(X1 − µ1)(X1 − µ1)] ... E[(X1 − µ1)(Xn − µn)]
. .
. .
. .
E[(Xn − µn)(X1 − µ1)] ... E[(Xn − µn)(Xn − µn)]

= E
[
(X − E[X])(X − E[X)T]]
(5.7)
The variances σ2 are located on the diagonal of the covariance matrix ΣN which are defined
as:
σ2i = var(Xi) = E[(Xi − µi)2] (5.8)
The uncertainty of a 2D point in x and y is directly related to the accuracy of the feature
detector. The feature detector (e. g. the KLT-corner detector [ST94]) computes the covariance
of a feature from the structure tensor of the image. So the 2 × 2 covariance matrix of a 2D
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feature x is:
Σx = η
2
(
∆2x ∆x∆y
∆y∆x ∆
2
y
)
(5.9)
with ∆i the gradient in direction i and η a scale factor.
To model the uncertainty of the depth measurement by a ToF-camera, every constructed 3D
point is additionally modeled by a covariance matrix. The covariance of a 3D point is best
modeled as an ellipse in 3D and represented as it’s 3× 3 covariance matrix. As normally only
one measurement of a 3D point at a certain time step is available, the variances σ2i , i{x, y, z}
of the covariance matrix ΣX of a 3D point X are defined in advance.
The biggest uncertainty of the depth measurement is along the viewing ray of the camera.
Eventual errors in the measurement affect the distance to the camera and therefore the z com-
ponent. The uncertainty in the direction of the viewing ray is directly related to the value of
the amplitude image of the ToF-camera. The amplitude image expresses the reflectivity of the
observed surface. A good reflecting surface delivers high amplitudes and provides a reliable
measurement, a scattering or less reflective surface delivers low amplitudes and results in un-
reliable measurements. Therefore σz can alternatively be set from the values of the amplitude
image of the ToF-camera. The values have to be scaled to be in the correct range to be used as
uncertainty. The ellipse has to be oriented with the ray through the camera center and the 3D
point as the direction of the highest uncertainty. Hence the ray rz through camera center and
3D point X is calculated using equation 2.11, p.6. Rays rx and ry , perpendicular to this ray,
are constructed for x and y using the cross product:
rd = (0, 1,−1) (5.10)
ry = rz × rd (5.11)
rx = rz × ry (5.12)
(5.13)
The 3× 3 matrices Rx,Ry,Rz are constructed using the outer product:
Rx = rx · rTx (5.14)
Ry = ry · rTy (5.15)
Rz = rz · rTz (5.16)
The 3× 3 covariance of a 3D point X can then be defined as:
ΣX = σ
2
xRx + σ
2
yRy + σ
2
zRz (5.17)
ΣX =
Σxx 0 00 Σyy 0
0 0 Σzz
 (5.18)
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Figure 5.5.: Covariance update method with filtering: a) Calculated covariances for 3D points.
b) Second measurement of 3D points and covariances which differ from first due
to noise. c) Updated points and covariances.
As the 2D correspondences are tracked over image sequences every 3D point is seen multiple
times. Every new measurement decreases the uncertainty of the measurement if it is consistent
with the previous measurements. The consistency measurement in this case is the uncertainty
ellipsoid. If the new measurement lies within the covariance ellipsoid ΣX the corresponding
3D point X and the covariance are updated.
The updated position and covariance of a 3D point is calculated using a Kalman Filter [WB95]
together with the Unscented Transform [SJ97].
Measurement Fusion
Figure 5.6 shows the input data for the reconstruction of the person model. While the person
is turning on a swivel chair in front of the cameras, the pose of the camera is estimated relative
to the person. For the reconstruction 64 image pairs of depth and intensity have been used.
The foreground object is segmented by depth keying from background, since the depth gives
an easy cue to object segmentation (see section 4.2.2, p.58). After estimating the object’s pose
for every image, the depth and intensity elements are added into an Octree. Figure 5.7 shows
the resulting fused model. The top left image shows a result after five images, the other images
show the integration of 64 images. Note that the person swayed a little during recording, which
leads to some errors in the fused model. The bottom image shows the reconstructed person and
the estimated camera position as pyramids, as seen from the rigid object coordinate system.
The fused model still contains some errors, but the objective is to show the advantages of the
volumetric representation compared to other data structures and the feasibility of the approach.
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Figure 5.6.: Depth and color input images for the reconstruction of a person. Depth and color
images have different resolutions (176×144 pixel and 1024×768 pixel).
5.1.4. Conclusions
The presented approaches show that the ToF-camera is well suited to reconstruct rigid geom-
etry. Two modeling approaches have been discussed and it could be shown that important
applications of computer vision could be solved using ToF-cameras. The first is the modeling
of indoor environments in which the camera is actively controlled and the measurements are
fused in a 2.5D panoramic image which is then transformed to a real 3D model by triangula-
tion. The reached accuracy lies well in the expected range of the accuracy of the ToF-camera.
It is bound by the physical operation principle of the ToF-cameras and was found to be within
44-177mm which corresponds to 1.25-2.03% of the room size. The second method is the re-
construction of smaller objects, by either walking around the object and estimating the camera
pose or by turning the object in front of the camera. In the second case it is not possible to
use a panoramic image to store the values. Instead, a volumetric Octree representation is cho-
sen which inherently fuses multiple measurements of the same physical entities. This shows
that ToF-cameras can be used to reconstruct rigid geometry such as complete rooms with
good accuracy and that is it possible to capture and reconstruct smaller rigid objects using
ToF-cameras and suitable reconstruction algorithms.
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(a) (b) (c)
(d)
Figure 5.7.: Person model as Octree, fused from multiple image pairs. Octree fused from 5 im-
ages (a). Person model fused from 64 image pairs (b)+(c). The miss-registration is
mainly due to local motion of the person during recording. Octree cells were ren-
dered as points without splatting. Fused person model with camera poses drawn
as pyramids (d).
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5.2. Non-Rigid Object Modeling
More challenging and interesting than the rigid object modeling is the non-rigid object mod-
eling. The possibility to capture and reproduce deformations in real-time is an ability which
offers advanced opportunities in many areas such as the production of film and media con-
tent, movement analysis in health care and human-computer interaction. Due to the real-time
capabilities of the Time-of-Flight camera technology, these cameras are dedicated to capture
deformations of objects. Hence this chapter discusses the reconstruction of non-rigid and
deformable objects with ToF-cameras.
5.2.1. Literature
There are different approaches in Computer Vision which focus on the reconstruction of dy-
namics and deformation of objects. A research area exists which focuses on the reconstruction
of surface deformations and there is a different area which focuses on the reconstruction of
movements of articulated objects, such as persons or animals. An articulated object consists
of rigid parts, connected by joints which have different Degrees of Freedom (DoF). A typical
articulated object is a skeleton model of a person. The objective in the reconstruction of articu-
lated objects is the estimation of limbs lengths and joint states, such as rotation and translation.
A good survey in this interesting area can be found in [MHK06]. Gavrila et al. used multiple
intensity cameras to reconstruct human body poses in [GD96]. Bray et al. [BKT06] presented
an approach (PoseCut) for integrated segmentation and human body pose estimation based
on intensity cameras and Markov Random Fields. A comparable approach using voxels and
shape from silhouette is used by Wan et al. in [WYM08]. Gall et al. [GSdA+09] recover the
skeleton movements and the non-rigid surface deformation of articulated persons and animals.
One of the first to use range images from multiple perspectives were Curless and Levoy in
[CL96] but the approach is limited to rigid models. Guan et al. [GFP08] use multiple ToF-
and intensity cameras to reconstruct 3D objects. They focus on rigid objects and on the fusion
of silhouette and depth information. Pekelny and Gotsman [PG08] use a single depth camera
to recover the body pose of an articulated object and reconstruct the surface piecewise. They
divide the object into pieces and apply ICP to find the transformations for each limb. Knoop
et al. [KSD09] use a ToF- and an intensity camera to track movements of articulated bodies.
They use a body template consisting of cylinders and joints and a combination of depth and
intensity features to register to the model using ICP.
In contrast to the interpretation of objects as articulated objects, dynamic scenes also contain
local object deformation which must be considered. The reproduction of a scene from a dif-
ferent viewpoint is possible using the image-based rendering approaches as in [ESK05] and
[MB95] but these lack the possibility to represent non-rigid objects.
An approach which is capable to represent dynamic scenes and to replay the scene from a
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different viewpoint is Space-Time-Video, which does not only encode the three-dimensional
geometry of the scene but also records the changes in time as 4D representation. The replay
of Space-Time-Video should allow to separate 3D space and time, which allows to render
the scene from any viewpoint at any time. This requires that for every time step the full 3D
geometry is known. Based on this knowledge further data analysis can be executed such as
deformation parameter estimation. An approach in which human motion is recorded and ac-
tions are represented as Space-Time Shapes can be found in [GBS+05]. There, actors are
segmented using silhouette information, and shapes are recorded over time. These shapes are
stored in a volumetric representation and classification of motions is applied.
5.2.2. Deformation as Space-Time-Video
As ToF-cameras are capable of recording real-time depth image sequences, these cameras are
well suited for recording deformations over time. To record and replay Space-Time Video
a suitable way to store and reproduce the volumetric data is needed. It requires to store 3D
geometry as well as change over time. The presented Octree data structure (cf. section 4.3.3,
p.73) is capable to store 3D volumetric data and the reproduction of this data is possible by
rendering it on the GPU. To enable the representation of dynamic scenes the Octree datas-
tructure is extended to store in every cell the time at which it is visible and the corresponding
color. If only foreground objects are to be considered, the reconstruction requires a reliable
segmentation of the deformable object which is discussed in section 4.2, p.57. Using only
one 2D/3D-camera and using foreground segmentation also means that the geometry in the
back of the person is incomplete. This restricts the camera movements, which however can be
solved by using additional ToF-cameras that observe the scene from different viewpoints.
When adding a new image to the Octree datastructure, the current image number is used as a
time-code. If the volume element is already occupied, the geometric information is calculated
as an average of old and new measurement and the timestamps at which the element is visible
are updated.
As a volumetric representation of the scene is at hand, the camera can freely move around and
render the Octree by selecting only those cells which were visible at a given time stamp. Figure
5.8 shows examples of such a Space-Time-Video sequence, including camera movement. A
person is standing in front of the camera head, swinging the arms. The left image shows all
Octree elements which have been filled during the animation sequence which consists of 375
images. The second image shows a selected frame of the sequence. Image three and four
show one moment in time, recorded by the ToF-Camera and rendered from different views.
By including the object in the environment Octree model, the background can be filled as well.
Figure 5.9 shows the color-coded accumulated hit-counts for the above sequence. The number
of times an Octree volume element is hit up to the current time frame is saved and analyzed.
This provides information about which parts of the scene are static and which are dynamic.
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(a) (b)
(c) (d)
Figure 5.8.: Space-Time Video: All elements in the Octree (a), selected time instance of the
animation sequence (b), rendered views with background (c)+(d).
In the above sequence, the arms of the person are moving and therefore distinguished from
the body. 4D Space-Time representation also allows to combine 3D information which has
been taken at different points in time. This is the selection of different time slices and the
combination in one 3D shape. An example is shown on the right of figure 5.9 in which three
points in time have been selected, forming a person with six arms.
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(a) (b)
(c) (d)
Figure 5.9.: Left: Accumulated hit-count for video sequence over time, color coded: red (<
60) - black (>= 360). Frame 1 (a), integration of frame 1 to 120 (b), integration
of frame 1 to 375 (c). Rendering by selection of 3 time frames of the Space-Time
Video (d).
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5.2.3. Performance Description
Capturing and storing dynamic three-dimensional scenes at a high resolution and framerate
produces a large amount of data which has to be stored and eventually retrieved and dis-
played. As mentioned in the previous section the nodes of the Octree datastructure have been
extended for this purpose by additional elements for visibility at a certain time-stamp and cor-
responding color information. To store the change of a scene over time, the data in the Octree
doubles if the whole scene changes, compared to a static representation of the scene, with
every additional frame. This results in a very high amount of data which will easily excess
the memory capacity of current computers. For example the Octree of the environment model
in section 5.1.2, p.81 with 25mm cell side length consumes 735.26 MB of data as shown in
table 5.2, p.84. Approximately half of the memory is occupied by the data in the Octree and
half by the Octree itself. Every additional frame in which every point of the Octree changes
would therefore add approximately 370 MB to the Octree. After a couple of frames the entire
memory is occupied.
To avoid this, new geometric and intensity information is only stored if the change exceeds
a predefined threshold. Otherwise already contained geometric and intensity information is
linked to the current time stamp. Rendering times also increase with increasing sequence
length as for every frame the nodes to display and the color information (and eventually addi-
tional information) has to be determined by searching the timestamps of every node. Alterna-
tively volumetric datastructures can be implemented on the GPU which allows faster rendering
and e.g. real-time editing as in [KCK09].
5.2.4. Conclusions
In this section I have presented an approach to capture, fuse and reconstruct non-rigid geom-
etry in real-time using a ToF-camera coupled with a CCD-color camera. In this approach it
has been shown how 2D/3D- camera can be used to capture a persons geometry while the
person is moving in the scene. Furthermore a space-time video approach has been developed
to encode movements of the person in an Octree. The resulting person model is of high spatial
quality, but covers only the front half of the person.
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“The Guide is definitive. Reality is
frequently inaccurate.”
Douglas Adams (1952 - 2001) 6
Application in Mixed Reality System
This chapter shows an application of the methods developed in this thesis in a real-time
Mixed Reality system. The system and the results have been published in these publica-
tions: [SBKK10] [SBKK08] [BSBK08] [KSB+09]. Key parts of the system have been de-
veloped in this thesis and it uses most of the methods and approaches presented in this work.
It uses the presented calibration, preprocessing, environment reconstruction and segmentation
approaches.
6.1. System Overview
This section gives an overview of the whole Mixed Reality system. A cheap and flexible us-
age of the system is desired. Hence only images taken by standard- and ToF- cameras and
no chroma-keying facilities are used. It uses three cameras which are shown in figure 6.3, a
ToF-camera combined with a CCD-camera, both rigidly coupled and mounted on a Pan-Tilt
unit and a spherical CCD-camera. The ToF-camera delivers depth images, but from a differ-
ent viewpoint and with different intrinsic parameters than the perspective CCD-camera. The
perspective CCD-camera is also denoted target camera because the final composed image is
generated for this camera’s perspective and resolution. The input images of the three cameras
are depicted in figure 6.1 in which the fisheye images are shown on the left, the target camera
images are shown in the middle and the ToF-depth images are shown on the right.
Figure 6.2 gives an overview of the system. As a first step it requires that the cameras are
internally and externally calibrated. Therefore the calibration from section 3.2 was extended
to handle spherical cameras, parametrized with the model developed by Scaramuzza et al.
[SMS06]. As target camera and ToF-camera do not share the same center of projection and
have different perspective camera parameters a warping of the depth measurements into the
target view has to be performed. This is more closely explained in section 4.1.2.
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Figure 6.1.: Input images of fisheye-, target- and ToF-camera. Note that the ToF-depth images
have a much lower resolution than the other images.
The system requires methods to estimate the camera movement and to replace the chroma-
keying facilities. These requirements can be met by using a model of the environment and
hence a background model is generated as described in section 5.1.2. A segmentation method
is needed which is capable to handle moving camera viewpoints. Hence the GPU-based seg-
mentation with background model (cf. section 4.2.2) is utilized. The GPU is also used for the
correct combination of real and virtual content. This is presented in section 6.3. For a real-
istic appearance of the composed scene, shadowing of real and virtual objects is additionally
computed and added to the final mixing result (see section 6.4).
A correct rendering and composing is only possible if the current target view camera pose
is known in the coordinate system of the virtual content. To calculate the current pose of
the CCD- target camera the spherical CCD-camera is used as a pose sensor. The analysis-
by-synthesis background model based tracking approach, discussed in the next section 6.2, is
used to track the spherical camera pose. The orientation and translation between fisheye- and
target camera is known from calibration.
Once the background model has been created, the alignment of virtual content can be per-
formed by means of 3D modeling tools. The trajectory of a moving object in the scene can
be determined from the segmentation which is computed on the GPU. The received trajectory
can now be used to assist in the placement of virtual objects in the scene. The complete system
and the working flow in the system is shown in figure 6.2.
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Figure 6.2.: Mixed Reality System components and interactions. The boxes represent algo-
rithms and components of the system. The light gray boxes represent algorithms
which have been developed in this thesis. The finally composed image is marked
with a red border.
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6.2. Pose Estimation with Environment Model
Many studio installations use rigid camera installations or cameras controlled by robots to
obtain information about the current position and orientation. This is however very inflexible
and expensive. Hence an automatic computation of the current position and rotation of the
camera constitutes a huge simplification and allows to reduce the costs of media productions.
Figure 6.3.: The setup for pose estimation with environment model. Fisheye CCD-camera,
ToF-camera and perspective CCD-camera, mounted on a pan-tilt unit.
One possibility is to use the pose estimation with CCD- and ToF- depth images as discussed in
section 5.1.3. This raises several problems, originating from the small opening angle and the
noise in the ToF-images if operated at high frame rates. These problems can be partially over-
come by the solutions presented in this section. The idea is to use a environment model, gener-
ated with the approach from section 5.1.2, as an absolute reference and to estimate the current
camera pose with an analysis-by-synthesis approach relative to this environment model.
The pose estimation follows and extends the analysis-by-synthesis approach presented in
[KBK07]. The accuracy of the pose estimation is directly dependent on the accuracy of the
environment model. In section 5.1.2 an evaluation of the accuracy of the environment recon-
struction is given. The average error of the reconstruction was found to be 1.25 − 2.03% or
44 − 177mm for an environment of size ≈ 3 × 5.5 × 8.5m, typical for the usage of the sys-
tem (cf. table 5.3). The error of the pose estimation is expected to be in the same order of
magnitude.
As large parts of the scene can be occluded by objects or actors during the recording process
a robust pose estimation method has to be used which can handle occlusions. Hence a fisheye
camera with a spherical lens and an opening angle of≈ 180 degrees is used as a pose sensor in
the proposed setting. The pose estimation is carried out using the images of this fisheye camera
together with the background model. The idea of the pose estimation is to track the current
camera relative to the background model of the environment. Current camera position and
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model orientation can be very different in the beginning. Therefore the current camera position
has to be registered relative to the model using robust feature matching. After this registration
the camera motion is assumed to be small. Therefore less robust and less computationally
expensive features are used to establish correspondences between model- and current fisheye
image.
6.2.1. Registration
The pose estimation starts with the registration of the current fisheye image to the generated
background model. Assuming that the camera is close to the position from which the model
was generated, the background model is rendered with the intrinsic parameters of the fisheye
camera and the extrinsic parameters (rotation and translation) with which the model was gen-
erated. Original fisheye image and rendered intensity and depth images are depicted in figure
6.4.
(a) (b) (c)
Figure 6.4.: Image of fisheye camera (a) and view of the environment model of intensity (b)
and depth (c) rendered with fisheye camera parameters.
Due to the possible large displacement between current camera position and rendered model
pose, features which are robust to scale change and rotation have to be used. Hence the gradi-
ent orientation based scale invariant SIFT-features (cf. [Low04]) are detected in the rendered
intensity image 6.4 (b) and 3D points are generated for these features using the depth informa-
tion from the corresponding rendered depth image 6.4 (c). These SIFT-features are matched
against features extracted in the current fisheye camera’s image 6.4 (a).
The camera pose is estimated on these 2D/3D correspondences using the standard DLT al-
gorithm ([HZ04] p.73) in combination with RANSAC [FB81]. Outliers are removed after an
initial pose estimation by deleting correspondences which do not comply with the estimated
pose and the pose estimation is repeated on the remaining inliers. A feature does not comply
with the estimated pose if the distance between the 2D SIFT-feature and the projection of the
3D point to the image plane with the estimated camera pose exceeds a threshold, which is
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typically set to 1 pixel. The detected SIFT-features in both images are visualized in figure 6.5
together with the correspondences. After this registration the background model is aligned to
the current image.
Figure 6.5.: Visualization of the detected SIFT-Features on input and rendered model image
and the computed correspondences visualized as lines between corresponding
features.
6.2.2. Camera Pose Tracking
After registration the camera motion is assumed to be small between subsequent images.
Therefore the pose estimation can be based on tracking points of interest, in this case KLT-
features [ST94], from the model’s image to the current fisheye image. To start the camera
pose tracking initial KLT-features are detected on the current fisheye image. As fisheye cam-
era and virtual camera of the rendered model are identical after initial registration, 3D points
are constructed for each 2D KLT-feature by depth look-up in the rendered depth image of the
background model.
In the consecutive tracking steps the detected 2D KLT-features are tracked between the ren-
dered model’s intensity image and the current fisheye image. To support the feature tracking
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the pose the background model is rendered with is predicted to the current frame. A linear
prediction of the pose using up to three previous poses is used for this purpose.
To detect occlusions, the current depth measurements of the ToF-camera and the established
3D points are checked against the corresponding depth values in the rendered model’s depth
image. If the difference exceeds a threshold, this point is considered an outlier and is not
taken into account for pose estimation. The remaining points which are considered inlier are
marked in green in figure 6.6 on the right. Additionally a feature’s validity is checked by a
robust photometric measure in order to detect features which are occluded by a dynamic object
before it contributes to the estimation. The used photometric measure is called the X84 rule
which was introduced by Fusiello et al. in [FTTR99]. This rule compares the distribution of
the image values in the area of the feature in the current frame with the distribution of image
values of the same feature in the previous frame. It enforces that features with distributions,
which differ more than k Median Absolute Deviations (MAD) from the median, are rejected
(k is set to 5.2).
Figure 6.6.: Tracked KLT-Features on input and rendered model image for the first image (top)
and after 150 images (bottom).
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Points for which the tracking between model- and fisheye image was not successful are marked
red in the left images of figure 6.6. Based on the established 2D/3D correspondences the
current camera pose is estimated for each image using the same combination of DLT and
RANSAC as in the initial registration phase described in section 6.2.1. The pose estimation
minimizes the differences between the 2D points in the image and the projection of the cor-
responding 3D points into this image using the estimated camera pose. This projection error
between 2D and 3D points is depicted in figure 6.7 for the initial pose estimation and after 150
images.
Figure 6.7.: Projection error of pose estimation with 2D/3D correspondences. Green describes
a small reprojection error, increasing over blue to red which indicates a high pro-
jection error.
The fisheye camera’s extended FoV always provides sufficient visible features for reliable
tracking, even if large parts of the used background model are occluded. Using the background
model as reference the known problem of error accumulation (drift), which is for example
encountered in the solely depth image based pose estimation in section 5.1.3, is avoided.
6.3. Combination of Real and Virtual Content
For the combination of real and virtual content, the depth images of the ToF-camera, the back-
ground model and the virtual objects are used. For all the computations on images during the
composition of the final images GPU shaders are used, which allows to perform all compu-
tations in real-time. The principle of the final composition is as follows. At every pixel in
the image the decision which color the final image is assigned, is based on the corresponding
depth values in the depth images shown in figure 6.8. In all these depth images, the current
depth image, the background depth image and the virtual depth image, the smallest distance
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(a) (b) (c)
Figure 6.8.: Depth images for composition with correct occlusion handling. (a) Background
depth image, (b) warped current ToF-depth image, (c) virtual depth image.
(a) (b) (c)
Figure 6.9.: Color images for composition with correct occlusion handling. (a) Background
color image, (b) real color image, (c) virtual color image.
to the camera is searched. The color value of the corresponding color image is selected and
assigned to the finally composed image.
Let db(x) be the depth in the rendered background depth image 6.8 (a) at pixel x = (x, y),
dc(x) the depth in the current warped ToF- depth image (b), dv(x) the depth in the rendered
depth image (c) and df (x) the finally composed depth in image 6.10 (b). Let cb(x) be the
color in the background color image 6.9 (a), cc(x) the color in the current color image (b),
cv(x) the color in the rendered virtual image (c) and cf (x) the final composed color in image
6.10 (a). How the final composed image is calculated is shown in the following algorithm 1:
The achieved mixing quality and how real the perception of the mixed images is, is directly
dependent on the segmentation accuracy. This accuracy has been evaluated in section 4.2.5 in
which it could be shown that the number of wrongly classified pixel is below 2% for the depth
thresholding and if the proposed approach with MoG and weighted depth clues is used it is
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Algorithm 1 : Algorithm for mixing real and virtual content based on depth.
for x = 0 to nrOfPixel do
cf (x) = cb(x) {initialize final color with background color}
df (x) = db(x) {initialize final depth with background depth}
if dc(x) < df (x) then
df (x) = dc(x)
cf (x) = cc(x) {if current depth is smaller than background set to current}
end if
if dv(x) < df (x) then
df (x) = dv(x)
cf (x) = cv(x) {if rendered depth is smaller than current set to virtual}
end if
end for
(a) (b)
Figure 6.10.: Color- (a) and depth (b) image, composed of original images and virtual objects
by depth mixing.
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below 1% of the number of image pixel (cf. tables 4.1 and 4.2).
Figure 6.11.: Original image of a person, augmented by virtual objects with mutual occlusion
(left). Corresponding mixed depth images (right).
Figure 6.11 shows another result of the depth based mixing approach in which the real image
is enhanced by virtual objects of a statue, a dinosaur and a plant in the front. Due to the quality
of the segmentation of the person a realistic perception of mutual occlusion is achieved. The
real person and the real plant in the right corner cast shadows in the back wall. The virtual
objects do not cast shadows on the wall which disturbs the perception of the scene. How this
is solved by adding shadows as discussed in the next section.
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6.4. Shadow Rendering
The correct and stable placement of the synthetic content in the images, which is guaranteed
by the previously described camera pose tracking, is the first part to ensure the quality of the
finally composed image. The other component that significantly increases the quality of the
augmentation is a correct shadow casting of the virtual objects. The images in figure 6.11
show an augmentation without shadow calculation for the virtual objects for example.
Figure 6.12.: Final composition with shadow mapping. Left: Images with shadows computed
from light maps. Right: Light maps computed from light sources at the ceiling
(top) and with alternative light source positions (bottom).
If the virtual objects are correctly aligned to the floor, the viewer should always have this
impression even if the camera is moving. Sometimes however the virtual objects seem to
hover slightly over ground. This impression is resolved by adding shadows, as shown in the
lower images of figure 6.12. In order to add shadows of virtual objects to the real images, so
called light maps are calculated for each video frame. These maps in principle encode how
much light is reaching the part of a scene pictured by a particular pixel if virtual content is
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present. Each pixel in the light map contains a factor 0 ≤ s ≤ 1, which is used to scale the
RGB color values in the augmented image. A scale factor of 1 corresponds to no shadowing,
0 renders a pixel black and values in between model partial shadowing.
The light maps are generated using the well-known shadow mapping technique [Wil78].
Therefore a depth map is rendered for each light source containing all virtual objects that
should throw shadows. Additionally the background model and all virtual objects are ren-
dered from the target camera’s point of view, texturing the scene with the calculated depth
maps of the corresponding lights using projective texturing. This way for each pixel in the
target image the distance values R encoded in the depth maps of the light sources can be
compared to the distances D between a light source and the 3D point corresponding to the
pixel.
As the light’s depth map provide the distance between the light source and the first intersection
of the light ray with the scene geometry, it can be decided whether the pixel is in shadow
(R < D) or receives light from the light source (D = R). Evaluating all light sources and
adding an ambient light offset leads to the target view dependent light map used for shadow
generation as shown in figure 6.12.
This algorithm automatically adapts to different scene geometries, which allows to take full
advantage of the background model’s geometric information for shadow rendering. This is
demonstrated in the images in figure 6.12. Observe how consistent results are achieved by
not only casting shadows on the floor and the side walls but also on tables, taking the given
background geometry into account. Moreover, the background model can aid in defining
the appropriate positions and orientations of light sources in the scene, because the real light
sources are visible in its texture. The result presented in the lower row on the left of figure 6.12
was generated using four point-lights, that were positioned on the real light sources according
to the light sources in the background model. This is of course not sufficient to simulate
the reality but already increases the augmentation’s perceived quality. However, spending
more resources for rendering more light sources in conjunction with light map smoothing will
already increase the realism without much alteration of the proposed processing scheme.
Figure 6.13 shows another example for the increased augmentation perception if compared
to the images in figure 6.11. Two real and also two artificial light sources have been used to
allow consistent shadow casting of the virtual objects. The two real light sources have been
placed next to the camera to generate shadows on the wall in the back. Figure 6.11 shows
images of the sequence with natural shadows, only created by the real light sources. To copy
this natural shadow casting, two artificial point light sources have been placed virtually in
the scene for the shadow computation. Note how the virtual objects cast shadows on the real
person and the background in 6.13. The described shadow casting technique does not use
any antialiasing technique for the light maps which results in course shadows. To improve
the effect and generate a more realistic perception with soft shadow edges, the light maps are
filtered using a Gaussian filter.
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Figure 6.13.: Final composition with shadow mapping. Mixed images with added shadows
(left) and light maps for two light sources (right).
6.5. Tracking Segmented Objects
For many purposes it is helpful to analyze the movements of dynamic objects in the scene.
In the presented example (figure 6.14) a person appears in the rigid scene, and is segmented
using depth-keying with background model as described in section 4.2.2. To detect individ-
ual moving objects in the images a simple and fast clustering algorithm, BFS (Breadth-First
Search) is used. It is known as a graph search algorithm which can easily be applied to images.
Starting with a single pixel which belongs to the segmented object, all neighboring pixel which
belong to the foreground are added to the current object. For the sake of robustness to small
segmentation errors a minimum desired object size is defined. For each detected object a
center-of-mass is calculated by averaging its pixel coordinates. The result of this tracking
can be seen in figure 6.14 in which only one object is present. Projecting the detected pixel
coordinate of the center-of-mass with the depth measurement from the ToF-camera to a 3D
point results in the 3D point of the center-of-mass of the object.
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Figure 6.14.: Tracking of dynamic content. The moving person is detected and marked with a
rectangle, the center-of-mass is marked with a dot.
Figure 6.15.: Background model with detected trajectory (projected to the ground plane) of
the moving person and aligned virtual models.
Projecting the detected 3D point of the center-of-mass to the ground plane of the background
model directly yields the trajectory of the moving person on the floor, as shown in figure 6.15
at the top. This information can be used for a variety of applications. For example in live
processing to place the models in the scene. It can additionally be used in an offline step to
plan the placement of the virtual models. In the exemplary results shown in figure 6.15 the
person entered the model from the left and walked round the room two and a half times, turned
around and walked in the opposite direction. Note that this tracking of moving scene content is
also used to simulate interaction, e.g. collisions between real and virtual content as described
in the next section.
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(a) (b)
Figure 6.16.: Octree of the environment. Shown are the colored (a) and the depth-coded (b)
voxels.
6.6. Collision Detection and Geometric Interaction
Since the full 3D geometry of all objects is available, it is possible to compute geometric col-
lisions between the objects, especially the geometric interaction between virtual elements, the
real background model and the dynamic foreground objects. This allows a realistic interac-
tion with the environment and is basis for interactive productions and interactive contact free
games. There are two possibilities to compute collisions and the physics of interaction, based
on two different representations of the scene. The first is to represent the scene entirely as
an Octree and compute collisions between Octree cells, the second is to represent all content
as triangles and compute collisions between bounding collision shapes approximated on the
triangles of the objects. The two possibilities are discussed in the following two sections.
6.6.1. Collision Detection Using Octree
For collision detection and geometric interaction using Octrees, the environment model is
converted into an Octree representation that is adapted to the measurement uncertainty. A
volume of 8 × 8 × 8m3 is processed with a minimum voxel size of (25mm)3 bounding box
for collision detection. While the environment model is converted only once, the dynamic
person model is updated in each frame to reflect the object motion. Figure 6.16 shows the
octree volume representation for one of the frames, including the person’s model. As an
example for interaction with virtual content, colored balls are dropped into the scene while the
real person is walking around.
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Figure 6.17.: Two frames of the animation sequence using Octrees for collision detection.
The background model is assigned a very large mass and zero velocity while the tracked
person is assigned a large mass and a velocity from the tracking as described in the previous
section 6.5. The balls have a lower assigned weight and an initial velocity. Collision is now
computed between the bounding boxes of the Octree cells of background and person and the
bounding box of every virtual object. The virtual balls are colliding and bounce off the real
scene objects. Since the camera observes the frontal object surface only, some collisions at
the person’s back side are missed, but that does not really harm the visual effect. Figure 6.17
shows two frames of the resulting animation sequence. The balls are reflected and even stirred
up by the legs of the walking person.
A far more substantial problem is that bounding boxes of the Octree cells as well as the bound-
ing boxes of the objects do not approximate the real surface of the objects close enough. To
achieve realistic collisions the normals of the objects have to be considered to compute the
angle in which objects bounce off each other. So an approximation of the surface at the collid-
ing surface points would have to be computed. This is neglected and to compute the angle of
incidence the trajectory of the virtual objects is used and the reflection is computed by setting
the angle of incidence equal to the angle of reflection.
6.6.2. Collision Detection Using Triangles
Collision detection using the Octree datastructure has a significant drawback as discussed
above. This drawback can be overcome by using the convex triangle hull of objects as collision
shapes. For this purpose a state of the art collision detection engine can be used without
further modification to the algorithms by creating sets of triangles of the background once
and for the moving objects in every new frame. For the collision detection purpose the Open
Source physics engine "Bullet" [Bul10] is used. Figure 6.18 demonstrates the collision of
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Figure 6.18.: Animation sequence using triangles and Bullet for collision detection.
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small colored boxes with the person in the foreground. The boxes have their gravity vector
oriented to the backside wall for demonstration purpose. They fly towards the person and
bounce of the collision shape of the segmented person. This principle can also be used to
design interactive games in this Mixed Reality system. Figure 6.19 shows such a game in
which the player has to collect items (the cylinders) that approach him from the front to earn
points. The player has to avoid other items (the morning stars) which decrease his score when
they hit the player.
6.7. Conclusion
This chapter fused most of the presented methods shown in the preceding parts of the the-
sis. It utilizes the calibration, extended by the spherical camera model, to calibrate a camera
setup consisting of a fisheye- a CCD- and a ToF-camera mounted on a pan-tilt unit. This
setup was used to construct a full 3D model of the environment and used model-based cam-
era pose estimation with the fisheye camera to estimate the movement of the camera. The
current ToF-depth measurements are used, together with the rendered background model to
segment dynamic objects in the images which is used in the augmentation state to combine
virtual and real content under correct mutual occlusion on the GPU. The background model
and the geometry of dynamic objects was additionally used to calculate shadows which cast
on these objects to improve the visual perception. The last contribution, the contact-less in-
teraction with virtual objects, allows to generate interactive games and new applications for
visual media productions.
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Figure 6.19.: Screen-shots of a game developed in the Mixed Reality system.
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“No amount of experimentation
can ever prove me right; a single
experiment can prove me wrong.”
Albert Einstein (1879 -1955) 7
Summary and Outlook
The topic of this thesis is the three-dimensional analysis of static and dynamic scenes using
a combination of ToF- and conventional CCD- cameras. The analysis of dynamic scenes in
3D and the reconstruction of dynamic scenes or objects is one of the most challenging tasks
in Computer Vision. Many approaches for object reconstruction and dynamic scene model-
ing exist as it is a widely investigated topic. Reconstruction of rigid- as well as deformable
geometry requires dense depth information about the scene or the object which is necessary
prerequisite for the reconstruction algorithm. If a real-time scene analysis is required the
depth data also has to be available in real-time. Many conventional methods, such as stereo
approaches, fail to provide dense depth maps, or fail on dynamic scenes such as triangulation
laser scanners. Recently the Time-of-Flight cameras, based on the Photonic Mixer Device
sensors, have reached series-production readiness and deliver reliable dense depth informa-
tion of complex scenes in real-time which makes them suitable for the analysis of deformable
three-dimensional scenes. This thesis investigates the usability of ToF-cameras for 3D scene
analysis.
The first part of this work studies the calibration of ToF-cameras in combination with addi-
tional CCD-cameras, which is one of the most crucial parts to be able to use a ToF-camera for
3D scene analysis. The presented approach is suitable for the calibration of multiple CCD- and
ToF-cameras, estimating all relevant intrinsic and extrinsic camera parameters. As a checker-
board pattern is also detectable in the amplitude images of ToF-cameras, standard calibration
approaches could be exploited for initial parameter estimation. The checkerboard pattern is
used to establish correspondences and non-linear least-squares optimization is used to refine
the parameters. ToF-cameras suffer from noise and systematic depth errors. To compensate
the systematic depth errors a suitable error model was found and the depth deviation param-
eters of the model are estimated using an analysis-by-synthesis approach. The approach uses
synthesized views of the checkerboard depth plane and compares these to real depth images
of the ToF-camera. The depth error compensation using different parametrizations as polyno-
mial or cubic B-Spline is evaluated and the B-Spline compensation was found to outperform
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other parametrizations. Covariance analysis shows that the combined calibration of ToF- and
CCD-cameras helps to increase accuracy as rigidly coupled CCD-cameras reduce parameter
correlations, especially for parameters that are highly correlated due to the low sensor resolu-
tion and the small field-of-view of the ToF-camera. With the presented approach ToF-cameras
can be calibrated with high accuracy, making them usable for applications in Computer Vision.
Besides the calibration of single Tof-cameras is the calibration of camera systems consisting
of several ToF-cameras an important issue for many applications. The presented calibration
of multi-ToF-camera systems uses a marker-based calibration object, placed in the middle of
the camera system at different locations. From the known geometry of the calibration object
all camera positions can be calibrated with high accuracy.
Environment and rigid object modeling is an important topic which offers many possibilities
for many applications. The presented 3D scene modeling evaluates the suitability of ToF-
cameras for the accurate reconstruction of rigid scenes for environment modeling. The ToF-
camera is dedicated for environment modeling as it provides dense depth maps at real-time.
For rigid scenes a modeling approach using a pan-tilt unit is presented using a panoramic 2.5D
image representation of the data. The contribution shows, that precise dense 3D reconstruc-
tion including texture is possible with a combination of ToF- and CCD- camera. Additional to
the environment reconstruction, the reconstruction of smaller objects including the estimation
of the current pose of the ToF-camera is evaluated. A suitable datastructure, the Octree was
exploited to store volumetric data and provide the necessary data fusion of multiple measure-
ments.
The recording and analysis of dynamic three-dimensional scenes is even more challenging
than the reconstruction of rigid scenes. The presented dynamic 3D scene capturing and re-
construction approach uses a volumetric data representation. The volumetric representation is
realized using an Octree to store the scene data which is extended by one dimension to repre-
sent the change over time. In the Octree leaves it is stored which element is visible at which
point in time and what color information is valid for this time step. Adding the time as fourth
dimension, the full 4D representation of the scene makes it possible to replay animations from
different viewpoints and to generate new content. The suitability of ToF-cameras to capture
data for this purpose could be manifested.
The introduced Mixed Reality system is a system which allows the composition of real and
virtual content. In this work it also allows correct mutual occlusions, shadowing and interac-
tion. It was shown that the contributions of this thesis provided crucial elements of the system.
It assembles most of the developed approaches, using camera pose estimation on a generated
background model, object segmentation on the GPU using the background model and col-
lision detection for interaction simulation. Full 3D content can be generated of combined
real and virtual scenes making the approach suitable for future display technologies such as
auto-stereoscopic three-dimensional displays.
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7.1. Outlook
Besides the achievements which have been reached in this thesis there are many opportunities
for further improvements and investigations. For dynamic 3D scene analysis a reliable and
correct segmentation of dynamic content is crucial. With the combination of depth- and color
matting using Mixture-of-Gaussians, the segmentation accuracy was increased, but severe
problems remain in areas such as the segmentation of a persons feet from the floor at low
color difference.
The presented environment modeling with pan-tilt unit is very precise as it does not suffer
from registration- or tracking errors as other approaches are prone to. It is however also
less flexible due to the usage of the pan-tilt unit. Therefore an environment reconstruction
using pose estimation with an additional inertial sensor for a good rotation estimation is an
interesting and desired extension to the presented approach. Other researchers are already
actively investigating this subject, mostly using ICP (Iterative Closest Point) algorithms and
variants for the registration of point clouds.
The presented space-time approach of dynamic scene recording and playback suffers from the
low resolution of the ToF-sensor and the quality is at the moment not sufficient. So further
work will focus on further decreasing the outliers in the measurement data and on increasing
the resolution of the ToF-sensor, for example using super-resolution approaches. Point-based
rendering approaches also contribute to the low visual quality. The current point splatting
algorithm will perform better with increased resolution, but further improvements in rendering
have to be achieved.
Using the multi-camera setup, full 3D models of any subject are available. For many applica-
tions the movements of the limbs of a person or animal is of interest. The estimation of the
parameters of an articulated model of the subject is therefore the logical next step which is
already under research.
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PMD Operation Principle
Two different camera types have been used in this thesis, the Swissranger ToF-cameras, man-
ufactured by Mesa-Imaging [SSVH95, OLK+03], and the PMD[vision] ToF-cameras manu-
factured by PMDTec [XSH+98, LSBS99, Sch03]. As already mentioned are the differences
located on pixel level and concerning the demodulation and amplification. For the explana-
tion of the measurement principle on pixel level I will discuss the PMD-principle. Figure
A.1 shows the simplified two-gate structure of a PMD pixel. The complete mixing process
of optical and electrical signal takes place in each pixel. Each pixel is a five terminal device
with two semi-transparent modulation electrodes (am and bm) which serve as optical input
window. These are isolated from the substrate by an oxide layer. Two pn-junction diodes are
located on both sides of the gates which are contacted and covered by metal electrodes. These
diodes are connected to the readout circuitry. The operation mode of a PMD pixel core is
based on a charge coupling effect which allows the PMD to have overlapping gates with high
charge-transfer efficiency.
The movement of generated charge carriers is controlled by the amplitude of the reference
signal um applied to the modulation electrodes am and bm. This way it can be influenced if the
charge carriers move to the right or the left pn-junction. If the reference signal is a rectangular
signal and the received incident signal is constant, the same amount of charge carriers will be
collected on each side of the pn-junctions. If the received incident light is modulated with the
same reference signal as the signal um applied to the modulation electrodes and there is no
phase delay between the incident signal and reference signal all carriers will be moved to one
side. For other phase delays the difference of the output voltage will be different, depending
on this phase delay (cf. [XSH+98]).
A read out circuit is connected to every pixel of the PMD-sensor. This circuit evaluates the
charges of the two electrodes. Therefore the charge, which is accumulated over a certain
integration time Tint, after which a reset of the circuit is executed, is saved in a capacitor C. A
distance correlated charge difference can, according to [Lua01], be measured with the electric
streams Uak and Ubk of the two electrodes.
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Figure A.1.: The simplified two-gate PMD structure, called a “smart-pixel”, according to
[XSH+98].
∆uab =
Tint
C
(Uak − Ubk). (A.1)
Simultaneously the typical CCD intensity value is available for every pixel, which can be
determined by the sum of the charge of the two electrodes:
Σuab =
Tint
C
(Uak + Ubk). (A.2)
The intensity image however is not always delivered by the ToF-camera. For the mathematical
model of the correlation of the input and output signal it is assumed in the following that the
sent out light is modulated with the sine-function. To steer the electron swing, charges Uak
and Ubk are applied to the electrons, which correspond to symmetric counter-signals to the
modulation signal with the same frequency ωmod. This charge consists of a constant charge
U0, a constant amplitude um and a selectable shift of the modulation signal by ψ degrees:
sak(t) = Uak(t, ψ) = U0 + um · sin(ωt+ ψ)
sbk(t) = Ubk(t, ψ) = U0 − um · sin(ωt+ ψ).
(A.3)
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The light which hits a PMD-element can be described as:
r(t) = G0 +Rcos(ωmodt− ϕ), (A.4)
where G0 is a factor corresponding to the surrounding light and R is a factor respecting the
reflection properties of the object. The result c(ϕ,ψ), the so called auto-correlation of the two
signals Φ and Ua can be calculated by multiplication and integration over the time [0, Tint], in
which Tint is a natural multiple of the period 2piωmod (see [Sch03]).
ca(ψ) = r(t)⊗ s(t) = lim
T→∞
1
Tint
Tint∫
0
r(t) · sak(t+ ψ)dt (A.5)
And analogous to equation A.5 it yields:
cb(ψ) = r(t)⊗ s(t) = lim
T→∞
1
Tint
Tint∫
0
r(t) · sbk(t+ ψ)dt (A.6)
The factor c0 is a value for the sensitivity of the semiconductor, which is however not relevant
for the upcoming calculations. Equation A.5 can be simplified according to [Sch03] as:
ca(ψ) = H +Mcos(ϕ− ψ) (A.7)
analog is valid for the symmetric counter signal:
cb(ψ) = H −Mcos(ϕ− ψ), (A.8)
withϕ = f(d, ω) a variable phase shift, an unmodulated background signalH = f(U0, G0, Tint)
and a modulated signal M = f(U,R, Tint).
Please continue reading at section 3.1.1, subsection “Distance Calculation”.
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