Abstract: A practical approach for improving tracking performance of the predictive functional control (PFC) is proposed. The disturbance observer is utilized to nominalize the actual plant and to reduce the predicted output error in the PFC algorithm by canceling not only constant but also high-order disturbances. The proposed control scheme is experimentally validated on a single axis table drive system and is compared with the standard PFC and the industrial cascade control. The experimental results prove the effectiveness of the proposed disturbance observer-based PFC scheme.
Introduction
The model-based predictive control (MPC) has been successfully applied mainly in the petrochemical industry since it was put into practical use in the 1970's. In general, the quadratic optimization problem must be solved on-line to compute the optimal control sequence in the standard constrained multivariable MPC algorithm [14] . When the MPC is applied to the control of mechatronic servo systems, the timeconsuming optimization may be problematic since the sampling period of such systems is usually less than a few milliseconds and may be too short to complete the optimization.
On the other hand, a simple MPC scheme called the predictive functional control (PFC) [11] [12] [13] is widely used. Unlike the standard MPC, the PFC is primarily intended to single-input-single-output systems, and no on-line optimization is required since the control input is expressed as a linear combination of time-dependent basis functions. Although the PFC algorithm is much simpler than the standard MPC algorithm, it gives a similar performance to the full MPC. Accordingly, a variety of successful industrial applications have been reported (e.g., [2-5, 7, 8, 10, 20] ).
The tracking performance attained by the PFC heavily depends on the accuracy of the internal model of the actual plant. So, if the predicted output error caused by disturbances or model uncertainties is significant, the tracking performance may deteriorate, and the designed response cannot be obtained on the actual system. Another weakness of the PFC is that it cannot cope with high-order disturbances, such as ramp or parabola disturbances. Assume that disturbances entering the system are the 1/s k -type (k 1). Then, for non-integrating plants, it is known that the PFC is offset-free for stepwise (i.e., k = 1) disturbances, which means that the stepwise disturbance is asymptotically rejected. However, this property does not hold true for high-order (i.e., k 2) disturbances 1 . Also, for integrating plants, even stepwise disturbances cannot be rejected in the PFC scheme.
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The purpose of this paper is to propose a practical way to overcome the above-mentioned drawbacks. To this end, we construct a dual loop control structure which consists of an inner loop formed by the disturbance observer (DOB) [15, 16, 19] and an outer loop formed by the PFC. The DOB is known to be an effective compensation mechanism which reduces the influence of disturbances, uncertainties and nonlinearities in the plant and enforces the nominal input/output behavior on the actual plant especially in the low frequency range where the frequency of the reference signal concentrates. Accordingly, the actual plant behaves as if it is the nominal plant by introducing the DOB. In the DOB design, we can specify the number of integrators introduced in the loop transfer function. Hence, the DOB has the ability to asymptotically reject high-order disturbances as well as stepwise disturbances.
The contributions of the paper are as described below. First, it offers a way of improving the prediction accuracy within the PFC algorithm. This leads to the improvement of the transient performance of the PFC in the presence of disturbances and/or modeling errors since the DOB nominalizes the actual plant especially at low frequencies. Second, it solves the inherent weakness of the PFC against the highorder disturbances. When the 1/s k -type (k 2) disturbances are applied, those disturbances cannot be rejected by the standard PFC controller. However, due to the introduction of the DOB, such high-order disturbances can be asymptotically rejected since the DOB has the specified number of integral action.
We should mention here that the idea of the combination of the PFC and the disturbance observer has originated in the recent application to the control of a pneumatic artificial muscle actuator by the authors [18] . However, in-depth argument about the advantages of the proposed scheme was not provided there. The present paper states the advantages that were left unclear in [18] . In addition, the proposed method is validated on a single axis table drive system and compared with the standard PFC and the industrial cascade control which consists of the inner proportional-plus-integral control loop and the outer proportional control loop. We also examine the performance differences between two different control systems that have the same PFC controller but different DOBs.
Predictive Functional Control Enhanced with Disturbance Observer

Predictive Functional Control
In this subsection, we give a brief overview of the predictive functional control (PFC). For more details of the PFC algorithm based on the state-space model, see, for example, S. Abu el Ata-Doss et al. [1] . Figure 1 shows the basic concept of the PFC. Suppose that the current time is labeled as time step k. A set-point trajectory is defined as a command signal which the process output y P should follow, and the value of the set-point trajectory at the current time step is denoted by c (k). Also shown is a reference trajectory denoted by y R . This trajectory starts at the current process output y P (k) and defines a desired trajectory along which the process output y P should approach the set-point trajectory. On the reference trajectory, there are a few coincidence points on which the performance index is defined so that the process output y P will coincide with the reference trajectory y R . As an example, three coincidence points are drawn in Figure 1 . The optimal control input trajectory is then computed on the basis of the predicted output. Once we have computed a future control input trajectory, we apply only the first element to the process. At the next time step, we repeat the whole cycle from the definition of the reference trajectory to the application of the first element of the optimal control input trajectory. We call this way of control a receding horizon control.
Next, we show the basic PFC algorithm which is a slightly modified formulation for handling time delay. If we set d = 0 in the following description, the control law accords with the one without time delay. In the following, let R n and Z n be the set of all n-dimensional real vectors and the set of all ndimensional integer vectors, respectively. Now assume that the plant is stable and has the time delay of L and that the sampling period is T s . The development of the PFC algorithm is based on the following 552 T. Satoh, K. Kaneko, N. Saito SISO discrete-time linear state-space model of the plant:
where x M ∈ R n is the state vector, u ∈ R is the control input, y M ∈ R is the model output, respectively. Here, the model output y M (k) is used to predict the future plant outputŷ P (k + d) where d ∈ Z is defined as the nearest integer of L/T s . Assume that the following condition holds:
Then the reference trajectory is defined as follows:
where α ∈ R is a parameter which adjusts the approaching ratio of the reference trajectory to the set-point (0 < α < 1). For example, Dieulot et al. [3] have chosen the parameter α as α = e −3T s /T CLTR along with the following three coincidence points:
where T CLTR ∈ R is constant and called the desired closed-loop time response, which is taken as the time required to reach 95% of the final value [13] . In many cases, the performance index is defined as the quadratic sum of the errors between the predicted process outputŷ P and the reference trajectory y R as follows:
where h j ∈ Z ( j = 0, 1, . . . , h) and n h ∈ Z are respectively the coincidence time point and the number of coincidence points. In the PFC, the future control input computed at each sampling instant is assumed to be the sum of weighted basis functions, and a time-dependent polynomial basis is usually employed. Then the optimal control input that minimizes the performance index (5) is given by
Figure 1: Concept of the predictive functional control.
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In (7), ν ∈ R h n h is given by
where
Here, y B l (i) ∈ R is the forced response to the basis function of the form i l−1 (l = 1, 2, . . . , n B ). The second term in the right-hand side of (6) denotes the term to compensate for the prediction error due to disturbances and/or uncertainties. The unknown coefficients e m (k + d) (m = 1, 2, . . . , d e ) are determined in the following fashion. First, the number of steps h c used for the polynomial approximation is specified. Then, at each sampling instant, the following vectors φ ∈ R h c , θ ∈ R d e and a matrix H ∈ Z h c ×d e are defined:
The problem is to approximate φ by Hθ in the least-squares sense. The vector of unknown coefficients θ that minimizes the square error J (θ) :
Once the number of steps h c is specified, the matrix
H T can be preliminarily computed off-line. Therefore, the optimal coefficients e m (k) (m = 1, 2, . . . , d e ) can be determined by just updating the vector φ and computing (10) on-line. The mechanism which extrapolates the past prediction error to the future prediction horizon by using the coefficients given in (10) is called the auto-compensation. The use of the auto-compensation is optional, so the PFC is often utilized without the second term in the right-hand side of (6).
Disturbance Observer
The disturbance observer (DOB) has the structure depicted in Figure 2 where P (s) is the transfer function of the real plant, P n (s) is the nominal model of the plant, and Q (s) is a proper and stable filter. The nominal model P n (s) is supposed to be minimum-phase in the following. On the assumption that disturbances acting on the system, modeling errors and nonlinearities can be regarded as an equivalent 554 T. Satoh, K. Kaneko, N. Saito disturbance d at the plant input, the DOB computes the estimated of the current disturbance d, which is subtracted from the input u to cancel the disturbance. The designed parameter of the DOB is the filter Q (s). This filter is closely related to the sensitivity properties of the DOB. For example, the transfer function from the disturbance d to the measurement output y is given by
Accordingly, to reject the disturbance d asymptotically, the gain of Q (s) should be unity at low frequencies. On the other hand, the transfer function from the measurement noise n to the measurement output y is given by
Hence, to suppress the measurement noise, the gain of Q (s) should be 0 at high frequencies. Therefore, Q (s) should be a low-pass filter with the DC gain of 1. Since the closed-loop transfer function from the input u to the measurement output y in Figure 2 is given by
the transfer property approximates the nominal plant P n (s) at low frequencies if Q (s) is chosen as stated above. This means that the DOB can nominalize the real plant at low frequencies. When the plant has no unstable zeros, the low-pass filter Q (s) can be selected as [19] 
where n q ∈ Z, ρ q ∈ Z and f m ∈ R are respectively the order of Q (s), the relative degree of Q (s) and unknown coefficients to be determined. To make Q (s) P n (s) −1 proper, ρ q must be chosen as ρ q ρ P where ρ P ∈ Z is the relative degree of P n (s). Figure 3 shows the equivalent form of the disturbance observer. In the figure, (1 − Q (s)) −1 can be written as
where n I = n q − ρ q + 1, if the Q-filter of the form given in (14) is used. Hence, we can see that the loop transfer function includes n I integrators in Figure 3 , which means that the DOB can asymptotically reject up to the 1/s n I -type disturbances. Various types of analogue filters can be utilized to realize Q (s), and in many cases, the Butterworth or the binomial low-pass filters are used. More specifically, the Butterworth filter is a reasonable option Improving Tracking Performance of Predictive Functional Control Using Disturbance Observer and Its Application to Table Drive Systems 555 when n q = ρ q , which means that the degree of the numerator polynomial of Q (s) is 0. Otherwise, the binomial filter of the following form is useful:
where a m (m = 1, 2, . . . , n q ) are the binomial coefficients (i.e., a m = n q !/m!(n q − m)!) and τ n q is a design variable to be determined. Aside from the DOB, another type of disturbance observer based on the unknown input observer, which is referred to as the unknown input disturbance observer (UIDOB), has also been proposed [6] . The UIDOB is a natural extension of the Luenberger observer, and it is based on the following state-space models of the plant and the fictitious disturbance generator:
where x ∈ R n is the state variable of the plant, u a ∈ R is the control input, y ∈ R is the plant output, z ∈ R n d is the state variable of the disturbance generator and d ∈ R is the disturbance. Notice that the eigenvalues of A d are not restricted to those on the origin (i.e., disturbances are not necessarily the 1/s ktype). It is assumed that the pair (C, A) and (C d , A d ) are both observable and that no eigenvalues of A d coincide with zeros of the plant. The UIDOB is based on the augmented system obtained from (17) and is given by
wherex,ẑ andd are the estimates of x, z and d, respectively. L ∈ R n+n d is the observer gain which is chosen to stabilize the observer system. Figure 4 shows the structure of the UIDOB where
The estimated is fed back to the control input to compensate for the input disturbance d. Unlike the DOB, the UIDOB estimatesx as well asd, so the observer-based state feedback technique can be applicable to stabilize the plant.
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The equivalence and difference between the DOB and UIDOB has been already investigated by Schrijver and van Dijk [9] 2 , and they have shown that the DOB is equivalent to the UIDOB for some specific design choices. Actually, the DOB is more general than the UIDOB for the following reasons [9] :
• Given any UIDOB designed for the 1/s k -type disturbance model, we can always find exactly the same DOB as the given UIDOB.
• It is possible to design a DOB by freely specifying the relative degree of the Q (s). However, in the UIDOB case, the relative degree always becomes ρ P + 1 where ρ P is the relative degree of the plant. Hence, it is generally impossible to convert a given DOB into an equivalent UIDOB structure.
• There is no freedom to choose the order of Q (s) in the UIDOB structure, and the order of the UIDOB is higher than that of the DOB for plants with stable zeros.
We therefore use the DOB in this paper. Refer to Schrijver and van Dijk [9] for more details about the DOB and UIDOB.
Structure of Proposed Control System
The structure of the overall control system we propose is shown in Figure 5 where P represents the actual plant, c is the set-point, y P is the plant output, d is the disturbance, n is the noise, andd is the estimated disturbance. The control system consists of an inner loop formed by a disturbance observer and an outer loop formed by a PFC controller.
The advantages of using the disturbance observer along with the predictive functional control are twofold.
First, an improvement of prediction accuracy in the PFC algorithm is expected since the input/output behavior of the actual plant approaches its nominal characteristics by using the DOB. This can be understood in the following way. As explained in the previous subsection, the design parameter Q (s) is a low-pass filter, and its DC gain is usually chosen to be 1 (= 0 dB) to reject the 1/s k -type disturbances asymptotically. Hence, in the low-frequency band on which disturbances generally concentrate, the transfer function from the control input to the plant output given in (13) can be approximated by
since Q (s) ≃ 1. This means that the behavior of the actual plant equipped with the DOB shown in Figure 2 is close to that of the nominal model P n (s) as long as the bandwidth of Q (s) is properly designed. Although gain mismatches or modeling errors between the internal model and the real plant are unavoidable in real-world applications, the PFC has tolerance for such uncertainties to some extent. However, the transient performance may deteriorate even though the steady-state response is satisfactory. For instance, suppose that the real plant P (s) and the internal model P n (s) are both stable first-order systems and given by as follows:
where k > 0, k n > 0 and p > 0. If there exists a gain mismatch between these two transfer functions such that k < k n , then the closed-loop response is slower than the designed response based on the internal model P n (s). This difference is due to the inaccuracy of the prediction in the PFC algorithm. The use of Improving Tracking Performance of Predictive Functional Control Using Disturbance Observer and Its Application to Table Drive Systems 557 the disturbance observer improves the prediction accuracy and, in consequence, leads to the improvement of the transient response in the PFC scheme. Second, the disturbance observer can compensate for high-order (e.g., ramp, parabola, etc.) disturbances. It is known that, in the case of non-integrating processes, the steady-state error caused by stepwise disturbances becomes zero in the PFC scheme. Unfortunately, this property does not hold true for high-order disturbances. Also, for integrating processes, the steady-state error remains even though the disturbance is stepwise. To eliminate the steady-state error in such cases, one or more integrators must be added in the loop transfer function. This can be accomplished within the local loop formed by the disturbance observer when n I 1 in (15) , and the disturbance is asymptotically eliminated in the inner-loop shown in Figure 5 . Consequently, the disturbance rejection property of the PFC can be enhanced, and the above-mentioned difficulty is remedied by the simultaneous use of the disturbance observer. Table Drive System 3.1 Plant Description Figure 6 shows the external view of the single axis table drive system which is used in the experiment shown in Section 4. Also, Figure 7 shows the schematic diagram of the experimental setup. As is clear from Figure 7 , the system is controlled by the semi-closed-loop control method. The core of this experimental apparatus is a single axis linear actuator (NSK Ltd., Monocarrier MCM08050H10K), which is driven by an 80 Watt DC servo motor (maxon motor ag, F2260.885) equipped with an optical encoder with the resolution of 1000 pulses/revolution. The DC motor is driven by a DC servo amplifier (maxon motor ag, ADS 50/5). The specifications of the linear actuator and DC motor are summarized in Table 1 . The encoder pulse is received by a 24-bit encoder counter board (Interface Co., Ltd., PCI-6204) and counted by quad edge evaluation. The command signal to the DC servo amplifier is sent from a 12-bit digital-to-analogue converter, and the current monitor signal from the DC servo amplifier is received by a 12-bit analog-to-digital converter. Those We use the DC servo amplifier in the current control mode to command and control the motor torque instead of directly manipulating the motor current. Hence, on the assumption that the table drive system can be approximated by a one-inertia system, its equation of motion subject to friction torque is given bÿ
Controller Design for Single Axis
where θ denotes the angle of the motor shaft, e a is the command voltage to the DC servo amplifier, J is the equivalent moment of inertia, K S is the conversion factor from the command voltage to the motor torque, and T d is the nonlinear friction torque. Notice that T d includes the viscous friction torque. In the case of our experimental apparatus, the conversion factor is given by K S = 0.0801 Nm/V, and the nominal value of the moment of inertia is identified as J = 1.6928 × 10 −4 kg m 2 by using a standard system identification technique.
We define the state vector and output variables as (x 1 x 2 ) T := (θθ) T and y := θ, respectively. Also, the time delay of the experimental apparatus can be negligible as long as the sampling period is greater than or equal to 1 ms. Then the state-space description of the single axis table drive system is given by
Here, the nonlinear friction characteristics of this single axis table drive system can be approximated by, for example, the general kinetic (GK) friction model [17] of the form
whereθ str is the Stribeck velocity, T c is the Coulomb friction level, T b is the breakaway torque, D is the viscous friction coefficient, T e is the external torque generated by the driving motor. However, to evaluate the effectiveness of the disturbance observer, and to compare the prediction accuracy in the PFC algorithm with or without the disturbance observer, we treat the friction torque as unknown disturbance in this paper.
Design of Disturbance Observer
The nominal transfer function from the applied voltage to the angular velocity can be described as
Hence, the relative degree of the Q-filter must be chosen as ρ q 1, and we take ρ q to be 1 in this paper. The required number of the integral action introduced by the DOB depends on the nature of disturbances, and it is difficult to decide its appropriate number beforehand. So, we will design two DOBs to see the difference due to the number of integral action under the following design conditions:
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2. relative degree ρ q = 1, number of integral action n I = 2.
Since the transfer function from the input voltage e a to the rotor angle θ is given by the double integrator model P n (s) /s = 473.2/s 2 , the closed-loop system equipped with the DOB can asymptotically reject the stepwise disturbance when n I = 2. The order of the Q-filter n q can be determined by the relation n q = n I + ρ q − 1, so n q = 1 for the former case, and n q = 2 for the latter case. First, we design a first order filter Q 1 (s) as an analogue Butterworth low-pass filter. The target cut-off frequency ω c is chosen to be 40 Hz. Then, Q 1 (s) is given by
Next, we design a second order filter Q 2 (s). In this case, we use the prototype of the binomial filter given in (16) . For the case of Q 2 (s), the binomial coefficients a 1 and a 2 are given as a 1 = 2 and a 2 = 1, respectively. To determine the parameter τ n q , we numerically solve the following optimization problem:
where |Q d (ω)| is the gain of the ideal low-pass filter whose value is 1 over the frequency range from 0 to ω c and is 0 at higher frequencies than ω c , and ω i (i = 1, 2, . . . , N) are N logarithmically-spaced points between decades 10 −1 rad/s and 10 4 rad/s. Solving the optimization problem with N = 3000, we obtain the optimal value of the parameter τ n q = 0.015, which results in the following second order filter:
(28) Figure 8 shows the gains of Q i (s) and 1 − Q i (s) (i = 1, 2). We can see form Figure 8 that the property of the disturbance suppression of the DOB using Q 2 (s) is better than that using Q 1 (s).
PFC Parameters
Using the control structure depicted in Figure 5 , we implement the PFC algorithm in the position control loop with the double integral internal model P n (s) /s. Also, the time delay steps d is fixed to 0 in the control law given in (6).
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To cope with non-constant references, both the step and ramp basis functions are employed which will be expected to achieve better tracking performance than the step basis function alone. We choose the desired closed-loop time response T CLTR to be 0.02 s to make a compromise between the stability of the closed-loop system and the tracking performance, and the sampling period T s of the system is fixed to 0.001 s. The same approaching ratio and the coincidence points as Dieulot et al. [3] have used, which are already shown in Subsection 2.1, are employed. So, the approaching ratio becomes α = 0.8607, and the three coincidence points given in (4) are defined as (h 1 h 2 h 3 ) = (6 10 20) .
In the experiment shown in the next section, we will also use the standard PFC control scheme with the auto-compensation for comparison, and the predicted error is approximated by a first degree polynomial. The number of steps used for the polynomial approximation in (9) is taken to be h c = 20. It can be seen that the tracking performance is improved as h c becomes small. However, in exchange for the improvement, the control effort becomes large and shows extremely oscillatory behavior. The number of steps 20 is therefore the result of compromise between the tracking performance and control effort.
Design of Industrial Controller
As well as the PFC plus auto-compensation scheme, we will use an industrial controller for comparison in the experiment. It consists of a proportional-integral controller in the inner speed loop and a proportional controller in the outer position loop. The current loop is neglected since the current is already controlled in the motor driver. The PI controller in the speed loop is defined as
where K PI is the proportional gain. This PI controller is constructed to cancel the plant dynamics and force the open-loop transfer function to be K S K PI /Js. It follows that the viscous friction is theoretically canceled. Here, the proportional gain K PI is chosen to be 1. As the value of K PI is increased, the speed of response is improved, but the maximum tracking error is not. Also, the stability of the inner loop is sensitive to the change of this gain and easily collapses when K PI > 1. Hence, K PI is fixed to 1. The P controller in the position loop is defined as C P (s) = K P . On the simulation model, we can increase the proportional gain up to 100. However, due to uncertainties in the actual plant and the nonlinear friction, the responses of the closed-loop system becomes highly oscillatory, and the large control effort is applied to the system when K P is greater than 20. Hence, K P is fixed to 20 in the experiment.
Experimental Results
To test the proposed control scheme, an experiment was conducted using a sinusoidal reference input. The amplitude and the angular frequency are respectively 5 rad (7.96 mm in displacement) and π/4 rad/s. Figure 9 shows the reference and the motor angles obtained by different kinds of control schemes. In this and the subsequent figures, the correspondence between the legends and control schemes are as follows: 'PFC' is the standard PFC, 'PFC+AC' is the PFC with the auto-compensation, 'PFC+DOB1' is the PFC combined with the disturbance observer using Q 1 (s), 'PFC+DOB2' is the PFC combined with the disturbance observer using Q 2 (s), 'P+PI' is the industrial control. We can see from the top graph that only the standard PFC can hardly actuate the table drive system and cannot track the reference angle. This is mainly because the stiction torque (breakaway torque) is larger than the driving torque generated by the motor and, thus, the table drive system does not move. Every control scheme except the standard PFC tracks the reference, and it is hard to distinguish from each other in the top graph. So, a detailed Improving Tracking Performance of Predictive Functional Control Using Disturbance Observer and Its Application to view near 0.5 seconds where the Coulomb friction torque and the viscous friction torque respectively act as the stepwise disturbance and the ramp disturbance is shown in the middle graph of Figure 9 . In addition, a detailed view around 2 seconds where a change of direction of the movement occurs and therefore the friction torque takes the maximum is shown in the bottom graph of Figure 9 . It can be seen from Figure 9 that the PFCs along with the disturbance observer track the reference better than other control schemes without the disturbance observer. Figure 10 shows the tracking error of each control scheme where the result of the PFC is excluded from the graph since its tracking error is significant. Comparing the two PFC plus disturbance observer schemes, we see that the tracking performance of PFC+DOB2 is better than that of PFC+DOB1. The difference arises from the number of integrators in the velocity loop, and, as a result, the disturbance observer using Q 2 (s), which adds two integrators in the loop, has lower sensitivity and better disturbance rejection property at low frequencies. We also see that PFC+AC is a simple but effective control scheme, considering the fact that it uses no active disturbance estimation or cancellation. However, the peak-to-peak value of its tracking error is about twice as large as that of PFC+DOB1. Also, since the auto-compensation is based on the past prediction errors and extrapolation, a certain amount of degradation of the tracking error is unavoidable when the reference signal changes its direction; see around 2 seconds in Figure 10 . Finally, we can see that the industrial controller (P+PI) provides the worst tracking performance. Figure 11 shows the control effort of each control scheme. Basically, the magnitude is similar to each other. Every control effort presents oscillatory behavior during the phase of initiation of motion (see from 0 to 2 seconds), though that of the industrial controller especially draws our attention. It can be seen from the bottom graph that, with the disturbance observer, the control effort quickly responds to the change of direction of the reference to cancel the disturbance torque. This leads to the improvement of the tracking error on the time interval between 2.1 s and 2.2 s. Figure 12 shows the actual plant output and the predicted output of the inner model. Here, to compare the prediction accuracy inside the pure PFC algorithm, the PFC scheme using the auto-compensation (PFC+AC) is excluded from the comparison. The top graph is in the case of the PFC without the distur- bance observer. Since the amplitude of the predicted output is too large in this case, two-hundredth of its value is drawn in the figure. As we have already seen in Figure 9 , the ordinary PFC cannot overcome the friction torque, and the table drive system does not start to move. Hence, the predicted output is completely different from the plant output. On the other hand, we can see from the middle and bottom figures that the predicted output approximates the actual plant output. Also, the disturbance observer using Q 2 (s) provides a more accurate result than the one using Q 1 (s). In the middle figure, the magnitude of the predicted output is larger than the plant output, which, roughly speaking, indicates that the gain of the nominal model is larger than the actual plant. It follows that the speed of response of the plant becomes slower than the designed response. This can be confirmed by comparing the response of the PFC using Q 1 (s) with that of the PFC using Q 2 (s) in Figure 9 . Even though the specified desired closed-loop time response T CLTR is the same in both cases, the former slightly lags behind the latter, which is very close to the designed response owing to the accurate prediction.
To see the difference of the control performances quantitatively, we show the root integrated squared values of the tracking error e and that of the control effort u computed on the time interval between 0 s and 8 s in Table 2 . Clearly, the PFC plus the disturbance observer using Q 2 (s) provides the best performance of all the control schemes. On the other hand, in terms of the control effort, we can hardly recognize a difference apart from the standard PFC. As a consequence, we can see that, in this experiment, the PFC combined with the disturbance observer successfully improved the tracking performance without putting extra control energy into the system.
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Conclusions
We have presented a disturbance observer-based approach for improving the tracking performance of the predictive functional control. The role of the disturbance observer is to reject unknown disturbances including the plant-model mismatch or nonlinearities that can be regarded as an input disturbance and to nominalize the real plant. Owing to the disturbance observer, the predicted output error in the PFC algorithm is reduced, and, as a result of this, the tracking performance is improved. The proposed control scheme was implemented and validated on a single axis table drive system. It was confirmed that the predicted output error was effectively reduced and that better tracking performance was provided than the standard PFC using the auto-compensation mechanism and the conventional P plus PI control scheme even in the severe environment where the system was not driven by the standard the PFC scheme due to friction. Future works involves the extension to non-minimum phase linear systems.
