This is the second of a two-part paper dealing with the performance of subspacebased algorithms for narrowband direction-of-arrival (DOA) estimation when the array manifold and noise covariance are not correctly modeled. In Part I, the performance of the MUSIC algorithm was investigated. In Part II, we extend this analysis to multidimensional (MD) subspace-based algorithms including deterministic (or conditional) maximum likelihood, MD-MUSIC, weighted subspace tting (WSF), MODE, and ES-PRIT. A general expression for the variance of the DOA estimates is presented that can be applied to any of the above algorithms and to any of a wide variety of scenarios (e.g., gain/phase errors, mutual coupling, sensor position errors, noise covariance mismodeling, etc.). Optimally weighted subspace tting algorithms are also presented for special cases involving random unstructured errors to the array manifold and noise covariance. In addition, it is shown that one-dimensional MUSIC outperforms all of the above MD algorithms for random angle-independent array perturbations.
Introduction
T he subject of this two-part paper is the sensitivity of narrowband directionof-arrival (DOA) estimation algorithms to certain assumptions about the data model. In particular, we consider the e ects of calibration errors in the array response (gain and phase perturbations, mutual coupling e ects, sensor position errors, etc.) as well as incorrect models for the spatial covariance of the noise eld. In Part 1 of this paper 1] the performance of the well-known MUSIC algorithm 2, 3] was investigated. In Part 2, we extend this analysis to the class of so-called multidimensional subspace tting algorithms, which includes deterministic (or conditional) maximum likelihood (DML) 4, 5] , multidimensional (MD)- MUSIC 6, 7] , weighted subspace tting (WSF) 8, 9] , and total-least-squares (TLS)- ESPRIT 10] . All algorithms in this class can be shown to implement the same generic least-squares subspace tting (SSF) minimization problem 8], each algorithm di ering in the choice of weighting matrices used in the SSF criterion function.
As in 1], we examine algorithm performance in the limiting (in nite snapshot) case to focus on situations where the array and noise modeling errors dominate the nite sample e ects due to additive noise. In addition to providing a closed-form equation for the estimation error of all algorithms in the SSF class for a wide variety of model perturbations, we show that the resulting optimal subspace weightings are quite di erent from those obtained when only nite sample e ects alone are considered. In cases where array calibration errors are not identical from sensor-to-sensor, we show that a row (or sensor space) weighting of the subspace is needed in addition to the more common column (or DOA space) subspace weighting.
Two special random error models are considered in detail, one for perturbations to the array manifold, and one for errors in the model of the noise covariance. Conditions are derived under which these errors dominate those due to nite sample e ects alone. For the special case of angle-independent array errors, we are able to show that the MUSIC algorithm has lower estimate variance than deterministic ML, MD-MUSIC, MODE, and WSF. An appropriately weighted SSF algorithm can, however, achieve performance equivalent to that of MUSIC. When the array errors are non-uniform from sensor to sensor, optimal performance is obtained by a weighted version of MUSIC and a row-and column-weighted SSF algorithm.
Several other authors have recently considered the sensitivity of various MD algorithms to errors in the model for the array response and noise eld statistics. Friedlander 11] investigated the performance of deterministic ML for array calibration errors, while Li and Vaccaro have studied least-squares (LS)- ESPRIT 12] and TAM 13] (among other algorithms) for both calibration 14] and noise modeling errors 15]. Soon and Huang 16] have also recently considered the sensitivity of LS-ESPRIT to random sensor errors. Besides providing the rst performance analysis of MD-MUSIC, TLS-ESPRIT, WSF, and MODE for errors in both the array and noise models, the research presented herein di ers from earlier work by focusing more on algorithm comparison and optimization. Some of the results of this paper have previously been reported in 17, 18, 19] .
General Error Expressions
To introduce notation, we begin by brie y revisiting the data model presented in 1]. Suppose d narrowband plane-wave signals impinge upon an m-element sensor array, and let the complex response of the array to a signal with DOA be de ned as a( ) 2 C I m . Assuming that the signals are narrowband and that the array elements are linear devices, the array output x(t) may be written as x(t) = A( 0 )s(t) + n(t) ; where s(t) Although the parameter vector is often associated with the DOAs ( = ), the estimated parameters for ESPRIT include not only the DOAs, but also various other quantities (see 8]). Thus, to maintain generality, it is useful to make a distinction between the two cases. Two notes are in order here with regard to DML, MODE, and the SSF cost function of (4). Although neither DML nor MODE is directly formulated as in (4), the error expressions derived below can still be applied to them by appropriate choice of the weighting matrices. To rst order in the model perturbation, the DML approach can be shown to have equivalent performance to (4) 
Estimation Error Covariance
In this analysis, the parameter estimate^ will be assumed to di er from the true parameter vector 0 because of various random perturbations to the above data model. These perturbations will be modeled using the following exact representation of the array covariance matrixR rst introduced in 1]:
The matrix contains errors which a ect both the signal and noise components of the data, such as gain imbalances in the receiver electronics, channel crosstalk, and mutual coupling e ects. Errors in the nominal array response, including the e ects of imprecisely known sensor locations, perturbations in the antenna amplitude and phase patterns, and signal-only mutual coupling are incorporated intoR by the error termÃ. In addition, the hermitian matrix~ represents any deviation in the spatial covariance of the additive noise from its nominal value of I. All of the error terms ;Ã; and~ may in general be -dependent. The e ect of these model errors on the estimated signal subspaceÊ s and in turn on the parameter estimate^ can be quanti ed by means of a rst order perturbation analysis similar to that presented in 1]. The resulting error expressions will be given in terms of the following matrix: (6) Since A y S ?1 = AT~ ?1 T ?1 when S is full rank, our de nition of here is essentially identical to that given by equation (11) in 1] with = I. The only di erence is that T y is used in (6) instead of T ?1 since in this paper we are considering the general case where S may be non-invertible.
The expression for the estimation error is summarized by the following theorem. Theorem 2.1 For the SSF minimization of (4) and the perturbed covariance model of (5), the estimation error^ ? 0 is zero mean with covariance given by C = Ef(^ ? 0 )(^ ? 0 ) T g ' (V 00 ) ? 
Y ( (11) C pq ;1 = Ef p q g (12) C pq ;2 = Ef p T q g : (13) Proof: A proof can be found in Section 4.3 of 20].
Theorem 2.1 states that given a perturbation to the data model that can be described by equations (5), (12), and (13), the expected variation in the estimates obtained from any of the algorithms in the SSF class may be evaluated by substituting appropriate values for W r and W c into (7)- (9) . Expressions for the perturbation covariances in (12) and (13) were presented in 1] for several special error models (e.g., simple gain and phase errors, mutual coupling, sensor location errors, channel gain imbalances, etc.), and those may be applied directly here. If = (which is the case for all multidimensional SSF algorithms except ESPRIT), then the following compact expressions for V 00 and Q are possible: This will be demonstrated in the next section for two simple random perturbation models, and the resulting compact formulas will allow us to derive optimal values for the weighting matrices W c and W r .
Algorithm Comparisons and Optimization
The expression for the error covariance derived above is extremely general. As a consequence of its applicability to several di erent algorithms and types of modeling errors, it is necessarily quite complex (though easily programmable) and it is di cult to draw any general conclusions about the relative performance of SSF algorithms. While it is convenient to have such an expression for algorithm analysis, it is also desirable to consider some particularly simple error models for which algorithm comparison is possible. Two such models are considered in this section, one for errors to the array manifoldÃ, and one for errors to the nominal noise covariance~ .
Errors in the Array Model
Restricting our attention for the moment to errors in the nominal array response, we have =Ã, and the error covariances needed to evaluate C are C pq ;1 = Efã( p )ã ( q )g C pq ;2 = Efã( p )ã T ( q )g :
If we think of the perturbation to the array manifoldã( ) as a zero-mean, multidimensional, complex random process in the variable , we see that a complete characterization of the second order statistics of the process is necessary to determine C. One such characterization that allows for angle dependent and angle correlated array errors is the following:
Efã( p )ã ( q )g = pq B (16) Efã( p )ã T ( q )g = 0 8 p; q; (17) where pq is a complex scalar representing the correlation between the errors in directions p and q . As a simple example, it might be reasonable to assume that the array errors are exponentially correlated with , in which case pq would have the form pq = p ppe j pq e ? j p? qj (18) for some constant and correlation phase pq . The model of (16)- (17) is slightly more general than that presented in 1].
If we de ne the matrix with elements ij = ij , then using the statistical array perturbation model of (16)- (17) : (20) Notice that if the row and column weightings are chosen as W r = B ?1 (21) W c = (T T T) ?1 ; (22) then Q = V 00 and C = (V 00 ) ?1 . The following theorem demonstrates that these are in fact the optimal subspace weightings which produce estimates of minimum variance.
Theorem 3.1 For the perturbed array manifold model of (16)- (17), the covariance of the DOA estimates obtained from the SSF minimization of (4) Proof: A proof is given in 20].
Thus, when the array is subject to perturbations of the form (16)- (17) and nite sample e ects may be neglected, the DOA estimates obtained from a SSF minimization using (21) and (22) will have lower variance than those obtained from WSF, MODE, DML, and MD-MUSIC. For convenience, in the sequel we will refer to this optimally weighted algorithm as robust subspace tting (RSF) for array errors. Since the above result was derived assuming = , additional work is needed to analytically compare the performance of RSF with ESPRIT. However, all simulations performed to date indicate that the ESPRIT estimates have higher variance, though this variance may often be made to approach that of the RSF algorithm by proper subarray choice (see example 4 of the following section).
If rank(T T T) = p < d 0 , then the optimal column weighting must be chosen as W c = U(U U) ?2 U = U y U y ; (23) where the d 0 p matrix U is de ned as the square-root factor T T T = UU . The quantity T T T will drop rank only if drops rank, which will in turn occur only if some subset of the array errors are 100% angle-correlated (e.g., this could result if the sensors experience a deviation in gain and phase that is uniform in ).
Comparisons with MUSIC
When the optimal weightings (21) and (22) 
where P G is the projection onto the column space of G = B ? 1 2 A, and where we have assumed that S (and hence T) is full rank. The simple compact expression of (24) allows us to make an interesting comparison with the results obtained for the MUSIC algorithm in 1]. It was shown in 1] that in the presence of non-uniform array errors, the performance of MUSIC could be improved by employing the following weighted cost function:
where W MU = (E n BE n ) ?1 when the noise is spatially white. The following corollary demonstrates that when is diagonal in the simple array error model of (16)- (17), the one-dimensional weighted MUSIC algorithm has performance identical to the multidimensional RSF algorithm, and consequently has better performance than WSF, MODE, MD-MUSIC, and DML.
Corollary 3.1 For the array error model of (16)- (17), the covariance of the DOA estimates obtained from the weighted MUSIC algorithm presented in 1] is identical to that of the RSF algorithm given in equation (24) when is diagonal.
Proof: Substituting the model of (16)- (17) It is important to remember that the performance comparisons above apply only when nite sample e ects due to noise can be neglected. In fact, our experience indicates that the situations where MUSIC and the RSF algorithm enjoy the greatest performance advantage are precisely those that would place them at their greatest disadvantage were nite sample e ects signi cant. This observation will be illustrated in the next section by a simulation example. In any case, additional work is needed to properly analyze algorithm performance under the combined e ects of both the nite sample approximation and array perturbations. 3 It is shown in 20] that if the sources are uncorrelated, DML has performance equivalent to that of RSF and MUSIC. The equivalence of DML and MUSIC for uncorrelated sources has also been noted for the noise error model of Section 3. 2 20] , and for errors due to nite sample e ects 22, 23, 24].
Comparison with Finite Sample E ects
As in 1], we derive below conditions for which the errors in the DOA estimates due to array perturbations exceed those due to nite sample e ects alone. When only one emitter is present, MUSIC and all SSF algorithms yield an identical DOA estimate, and hence the following condition derived in 1] for the single source case will apply to all of the algorithms under consideration:
where for simplicity we have assumed that B = I, = 2 I, and the sensors have unity gain in the direction of the signal. As an example, with N = 100 snapshots and a relatively low SNR of 0 dB, array errors will dominate if the standard deviation in gain and phase exceeds only 0.1 and 5:7 , respectively.
In 8], the following expression was derived for the asymptotic DOA estimation error in the SSF minimization of (4) (28) which is identical to the corresponding expression obtained for the MUSIC algorithm 4 in 22].
The table below summarizes the relative contributions of the nite sample approximation and array response errors to the estimation error of the SSF algorithms under consideration. In particular, the inequalities are obtained by comparing equations (19)- (20) with (27) to indicate what the magnitude of the variance 2 must be for array 4 The only exception to this statement occurs if S is rank-de cient. In such cases, the variance of MUSIC is unde ned, while that of RSF is well-de ned and nite. This \discontinuity" occurs because, like other SSF 
Errors in the Noise Model
While it is relatively easy to link a particular model forÃ with the physical process or mechanism that generated it, the same cannot be said for errors in the noise model. Consequently, in the discussion which follows, we will consider the following relatively non-descriptive model for the noise covariance perturbation~ introduced in 1]:
Ef~ ik g = 0 Ef~ ik~ pq g = 0 8 i 6 = q; p 6 = k Ef~ ik~ ik g = 2 :
(29) Thus, we assume~ is composed of zero-mean random variables with identical variance 2 . The diagonal elements are real and independent of all other elements of~ , while the o -diagonal elements are complex, circular, and correlated only with their conjugate image across the diagonal (since~ must be hermitian).
Assuming errors to the noise model of the form (29) 
As formalized in the theorem below, yet another set of optimal weightings results in minimum variance estimates for this error model. Proof: The proof is essentially identical to that given for Theorem 3. 
Comparison with Finite Sample E ects
The single source comparisons of 1] between the e ects of the nite sample approximation and the noise covariance perturbation of (29) will also apply here. For an array of unity gain sensors, it was shown that errors in the noise model would dominate those due to nite sample e ects if 
As an example, for 100 snapshots from an array of 10 sensors, the condition (33) becomes > 0:18, > 0:32 and > 0:56 for SNRs of -5, 0, and 5 dB. Clearly, unless N is very large, errors in the noise model come in to play only at very low SNRs when the estimates would have poor quality anyway. For noise modeling errors to dominate perturbations to the array manifold in the single source case, the condition is 2 > 2 m 2 SNR 2 . Thus, in most realistic scenarios involving both types of error, it is likely that array response perturbations would make a much larger contribution to the DOA estimation error. Table 2 below summarizes the conditions for dominant noise modeling errors in the general multiple source case. As before, the inequalities represent what the magnitude of 2 must be for deviations in the noise model to make a larger contribution than nite sample e ects to the error in the i th DOA estimate.
Using Estimated Weighting Matrices
Note that the optimal weighting matrices W c described in Theorems 3.1 and 3.2 depend on knowledge of either T or~ . However, since these quantities can be computed exactly only if the unperturbed covariance R is available, an alternative weighting scheme is required in practice. Fortunately, using reasonable approximations for T and~ in the expressions for W c above introduces only second order error terms in the derivation of the estimation error. Thus, an SSF minimization implemented using an approximate weightingŴ c will have to rst order the same performance as one implemented with the exact weighting W c . was then calculated and compared to that predicted by the corresponding theoretical expressions. In all of the following examples, the nominal gain of all sensors was assumed to be unity in the direction of the impinging signals, and it was assumed that the number of emitters d had been correctly determined.
Example 1 { For this case, a 10 element uniform linear array (ULA) with half wavelength inter-element spacing was assumed. Two emitters were simulated, one at 0 broadside and the other at 7 . The signal-to-noise ratio (SNR) for the 7 source was 20 dB, while that of the broadside source was varied between 0 and 12 dB, and the two sources were 90% correlated with 0 correlation phase. The covariance of (16) was assumed to be of the form 2 I, with = 0:01. This corresponds to a ?40dB gain error and a 0:57 phase error standard deviation. Figure 1 shows a plot of the standard deviation of the 0 source estimates for MD-MUSIC, DML, WSF, and RSF using the weighting of (22) and an estimate of T obtained from initial conditions generated using ESPRIT. The connected lines indicate the theoretical predictions and the symbols represent the results of the simulations. Note the excellent agreement between the predicted and measured DOA errors, and also the improvement achieved by the optimal RSF weighting relative to WSF and DML (in this case, W r = I).
Though not shown on the plot, the one-dimensional MUSIC algorithm has virtually identical performance to that of MD-MUSIC and RSF. Figure 2 shows the predicted nite sample performance of the algorithms for N = 250 snapshots under the assumption of no array errors. Note that the relative performance of the algorithms is reversed compared to Figure 1 ; in this case WSF and DML outperform RSF and MD-MUSIC (only two curves seem to be present since the DOA error is virtually identical for WSF and ML, and also for RSF and MD-MUSIC). This phenomenon has been observed in other cases as well; i.e., in scenarios involving array errors where RSF has the greatest advantage over WSF, it has relatively poor nite sample performance. This illustrates the need for study of combined weightings that optimally account for both sources of error.
Example 2 { As an example of a case where RSF outperforms MD-MUSIC, the algorithms were compared as a function of the separation between two sources. For variety, a 10 element circular array with 1 radius and uniformly spaced elements was assumed. Two 30 dB uncorrelated sources were simulated, and the separation between the sources was varied from 2 to 20 . Array errors were generated using the model of equation (16)- (17) with covariance (0:005) 2 I, which corresponds to a -46 dB gain error and 0:3 phase error standard deviation. Figure 3 shows the results of the simulation. In this case, the performance of WSF, DML, and RSF is virtually identical, while that of MD-MUSIC is signi cantly degraded as the sources move closer together. The predicted nite sample performance of WSF and RSF is also identical for this example, and is signi cantly better than that of MD-MUSIC.
Example 3 { This example illustrates the e ects of errors in the model for the noise covariance and demonstrates the advantage of using the optimal column weighting W RSF =~ 2 . A 12 element half wavelength spaced ULA and two correlated sources at 10 and 15 were simulated. The SNR for each source was 0 dB, and the standard deviation of the additive noise covariance perturbation in (29) was = 0:01. The actual and predicted RMS error performance of MUSIC, WSF, DML, and RSF are plotted for the source at 15 versus signal correlation in Figure 4 . As predicted, the RSF algorithm with column weighting W c =~ 2 achieves the lowest RMS estimation error. Note that while the sensitivity of MUSIC increases dramatically at higher levels of correlation, the multidimensional methods remain relatively una ected. In fact, the performance of WSF and RSF actually improves as the signals become more highly correlated. The nite sample performance of WSF and RSF were not signi cantly di erent in this example.
Example 4 { The parameters of this simulation run were identical to that of example 1, except that was varied from 0.0001 to 0.4, and the performance of RSF and root-MUSIC was compared with that of ESPRIT. The results of this case are plotted in Figure 5 . Each of the three implementations of ESPRIT referenced in Figure 5 corresponds to a di erent choice of identical subarrays. The variable indicates the distance between the subarrays in terms of the wavelength . As the name implies, two interleaved ESPRIT subarrays are obtained by separating the even-and odd-numbered elements of the ULA. For overlapping subarrays, the rst m ? k elements are grouped in one subarray, and the last m ? k elements in another. In the gure, = =2 and = 3 =2 correspond to k = 1 and k = 3 respectively. Note also that, as predicted by Corollary 3.1, the performance of RSF and root-MUSIC is identical under this error model.
There are several important conclusions that can be drawn from this example. First, there is excellent agreement between predicted and measured algorithm performance. This is true even at the relatively large value of = 0:4, which corresponds to a standard deviation in gain of 0.4 (relative to unity gain) and a standard deviation in phase of roughly 24 . Second, ESPRIT tends to degrade quite gracefully as the degree of perturbation increases. For example, at = 0:1 corresponding to a gain and phase standard deviation of 0.1 and 6 (which is well beyond the tolerance of many commercial sensing devices), the standard deviation of the ESPRIT DOA estimates varies from only 0:2 to 1 , depending on the subarray separation. Performance improves as increases because of the increased baseline between the subarrays. However, at larger values of , the diminished subarray size begins to play against this advantage and the DOA error will increase.
Another interesting observation is that, of the ve algorithms implemented, root-MUSIC and RSF were the least sensitive to this type of sensor error, though ESPRIT with = 3 =2 is only slightly worse. It was shown in Section 3 that for this error model, RSF and MUSIC (and hence root-MUSIC) achieved the lowest possible estimate variance of all SSF algorithms for which = . However, none of the results in Section 3 can be directly applied to ESPRIT since it assumes a di erent parameterization for . Although in this particular example it appears that the performance of ESPRIT is bounded below by the performance of RSF and MUSIC, there is as yet no analytical result which would preclude ESPRIT from having performance superior to these algorithms. Even if C ES C RSF in general, we see that in this case at least, the much more computationally e cient ESPRIT algorithm is able to achieve near optimal performance for an appropriate choice of subarrays. 
