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In this paper,we study theGoldmanbracket between geodesic length functions both on aRiemann surface
Σg,s,0 of genus g with s = 1, 2 holes and on a Riemann sphereΣ0,1,n with one hole and n orbifold points of
order two. We show that the corresponding Teichmüller spaces Tg,s,0 and T0,1,n are realised as real slices
of degenerated symplectic leaves in the Dubrovin–Ugaglia Poisson algebra of upper-triangular matrices
S with 1 on the diagonal.
Crown Copyright© 2011 Published by Elsevier B.V.Open access under CC BY license.1. Introduction
In this paper, we study some special symplectic leaves in
the Poisson algebra (1) of upper-triangular matrices S with 1 on
the diagonal. This algebra appears as the semi-classical limit of
the famous Nelson–Regge algebra in 2 + 1-dimensional quantum
gravity [1,2], and in the Chern–Simons theory as the Fock–Rosly
bracket [3]. At the classical level, this algebra was discovered in
the context of the Frobenius manifold theory by Dubrovin and
Ugaglia [4,5] and in the study of non-symmetric bilinear forms by
Bondal [6].
In this paper, we adopt the isomonodromic deformations
perspective. According to Dubrovin’s isomonodromicity theorem
part III [4], the metric, the flat coordinates, the pre-potential and
the structure constants of an n dimensional semi-simple Frobenius
manifold are given by the space of parameters u = (u1, . . . , un)
together with an n×n skew-symmetric matrix function V (u) such
that the linear differential operator
Λ(z) := d
dz
− U − V (u)
z
, U = diagonal(u),
has constant monodromy data as (u1, . . . , un) vary in the
configuration space of n points. Generically, the monodromy data
of Λ(z) are encoded in the so-called Stokes matrix S, an upper
triangular matrix with 1 on the diagonal.
It turns out that, although the monodromy map
V (u)→ S,
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bracket on the space of Stokes matrices is given by very simple
quadratic formulae:
{sik, sjl} = 0, for i < k < j < l,
{sik, sjl} = 0, for i < j < l < k,
{sik, sjl} = iπ(sijskl − silskj), for i < j < k < l,
{sik, skl} = iπ2 (sikskl − 2sil), for i < k < l,
{sik, sjk} = − iπ2 (siksjk − 2sij), for i < j < k,
{sik, sil} = − iπ2 (siksil − 2skl), for i < k < l.
(1)
This bracket was obtained in [4] in the case n = 3, then for any
n > 3 in [5], and for this reason it is called the Dubrovin–Ugaglia
bracket.
The same bracket appeared in the Teichmüller theory as the
Goldman bracket [7] between geodesic length functions both on
a Riemann surface Σg,s,0 of genus g with s = 1, 2 holes and on
a Riemann sphere Σ0,1,n with one hole and n orbifold points of
order two. Let us denote the two Teichmüller spaces by Tg,s,0, s =
1, 2 and T0,1,n respectively. These are real symplectic manifolds of
dimension respectively
dim
R
(Tg,s,0) =

3n− 7 for n odd
3n− 8 for n even,
with g =

n− 1
2

, s =

1 for n odd,
2 for n even,
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dim
R
(T0,1,n) = 2(n− 2),
while the generic symplectic leaves Lgeneric in the Dubrovin–
Ugaglia bracket have dimension
dim
C
(Lgeneric) = n(n− 1)2 −
n
2

.
It is natural to ask whether the Teichmüller spaces arise as real
slices of some subvarieties of a generic leaf or of a degenerated
leaf. In this paper, we prove that in the both cases the Teichmüller
spaces correspond to degenerated symplectic leaves whose com-
plex dimension is equal to the real dimension of the Teichmüller
space itself (see Theorem 4.1). As a consequence, we give flat co-
ordinates on such degenerated symplectic leaves by introducing a
suitable complexification of the shear coordinates.
The paper is organised as follows. In Section 2 we recall some
facts about the isomonodromic deformations of the operatorΛ(z)
and about the Dubrovin–Ugaglia bracket. This part is mainly a re-
view, apart perhaps the minor Remark 2.2. In Section 3, we review
some basics on the Teichmüller theory recalling the characterisa-
tion of the Stokes matrices whose entries arise as geodesic length
functions on a Riemann surface Σg,s,0 of genus g with s = 1, 2
holes and on a Riemann sphereΣ0,1,n with one hole and n orbifold
points of order two. Section 4 is original and contains the character-
isation of the symplectic leaves arising in the Teichmüller theory,
including the proof of Theorem 4.1 stating that in the both cases
(i.e., for the Riemann surface Σg,s,0 of genus g with s = 1, 2 holes
and Riemann sphere Σ0,1,n with one hole and n orbifold points of
order two) the Teichmüller spacesTg,s,0 andT0,1,n are the real slices
of degenerated symplectic leaves complex dimension equal to the
real dimension of the Teichmüller space itself. In Section 4.1 we
discuss an interesting interpretation in terms of an nparticlemodel
in theMinkowski space and in Section 4.4we discuss the complex-
ification of the shear coordinates. Section 5 contains a heuristic dis-
cussion about someminor progress towards the characterisation of
the Frobenius manifold structure on the Teichmüller spaces Tg,s,0
and T0,1,n.
2. The Dubrovin–Ugaglia bracket
In this section, we recall some facts about the monodromy data
of the operatorΛ(z), itsmonodromy preserving deformations, and
the construction of the Dubrovin–Ugaglia bracket by the so-called
duality [8] which allows to map Λ(z) to a Fuchsian differential
operator.
The Dubrovin–Ugaglia bracket is a Poisson bracket on the group
of upper-triangular matrices S with 1 on the diagonal. These
matrices S arise as monodromy data of the following system of n
first order ODEs
d
dz
Y =

U + V
z

Y (2)
where U = diagonal(u1, . . . , un), (u1, . . . , un) ∈ Xn,
Xn = {(u1, . . . , un) ∈ Cn |ui ≠ uj for i ≠ j}
and V = −V T is a skew symmetric n× nmatrix with eigenvalues
µ1, . . . , µn.
2.1. Monodromy data
A general description of monodromy data of linear systems of
ODE can be found in [9–11]. Here we use the same notations as
in [4], where most results of this sub-section are proved.We fix a real number ϕ ∈ [0, 2π [ and consider the open subset
U ∈ Xn such that the rays L1, . . . , Ln defined by
Lj := {uj + iρe−iϕ | 0 ≤ ρ <∞} (3)
do not intersect. We assume that the points (u1, . . . , un) ∈ U are
ordered in such a way that the rays L1, . . . , Ln exit from infinity in
counter-clockwise order.
In [4] it was proved that for a fixed line l
l := {arg(z) = ϕ},
there exists ε > 0 small enough, Z ∈ R large enough, two sectors
ΠL andΠR defined as
ΠR = {z : arg(l)− π − ε < arg(z) < arg(l)+ ε, |z| > |Z |}
ΠL = {z : arg(l)− ε < arg(z) < arg(l)+ π + ε, |z| > |Z |} (4)
and two unique fundamental solutions YL(z) inΠL and YR(z) inΠR
such that
YL,R ∼

1+ O

1
z

ezU , as z →∞, z ∈ ΠL,R. (5)
In the narrow sectors
Π+ := {z| ϕ − ε < arg z < ϕ + ε}
Π− := {z| ϕ − π − ε < arg z < ϕ − π + ε}
obtained by the intersection of ΠL and ΠR, we have two
fundamental matrices with the same asymptotic behaviour (5).
They are related by multiplication by a constant invertible matrix
YL(z) = YR(z)S+, z ∈ Π+.
YL(z) = YR(z)S−, z ∈ Π−.
The matrices S+ and S− are called Stokes matrices. Due to the skew
symmetry of V , they satisfy the following relation
ST− = S+ := S.
Thanks to the choice of the order of u1, . . . , un, S is upper
triangular with 1 on the diagonal.
Near the regular singular point 0, there exists a fundamental
matrix of the system (2) of the form
Y0(z) = (Γ + O(z))zµzR, as z → 0, (6)
where a branch cut between zero and infinity has been fixed along
the negative part l− of l, the matrix Γ is the eigenvector matrix of
V , VΓ = Γµ and R is a nilpotent matrix satisfying the following
relation:
e2π iµR = R e2π iµ. (7)
The monodromy M0 of the system (2) with respect to the
normalised fundamental matrix (6) generated by a simple closed
loop around the origin is
M0 = exp(2π iµ) exp(2π iR).
The central connection matrix C between 0 and∞ is defined by
Y0(z) = YL(z)C, z ∈ ΠL.
The monodromy data of the system (2) consist of (µ, R, C, S) and
are related by
C−1S−T SC = exp(2π iµ) exp(2π iR). (8)
2.2. Dual Fuchsian system and its monodromy data
Following [8], we consider an n×n Fuchsian system of the form
d
dλ
Φ =
n
k=1
Ak
λ− ukΦ, (9)
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Ak = Ek

ν − 1
2
− V

, (10)
and ν is an arbitrary parameter. This system is dubbed dual to the
system (2). Let us remind how the monodromy data of this system
(9) are related to the monodromy data of system (2):
Theorem 2.1 ([8]). Let q = e2π iν and assume that q is not a root of
the characteristic equation
det(qS + ST ) = 0. (11)
Then there exist n linearly independent solutions φ(1), . . . , φ(n) of
the system (9) analytic in λ ∈ C \ ∪j Lj such that the monodromy
transformationsM1, . . . ,Mn along the small loops encircling counter-
clockwise the points u1, . . . , un are given by
Mk = 1− Ek(qS + ST ). (12)
The monodromy around infinity is given by M∞ = − 1q S−1ST .
2.3. Monodromy preserving deformations
The monodromy preserving deformations equations for the
system (2) are the following non-linear differential equations
∂V
∂ui
= [Vi, V ], Vi = adEiad−1U (V ), i = 1, . . . , n, (13)
where Ei is the matrix with entries Eikl = δikδil. For any solutions
V (u) of Eq. (13), the monodromy data (µ, R, C, S) of the system
d
dz
Y =

U + V (u)
z

Y
are constant in a disc in Xn. These same equations describe the
isomonodromic deformations of (9), namely the monodromy data
M1, . . . ,Mn of the system
d
dλ
Φ =
n
k=1
Ak(u)
λ− ukΦ, Ak(u) = Ek

ν − 1
2
− V (u)

,
k = 1, . . . , n, (14)
are constant in a disc in Xn. Indeed Eqs. (13) are equivalent to the
Schlesinger equations [12] for A1, . . . , An. In [13] it was proved that
the spectral curve of these two systems is the same.
The set of Eqs. (13) can be written as an n-times Hamiltonian
system on the space of skew-symmetric matrices V equipped with
the standard linear Poisson bracket for so(n) ∋ V :
{Vab, Vcd} = Vadδbc + Vbcδad − Vbdδac + Vacδbd. (15)
Indeed Eqs. (13) can be rewritten as
∂V
∂ui
= {V ,Hi}, (16)
where the Hamiltonian functions Hi depend on the times
u1, . . . , un
Hi = 12

j≠i
V 2ij
ui − uj . (17)
Equivalently the isomonodromic deformations equations for
A1, . . . , An can be written as
∂Ak
∂ui
= {Ak,Hi}, (18)
where {·, ·} are the standard linear Poisson bracket for gl(n) ∋ Ak
and the Hamiltonian functions Hi are given by:
Hi = 12

j≠i
Tr (AiAj)
ui − uj , (19)and coincide with the previous ones thanks to the fact that
Tr (AiAj) = V 2ij .
2.4. The Korotkin–Samtleben bracket
In this subsection we recall the definition of the Korotkin–
Samtleben bracket and obtain the Dubrovin–Ugaglia bracket as its
reduction when (11) is not satisfied.
According to [14] the standard Lie–Poisson bracket on gl(n,C)
is mapped by the monodromy map to
{Mi⊗
,
Mi} =
2
MiΩ
1
Mi−
1
MiΩ
2
Mi
{Mi⊗
,
Mj} =
1
MiΩ
2
Mj+
2
MjΩ
1
Mi−Ω
1
Mi
2
Mj
−Ω 2Mj
1
Mi, for i < j. (20)
This bracket does not satisfy the Jacobi identity, but it reduces to a
Poisson bracket on the adjoint invariant objects, i.e., on the traces
of the matricesM1, . . . ,Mn and their products.
If q is chosen in such a way that condition (11) is not satisfied,
the monodromy matrices of the dual Fuchsian system have the
form (12) so that
Tr (MiMj) = n− 2− 2q+ qS2ij , i < j, (21)
where Sij is the ij entry in the Stokes matrix S. As a consequence
the entries of the Stokes matrix S are adjoint invariant, and the
Korotkin–Samtleben bracket reduces to a Poisson bracket on them.
This was precisely the main idea by Ugaglia, she assumed q = 1
and proved that for
det(S + ST ) ≠ 0,
the restriction of the Korotkin–Samtleben bracket to the entries of
the Stokes matrix leads to a closed Poisson algebra given by the
formulae (1).
The Casimirs of this Poisson bracket are the eigenvalues of
the matrix S−T S so that the generic Poisson leaves Lgeneric have
dimension
dim(Lgeneric) = n(n− 1)2 −
n
2

.
Remark 2.2. Note that actually it is not necessary to choose q = 1.
In fact, given any q such that condition (11) is not satisfied, it is
always true that
{sik, sjl} = 1q2siksjl {Tr (MiMk), Tr (MjMl)}
= iπ(ϵ(l− k)+ ϵ(k− j)+ ϵ(i− l)+ ϵ(j− i))
q2siksjl
× Tr ([Mk,Mi][Mj,Ml]),
where ϵ(k) is the sign of k. By brute force computation, using the
specific form of the matrices Mk, one obtains always the same
Poisson bracket (1). This observation is quite important when we
want to study the case when the rank of the matrix S + ST is very
low. In this case we can pick q ≠ 1 and prove that the Poisson
algebra is (1) anyway.Wewill discuss this case further in Section 4.
3. Poisson algebras of geodesic length functions
In this section we discuss the Dubrovin–Ugaglia bracket in the
context of the Teichmüller theory. We first recall some key facts
which will be needed below.
Due to Verlinde and Verlinde [15] the configuration space of
Einstein gravity in 2 + 1 dimensions is a Riemann surface with
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interval representing the time variable. The algebra of observables
is identified with the collection of geodesic length functions
(i.e. functions of the form 2 cosh

lG
2

where lG is the length of
the closed geodesic G) of geodesic representatives of homotopy
classes of closed curves together with its natural mapping class
group action.
The Poisson structure on geodesic length functions is provided
by the Goldman brackets [7] and coincides with the Poisson
brackets that follow from the Chern–Simons theory [3].
The Poisson algebra of geodesic length functions is always
closed (and linear) on the subset of geodesic length functions
corresponding to multi-curves, which are sets of curves without
intersections and self-intersections. However, these sets are
always infinite whereas the Teichmüller spaces Tg,s,n are spaces
of (real) dimension 6g − 6 + 2s + 2n, where g is the genus of
the Riemann surface, s is the number of boundary components (or
holes) and n is the number of orbifold points.
Multi-curve geodesic length functions are therefore alge-
braically dependent, and one encounters the problem of con-
structing an algebraically independent (or, at least, finite) basis of
observables such that the Poisson brackets become closed on this
set. In the general case this problem is still open.
In the special case of Riemann surfaces with one or two
holes [16,17], and in the case of a Riemann sphere with one hole
and n orbifold points of order 2 [18], the Poisson algebra generated
by the Goldman bracket on geodesic length functions closes and
coincides with the Dubrovin–Ugaglia bracket.
Here we recall the basics of this construction, which is based on
the graph description of the Teichmüller space. Denote byΣg,s,n a
Riemann surface of genus g with s holes and n orbifold points of
order two. We assume the hyperbolicity condition 2g − 2+ s > 0,
so that by the Poincaré uniformisation theorem, we have
Σg,s,n ∼ H+2 /∆g,s,n,
where H+2 is the upper half plane and ∆g,s,n is a Fuchsian group,
the fundamental group of the surfaceΣg,s,n:
∆g,s,n = ⟨γ1, . . . , γ2g+s+n−1⟩, γ1, . . . , γ2g+s+n−1 ∈ PSL(2,R).
In particular, for orbifold Riemann surfaces, the Fuchsian group
∆g,s,n is such that all its elements are either hyperbolic or have
trace equal to zero.
We recall the Thurston shear-coordinate description [19,20]
of the Teichmüller spaces of Riemann surfaces with holes and,
possibly, orbifold points (see [18]). The main idea is to decompose
each hyperbolic matrix γ ∈ ∆g,s,n as a product of the form
γ = (−1)KRkipXZip . . . Rki1XZi1 , ij ∈ I, kij = 1, 2,
K :=
p
j=1
kij
(22)
where I is a set of integer indices and the matrices R, L and XZi are
defined as follows:
R :=

1 1
−1 0

, L = −R2 :=

0 1
−1 −1

,
XZi :=
 0 − exp

Zi
2

exp

−Zi
2

0
 ,
and to decompose each traceless element as
γ0 = γ−1Fγ , (23)where γ is decomposed as in (22) and
F =

0 1
−1 0

.
The main point of this construction is that one can obtain the
decompositions (22) and (23) by looking at closed loops on the fat-
graph. The fat-graph, or spine, Γg,s,n is a connected graph that can
be drawnwithout self-intersections onΣg,s,n that has all vertices of
valence three except exactly n one-valent vertices situated at the
orbifold points, has a prescribed cyclic ordering of labelled edges
entering each vertex, and it is a maximal graph in the sense that its
complement on the Riemann surface is a set of disjoint polygons
(faces), each polygon containing exactly one hole (and becoming
simply connected after gluing this hole). Since a graph must have
at least one face, only Riemann surfaces with holes, s > 0, can
be described in this way. These fat graphs (or spines) constructed
originally in [20,21] in the case of surfaces without orbifold points
are dual to ideal triangle decompositions of Penner [19].
We obtain the decomposition of an element of the Fuchsian
group∆g,s,n using the one-to-one correspondence between closed
paths in the fat graph (spine) Γg,s,n and conjugacy classes of the
Fuchsian group ∆g,s,n. The decomposition (22) can be obtained
by establishing a one-to-one correspondence between elements
of the Fuchsian group itself and closed paths in the spine starting
and terminating at the same directed edge. Each time the path A
corresponding to the element γA (or, equivalently, to its invariant
closed geodesic) passes through the αth edge, an edge-matrix XZα
with the real coordinate Zα (related to the length of that edge)
appears in the decomposition of γ . At the end of the edge, the
path can either turn right or left, and a matrix R or L respectively
appears in the decomposition [20]. To obtain decomposition (23),
we observe that when a path reaches a one-valent vertex (a
pending vertex), it undergoes an inversion [22], which corresponds
to inserting the matrix F into the corresponding string of 2 × 2-
matrices. The edge terminating at a pending vertex is called a
pending edge.
The algebras of geodesic length functions were constructed
in [22] by postulating the Poisson relations on the level of the shear
coordinates Zα of the Teichmüller space:
{f (Z), g(Z)} =
4g+2s+n−4
3-valent
vertices α=1
3
i=1

∂ f
∂Zαi
∂g
∂Zαi+1
− ∂g
∂Zαi
∂ f
∂Zαi+1

, (24)
where the sum ranges all the three-valent vertices of a graph
and αi are the labels of the cyclically (counterclockwise) ordered
(αi+3 ≡ αi) edges incident to the vertex with the label α. This
bracket induces the Goldman bracket on the space of geodesic
length functions [7].
In terms of geodesic length functions the bracket (24)
corresponds to
{Tr γA, Tr γB} = 12Tr (γAγB)−
1
2
Tr (γAγ−1B ). (25)
So we see that every time we consider the bracket between the
geodesics lengths of two loops A and B, we produce the geodesics
lengths of twonew loopsA B andA B−1. To close the Poisson algebra
one must use the skein relation valid for two arbitrary matrices in
PSL(2):
Tr γATr γB = Tr (γAγB)+ Tr (γAγ−1B ). (26)
We can use this relation for resolving the crossing between the two
geodesics A and B as in Fig. 1.
The skein relation is often not enough to prove that the Poisson
algebra closes on a finite set of generators. In this paper, we shall
consider two special cases in which indeed the algebra closes just
by means of skein relation: the case of Riemann surfaces of genus
g and one or two holes (which we dub CFP due to the fact that it
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Fig. 2. The example of the fat graph in the CFP case for n = 5, the dashed geodesic
is G2,4 .
was mostly developed in [17,23]) in Section 3.1 and the case of a
Riemann sphere with one hole and with n ≥ 3 orbifold points of
order two (dubbed An case due to its close ties to cluster algebra
theory [24]) in Section 3.2.
3.1. The CFP case
This is the case of a Riemann surface of genus g with one or two
holes, the fat-graph onwhich graph-simple geodesics generate the
whole Poisson algebra is shown in Fig. 2. The genus g =  n−12 ,
where n is the number of edges that joint the upper and lower parts
of the graph (we call them the ‘‘vertical’’ edges), and the number s
of holes is
s =

1 for n odd,
2 for n even.
We let Z1, . . . , Zn denote the coordinates on the vertical edges and
Y1, . . . , Y2n−6 those on the remaining (horizontal) edges, as shown
in Fig. 2.
Graph-simple closed geodesics in the pattern analogous to Fig. 2
are those and only those that pass through exactly two different
vertical edges; we can then enumerate them by ordered pairs of
edge indices denoting by Gij (i < j) the corresponding geodesic
length functions. Proceeding in a anti-clockwise direction starting
on the edge with coordinate Zi, we obtain
Gij = Tr (XZiLYn+i−4 . . . RXYn+j−5LXZjRXYj−2 . . . XYiLXYi−1R), (27)
so, for example (note that there is no horizontal edge between
the edges with coordinates Z1 and Z2, nor between the edges with
coordinates Zn−1 and Zn):
G12 = Tr (XZ1LXZ2R),
G13 = Tr (XZ1RXYn−2LXZ3RXY1L),
. . .
G1n = Tr (XZ1RXYn−2RXYn−1 . . . RXY2n−6LXZnLXYn−3L . . . XY1L),
G23 = Tr (XZ2LXYn−2LXZ3RXY1R).Fig. 3. Generating graphs for An algebras for n = 3, 4. We indicate the geodesics
whose geodesic length functions Gij enter in the bases of the corresponding
algebras.
The Poisson algebra for the functions Gij is described by
{Gij,Gkl} =

0, j < k,
0, k < i, j < l,
GikGjl − GkjGil, i < k < j < l,
1
2
GijGjl − Gil, j = k,
Gil − 12GijGil, i = k, j < l
Gik − 12GijGkj, j = l, i < k.
(28)
This is just a rescaled Dubrovin–Ugaglia bracket.
3.2. TheAn case
The simplest case of orbifold Riemann surface is a Riemann
sphere Σ0,1,n with one hole and n ≥ 3 orbifold points of order
two. In this case, the fat-graph Γ0,1,n is a tree-like graph with n
pending vertices depicted in Fig. 3 for n = 3, 4. We enumerate the
n pending vertices counterclockwise, i, j = 1, . . . , n, and consider
the algebra of all geodesic length functions.
In this case, for convenience we let Zi denote the coordinates on
pending edges and Yj all other coordinates. We consider the basis
γ1, . . . , γn in the Fuchsian group∆0,1,n given by the following:
γ1 = F ,
γ2 = −XZ1LXZ2FXZ2RXZ1
γ3 = −XZ1RXY1LXZ3FXZ3RXY1LXZ1
. . .
γi = −XZ1RXY1RXY2 . . . RXYi−2LXZiFXZi× RXYi−2L . . . XY1LXZ1 , (29)
. . .
γn−1 = −XZ1RXY1RXY2 . . . RXYn−3LXZn−1FXZn−1× RXYn−3L . . . XY1LXZ1 ,
γn = −XZ1RXY1RXY2 . . . RXYn−3RXZnFXZn× RXYn−3L . . . XY1LXZ1 .
Observe that Tr γi = 0, i = 1, . . . , n. It is not hard to check that
the matrix
γ∞ := (γ1γ2 . . . γn)−1
has eigenvalues (−1)n−1e±P/2, where P is the length of the
perimeter around the hole:
P = 2
n
i=1
Zi + 2
n−3
j=1
Yj. (30)
Denote
− Tr (γiγj) = Gi,j, i < j, (31)
the geodesic length function corresponding to the geodesic line
that encircles exactly two pending vertices with the indices i and j.
Examples for n = 3 and n = 4 are in Fig. 3. (The sign convention
is such that when we interpret Gi,j as being the geodesic length
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Gi,j = 2 cosh(ℓi,j/2) ≥ 2.) It turns out that these geodesic length
functions suffice for closing the Poisson algebra:
{Gi,k,Gj,l} = 0, for i < k < j < l, and for i < j < l < k,
{Gi,k,Gj,l} = 2(Gi,jGk,l − Gi,lGk,j), for i < j < k < l,
{Gi,k,Gk,l} = Gi,kGk,l − 2Gi,l, for i < k < l, (32)
{Gi,k,Gj,k} = −(Gi,kGj,k − 2Gi,j), for i < j < k,
{Gi,k,Gi,l} = −(Gi,kGi,l − 2Gk,l), for i < k < l.
Note that this is again a simple rescaling of the Dubrovin–Ugaglia
bracket.
Remark 3.1. The formulae for Gij in terms of the shear coordinates
Z1, . . . , Zn, Y1, . . . , Yn−3 in theAn case coincide with a specialisa-
tion of the formulae of the geodesics Gij given by (27) in which we
assume Yn−3+i = Yi for i = 1, . . . , n − 3 and we take the double
lengths 2Z1, . . . , 2Zn In other words:
G(An)ij (Z1, . . . , Yn−3)
= GCFPij (2Z1, . . . , 2Zn, Y1, . . . , Yn−3, Y1, . . . , Yn−3).
4. Symplectic leaves corresponding to the Teichmüller space
As mentioned in the introduction, since the Poisson bracket for
geodesic length functions both in the CFP case (Riemann surface
Σg,s,0 of genus g with s = 1, 2 holes) and in theAn case (Riemann
sphere Σ0,1,n with one hole and n orbifold points of order two)
coincides with the Dubrovin–Ugaglia bracket, it makes sense to
characterise the symplectic leaves in the abstract Poisson algebra
(1) to which the two Teichmüller spaces Tg,s,0, s = 1, 2, and T0,1,n
belong.
In particular we recall that
dim
R
(Tg,s,0) =

3n− 7 for n odd
3n− 8 for n even,
where g =

n− 1
2

, s =

1 for n odd,
2 for n even,
and
dim
R
(T0,1,n) = 2(n− 2),
while the generic symplectic leaves Lgeneric in the Dubrovin–
Ugaglia bracket have dimension
dim
C
(Lgeneric) = n(n− 1)2 −
n
2

.
It is natural to ask whether the Teichmüller spaces arise as real
slices of some sub-varieties of a generic leaf or of a degenerated
leaf. In this section we prove that in both cases the Teichmüller
spaces correspond to degenerated symplectic leaves complex
dimension equal to the real dimension of the Teichmüller space
itself:
Theorem 4.1. Denote by LAn and by LCFP the symplectic leaves in
the abstract Poisson algebra (1) to which the Stokes matrices with
entries sij = Gij where Gij are given respectively by (31) and (29) or
by (27) belong. Then
dim
C
(LCFP) =

3n− 7 for n odd
3n− 8 for n even
and
dim
C
(LAn) = 2(n− 2).Proof. In order to compute the dimension of the symplectic leaf
to which a particular Stokes matrix belongs we use a formula by
Bondal [6] which is based on the block diagonal form of the Jordan
normal form J0 of S−T S.
Lemma 4.2. Given an arbitrary upper triangular matrix S with 1 on
the diagonal, the Jordan normal form J0 of S−T S decomposes as follows
J0 =

λ≠(−1)k+1
nλ,k

Jλ,k ⊕ J 1
λ
,k

+

λ=(−1)k+1
mλ,kJλ,k, (33)
where the first sum is taken on all eigenvalues λ ≠ ±1 of S−T S and
the second sum is taken on all eigenvalues λ = ±1 of S−T S and Jλ,k
denotes the k× k Jordan block with eigenvalue λ, i.e.
Jλ,k =

λ 1 0 · · · 0
0 λ 1 · · · 0
· · · · · · · · · · · · · · ·
0 · · · 0 λ 1
0 · · · 0 0 λ
 ,
and nλ,k and m(−1)k+1,k are the multiplicities of the blocks Jλ,k ⊕ J 1
λ
,k
and J(−1)k+1,k respectively.
The dimension of the symplectic leaf LS to which S belongs is
dim
C
(LS) = n(n− 1)2 − d(S),
where
d(S) =

λ≠±1
min(k, l)nλ,knλ,l + 2

λ=±1
min(k, l)nλ,knλ,l
+ 2

λ=±1
min(k, l)nλ,kmλ,l + 12

λ=±1
min(k, l)mλ,kmλ,l
− 1
2

λ=1
m1,l +

λ=±1
k nλ,k (34)
Proof. The proof of the first statement is a trivial consequence of
Section 5.5 in Bondal’s paper. The formula (34) is (5.10) in [6] (with
two small corrections: a factor 2 in the first term of the second row
and the last term in the last row were missing). 
In order to use this result to compute the dimension of our
symplectic leaves we need to describe the Jordan normal form J0
of S−T S for a Stokes matrix S with entries sij = Gij where Gij are
given either by (27) or by (31), (29). This is achieved in the next two
theoremswhichwill be proved in Sections 4.2 and 4.3 respectively.
Theorem 4.3. Let S be an upper triangular matrix with 1 on the
diagonal and off diagonal entries
Sij = −Tr (γiγj), i < j,
with γ1, . . . , γn given in terms of shear coordinates by formula (29).
Then for n even, the matrix S−T S, has the following Jordan form:
J0 =

−eP 0
0 −e−P O O
O −1 10 −1 O
O O −In−4
 , (35)
while for n odd,
J0 =
e
P 0 0
0 e−P 0
0 0 1
O
O −In−3
 , (36)
where P = ni=1 Zi +n−3j=1 Yj is the central element corresponding
to the face of the fat-graph.
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diagonal and off diagonal entries
Sij = −Tr (γiγj), i < j,
with γ1, . . . , γn given in terms of shear coordinates by formula (39).
Then the matrix S−T S, has the following Jordan form for n even:
J0 =

−eP1 0 0 0
0 −e−P1 0 0
0 0 −eP2 0
0 0 0 −e−P2
O
O −In−4
 , (37)
and for n odd:
J0 =

eP 0 0 0 0
0 e−P 0 0 0
0 0 −1 1 0
0 0 0 −1 0
0 0 0 0 1
O
O −In−5
 , (38)
where In−4 and In−5 are respectively the (n − 4) × (n − 4) and
(n−5)×(n−5) identity matrices and P1 =ni=1 Zi, P2 =2n−6j=1 Yj
are the perimeters of the 2 holes in the case of n even, and P =n
i=1 Zi +
2n−6
j=1 Yj is the perimeter of the one hole for n odd.
Remark 4.5. Very similar Jordan normal forms appear for the
matrix S−T S where S is the Stokes matrix associated to the
Frobenius manifold structure on Hurwitz space (see Theorem 4
in [25]). However, in that case the central elements P or P1, P2 are
rational multiples of 2π i rather than real numbers.
A first step in the direction of proving Theorems 4.3 and 4.4 is
carried out in the next lemma:
Lemma 4.6. The matrix of the symmetric form Gij = (ST + S)ij has
at most rank four in the case of a Riemann surface Σg,s,0 of genus g
with s = 1, 2 and at most rank three in theAn case.
Proof. We prove this lemma in the next subsection where an
interesting interpretation in terms of n particle model in the
Minkowski space is studied. 
4.1. The Minkowski space model
In both CFP andAn cases, each element Gij can be presented as
Gij = −Tr γiγj, where γk, k = 1, . . . , n, are given by (29) for the
An case and, thanks to Remark 3.1, by the following matrices in
CFP case:
γ1 = F ,
γ2 = −X Z1
2
LXZ2RX Z1
2
γ3 = −X Z1
2
RXYn−2LXZ3RXY1LX Z1
2
. . .
γi = −X Z1
2
RXYn−2RXYn−1 . . . RXYn+i−5LXZi
× RXYi−2L . . . XY1LX Z1
2
, (39)
. . .
γn−1 = −X Z1
2
RXYn−2RXY2 . . . RXY2n−6LXZn−1
× RXYn−3L . . . XY1LX Z1
2
,
γn = −X Z1
2
RXYn−2RXYn−1 . . . RXY2n−6RXZn
× RXYn−3L . . . XY1LX Z1
2
.Expand γ1, . . . , γn as
γi =
4
α=1
v(i)α σα, i = 1, . . . , n,
where σ1, . . . , σ4 are the real Pauli matrices
σ4 = 1√
2

1 0
0 1

, σ3 = 1√
2

1 0
0 −1

,
σ1 = 1√
2

0 1
−1 0

, σ2 = 1√
2

0 1
1 0

,
in the CFP case. In the latter case we have:
Gij = v(i)1 v(j)1 − v(i)2 v(j)2 − v(i)3 v(j)3 − v(i)4 v(j)4
=
4
α,β=1
v(i)α v
(j)
β η
αβ , (40)
where
η = diag (+,−,−,−) (41)
is the metric tensor of the Minkowski 3 + 1-dimensional space–
time.
In theAn case, because each γi is a conjugate of F , Tr γi = 0, no
fourth component occurs. We then have
Gij = v(i)1 v(j)1 − v(i)2 v(j)2 − v(i)3 v(j)3 =
3
α,β=1
v(i)α v
(j)
β η
αβ , (42)
and η = diag (+,−,−) is here themetric tensor of theMinkowski
2+ 1-dimensional space–time.
This concludes the proof of Lemma 4.6. 
Remark 4.7. It is interesting to notice that in the both cases,
we can therefore associate v(i)α with the components of 4- or 3-
dimensional vector v(i) in the correspondingMinkowski space. Due
to the fact that Tr γ 2i = 2 we obtain the restriction
∥v(i)∥2 ≡ vα (i)v(i)α = (v(i), v(i)) = 2 ∀i, (43)
where we use the standard repeated indices summation. This
implies that all the vectors v(i), i = 1, . . . , n lie in the upper sheet
of the hyperboloid of two sheets (they are time-like vectors in the
physical terminology). In this case Gij is the scalar product of the
corresponding vectors,
Gij = (v(i), v(j)) (44)
and since the difference of two different time-like vectors lying on
the same sheet is a space-like vector with negative norm, ∥v(i) −
v(j)∥2 = 4− 2Gij < 0, and all Gij are greater than two, as expected.
4.2. Proof of Theorems 4.3 and 4.1 in theAn case
We have proved in Lemma 4.6 that
rk(S−T S + I) ≤ 3,
so we only need to compute the remaining 3 eigenvalues in order
to prove Theorem 4.3. The proof is based on the following lemma:
Lemma 4.8. All the eigenvalues of the matrix S−T S are functions of
the only central element parameter P =nα=1 Zα+n−3β=1 Yβ , which
is the sum of all the Teichmüller space variables.
Proof. This is a simple consequence of the fact that the eigenvalues
of the matrix S−T S are part of the monodromy data of the
system (2) and therefore they must be central elements in
the Dubrovin–Ugaglia bracket and therefore of the Goldman
bracket (24). Because det S = 1, multiplying by ST we obtain that
the determinant of any linear combinationλ−1ST+λS is central for
2116 L. Chekhov, M. Mazzocco / Physica D 241 (2012) 2109–2121Fig. 4. The fat graph forAn . The dashed geodesic is G1,n , the dotted one on the right
is Gn−1,n and the dotted one on the left is G1,2 .
any λ. On the other hand, this determinant is a Laurent polynomial
of order not higher than n in each of eZα/2, which inevitably means
that this determinant is a Laurent polynomial of order not higher
than n of eP/2 alone. 
The idea of the proof of Theorem 4.3 is to use the centrality
property to choose in a special way the parameters Zi, i =
2, . . . , n − 1 and Yj, j = 2, . . . , n − 1, leaving Z1 and Zn arbitrary.
Because the eigenvalues are central, changing some of Zi and Yj by
preserving their total sum does not affect the eigenvalues.
Because the determinant of λ−1ST + λS is a rational function
in eZα/2 and eYβ/2, it has a unique analytic continuation in the
domain of complex values of Z1, . . . , Zn, Y1, . . . , Yn−3. The value of
the determinantmust then be conserved provided the exponential
eP , P = nα=1 Zα +n−3β=1 Yβ , remains invariant. We now present
a convenient choice of these, complex, parameters. We take the
representation graph (the spine) of the form depicted in Fig. 4, in
which we specially indicated geodesic length functions that will
play an important role in the proof.
We choose all the Yj to be −iπ , then XYj =

0 i
i 0

for any
j = 1, . . . , n − 3. This special matrix is characterised by that LXY L
= RXYR = XY . We also use extensively that R = −L2 and L = R2.
We next take Z2 = −Z3 = Z4 = · · · = (−1)n−1Zn−1 and leave Z1
and Zn arbitrary. Under this choice of the parameters, the entries
G˜ij := Sij + Sji simplify considerably. Namely, we obtain
G˜1,2 = −G˜13 = G˜14 = · · · = (−1)n−1G˜1,n−1 = Tr LX2Z2RX2Z1
G˜i,j = (−1)i−j2, 1 < i ≤ j < n,
G˜n−1,n = −G˜n−2,n = G˜n−3,n = · · · = (−1)n−1G˜2,n
= Tr LX2ZnRX2Zn−1
G˜1,n =

eZn+Z1 + e−Zn−Z1 , even n
Tr LX2Z1RX2Zn odd n.
(45)
All the entries of the matrix S are either ±2, or ±G˜1,2, or ±G˜n−1,n
or G˜1,n. We are now going to show that we can re-arrange the rows
and columns of the matrix λS+λ−1ST in order to obtain the form:
Eq. (46) is given in Box I. For such matrix form (46) we can easily
compute the determinant:
det(λS + λ−1ST ) = [(λ+ λ−1)2 − c2](λ− λ−1)2In−4
+ (λ+ λ−1)[(λ+ λ−1)2
+ abc − a2 − b2 − c2]In−3, (47)
where Ik is (λ − λ−1)k times the determinant of the skew-
symmetric matrix with all the entries above the diagonal equal to
the unity; this determinant is zero for odd k and 1 for even k. So,
we obtain
det

λS + S
T
λ

=
[(λ+ λ
−1)2 − c2](λ− λ−1)n−2, even n,
(λ+ λ−1)[(λ+ λ−1)2
+abc − a2 − b2 − c2](λ− λ−1)n−3, odd n.
(48)Let us prove formula (46) and deduce the values of the eigenvalues
of J0 in the even and in the odd dimensional cases separately.
For even n, we have that det(λS + λ−1ST ) is given by the
unnumbered equation is given in Box II and multiplying the odd
columns and rows by −1 and cyclically permuting rows and
columns {1, 2, . . . , n − 1, n} → {n, 1, 2, . . . , n − 1}, we obtain
the matrix of the form (46) with a = −Gn−1,n, b = G1,2, and
c = G1,n. Neither a nor b however contribute to the determinant
(48) for even n, whereas, from (45), G1,n = eP + e−P (because the
contribution from other Zi vanish for even n, Z2+ · · · + Zn−1 = 0).
For even nwe therefore have
det(λS + λ−1ST ) = [(λ+ λ−1)2 − (eP + e−P)2]
× (λ− λ−1)n−2, (49)
and the roots of the characteristic equation det(S−T S − η) =
0 (η = −λ2) are η = {−eP ,−e−P ,−1, . . . ,−1}. Since the rank
of S−T S + 1 is less or equal three, the Jordan form (in the case of
nonzero P) must have n − 2 1 × 1 blocks corresponding to the
eigenvalues:−eP ,−e−P , and n− 4 eigenvalues−1, and one 2× 2
block
−1 1
0 −1

. This concludes the proof of (35) for n even.
For odd n we have that det(λS + λ−1ST ) is given by the
unnumbered equation is given in Box III and multiplying the
odd columns and rows by −1 and cyclically permuting rows and
columns {1, 2, . . . , n − 1, n} → {n, 1, 2, . . . , n − 1}, we obtain
the matrix of the form (46) with a = G˜n−1,n, b = G1,2, and c =
G1,n. Now, the elements G1,2, G˜n−1,n, and G1,n (see their explicit
expressions in (45)) constitute theMarkov triple, that is, abc−a2−
b2 − c2 = (eP − e−P)2, where P = Z1 + Z2 + Zn is the perimeter of
the hole. For odd n, we therefore have
det(λS + λ−1ST ) = [(λ+ λ−1)2 + (eP − e−P)2]
× (λ+ λ−1)(λ− λ−1)n−3, (50)
and the roots of the characteristic equation det(S−T S−η) = 0 (η =
−λ2) are now η = {eP , e−P , 1,−1, . . . ,−1}. Since the rank of
S−T S + 1 is less or equal three, all these numbers are eigenvalues
(for P ≠ 0) and the Jordan form is diagonal. This concludes the
proof of (36) for n odd. 
4.2.1. Symplectic leaves corresponding toAn
Weare now ready to prove that the dimension of the symplectic
leavesLAn corresponding toAn is
dim
C
(LAn) = 2(n− 2)
which is the real dimension of the Teichmüller space.
Proof. Thanks to Theorem 4.3, for n even,
J0 = nλ,1

Jλ,1 ⊕ J 1
λ
,1

+m−1,2J−1,2 + n−1,1(J−1,1 ⊕ J−1,1)
where
nλ,1 = 1, m−1,2 = 1, n−1,1 = n− 42
while for n odd,
J0 = nλ,1

Jλ,1 ⊕ J 1
λ
,1

+m1,1J1,1 + n−1,1(J−1,1 ⊕ J−1,1)
where
nλ,1 = 1, m1,1 = 1, n−1,1 = n− 32 .
Using (34) we get precisely
d(S) = 8− 5n+ n
2
2
= n(n− 1)
2
− 2(n− 2).
This concludes the proof of Theorem 4.1 in theAn case. 
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6)det(λS + λ−1ST ) =

λ+ λ−1 λc λa λa · · · λa
λ−1c λ+ λ−1 λb λb · · · λb
λ−1a λ−1b λ+ λ−1 2λ · · · 2λ
λ−1a λ−1b 2λ−1 λ+ λ−1 . . . ...
...
...
...
. . .
. . . 2λ
λ−1a λ−1b 2λ−1 · · · 2λ−1 λ+ λ−1

(4
Box I.det(λS + λ−1ST ) =

λ+ λ−1 λG˜1,2 −λG˜1,2 λG˜1,2 · · · −λG˜1,2 λG˜1,n
λ−1G˜1,2 λ+ λ−1 −2λ 2λ · · · −2λ −λG˜n−1,n
−λ−1G˜1,2 −2λ−1 λ+ λ−1 −2λ · · · 2λ λG˜n−1,n
· · · · · · · · · · · · · · · · · · · · ·
λ−1G˜1,2 2λ−1 · · · −2λ−1 λ+ λ−1 −2λ −λG˜n−1,n
−λ−1G˜1,2 −2λ−1 · · · 2λ−1 −2λ−1 λ+ λ−1 λG˜n−1,n
λ−1G˜1,n −λ−1G˜n−1,n · · · λ−1G˜n−1,n −λ−1Gn−1,n λ−1G˜n−1,n λ+ λ−1

Box II.det(λS + λ−1ST ) =

λ+ λ−1 λG˜1,2 −λG˜1,2 λG˜1,2 −λG1,2 λG˜1,2 λG˜1,n
λ−1G˜1,2 λ+ λ−1 −2λ 2λ −2λ 2λ λG˜n−1,n
−λ−1G˜1,2 −2λ−1 λ+ λ−1 −2λ 2λ −2λ −λG˜n−1,n
· · · · · · · · · · · · · · · · · · · · ·
−λ−1G˜1,2 −2λ−1 · · · 2λ−1 −2λ−1 −2λ −λG˜n−1,n
λ−1G˜1,2 2λ−1 · · · −2λ−1 2λ−1 λ+ λ−1 λG˜n−1,n
λ−1G˜1,n λ−1G˜n−1,n · · · −λ−1G˜n−1,n λ−1G˜n−1,n λ−1G˜n−1,n λ+ λ−1

Box III.4.3. Proof of Theorems 4.4 and 4.1 in the CFP case
The idea of the proof is the same as for Theorem 4.3.We already
proved in Lemma 4.6 that rk(S−T S + I) ≤ 4, so we only need to
compute the remaining 4 eigenvalues. Lemma 4.8 is still valid and
we will now show how to pick the parameters Zi, and Yj, in a way
to simplify computations.
Odd n. In this case, we have just one hole and we can set eY/2 = i
and Z1 = −Z2 = Z3 = · · · = −Zn−1 = Zn as before. Then,
Gij = (−1)i−j2 for i, j ≠ 1, n,G1,2 = (−1)jG1,j = Tr LX−Z1RXZ1
for 2 ≤ j ≤ n − 1,Gn−1,n = (−1)jGj,n = Tr LXZ1RX−Z1 for
2 ≤ j ≤ n−1, and bymultiplying the odd columns and rows by−1
and cyclically permuting rows and columns {1, 2, . . . , n−1, n} →
{n, 1, 2, . . . , n−1}, we obtain thematrix (46)with a = Gn−1,n, b =
G1,2, and c = G1,n having the same determinant (48).
The characteristic equation det(S−T S−ηI) = 0whereη = −λ2,
has (n−3)-fold root η = −1 and three single roots ϕ = 1, ϕ = eP ,
and ϕ = e−P . Then, since the rank of the matrix (S−T S + I) is less
or equal to four in the CFP case, we obtain formula (38).
Even n. In this case, we have two central elements P1 and P2 such
that P1 = nα=1 Zα/2 + n−3β=1 Yβ/2 + n−3β=1 Y2β−1 and P2 =n
α=1 Zα/2 +
2n−6
β=n−2 Yβ/2 +
n−3
β=1 Y2β . We cannot therefore
set all the variables Yj to be iπ in the corresponding graph of
the type of Fig. 2 because those are the variables that distinguish
between the perimeters of these two holes. We can set however
Z1 = −Z2 = Z3 = · · · = −Zn, take two of the variables Y , say,
the variables Y1 and Yn−2 of the two edges (above and below) that
separate Z2 and Z3 to be arbitrary and set all the remaining Yj to be
iπ

and XY =

0 i
i 0

. We then have six basicmatrix elements, a =
G1,n, b = G2,n, c = G3,n, d = G1,2, e = G1,3, and f = G2,3, and thematrix λ−1ST + λS reduces by the same operations of row/column
multiplication by −1 and cyclic permutations of row/columns to
the form the unnumbered equation is given in Box IV. We express
the remaining determinant through two invariant determinants:
D1 ≡ det
2 a b ca 2 d eb d 2 f
c e f 2

= (eP1/2 + e−P1/2 − eP2/2 − e−P2/2)2, at λ = ±1
and
D2 ≡ det
 0 a b c−a 0 d e−b −d 0 f
−c −e −f 0

= (eP1/2 + e−P1/2 + eP2/2 + e−P2/2)2, at λ = ±i.
For the determinant in question, we have
det(λ−1ST + λS)
= (λ− λ−1)n−4

(λ+ λ−1)2(λ− λ−1)2
+ D1
4
(λ+ λ−1)2 − D2
4
(λ− λ−1)2

= (λ− λ−1)n−4((λ2 − λ−2)2 − 4 cosh(P1/2) cosh(P2/2)
× (λ2 + λ−2)+ 4 cosh2(P1/2)+ 4 cosh2(P2/2)). (51)
The roots of (51) for ϕ = −λ2 are n − 4-fold root ϕ = −1
and four simple roots ϕ = −e(P1+P2)/2, ϕ = −e−(P1+P2)/2, ϕ =
−e(P1−P2)/2, and ϕ = −e−(P1−P2)/2. When all these roots are
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
λ+ λ−1 aλ bλ cλ cλ · · · cλ
aλ−1 λ+ λ−1 dλ eλ eλ · · · eλ
bλ−1 dλ−1 λ+ λ−1 f λ f λ · · · f λ
cλ−1 eλ−1 f λ−1 λ+ λ−1 2λ · · · 2λ
cλ−1 eλ−1 f λ−1 2λ−1 λ+ λ−1 . . . ...
...
...
...
...
. . .
. . . 2λ
cλ−1 eλ−1 f λ−1 2λ−1 · · · 2λ−1 λ+ λ−1

= (λ− λ−1)n−4 det

λ+ λ−1 aλ bλ cλ
aλ−1 λ+ λ−1 dλ eλ
bλ−1 dλ−1 λ+ λ−1 f λ
cλ−1 eλ−1 f λ−1 λ+ λ−1
 .
Box IV.distinct, the Jordan form is diagonal and all the roots correspond
to eigenvectors. These completes the analysis of the Jordan forms
for the CFP case. 
4.3.1. Symplectic leaves corresponding to the CFP case
We can now prove that the dimension of the symplectic leaves
LCFP corresponding to the CFP case is
dim
C
(LAn) =

3n− 7 for n odd
3n− 8 for n even
which is the real dimension of the Teichmüller space.
Proof. Thanks to Theorem 4.4, we have that in the case of n even
the Jordan normal form decomposes as:
J0 = nλ1,1

Jλ1,1 ⊕ J 1
λ1
,1

+ nλ2,1

Jλ2,1 ⊕ J 1
λ2
,1

+ n−1,1(J−1,1 ⊕ J−1,1)
where
nλ1,1 = 1, nλ2,1 = 1, n−1,1 =
m− 4
2
,
and for n odd
J0 = nλ,1

Jλ,1 ⊕ J 1
λ
,1

+m−1,2J−1,2 +m1,1J1,1
+ n−1,1(J−1,1 ⊕ J−1,1)
where
nλ,1 = 1, m−1,2 = 1, m1,1 = 1, n−1,1 = m− 52 .
By using (34) we conclude the proof of Theorem 4.1 in the CFP
case. 
4.4. Complexification
In this section we observe that the Stokes matrices belonging
to the Teichmüller symplectic leaves LAn and LCFP can be pa-
rameterised in terms of complex coordinates Z1, . . . , Zn, Y1, . . . , Yk
where k = n− 3 in theAn case and k = 2n− 6 in the CFP case by
the same formulae
Sij = −Tr γiγj, i < j,
where γi, γj are nowmatrices in SL2(C) still given by formulae (29)
and (39) with complex Z1, . . . , Zn, Y1, . . . , Yk.
When the coordinates Zi become complex, we can still use the
same parameterisation of elements of the discretely acting group,
which becomes now a finitely generated subgroup of PSL(2,C),
not PSL(2,R), i.e., a Kleinian group. This Kleinian group ∆g ′ ⊂PSL(2,C) describes now a handlebody, that is, the quotient of
the upper half-space H+3 := C × R+ by the action of ∆g ′ .
The handlebody is geometrically a filled Riemann surface whose
boundary is a closed Riemann surface of genus g ′ = 2g + s − 1
obtained from the action of this group on the boundary of H+3 ,
i.e., on the complex planeC, and admits a Schottky uniformisation.
Note that in this approach we do not present the three-
dimensional manifold as a direct product of a Riemann surface
(with holes) and a time interval; instead we have an actual
handlebody endowed with the set of closed geodesics inside it;
each closed geodesic corresponds, as before, to a conjugacy class
of the Kleinian group.
Note that, in this case, we loose the distinction between
holes and handles of the original Riemann surface Σg,s: if we
consider two Riemann surfacesΣg1,s1 andΣg2,s2 such that they are
described by the same number of shear coordinates, or in other
words such that dim(Tg1,s1 × Rs1) = dim(Tg2,s2 × Rs2), they can
be considered as different parameterisations of the same handle-
body, as we demonstrate on the example below.
Example 4.9. Complexification of the Teichmüller space T1,1 of a
torus with one hole and of the Teichmüller space T0,3 of a sphere
with three holes.
In Fig. 5 the original (two-dimensional) Riemann surface is
obtained under the action of a Kleinian group in H+3 restricted to
the real vertical slice H+2 . Of course, this is possible only when
the real slice of the Kleinian group is simultaneously a Fuchsian
group itself, i.e., a discrete subgroup of PSL(2,R). However, we
can continuously vary the parameters Xi in the complex domain
to ensure a smooth transition between two patterns, as shown in
Fig. 5.
Note that on the intermediate stages of the transition process
in Fig. 5 we have no embedded two-dimensional (geodesically
closed) Riemann surface inside the handlebody; it is reconstructed
only when the group again becomes Fuchsian.
Although the twoRiemann surfaces in Fig. 5,Σ1,1 andΣ0,3, have
different topologies, their sets of geodesic lengths are the same, so
we say they are isospectral.
We introduce the set of (decorated) Teichmüller space coordi-
nates Zi, i = 1, 2, 3, for T1,1 and Xi, i = 1, 2, 3, for T0,3; then, in
order for the spectra of geodesic length functions to coincide, it
suffices tomake the identification (up to the action of themapping
class group in each of the surfaces)
ePi/2 + e−Pi/2 = eZi/2+Zi+1/2 + e−Zi/2−Zi+1/2 + e−Zi/2+Zi+1/2,
i = 1, 2, 3, (52)
where Pi = Xi + Xi+1 are the perimeters of three holes ofΣ0,3 and
the (standard) geodesic length functions Gi,i+1 forΣ1,1 stand in the
right-hand sides.
L. Chekhov, M. Mazzocco / Physica D 241 (2012) 2109–2121 2119Fig. 5. Deformation of the Fuchsian group transforming the torus with one hole
into the spherewith three holes.We let A and B denote the geodesics corresponding
to the respective A- and B-cycles on Σ1,1; their images A′ and B′ are the geodesics
corresponding to the perimeters of two of the holes in Σ0,3; the perimeter of the
third hole is B′A′ .
Fig. 6. The transformation between geodesics onΣ1,1 andΣ0,3 .
Fig. 7. The transformation between geodesics in Fig. 6 depicted for the spines Γ1,1
and Γ0,3 .
Note that Eq. (52) not always admit real solutions in terms of
Zi for a given real Xi: the obstruction is provided by the Markov
element,
M = G1,2G1,3G2,3 − G21,2 − G21,3 − G22,3. (53)
In the case of the torus Σ1,1 with real Zi, we have the inequality
M ≥ 0, whereas in the case of the sphere Σ0,3 with real Xi, we
have the inequalityM ≥ −4, so Eq. (52) admit real solutions both
in Zi and in Xi iffM ≥ 0.
In Fig. 6 we depict the explicit relation between the geodesic
length functions and indicate the image of the boundary curve. In
Fig. 7 the same correspondence is presented for the spinesΓ1,1 and
Γ0,3. Note that neither the intersection indices between the curves
nor the Poisson brackets are preserved under this identification.5. Conclusion
Theorems 4.3 and 4.4 characterise the Stokes matrices arising
in the Teichmüller theory of a Riemann sphere with one hole and
n orbifold points and of a Riemann surface of genus g with one or
two holes respectively.
In Section 4, we have seen that all Stokes matrices belonging to
the degenerated symplectic leaves LAn and LCFP can be param-
eterised in terms of complex coordinates Z1, . . . , Zn, Y1, . . . , Yk,
where k = n− 3 in theAn case and k = 2n− 6 in the CFP case.
In order to characterise the Frobenius manifold structure
corresponding to these degenerated symplectic leaves onepossible
strategy is to determine the solution V (u1, . . . , un) of the
isomonodromic deformation equations (13) and then to use
Dubrovin’s isomonodromicity theorem part III in [4] to reconstruct
themetric, the flat coordinates, the pre-potential and the structure
constants of the Frobenius manifold. Unfortunately at the moment
this strategy fails at the very first step, i.e. we are unable to
determine V (u1, . . . , un), even in the simplest case, i.e. for n = 3.
We are going to explain what happens in this case in the next
subsection and then in Section 5.2 we will say a few words about
the case of n > 3.
5.1. Case n = 3
For n = 3 we deal only with LA3 (the CFP case for n = 3
is completely equivalent to this one up to doubling of the shear
coordinates). The geodesics Gij are given by the following formula
in which we use cyclic notation:
Gi,i+1 = eZi+Zi+1 + eZi−Zi+1 + e−Zi−Zi+1 , (54)
which for Z1, Z2, Z3 ∈ R are strictly bigger than 2. In this
case all Stokes matrices in the generic symplectic leaves can be
parameterised in terms of the complexified shear coordinates
Z1, Z2, Z3, simply imposing
S =
1 G1,2 G3,10 1 G2,3
0 0 1
 ,
where now Gi,j are given by (54) with complex Z1, Z2, Z3.
For generic values of the central element p = Z1 + Z2 + Z3, the
Jordan normal form J0 of the monodromy around 0 of system (2) is
actually diagonal,
J0 =
ep 0 00 e−p 0
0 0 1
 ,
so that the matrix V is non resonant and the Stokes matrix
S determines uniquely the local solutions V (u1, u2, u3) of the
isomonodromic deformation equations (13). In this case the
isomonodromic deformation equations reduce to a special case of
the sixth Painlevé equation [26]
y¨ = 1
2

1
y
+ 1
y− 1 +
1
y− t

y˙2 −

1
t
+ 1
t − 1 +
1
y− t

y˙
+ y(y− 1)(y− t)
t2(t − 1)2

(2µ− 1)2
2
+ 1
2
t(t − 1)
(y− t)2

, (55)
where µ = Z1+Z2+Z34iπ , t = u2−u1u3−u1 and
y = t(V12V23 + µV13)
2
(t − 1)(µ+ V 212)+ t(V12V23 + µV13)2
,
so that the entries in the Stokes matrix uniquely determine the
local solutions of this special case (55) of the sixth Painlevé
equation.
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irreducible transcendental functions, i.e. they cannot be expressed
via elementary or classical transcendental functions by simple
operations. Of course some special solutions may be reducible:
indeed all algebraic solutions of (55) were classified in [27,28], and
the so called classical solutions, solutions that can be expressed
in terms of hypergeometric functions were classified in [29].
However, in the geometric case, i.e. for Z1, Z2, Z3 ∈ R, the solutions
are certainly irreducible: in [27,28] it was proved that in order to
have algebraic solutions, a necessary condition is that |Si,j| < 2,
which is clearly violated in the geometric case. Moreover, using
the results of [30], it is rather straightforward to prove that these
solutions are never of hypergeometric type.
Another nasty surprise is given by looking at the asymptotic
behaviour of the geometric solutions near the critical points.
Indeed most PVI solutions have asymptotic behaviour of algebraic
type, namely given σi, i = 1, 2, 3 complex numbers such that
2 sin
πσi
2
= Sjk, i ≠ j, k, andℜ(σi) ∈]0, 1[,
the corresponding PVI solution has the following asymptotic
behaviours of algebraic type [31]:
y(t) ∼

a0t1−σ3(1+ O(t)) for t → 0,
1− a1(1− t)1−σ2(1+ O(1− t)) for t → 1,
a∞tσ1

1+ O

1
t

for t →∞.
However, for Si,j = Gi,j > 2, we have σi = 1 + iνi, νi ∈ R for all
i = 1, 2, 3. In this case the asymptotics are no longer of algebraic
type, but become very complicated [32]. For example near 0 one
has:
y(t) ∼ 1
sin2

ν
2 log(t)+ φ
 ,
where φ is a phase parameter. This makes all asymptotic
computations of V and of the metric, the flat coordinates, the pre-
potential and the structure constants of the Frobenius manifold
extremely involved if not impossible.
5.2. Higher n
First observe that the discrepancy d between the dimension of
the generic symplectic leaves and the dimension of the leavesLAn
andLCFP is given by:
dAn := dim(Lgeneric)− dim(LAn)
=

1
2
(n− 3)2 for n odd
1
2
(n− 2)(n− 4) for n even
dCFP := dim(Lgeneric)− dim(LCFP)
=

1
2
(n− 3)(n− 5) for n odd
1
2
(n− 4)2 for n even
we see that for n = 3, 4 the leaves LAn are generic, while for
n = 4, 5 the leaves LCFP are generic. As we have observed above,
this fact is at the root of why we cannot actually solve the
isomonodromic deformation equations (13): for small n we deal
with ‘‘generic solutions’’ which, as we have seen above, are
irreducible transcendental functions.
For n > 5 the discrepancy d between the dimension of the
generic symplectic leaves and the dimension of the leaves LAn
and LCFP is non zero. In terms of solutions V (u1, . . . , un) of
the isomonodromic deformation equations (13), this means that
the matrix function V (u1, . . . , un) satisfies extra d independentequations. These are algebraic equations that can be obtained by
observing that as soon as n is large enough, J0 has a block diagonal
form in which one block is the minus identity. This means that V is
resonant, and in principle we should have
J0 = exp(2π iµ) exp(2π iR),
where R is a nilpotent matrix satisfying (7) which can be
recursively determined in terms of the entries of V . When a
minus identity diagonal block appears, all off diagonal entries
corresponding to that diagonal blockmust be zero, leading to extra
equations for V . For example in the An case, for n even we have
n − 2 eigenvalues equal to −1, so we should expect R to have
(n−2)(n−3)
2 off diagonal entries. Since on our degenerated symplectic
leaf only one of those in non zero, we expect (n−4)(n−1)2 equations of
which only d = (n−4)22 are independent. Following the same train
of thoughts as in [33], this implies that the solution V (u1, . . . , un)
of the isomonodromic deformation equations (13) corresponding
to the degenerated symplectic leaves can be in fact reduced to the
Garnier system both in the An and in the CFP case. Work on this
reduction is still in progress.
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