Defect prediction research has a strong reliance on published data sets that are shared between researchers. The SZZ algorithm is the de facto standard for collecting defect labels for this kind of data and is used by most public data sets. Thus, problems with the SZZ algorithm may have a strong indirect impact on almost the complete state of the art of defect prediction. Recent research uncovered potential problems in different parts of the SZZ algorithm. Within this article, we provide an extensive empirical analysis of the defect labels created with the SZZ algorithm. We used a combination of manual validation and adopted or improved heuristics for the collection of defect data to establish ground truth data for bug fixing commits, improved the heuristic for the identification of inducing changes for defects, as well as the assignment of bugs to releases. We conducted an empirical study on 398 releases of 38 Apache projects and found that only half of the bug fixing commits determined by SZZ are actually bug fixing. Moreover, if a six month time frame is used in combination with SZZ to determine which bugs affect a release, one file is incorrectly labeled as defective for every file that is correctly labeled as defective. In addition, two defective files are missed. We also explored the impact of the relatively small set of features that are available in most defect prediction data sets, as there are multiple publications that indicate that, e.g., churn related features are important for defect prediction. We found that the difference of using more features is negligible.
was applied by most of the currently used data sets (see Section 2) . Research revealed several problems with SZZ, e.g., due to ignoring the affected version field of issue reports [10] or the identification of irrelevant changes [11] . The use of a six-month time frame for the assignment of defects to releases has also recently been identified as an issue [12] . Moreover, SZZ relies on the correct labeling of issues as bug by the developers in the issue tracking system. However, research shows that about 33% of bug reports are mislabeled and are actually improvements or other issues, like outdated documentation [13] . Additionally, SZZ was designed for version control systems that used a mostly linear development process on a main development branch. Due to the success of Git, this is often not the case anymore and there are many new challenges that need to be considered [14] . For example, prior research found that data, which takes branches into account, leads to better results [15] .
The second problem with the re-use of the existing data is the limited feature space that researchers use to create defect prediction models. If a data set does not contain certain features, it is unlikely that they are added by other researchers, even if research indicates that these features may be useful. For example, multiple publications indicate that features based on code changes potentially outperform static metrics as features [16] , [17] . Regardless, researchers mostly rely on data sets that only consist of static features [7] . Thus, many publications are using a potentially inferior set of features, which could alter their results.
Thus, we know from the related work about many separate issues with defect prediction data, especially with respect to the way software artifacts are labeled as defective, but also due to a potential lack of relevant features. How-ever, each of the prior publications on this topic focuses on single issues with defect prediction data. What is missing is a view on the impact of the problems if they are not considered in isolation, but together. Within this article, we close this gap. We provide insights into the quality issues that existing data may have, with a focus on the defect labeling. To this aim, we performed an in-depth analysis of the weaknesses of existing defect labeling strategies with a focus on SZZ. We analyze all aspects of the defect labeling process, i.e., the links between commits and issues, the impact of mislabeled issues, the identification of affected files and the inducing changes, as well as the assignment of defects to releases. Additionally, we use the large sample of data we generate to assess the impact of the lack of features on the performance of defect prediction results.
The key findings of our assessment are the following.
• About one quarter of the links to defects detected by SZZ is wrong, both due to missed links as well as false positive links.
• We confirm the results by Herzig et al. [13] and found that for every issue that is correctly labeled as a bug, there are 0.74 mislabeled bug issues.
• Due to the combination of wrong links and mislabeled issues, only about half of the commits SZZ identifies are actually bug fixing and SZZ misses about one fifth of all bug fixing commits.
• The assignment of defects to releases based on a six months time frame, as well as based on the affected versions field of issue tracking systems is unreliable. With SZZ and a six months time frame, we found that for every file, that is correctly labeled as defective, there are roughly two files that are incorrectly labeled as defective, and two files that are incorrectly labeled as non-defective. Moreover, the quality of the data in the affected version field is questionable for mining purposes without prior manual validation.
• The difference of using many features of different types over using only static features of the source code is negligible, as more features only allow that slightly more bugs are predicted, without increasing the precision of the predictions.
As part of our analysis, we devise new or modified techniques for defect labeling, that mitigate the issues we found through our inspection of SZZ. This article contributes the following improvements to defect labeling:
• A semi-automated algorithm for the identification of links between Jira issues and commits.
• Improvements to the identification of inducing changes with SZZ that takes prior results [10] , [11] into account.
• A new algorithm to assign defects to releases based on bug-inducing changes that neither requires a time-window, nor the affected version field in the issue tracking system.
• All algorithms were designed to work correctly with Git and take all branches into account.
Finally, we combined the results from the manual analysis of data with the improved algorithms for defect labeling, and a large scale collection of features, in order to create a new defect prediction data set, that has 4198 features, including change metrics [16] , [17] , [18] and different aggregation strategies [19] . The data set contains defect data for 398 releases of 38 projects from the Apache ecosystem.
The remainder of this paper is structured as follows. We discuss the state of practice for the collection of defect prediction data with respect to existing data sets in Section 2, followed by an analysis of issues with the established data collection methods reported in the state of the art in Section 3. Afterwards, we discuss our suggested improvements to the state of practice in Section 4. Section 5 presents the results of our empirical study on defect labeling and the impact of feature sets. We discuss our results in Section 6 and address the threats to the validity of our work in Section 7. Finally, we conclude the article in Section 8.
EXISTING DATA SETS
This article is about the state of practice regarding the collection of defect prediction data. Therefore, the related work are articles that collected defect prediction data. Articles that only discuss specific aspects of this data collection are instead discussed together with the issues with the currently established ways for the collection of defect prediction data in Section 3. We discuss the prior defect prediction data sets with respect to the following criteria:
• the number of distinct projects, as well as the number of releases;
• the level of abstraction of the data set, e.g., modules, files, or classes;
• the features that are provided; and • the defect labeling strategy and the labels that are provided. Table 1 gives an overview about the data sets used in the literature. Overall, we are aware of fifteen publicly available data sets for defect prediction as of August 2019. The data contains mostly open source projects (OSS), but also proprietary projects (PROP). The PROMISE data is actually a mix of 15 open source projects with 48 releases, 6 proprietary projects with 27 releases, and 17 student projects with 17 releases.
These data sets can be distinguished between data for release-level defect prediction and just-in-time defect prediction. There are two major differences between the release-level and just-in-time data sets. 1) Release-level data contains features for all software artifacts for a certain revision (usually a release) of a project, while just-in-time data contains data for every commit of a project, possibly restricted to the main development branch. 2) The releaselevel data consists mostly of features that measure the source code directly, e.g., its size, structure, or coupling. Just-in-time data consists mostly of features that measure the changes, e.g., the number of lines that are changed. The second difference has a major consequence regarding the programming languages that are considered: the collection of data about the source code structure requires languagespecific tooling for the (static) analysis of source code, while the collection of data about code changes and ownership can be done directly using the version control system. This is reflected directly in the languages of the projects: while most release-level data sets are only for one specific programming language, two out of three just-in-time data sets are for a diverse set of languages.
We note that there is a strong focus on Java in the releaselevel data sets. Although we have no scientific evidence for this, we believe that the reason for this is likely the good tool support for the static analysis of Java. Moreover, we note that the features for the release level data sets are mostly static product metrics of the types that measure the size (SIZE), code complexity (COM), or aspects of object orientation (OO), e.g., using Chidamber and Kemerer's metrics [30] . The GITHUB and UNIFIED data sets also contain other features based on static product metrics, i.e., regarding the code documentation (DOC) and code clones (CLONE). The notable exceptions are the AEEEM, MJ12A, and RNALYTICA data, which also contain features based on code changes, e.g., added and deleted lines (CHURN). The AEEEM data even contains features that measure the entropy of code changes as proposed by Hassan [18] and D'Ambros et al. [17] . The ECLIPSE, AEEEM, and MJ12A data also contain metrics regarding prior bug fixes. The MJ12A data is an extension of a subset of the PROMISE data with CHURN metrics. The UNIFIED data is a special case: this data set is actually a combination of the PROMISE (only OSS projects), AEEEM, ECLIPSE, and GITHUB data. All data is conserved as is in the data set and augmented with additional metric data to create the UNIFIED data set [26] . Most data sets for release-level defect prediction are using the file, java, respectively module level. These are all very similar, as they encompass the complete contents of a single file in most cases, with the exception of anonymous and inner classes, that can lead to differences. The notable exception is SHIPPEY, which also contains method-level data.
For the just-in-time defect prediction data, we note that JIT and FJIT are independent of the programming language, which is a big advantage for the generalizing the defect prediction approach. Both data sets are using metrics that can directly be inferred from the version control system. The difference between the data sets is that the JIT data only contains the information which commits induced a defect. In comparison, FJIT contains information which changes to files (hereafter referred to as file actions) introduced a new defect. The AUDI data set is not comparable to the other two data sets: the data is about source code that was not written by developers, but instead generated from Simulink models developed by engineers. Moreover, the data contains not only information that is collected from the version control system, but also static product metrics about SIZE and COM.
The identification of defective artifacts is a major aspect of defect prediction data that can greatly affect the quality of the data. For example, Yatish et al. [12] recently found that labeling based on the affected releases leads to large differences in comparison to labeling based on keywords and a six-month time window as proposed by Fischer et al. [31] . The de facto standard approach in research is the SZZ algorithm [9] as it was used by Zimmermann et al. [20] . The SZZ algorithm first identifies bug fixing commits and then the corresponding inducing changes. However, the identification of inducing changes is, to the best of our knowledge, so far ignored by all release-level data sets. Instead, only bug fixing commits are identified using SZZ and then the six-month time window as proposed by Fisher et al. [31] is used by Zimmermann et al. [20] . This approach was used for the collections of the ECLIPSE, AEEEM, NET-GENE, SHIPPEY and GITHUB data sets. The just-in-time defect prediction data sets JIT, AUDI, and FJIT data use SZZ including the identification of inducing commits. The RELINK data was created as a case study for an issue linking approach. The authors created manually validated issue links and used these links for the identification of bug fixing commits. All files that were implicated in any bug fix are considered as defective, without using a time window.
The PROMISE and MJ12A data identify bug fixing commits using regular expressions applied to commit messages and a six-month time window. For the NASA and SOFTLAB data, no information on how the defects are linked to source code is given. Since the UNIFIED data is an aggregation of other data sets that reuses defect labels, there is no defect identification approach. The RNALYTICA data uses an approach for the identification of defects based on the affected version field of the bug tracking system. The authors establish links between commits and issues based on references from issues to the commits in which they were addressed. They then use the hunks changed in these commits to identify which files were changed. The authors then use the affected version field of the issue tracker to assign the defect for the file to releases.
We note that there may be additional data sets, that we did not discuss above. For example, we excluded the data used by Zhang et al. [19] , [32] based on the census data by Mockus [33] . The reason for this exclusion is that this data is, to the best of our knowledge, not publicly available anymore, because the links in both papers do not work anymore. Regardless, these data sets would not add anything regarding the methodology for collecting defect prediction data, as the approach is almost exactly the same as for PROMISE and MJ12A: the defect identification is based on commit messages and a six month time window, the metrics are SIZE and COM, and in case of [32] also CHURN.
ISSUES WITH EXISTING DATA SETS
The sharing of public data sets in defect prediction is a success story that enabled defect prediction researchers to conduct many experiments with the data. Moreover, the use of the same data by different authors enables comparisons between approaches through meta studies, as was, e.g., done by Hall et al. [1] who exploited that many papers are based on the NASA data. However, there are a number of potential problems that researchers found regarding the data collection procedures used for the creation of the defect prediction data sets. Within this section, we summarize issues regarding algorithms for defect labeling and the features available in current data sets.
Defect Labeling
Defect labels are the key component of any defect prediction data set. These labels mark artifacts as defective, e.g., files in a release or in a commit. These labels are the dependent variable that defect prediction models try to predict based on the independent variables, i.e., the features. In the existing defect prediction data, labels are either binary or defect counts. Noisy defect labels may negatively affect the training of defect prediction models or make the evaluation of results unreliable. Especially the impact of the noise on the evaluation of results is problematic. For example, if a defect labeling approach marks too many instances as defective, i.e., produces false positives, the commonly used measures recall, precision and F-measure are not trustworthy anymore, because values may change if the distribution between defective and non-defective instances changes. Consider an example with 100 software artifacts, 25 artifacts are actually defective, but the defect labeling algorithm introduces noise and labels 50 artifacts as defective. A trivial model that predicts everything as defective will overestimate the precision as 0.5 instead of the actual 0.25, which would also affect the F-measure which would be 0.7 instead of 0.4.
As we discussed above, the de facto standard for labeling defective instances is the use of the SZZ algorithm [9] in the variant used by Zimmermann et al. [20] . The SZZ algorithm works in two steps. First, bug fixing commits are identified. The SZZ algorithm tries to find a matching issue, based on the numbers found in the commit messages. In case any number is found, the algorithm tries to find an issue for the project that has the same number. If an issue is found, semantic checks for the following properties are performed [9] :
• The issue was resolved as FIXED at least once.
•
The author of the commit is assigned to the issue.
The title or description of the issue is contained in the commit message.
• One or more files that are changed by the commit are attached to the issue.
A commit is identified as bug fixing if there is at least one linked issue, that passes at least two of the above semantic checks. In case only one semantic check is passed, the commit is labeled as bug fixing, if the commit message contains a term like "bug" or "fix", or it is clear that a number in the commit is a link to an issue, e.g., because the number starts with "Bug #111", or the commit contains only a list of numbers.
Once a commit is identified as bug fixing, the second part of the SZZ algorithm is the identification of the inducing changes. SZZ identifies the last changes to each line that was touched as part of a bug fixing commit as candidate for an inducing change. All candidates, that took place before the reporting date of the issue are immediately considered as bug inducing changes. Changes that took place after the reporting date of the issue are suspect, because they were performed after the bug was already in the software. However, because of the chance of bad fixes or partial bug fixes, the changes are not automatically discarded. If the suspects are part of a bug fixing commit (partial fix) or the commit contains changes that are inducing for a different bug (weak suspect), they are considered as inducing. The remaining suspects are considered to be hard suspects and not inducing for the bug fix. The identification of the bug inducing commits is only used for the just-in-time data. For the release level data sets, defects are assigned to releases based on the reporting date: all bugs that were reported in the first six months after the release are assigned to a release [20] .
However, in recent years quality issues with the labels produced by SZZ came into focus. The impact of using all changes in a bug fixing commit as foundation for the defect labeling was investigated in detail by Mills et al. [11] . The authors manually validated which files that were modified in a bug fixing commit were actually part of the bug fix and found that about 64% of file changes made in bug fixing commits are not part of the bug fixes, but other changes. They found that mistakenly identified files are due to code that is only added and not modified or deleted (46.58% of all cases), changes are performed on test code (30.90%), refactorings (8.73%), and changes of comments (8.49%). SZZ already ignores pure additions for the identification of inducing changes, because there is no prior commit, where the code was last changed. To the best of our knowledge, none of the SZZ implementations used to create the defect prediction data sets ignores test code, refactorings, or comments. This means that based on the estimation of Mills et al. [11] , about 34% of files in bug fixing commits are false positives, i.e., incorrectly identified as defective.
Another potential source of false positives of SZZ are commits that are mistakenly identified as as bug fixes. With SZZ, there are two main sources for this problem: the first is due to the strategy for the identification of links between commits and issues, that works based on numbers. If a core developer of a project fixes a bug with an issue number like one, 256 or other frequently occurring numbers, every commit by this developer that contains this number will be identified as a bug fixing commit. While Bird et al. [34] found that this problem can be mitigated through additional filters, e.g., based on the date of the commit and the issue resolution, this is not part of the standard SZZ algorithm. There are also approaches that try to recover links between commits and issues, that are not explicit, e.g., ReLink [21] . Such links also cannot be captured by SZZ. The second source of false positive for bug fixing commits are the issues themselves. According to Herzig et al. [13] , about 33% of issues that are reported as a bug in the issue tracking system are actually requests for new features, bad documentation, or simply result in refactorings. They found that due to this 39% of the identified defective files were actually not defective. To the best of our knowledge, only the NETGENE data is based on manually validated issues. That both happen in practice can, e.g., be seen with the issue NUTCH-1 1 . This test issue created by a core developer was not for any real bug in the software. However, all commits by this developer for the Apache Nutch project, where the message contains the number one will be mistakenly identified as bug fixing.
The assignment of the identification of the inducing file actions has also come under scrutiny. Da Costa et al. [10] investigated how well SZZ identifies inducing commits and found that SZZ implementations perform better, if they ignore changes that only modify whitespaces. This is in line with the findings by Mills et al. [11] . Moreover, they suggest that using the affected versions field of issue tracking systems can improve the validity of SZZ results. Developers can use this field to mark versions of a software that are affected by a specific defect. Regardless, all data sets we discussed in Section 2 use a basic SZZ variant that does not ignore whitespace changes or use the affected version field. However, da Costa et al. [10] do not suggest how the affected version should be integrated into the SZZ algorithm. Yatish et al. [12] directly used the affected version field to assign defects to releases. Theoretically, this could lead to a perfect assignment of defects to releases. However, this depends on the maintenance of this field in the issue tracker by the developer. In practice, the value of this field is usually set by the reporter of an issue as the version of 1. https://issues.apache.org/jira/browse/NUTCH-1 the software that the reporter currently uses. An analysis if this defect was already in the software in earlier versions is often not performed and, consequently, the field is not updated. An example for this is the issue CAY-1657 2 . The affected version of that issue is 3.1M3. However, as part of the description, the author writes "I am sure this affects ALL versions of Cayenne, but my testing is done on 3.1 M3/M4". Thus, this approach is likely to lead to many false negatives, i.e., mistakenly not assigned defects to releases that are affected, because the field is not maintained properly. To the best of our knowledge, there is no empirical evidence regarding the quality of the data in the affected versions field.
Regarding the six month time frame that was proposed by Zimmermann et al. [20] for the release assignment with SZZ, we could not find an empirical basis for this in the literature. Yatish et al. [12] already broke with this rule and demonstrated that there are both defects within the sixmonth time that were introduced after the release, leading to false positives, as well as defects that were fixed more than six months after the release, leading to false negatives. Thus, the work by Yatish et al. [12] provides a strong indication that the complete history of a project after the releases should be considered for assigning defects to releases. We are not aware of other studies that evaluate the impact of the six month time frame.
Lack of Features
The features (or independent variables) are at the core of every learning algorithm: they are the information that is available to make a decision or they can be correlated with the outcome. If good features are missing in defect prediction data, this can lead to a loss in performance. This loss in performance can vary between algorithms used for training prediction models. This leads to a troubling question: if researchers find a difference between defect prediction approaches on data that does not contain all important features, would the difference still be there if all relevant features are available? As a consequence, conclusions regarding the performance of defect prediction algorithms based on data that does not contain features that were demonstrated to be valuable have a severe problem with the external validity of the findings. The defect prediction literature suggest that there are at least two kinds of such features: CHURN related features, as well as different variants of aggregated features.
CHURN related features are based on the findings that defects are more likely in often changed parts of a software, especially in case a prior change already removed defects [35] . Moreover, such features may also include information about past defects (BUG), e.g., the number of prior defects that were already corrected in a file. Publications that include CHURN features consistently find that CHURN features are among the most important predictors for defects. This already started with the pioneering work by Ostrand et al. [36] at Bell labs and was later confirmed, e.g., by Moser et al. [16] and D'Ambros et al. [17] . Hassan [18] proposed to use the concepts of entropy and linear decay to further improve the impact of CHURN features, which was also 2. https://issues.apache.org/jira/browse/CAY-1657 confirmed by D'Ambros et al. [17] . Another strong indicator for the importance of CHURN related features is that they are the main features in the just-in-time defect prediction data sets in combination with code ownership. Regardless, the only release-level data sets that contain CHURN features are ECLIPSE, AEEEM, MJ12A, and RNALYTICA.
However, there is another issue that is known related to CHURN features, i.e., those that take the history into account. The current data sets collect this data only based on the main development branch of a repository. However, due to the advent of Git as version control system, features are often developed on branches. These feature branches are merged through a single merge commit into the main development branch. If only the main branch is considered, information about the history of the development is ignored. To the best of our knowledge, all current defect prediction data sets only use the main development branch. Kovalenko et al. [15] evaluated the impact of using feature branches as part of the data collection on results of various software mining approaches, including defect prediction. They found that the performance of defect prediction may improve slightly, if data from branches is included in the mining process. In particular, they found that the results are never worse. Thus, while this issue probably does not have the same impact as the general lack of CHURN features, this could still lead to underestimating the performance of defect prediction approaches.
While CHURN features are part of some data sets, there are other types of features, which are ignored by current defect prediction data altogether. Plosch et al. [37] analyzed the correlation between warnings produced by the static analysis tools FindBugs 3 and PMD 4 . They found that the warnings have a stronger correlation with bugs than OO and SIZE metrics. In contrast, Rahman et al. [38] found that features from static analysis tools do not improve the performance of defect prediction models. Due to the contradictory results, we believe that more data is required, e.g., through additional studies that evaluate the impact of such features.
The impact of aggregated features is a recent result of the defect prediction literature. Zhang et al. [19] found that how measurements from lower level software artifacts are aggregated into metrics for higher level artifacts impacts the performance of defect prediction models. A popular example of such a metric is the Weighted Method per Class (WMC) metric from the Chidamber and Kemerer's metrics for object-oriented software [30] . This metric measures the complexity of a class by summation of the complexity of the methods. However, Zhang et al. [19] found that aggregation through a single marker, like summation, can actually lead to inferior defect prediction models. Instead, they recommend to use different aggregation strategies to provide multiple aggregations such as summation, median, and the standard deviation and later use feature reduction techniques to remove redundancies. We note that while Zhang et al. [19] found that using all aggregation schemes leads to the best results overall, they also observed that using only summation is a close second, i.e., the advantage of using multiple summation schemes may be negligible.
IMPROVING DEFECT LABELING
In principle, we believe that the SZZ algorithm [9] provides a very good foundation for the labeling of defects. Thus, we do not propose a radically new algorithm, but rather modify the SZZ algorithm to work well together with the Jira issue tracking system, as well as take the issues from the state of the art into account.
As we described in Section 3.1, the SZZ algorithm may suffer from misidentified defect links due to recurring numbers like 1. We note that SZZ was designed with the Bugzilla issue tracker in mind. Here, issues identifiers are just a single number, i.e., there is no good resolution for this. This is different in Jira, where the issue identifiers have the structure <PROJECTID>-<NUMBER>. Thus, we modified the identification of linked issues to take this structure into account to define a new linking approach we call JL 5 .
JL exploits the semantics of the string descriptor of Jira, i.e., we search for the complete identifier in commit messages, and not just any number. The drawback of this is that spelling problems in the project identifier would mean that we miss issue links. To account for this, we manually check all strings that are a combination of a string followed by an integer and supply a list with all wrong spellings, such that they can be corrected by the linking algorithm. While this requires manual effort, this can be done in a matter of minutes. The problem with JL is that it also captures links to commits, where an issue is only mentioned, but not actually addressed. Moreover, if the numbers are alone, i.e., not part of a Jira identifier, JL may miss links. SZZ can detect such links, because the algorithm works only on numbers. Thus, to account for links that SZZ detects but JL misses, we semi-automatically analyze all messages of commits that contain a link determined by JL or SZZ. The goal of this additional step is to create a validated set of links from commits to issues. For many commits, this is not a problem. In case we determined only one link from a commit to an issue, and this link is established because the exact name of the issue occurs at the start of the commit message, we assume that this commit addresses the mentioned issue. An example for such a commit message from the ant-ivy project is "IVY-1391 -IvyPublish fails when using extend tags with no explicit location attribute". An expert must inspect all remaining commit messages for which a link was detected regarding two criteria: 1) are the links correct, i.e., are the issues actually mentioned by the commit message and 2) which issues were actually addressed by the commit and which issues were only mentioned. Only correct links that were actually addressed in the commit are then validated by the expert. We refer to the combination of JL with the validated data as JLM 6 .
For both JL and JLM we use rules similar to SZZ [9] to determine if a commit is bug fixing:
• a bug fixing commit must have a validated link to an issue that is validated as BUG; and 5. Short for Jira Links 6. Short for Jira Links Manual • the linked issues must have been in a closed or resolved state at any point in its lifetime.
The major assumption behind JLM is that the labeling of issues as bugs in the issue tracker is correct. Since we know from the results by Herzig et al. [13] that this is often not the case, we propose that the type of issues should be manually validated. Taking pattern from Herzig et al. [13] , we used the following five categories.
• BUG for null pointer exceptions, runtime or memory issues caused by defects, or semantic changes to the code to perform corrective maintenance task. This is the same as the BUG category from Herzig et al.
• IMPROVEMENT for feature requests or the noncorrective improvement of existing features. This bundles the categories RFE (Feature Request), IMPR (Improvement Request), REFAC (Refactoring Request) from Herzig et al.
• TEST for issues that only require changes to the software tests. This category was not used by Herzig et al.
• DOC for requested changes to the documentation of the software. This is the same as the DOC category from Herzig et al.
• OTHER for all other issues, e.g., questions or brainstormings. This is the same as the OTHER category from Herzig et al.
Our reasons for the differences between our work and Herzig et al. are mainly due to the efficiency. The different types of IMPROVEMENT are often very hard to distinguish based on the description of an issue, while they all lead to improvements of the software. We kept the DOC and OTHER and added TEST because these are clearly distinguishable from the other issue types. For maximal efficiency, one could also use a simple binary classification, i.e., BUG, and not BUG. For our research, we decided against this to facilitate research using this data regarding the automated correction of issue types.
We propose that the manual validation should be done in two steps: First, all linked issues of type BUG should be independently labeled by two experts. The experts have access to the description and comments of the issue, as well as the source code that was changed as part of the commits that were linked to this issue. If both experts agree, we assume their assessment is correct. In case of disagreement, the issues should be presented to a panel of at least two experts, one of which did not participate in the initial labeling. The experts then decide the issue type based on the blinded labels determined by the two experts, the issue description and comments, and the source code changes. This validation should be based on the principle "innocent unless proven guilty", i.e., in case there is doubt whether the issue is a BUG or not, the experts should not modify the label, i.e., always label such issues as BUG.
While other issues of other type than BUG could also be manually analyzed, the work by Herzig et al. [13] showed that bugs are almost always correctly labeled as BUG. Thus, we suggest to restrict the manual labeling to issues of type BUG, due to the time intensive nature of the manual labeling step. In the following, we use JLMIV 7 to refer to bug fix labeling that accounts for the manual validation of issue types.
The results by Da Costa et al. [10] and Mills et al. [11] indicate problems with the way SZZ determines bug inducing changes. Both studies highlight that changes that only affect the whitespaces or modify comments should be ignored during the identification of bug inducing changes. To address this concern, we use a regular expression approach to identify changes that only modify comments or whitespaces and ignore them. Mills et al. [11] also found that changes to tests are also inadvertently covered during the search for bug inducing changes. Since bugs can, by definition, only be in production code, these changes are all false positives. We extend this notion to changes to examples or tutorials, which may contain code files. These are also not production code, but documentation of the project. Based on the results by Mills et al. [11] , these modifications should be able to account for about 85% of the false positive bug inducing changes. We refer to this improvement of the detection of inducing changes as JLMIV+.
Da Costa et al. [10] also noted that SZZ should take the affected version field of issue tracking systems into account, because this gives further information about the time when the software was defective. In their study, Da Costa et al. [10] mark all changes after the release of the earliest affected version as incorrect. Yatish et al. [12] assign bug fixes directly to releases based on the affected version field and do not use SZZ at all. In comparison to Yatish et al. [12] and Da Costa et al. [10] , we do not consider the affected version label as ground truth, due to the reasons we discussed in Section 3.1. Because we assume that the affected version field is likely missing completely or at least missing older releases that were also affected by a bug, we believe that the approaches by Da Costa [10] and Yatish et al. [12] are too strict for real world data and would lead to false negatives, i.e., not assigning bugs to affected releases because the affected versions field is incomplete. A less strict variant that takes the affected version field into account would be to integrate the affected version in the strategy to determine inducing changes of the SZZ algorithm, based on how the bug reporting date in the issue tracker is used. SZZ assumes that changes after the reporting date of a bug are suspect, but may still be inducing for the bug fix, e.g., because they are bad fixes or partial fixes. The same logic can be applied to changes that happen after the release of an affected version. Thus, our proposal to utilize the affected version field to enhance the SZZ algorithm is to extend the notion of suspect changes and use the minimal date of the release of all affected versions and the reporting date of the bug as the boundary for suspects. We refer to this approach as JLMIV+AV.
For release level-data, there is another issue to consider, i.e., how we decide which releases were affected by which bugs and label files within releases accordingly. We already discussed that the six month timeframe has no empirical foundation and leads to mislabels, as demonstrated by Yatish et al. [12] . However, since we believe that the affected version field is unreliable, we propose a different approach 7 . Jira Links Manual Issues Validated than Yatish et al. [12] . We propose an approach that is directly based on the bug inducing changes. If the bug inducing changes are determined correctly, this means that the bug was in the software, when the last non-suspect bug inducing change took place. Suspect changes have to be excluded here, because there is confirmation in the issue tracking system that the bug already affected the system, when this change took place. Similarly, we can determine when the bug was fixed as the last bug fixing commit for the bug. Consequently, a bug affects a release, if all non-suspect inducing changes took place before the release, i.e., there is a path in the commit graph from all inducing changes to the release, and at least one bug fixing commit took place after the release. We refer to this approach as IND-JLMIV.
EMPIRICAL STUDY
Within this section, we describe the results of an empirical study we conducted. The goal of this study was two-fold. On the one hand, we want to determine the impact of the issues we discussed in Section 3. On the other hand, we want to determine if our proposed improvements can effectively resolve these issues. For all of these analyses we only presented aggregated results for all projects we analyzed. The detailed tables with all data, including all code required for an exact replication of our work as well as the collected release-level and just-in-time defect prediction data sets, are part of the supplemental material 8 .
Data
We conducted our study on a convenience sample of projects from the Apache Software Foundation 9 . Apache projects must have reached a certain level of maturity in order to be considered as a top-level project. Especially the use of Jira as issue tracking system is highly recommended and followed by most Apache projects. Additionally, Bissyandé et al. [39] found that "Apache developers are meticulous in their efforts to insert bug references in the change logs of the commits". This is an important property for the projects under consideration because it removes the need for link recovery and we can safely assume that links from commits to issues are available in the data. Yatish et al. [12] also used a convenience sample of Apache projects for the same reason. To further ensure the maturity of projects, we used the criteria listed in Table 2 . In addition, we had a soft criterion that we focused on projects with less than 10.000 commits on the main development branch. The reason for this is the very high demand on the resources for the collection of the metric data for every commit in the Git repository. 10 Please note that the total number of commits can still be larger than 10.000 commits, because of we collect the data for all branches. Table 3 lists the 38 projects for which we collected data, including the versions of the 398 releases for which we 8 . https://hdl.handle.net/21.11101/0000-0007-D827-A We will create a long-term archive on Zenodo or a similar archive and use a DOI to cite the material in case of acceptance 9. http://www.apache.org 10. While this criterion is irrelevant for the evaluation of the defect labeling, we selected the projects also with the goal to provide a new defect prediction data set. collected release-level data. The releases were determined using the project homepages. For each release, we looked up the commit of the release in the Git repository. For most releases, there was a related tag in the Git repository. If this was not the case, we manually analyzed the commit history to determine the release commit, using the information we found on the project homepage, as well as related tags and branches.
We collected all data using the SmartSHARK [8] platform. The advantage of this approach is that we aggregate all collected data in a single MongoDB database, including the results of our manual validations.
We used the tools vcsSHARK 11 , mecoSHARK, coast-SHARK, changeSHARK, and refSHARK to collect data from the version control system. The vcsSHARK collects meta data about commits, e.g., the messages, the committer, as well as the actual changes, i.e., the file actions and hunks. The mecoSHARK is a wrapper around SourceMeter 12 , a tool that calculates static software metrics, clone metrics, as well as the warnings by the static analysis tool PMD. The coastSHARK collects AST node counts and the import statements of Java classes, i.e., low level data about the use of language constructs and the dependencies of classes. The changeSHARK is a wrapper around the ChangeDistiller [40] that determines the types of changes performed in commits using the classification from Zhao et al. [41] . The refSHARK is a wrapper around the RefDiff tool for refactoring detection [42] . These tools are executed for every commit in the repositories to collect data about the source code evolution. Additionally, we use the tool memeSHARK to remove redundancies from the collected data, e.g., because the data did not change between commits, for a more efficient storage. We use the tool issueSHARK to collect data from the issue tracking system of the projects, e.g., the identifiers, comments, status, and other meta data about the issues.
The tools linkSHARK, labelSHARK, and inducing-SHARK implement the approaches for issue linking, labeling of bug fixing commits, and the inference of inducing 11 TABLE 3 Apache projects and releases used for the empirical study. We did not assign any bugs to releases in italics as part of our empirical study.
commits that we evaluate in this empirical study. The manual validation was supported by the visualSHARK, a web application that presented the data that requires manual validation to the experts and stores the results of the validation in the MongoDB. The information that the web interface provides is similar to the LINKSTER tool [43] .
We use the tool mynbou to create CSV files with releaselevel data with files as level of abstraction. For each file, the data contains the software metrics and PMD warnings collected by the mecoSHARK and the coastSHARK, the number of the the different kinds of changes and refactorings collected by the changeSHARK and the refSHARK from the last six months, and churn metrics proposed by Moser et al. [16] , Hassan [18] , and D'Ambros et al. [17] . Additionally, mynbou provides all thirteen aggregations that were proposed by Zhang et al. [19] for the software metrics the mecoSHARK collected that are not on the file level, i.e., class, method, interface, enum, attribute and annotation metrics. The data set contains a total of 4198 features. The defect labels are assigned by mynbou using the JLMIV+IND approach. For each file, mynbou stores the number of bugs that were fixed in this file. Moreover, the data contains a matrix that has as columns the issues and as rows the files. This matrix contains the value one, if the issue affected a file. This allows a fine-grained analysis which issues affected which file in a release and also which issues affected multiple files. The column names of this matrix contain the identifier of the issue, the severity of the issue, and the date of the last bug fixing commit for the issue. This meta data allows for later filtering, e.g., to exclude trivial bugs or to ensure that there is no data leakage, e.g., to exclude bugs that were not yet fixed at the time of a release for which a prediction model is trained.
Evaluation Criteria
For the evaluation of the different aspects of defect labeling, we determine baselines and then determine how well other approaches perform with respect to the baseline. We evaluate two aspects: how many artifacts determined by the baseline are correctly identified and how many additional artifacts are identified. Artifacts are, for example, links from commits to issues, commits, or files. This approach is similar to the concept of true positives and false positives. For example, if a baseline determines n artifacts as defective, and an approach for comparison A identifies n tp of these artifacts as defective as well, but also n f p additional artifacts, we say that A identifies ntp n artifacts correctly as true positives and n f n n additional false positive artifacts. For these comparisons, we report the median and the Median Absolute Difference (MAD) which is defined as MAD = 1.4826 · median(|x i − median(X)|) for a sample X = {x 1 , ..., x m } [44] . The median and the MAD have the advantage over the mean value and the standard deviation that they are robust in case of non-normal distributions, which is the case for most data in our empirical study. The value 1.4826 is a scaling factor for MAD that makes the values of MAD similar to the standard deviation of normally distributed data [44] . We also evaluate defect prediction models as part of our empirical study, to evaluate the impact of feature sets. We use four performance metrics that are frequently used in defect prediction research [7] , [45] . The first three metrics are
where tp, respectively, tn are the number of true positive, resp., true negative predictions, f p, resp., f n are the number of false positive, resp., false negative predictions. The fourth metric is the AUC, which is the area under the curve of the recall plotted versus the false positive rate which is defined as f p tp+f n . We use Wilcoxons signed-rank test for paired samples [46] with significance level of 0.0125 13 to evaluate if the differences in these four metrics are significant. In case differences are significant, we use Cliff's δ [47] to estimate the effect sizes. According to Romano et al. [48] , the effect is negligible if δ < 0.147, small if 0.147 ≤ δ < 0.33, medium if 0.33 ≤ δ < 0.474 and large if δ ≥ 0.474.
Identification of Issue Links
The first step of defect labeling is the identification of links between commits and issues. We restricted the analysis only to links to issues of type BUG that were closed and fixed at least once in their lifetime. Thus, we restrict this analysis to the links to issues that are relevant for defect labels.
Our JLM approach that is based on a semi-automated validation of the links found by SZZ and JL identified 18,721 correct links from commits to issues. 5,311 of these links were manually validated by the first author of this article, the remaining 13,410 links were validated by our heuristic, i.e., had a link to a single issue directly at the beginning. We sampled 1000 of the links that were validated by our heuristic to evaluate the correctness of the heuristic. The heuristic was correct in all cases. Moreover, we randomly sampled 1000 commits from the all commits for which neither SZZ nor JL found a link to a Jira issue. We found no links to Jira that we failed to identify. However, we found 38 links to the Bugzilla 14 of the Apache Software Foundation. Since the data is not available anymore, we could not validate, 13 . 0.05 with Bonferoni correction for four tests that we conduct in Section 5. 9 14. https://bz.apache.org if these issues are bugs or improvements. Therefore, about 3.8% of the total commits may also be bug fixing, but cannot be determined as such anymore because the issue data is missing. Otherwise, we found no errors in our data. Thus, while we believe that there may still be missed or invalid links in the data, the amount of data that is affected would be very small. Therefore, we can consider JLM as ground truth for the links between commits and Jira issues. We note that these findings are in line the empirical study by Bissyandé et al. [39] on issue links in Apache projects. We evaluate the performance of SZZ and JL with respect to the ground truth data determined with JLM. Figure 1 summarizes the results. JL finds almost all correct links with a median of 99.7% (MAD=0.4%). In the worst case, JL still identifies 96.2% of all links. However, JL finds a median of 1.7% (MAD=1.9%) additional links that are wrong. In the worst case, JL identifies 59.4% additional links. This happened for the commons-jcs project and was due to the very frequent usage of version numbers within commit messages. Further investigation revealed that the usage of version numbers was the main reason for the false positive links by JL for all projects.
SZZ finds a median of 85.4% (MAD=19.6%) of the correct links to issues. We note that the results of SZZ strongly vary, in the worst case SZZ only finds 18.8% of the correct links. This happened for the commons-collections project. When we evaluated this, we found that for commons-collections, many issues were never assigned to a developer in the Jira. This breaks the semantic check of SZZ for the equality of the assignee in the issue tracker and the author of the commit. Further investigation revealed that this semantic check did not hold for all missed links by SZZ. Moreover, SZZ identifies a median of 12.3% (MAD=15.5%) additional links that are wrong. We note that while the median is relatively low, there is a long tail of projects with many additional links. There are even two outliers which are not shown in Figure 1 . The outliers are for parquet-mr (430.4% additional links) and cayenne (124.3% additional links). In both cases, the broken links are due to links to pull requests on Github, which have the pattern #<NUMBER>. Since SZZ cannot distinguish between different issue tracking systems, all these numbers are checked against the Jira of the projects and lead to additional links. Further investigation revealed that links to pull requests were the most frequent reason for additional links in general. Commonly used numbers were also problematic, but not as frequent.
Issue Type Validation
The second part of the validation of the quality of the issue data is a partial conceptual replication [49] of the results by Herzig et al. [13] . Based on the data for five projects by Herzig et al., we expect that between 27.4% and 42.9% of BUG issues are mislabeled with 99.5% confidence. The first and third author of this paper manually labeled the types for all linked issues of type BUG, regardless of whether the link was established by SZZ, JL, or JLM. All three authors determined the correct label as committee in case there was a conflict between the two independent labels. This way, we manually validated the issue type for all 11,295 issues that were linked by commits. Figure 2 results of the evaluation. Overall, we found that a median of 42.3% (MAD=13.3%) of linked BUG issues are mislabeled: 29.0% (MAD=6.4%) are actually IMPROVEMENT, 5.2% (MAD=3.6%) are DOC, 3.0% (MAD=2.0%) are TEST, and 3.8% (MAD=3.1%) are OTHER 15 . Thus, our results replicate the findings by Herzig et al. [13] , even though we are close to the upper bound of the confidence interval. Another way to read these numbers is that for every correctly labeled BUG issue, there are a median of 42.3% 57.7% = 0.73 incorrectly labeled issues. Figure 2 demonstrates that all projects are affected by this kind of noise in the data, i.e., even in the best case about one fifth of the bugs are mislabeled.
Bug Fixing Commits
Neither the broken links, nor the wrong issue types have direct impact on defect prediction. The impact on defect prediction research only manifests, if there are false positives or false negatives for the labeling of bug fixing commits based on this data. To validate how the bug fixing commits change, we compare SZZ, JL, JLM, and JLMIV with each other, using JLMIV as baseline. JLMIV constitutes our ground truth for this evaluation, because it is based on the validated links and the validated issues. JLMIV labels a median of 15 . The sum of the median values for for IMPROVEMENT, DOC, TEST, and OTHER is 41.0%, i.e., less than the median of not being a BUG, which is 42.5%. This is possible because the median is not linear. 5.6% (MAD=3.3%) of the total commits of a project as bug fixing. Figure 3 summarizes the actual bug fixes that are detected correctly (true positives) and the wrongly detected bug fixing commits (false positives). The results for the true positives mirror the results of the detection between the commits and issues. SZZ identifies a median of 86.9% (MAD=18.2%) of all bug fixing commits, JL is almost perfect with a median of 100% (MAD=0.4%). JLM identifies all bug fixes identified by JLMIV, because JLMIV uses the same links as JLM and only reduces the bug fixing commits, because fewer issues are considered as BUG.
Regarding the false positives, our results are mostly influenced by the issue type validation. SZZ finds a median of 81.1% (MAD=40.0%) false positive bug fixing commits, JL finds a median of 86.3% (MAD=40.4%), and JLM finds a median of 78.9% (MAD=39.3%). While these numbers are very high, they are expected given that there are a median of 0.73 wrong BUG issues for every correct bug issue. There are also additional false positives for SZZ and JL due to additional issue links that are wrong. We note that SZZ has a lower median than JL. This is counter intuitive, because SZZ should have more false positives, because SZZ has more additional issue links than JL. However, this is offset by the correct links that SZZ missed. These not only cause SZZ to miss true positives, but also to miss false positives due to wrong issue labels.
Ground Truth for Inducing Changes and Affected Releases
We were able to establish ground truth data for all our empirical data so far. Unfortunately, this was not possible for us for the bug inducing changes and the assignment of bugs to releases, including the quality of the data in the affected versions field of Jira. When we considered if we could achieve this through manual validation, we came to the conclusion that this is impossible on this scale for a group of researchers (Section 6.3). Even on a smaller scale, we could often not be sure if our assessment is correct, because we lack understanding of the details of the source code within the projects. We could also not reuse an established approach from the literature. To the best of our knowledge, only Mills et al. [11] determined similar ground truth data, but only for the file actions addressed in bug fixing commits, not their inducing counterparts. The projects that are part of our empirical study that were also investigated by Mills et al. are mahout and tika. Mills et al. sampled 34 issues for mahout and 22 issues for tika, 23 of these issues are validated bug fixes in our data. We crosschecked our data with these 23 issues to determine if all files that were found to be part of the bug fix would be detected as such by our approach. This is the case, if there is an inducing change for the file. We found that we correctly detect which file actions were actually part of the fix for 21 of the issues. For the issue TIKA-1110, we fail to identify one file, that Mills et al. say is part of the fix. However, this is the deletion of a file, because there are no further references to it. Since the deletion does not cause any change to the logic of the code, this is not a problem of our data. The cases where we miss changes are for TIKA-1070 and TIKA-961. In both cases, there is a pure addition of source code. Since pure additions do not have inducing changes, we cannot identify an inducing commit and would, therefore, miss the related file. Overall, our approach was correct for 21 of 23 issues, i.e., 91% of the file actions.
While this small sample gives us some confidence regarding the file actions in the bug fixing commits, we have no data yet regarding the inducing changes. Since the manual labeling of inducing changes is even more difficult than the labeling of fixing changes, we wanted to rely on the developers for this task. Thus, we looked for information in our data, which we could use to accurately determine inducing changes.
We were able to extract this knowledge from our data by exploiting the false positive links of our JL approach. One reason for false positives is that an issue is referenced in a commit message as the cause of a bug. Thus, we scanned all bug fixing commits identified by JLMIV for false positive issue links. We manually checked the commit messages and found twenty commits which clearly state that one issue was the cause of another issue. It follows that the bug was in the software, when the work on the inducing issue was finished. Thus, we looked up the commits in our data, which were also linked to the inducing issue. In case there were multiple commits on the inducing issue, we manually validated which of the commits on the inducing issue was the latest change that was related to the work on the fixed issue and marked this commit as the inducing commit. In all but one case, this was the latest commit on the inducing issue. The exception is the work on TIKA-2483 16 , where the inducing change was not in the latest change 17 , but one of the prior changes 18 . Table 4 lists the data we retrieved. We first note that ten of the issues we found only existed for less than five days in the projects. This is expected, because this data is not an unbiased sample from all bug fixing commits, but rather a sample of commits were developers identified a concrete issue as the reason. In these cases, a developer immediately noticed and fixed the problem and referenced the prior work. The other ten issues lived longer, one issue even existed for more than one year. We use this data to evaluate three aspects: 1) the accuracy of the detection of the latest inducing change with JLMIV+; 2) the 16 . https://github.com/apache/tika/commit/06486c 17. https://github.com/apache/tika/commit/6930ff 18. https://github.com/apache/tika/commit/3aab15 quality of the data in the affected versions field of the issue tracking system; and 3) the correctness of the assignment of the bugs to releases based on a six month timeframe (6M), the affected versions field (AV), and the inducing changes determined by JLMIV+ (IND). JLMIV+ finds the correct latest commit regarding the inducing file action for sixteen of the twenty issues. In four cases, JLMIV+ finds a commit that is newer than the actual inducing change. This is an expected weakness of JLMIV+ and of strategies that use the blame mechanism to find the most recent change in a version control system in general. This happens if there is a change on the defective source code between the inducing change and the bug fixing change.
Regarding the affected versions field, we note that there are nine cases, in which the field was not used in the issue tracker. In seven of those cases, this is correct, as the bugs never affected a release, i.e., they were introduced and fixed between releases. In the other two cases, we validated that the bugs affected multiple releases of the software. Of the eleven cases, where the affected version field is defined, only one entry is completely correct (VALIDATOR-376). For two issues, the affected version fields contain a partially correct entry (TIKA-599 and TIKA-2483). In both of these cases, only the latest release is mentioned, the older releases which are also affected are ignored. The remaining eight entries of the affected version field are wrong, i.e., they list releases which are not affected by the bugs. In six cases, the bugs were fixed prior to the release (IVY-882, NUTCH-683, PARQUET-214, LENS-538, GIRAPH-88, GIRAPH-34), in the other two cases the bugs were only induced after the release (KYLIN-3223, EAGLE-573). In the first six cases, the developers assigned the version number of the release that is currently a work in progress, in the last two cases they assigned the version number of the latest release.
The problems with the affected version field are more severe than we expected. Overall, the bugs in this sample affect 10 releases, the affected version field only mentions three releases correctly. We expected that we would find this kind of error in the data of the affected version field, even though we expected fewer differences. Our analysis revealed that the affected versions field may also contain affected versions that are wrong, which we did not expect. The case were the version of the work in progress release is used, is relatively harmless for defect prediction: since the bug fixing commit is before the release, the commit will not be considered during the labeling of the release and the wrong value of the field will, consequently, be ignored. Similarly, our proposed improvement for the detection of inducing changes JLMIV+AV would just use the date of the reporting of the bug and, therefore, also not be affected. The second case, where the latest release is entered, even though the bug was never in that release, is problematic. This leads to an additional assignment to a release and also breaks JLMIV+AV as the actually inducing changes are after the date of this wrongly mentioned release and would, therefore, be flagged as suspect.
The last aspect is the assignment to releases. Assignment based on bug fixes six months after the release is correct for twelve issues, assignment based on affected versions is correct for eleven issues, and assignment based on the inducing changes for all twenty issues. The correctness of the six month time frame depends on two factors: the time to fix and the activity of the project. In case the time to fix was more than six months, the correct release was missed. In case the project was very active, e.g., with multiple releases within the last six months, the bug would be assigned to a release in which it was not yet introduced into the software. With the exception of VALIDATOR-273, the release assignment based on the affected version field is correct if no release was affected and the affected versions either contained a not yet released version or was empty. The assignment based on inducing changes is correct, even in the four cases where a wrong change is identified as inducing. In one of these cases, there is only a small deviation of less than one week between the actual time to fix and the determined inducing change. In case of PARQUET-214 and VALIDATOR-376 the inducing change is relatively far of and it is pure chance due to the project activity that the assignment is correct.
Bug Inducing Changes
For just-in-time data, the identification of bug fixing commits is only the precursor for finding the inducing changes, which are then the target of the prediction. Moreover, we described how the inducing can be used for assigning defects to releases in Section 4. To this aim, we compare four approaches for the identification of bug inducing changes: 1) the standard SZZ algorithm,; 2) JIMIV, i.e., our improved linking with the issue validation, but standard SZZ to determine inducing changes; 3) JLMIV+, i.e., the improvement of standard SZZ to ignore changes to non-java files, whitespace only changes, and documentation changes; and 4) JLMIV+AV that further extends JLMIV by using the affected versions field.
We do not have ground truth data for this analysis, as discussed in Section 5.6. Instead, we use JLMIV+ as a proxy for the ground truth and analyze the differences between SZZ, JLMIV, and JLMIV+AV with respect to JLMIV+. The reason for this is two-fold. First, the inducing changes of JLMIV+ are a subset of JLMIV that only reduces the inducing changes, e.g., due to whitespace changes. Thus, in case of deviations, the change identified by JLMIV is always a false positive. Second, JLMIV+ is based on our ground truth for bug fixing commits. Since SZZ uses the same inducing strategy as JLMIV, but is based on the inferior SZZ labels for bug fixing commits, all deviations of SZZ from JLMIV+ are also mislabels. Regarding JLMIV+AV, we cannot state whether deviations from JLMIV+ are correct or not: this depends on the affected version field. In case the affected version field contains valid data, JLMIV+AV is likely to be correct, because the identification of suspect changes is improved. In case of invalid data, JLMIV+ is likely to be correct, because the inducing changes would be wrongly flagged as suspect by JLMIV+AV. Figure 4 summarizes the results for the inducing strategies. JLMIV+ finds that a median of 5.7% (MAD=3.7%) of the commits are bug inducing. If we only consider the 78.296 commits in which at least one Java production file 19 was changed, the percentage of bug inducing commits has a 19 . Java files excluding tests and documentation. median of 8.6% (MAD=5.4%). When we consider this on the level of changes to files, as is done by Pascarella et al. [29] , we find that a median of 2.7% (MAD=1.3%) of all changes to Java production files are inducing for a bug.
SZZ identifies a median of 92.8% (MAD=10.9%) of the correct bug inducing commits and a median of 86.3% (MAD=53.5%) false positive bug inducing commits. SZZ identifies a median of 91.6% (MAD=12.1%) of the correct bug inducing file actions and a median of 99.6% (MAD=77.1%) of false positive inducing file actions of Java production files. These values are similar to the results for the bug fixing commits, i.e., mislabels due to the inducing strategy are hidden due to the large number of mislabeled bug fixes. The evaluation of JLMIV gives a better insight into the inducing strategy, because there is no noise due to mislabeled bug fixing commits. JLMIV identifies a median of 6.8% (MAD=5.6%) false positive bug inducing commits and a median of 7.7% (MAD=5.7%) false positive inducing file actions for java production files. This reduction is in line with the expectations due to the results from Mills et al. [11] , which found that 8.7% of false positives for the bug fixing actions are due to changes to comments and whitespace only changes. JLMIV+ also excludes file changes to non production code. The comparison above is already restricted to production code, to not give JLMIV+ an unfair advantage, as such file actions could also be excluded by downstream analysis. If we compare the file actions between JLMIV and JLMIV+ on all Java file changes, JLMIV finds a median of 56.1% (MAD=33.3%) additional file changes. This demonstrates that inclusion of documentation code or test code can drastically alter the resulting data.
With respect to JLMIV+AV, we find a median of 4.4% (MAD=4.8%) commits and a median of 4.7% (MAD=4.4%) of file actions are detected less than with JLMIV+. Based on our limited data regarding the correctness of the affected versions field, we would expect that roughly half of these file actions are actually false positives (Section 5.6), i.e., are incorrectly detected by JLMIV+ and constitute noise. Thus, the potential impact of the affected versions field is relatively small with an expected reduction of false positive inducing changes by about 2.4% of the total amount of inducing file actions. Regardless, we cannot recommend to use JLMIV+AV without first validating the data in the affected version field, because the potential benefit due to fewer false positives are offset by an equally large loss due to false negatives.
Assignment to Releases
The literature suggests either to assign all bugs that are fixed within six months after a release to the release (6M) or to use the affected versions field (AV). In this article, we propose to use the inducing changes instead (IND). We evaluate the release assignment from two perspectives: the assigned issues and the files that are labeled as defective, due to the assigned issues. Same as for the inducing changes, we do not have ground truth. Regardless, the results from Section 5.6 indicate that the assignment based on IND is the most reliable strategy, even though likely not flawless. Therefore, we evaluate the deviations of 6M and AV from IND. We use the 6M strategy both with the bug -2253  CALCITE-2206  2018-04-16  2018-04-11  5 days  0 days --CALCITE-1215  CALCITE-1212  2016-04-26  2016-04-26  0 days  0 days --CALCITE-822  CALCITE-783  2015-08-08  2015-07-21  17 days  0 days --KYLIN-3223  KYLIN-3239  2018-02-10  2018-02-09  1 days  0 days 2.2.0  -NUTCH-683  NUTCH-676  2009-02-11  2009-01-21  20 fixing commits determined by SZZ (6M-SZZ) as well as those determined by JLMIV (6M-JLMIV). For the affected versions, we also use the bug fixing commits determined by JLMIV (AV-JLMIV). For the the assignment based on incuding changes, we use JLMIV+ (IND-JLMIV+). Figure 5 summarizes the results for the release assignments. Overall, a median of 14 (MAD=14.8%) bugs affect a median of 5.2% (MAD=4.8%) files of a release. For 32 releases, we did not find any bug fixes. We marked these releases in italic in Table 3 . 17 of these release are the first releases for the projects, ten releases are the last in our data. The other five releases are for stable versions of Apache Commons projects. Without these 33 releases, the median of bugs that affect a release is 16 (MAD=14.8%) and 5.7% (MAD=4.6%) files are defective. We report the results of 6M-SZZ, 6M-JLMIV and AV-JLMIV without the 33 releases that do not have any bug fix as they may skew the results.
6M-SZZ determines a median of 16.7% (MAD=24.7%) of the bugs and a median of 32.7% (MAD=39.2%) of the files correctly, and determines 32.1% (MAD=47.6%) additional bugs and 36.1% (MAD=53.5%) false positive defective files. 6M-JLMIV determines a median of 23.3% (MAD=26.3%) of the bugs and a median of 32.7% (MAD=36.7%) of the files determined correctly and a median of 11.0% (MAD=16.3%) additional bugs and 11.9% (MAD=17.6%) false positive defective files. AV-JLMIV determines a median of 13.5% (MAD=20.0%) of the bugs and a median of 19.1% (MAD=28.4%) of the files correctly and determines 5.3% (MAD=7.9%) additional bugs and 5.5% (MAD=8.1%) false positive detective files. Thus, AV-JLMIV labels the fewest files as defective of all variants. We compared these results with the ground truth data from Section 5.6. While the deviations are not equal, they show similar trends to the sample depicted in Table 4 , both regarding the 6M strategy, as well as the AV strategy.
Impact of Feature Sets
The focus of our empirical analysis is on the quality of defect labels. Regardless, we also wish to provide an indication whether the lack of features in many data sets is really a problem. A commonly used approach is to perform a correlation analysis between features and the labels of the data. However, this correlation does not reveal if there are actual advantages in using more features for predictions. Thus, we rather perform a release-level defect prediction experiment based on all releases that have more than ten defective files. Overall, these are 239 releases in our data. For these releases, we perform an out-of-sample bootstrap experiment with 100 bootstrap samples, as suggested for performance estimations by Tantithamthavorn et al. [50] . For each release, we randomly draw a bootstrap sample from the data for a release as training data and use all samples that are not part of the bootstrap sample as test data. We repeat this 100 times for each release and use the mean as estimate of the prediction performance. We evaluate the difference in prediction performance between these two feature sets using the F-measure, AUC, recall, and precision. We use gradient boosting trees as implemented by xgBoost for this task [51] . Benchmarks show that xgBoost has competitive prediction power to random forests [52] . The advantage of using xgBoost is that the algorithm is provides a deterministic estimation of the importance of each feature, which we can exploit to get some insights into the usage of the available features.
We train the xgBoost classifiers using two different feature sets: 1) all features in our data (ALL) and 2) only features based on static product metric for classes 20 and files (SM), i.e., the similar features to the PROMISE data, one of the most popular defect prediction data sets [7] . Figure 6 shows on the y-axes the performance we achieved with ALL features plotted versus the performance achieved with the SM features on the x-axes. With ALL features, we measured a median F-measure of 21.7% (MAD=22.5%), AUC of 57.4% (MAD=6.3%), recall of 42.6% (MAD=28.5%), and precision of 16.5% (MAD=18.0%). With the SM features, we measured a median F-measure of 18.4% (MAD=18.4%), AUC of 55.7% (MAD=6.6%), recall of 32.8% (MAD=22.7%), and precision of 14.3% (MAD=15.6%). The differences for Fmeasure (p=0.0008, δ=0.0407) and recall (p<10 −12 , δ=0.1465) are statistically significant with negligible effect sizes. The differences for AUC (p=0.0026) and precision (p=0.2909) are not statistically significant. Thus, using more features may improve predictions performances mildly due to a better recall, which is responsible for the significant increase in Fmeasure. We note that the AUC is only barely non significant and the effect for the improvement is extremely close to the 20. We use summation for the aggregation to the file level. boundary of a small effect size. We also used the feature importances to assess which features were actually used. For this, we considered the aggregated feature importances over all bootstrap iterations for all releases together, i.e., for a total of 239 · 100 = 23, 900 classifiers. We considered two aspects: 1) if a feature was used at all, i.e., if the feature importance was greater than zero for any classifier; and 2) the Top-10% of the used features given the mean feature importances over all classifiers. We explicitly avoid the reporting of concrete ranks or importance scores here. The reason is that a consideration of the mean feature importances over all classifiers does not account for correlations between features and is, therefore, biased. For example, the different aggregations of metrics are strongly correlated to each other.
We found that 2022 features were never used. These features are mostly static metrics, especially for annotations (720 of 780 never used), enums (580 of 780) and interfaces (529 of 780). There are also many PMD warning types (71 of 193) that are not used. Prior issues are also not all relevant, especially if the severity is not one of blocker, critical, major, minor, or trivial. We attribute the latter to the sparsity of linked issues of other types. The Top-10% of features are mostly static features of the source code, either (aggregations of) static metrics measured with SourceMeter (159) or AST node counts (33) , but also ten metrics proposed by Moser et al. [16] , five features regarding PMD warnings, four metrics by Hassan [18] , four change types determined by ChangeDistiller [40] , as well as the number of major bugs fixed in the last six months. Thus, while prediction models mostly use static features, they also exploit the large number of features that are available. Regardless, the high number of static features in the Top-10% of features supports our prior findings, i.e., that the small advantage in prediction performance by including other types of features.
DISCUSSION
Within this section, we discuss the implications of the results of our empirical study. We consider three different aspects: the defect labels, the impact of features on predictions, as well as open issues.
Defect Labels
Through our empirical study, we showed that the concerns that were raised in the recent years regarding the validity of defect labeling are valid. The two biggest factors that influence the quality of defect labels determined by SZZ are mislabeled issues in the Jira and mistakenly assigned bugs to releases. We proposed a solution for the latter problem by assigning bugs to releases based on inducing commits. The problem of mislabeled issues is more severe: to the best of our knowledge, there is no automated heuristic that can identify mislabeled issues in issue trackers. Our approach was to employ manual analysis by experts, same as Herzig et al. [13] . However, this is extremely time consuming and does not scale well. In our case, we validated 11295 issues overall for the 38 projects. While we did not measure the exact time, two authors of this article spent at least one person month each on the independent labeling, i.e., at least 176 hours. Additionally, all three authors spent at least 20 hours on the resolution of disagreements. Thus, we spent at least 412 working hours on the issue type validation, the actual number is more likely around 600 working hours. Consequently, we required between two and three minutes per issue. This estimate is similar to the four minutes that Herzig et al. [13] reportedly required.
We note that the mislabeled issues are mislabeled from our perspective as researchers that want to analyze defects in software repositories. Thus, issues like incompatibilities due to new Java versions, failing tests, or missing documentation, are mislabels, because these do not constitute bugs in the sense of wrong run-time behavior of the software at the time of the release. From the perspective of the developers, these may not be mislabels, because they may use a more practical definition of bug in the issue tracker: something that is undesirable. Thus, we believe that these mislabels will remain a systematic issue for the analysis of issue tracking data.
Regarding the impact of the problems with defect labeling, our study revealed that all problems are replicable and that the impact increases if the problems are considered together. The problems with issue linking and the issue types in the repository combined mean that SZZ misses about one fifth of the bug fixing commits, and only about half of the commits SZZ identifies as bug fixing are actually bug fixing. This is because SZZ only identifies about 80% of the actual bug fixing commits, but also mislabels roughly the same amount of bug fixing commits because of the mislabeled issues. If this is combined with a six month time frame for assigning defects to releases, the problem becomes even more severe. For every file, that is correctly labeled as defective, there is roughly one file that is incorrectly labeled as defective, and two files that are incorrectly labeled as non-defective. Yatish et al. [12] proposed using the affected version field of issue trackers as a solution for the release assignment problem. While this is in principle a perfect solution, the reality of the data in the issue tracking system shows that the information contained in the affected version field is unreliable. Overall, using inducing changes currently seems to be the best heuristic.
Another important aspect to consider here is, that there is still noise in our data due to false positive defect labels. We did not validate the file actions and instead only applied a heuristic that ignored changes to whitespaces and comments. Given the results from Mills et al. [11] , we may have as much noise as one false positive defect label for every four correct defect labels, which would affect both releaselevel and just-in-time defect prediction. Neto et al. [53] recently found similar results to Mills et al. [11] with respect to the percentage of refactorings in the data using a new variant of SZZ that filters changes using the refactoring detection tool RefDiff [42] . Thus, while we may have measured the largest part of the noise in the defect labels, there is still an uncertain region, which is also not accounted for in our data. Refactoring detection can further improve the identification of inducing changes and, therefore, improve the results of the release assignment and for the labeling of files. We note that these additional improvements would only lead to more deviations of SZZ from the actual data, because SZZ would identify even more false positives.
All data sets we discussed in Section 2 are affected by the problems regarding the defect labels. This is a severe threat to all publications that use this data and, therefore, basically to the complete state of the art of defect prediction. If and how results are impacted by this is unclear. It may be that empirical results are not affected, because the signal of the defective data was still strong enough to be picked up by analysis. It may also be that the outcome of experiments changes, because different software artifacts are labeled as defective. We expect that the impact of these findings on release-level defect prediction is stronger than on just-intime defect prediction. The reasons for this is that the 6M release assignment strategy as a source of noise is not present for just-in-time data.
Features
Our initial motivation that started this research was, that we actually wanted to have a defect prediction data set with a broad selection of features, because we believed that this was the key ingredient that was missing for highly performing defect prediction models. The indications from the literature suggested that this was true (Section 3.2), especially due to churn related features. Because we considered how we should collect the defect data, we discovered the need for our analysis of the defect labels and the focus of our research evolved: due to our findings regarding the defect labels, the analysis of the features is now only in the background of this article. Regardless, we believed that the small experiment we described in Section 5.9 would show that the large feature set is beneficial and that we could point to future research to find a suitable subset from the large amount of features we use, e.g., to minimize the effort to collect the features without a loss in prediction performance.
Our results do not allow for such a definitive conclusion that more features are really required. The significant increases in F-measure is negligible and the increase is explained with an also significant but negligible increase in recall. Thus, more features predict more bugs, although the difference is likely negligible and the precision is not affected. The lack of a larger difference may be due to the simplicity of the setup: no explicit feature selection, no treatment of the class level imbalance [54] , and no hyper parameter optimization [55] . Please note that we intentionally avoided class level imbalance treatment because we believe that the precision is crucial for defect prediction and Tantithamthavorn et al. [54] found that while there is a potential positive effect on AUC and recall, precision may be negatively affected by treating the class level imbalance. Nevertheless, the gradient boosting trees we used implicitly perform a feature selection and are relatively robust to class level imbalances. The lack of optimization should affect both feature sets. Thus, while our results may be sub optimal, the difference should still be more pronounced given the indications from the literature.
A closer look at the literature reveals a potential reason for this lack of a stronger effect. The studies that clearly find that more features, especially churn-related features, lead to better prediction results, were all conducted on relatively small data sets, i.e., on 26 releases [36] , three releases [16] , five releases [17] . On the other hand, Zhang et al. [19] used 255 and only found a small effect of using aggregations. Rahman et al. [38] even found no statistically significant difference, when they added features based on PMD or FindBugs warnings to static metrics. Thus, the expectations that larger feature sets that go beyond static source code metrics improve predictions may be inflated.
Open Issues
While we empirically explore many issues regarding data for defect prediction, there are still open issues left, as well as new issues we discovered due to our results.
We have only used manual validation for the bug fixing commits, but not for the file actions in those commits or for the inducing changes that were detected. While we used smaller samples to get insights into the quality, this only helps us estimate the remaining noise in the data. Thus, the first open issue is to extend this data with validated file actions for bug fixes, inducing changes, and release assignments. For the data in our empirical study we would need to manually validate 46.422 file actions for 10.515 bug fixing commits, as well as for the release assignment of 6.530 bugs. These are 34.5 times more file actions than in the study by Mills et al. [11] with the additional effort for validation of the inducing changes. Thus, this kind of problem cannot be solved by single research groups, but must be tackled by the complete community. If and how this could be done is, to the best of our knowledge, an open problem.
Moreover, our results raise several interesting, and partially concerning questions for further research. We can only speculate how our results regarding the defect labels affect the state of the art. We may find that the same prediction models as before are the best, simply because they are good models, independent of the data. The results may also change, because with the different data, other algorithms may perform better. We are especially looking forward to how our data affects findings that trivial baselines may outperform machine learning, e.g., by Zhou et al. [56] . Recent work already considered similar issues with other variants of SZZ, but without accounting for the biggest source of noise, i.e., the mislabeled issues [57] . The results indicate that these changes will have an effect.
Through a small experiment, we have already (inadvertently) shown that some results regarding the importance of features may need to be revisited. While we found improvements, they were negligible. However, because we only performed a relatively simple study, this only means that the impact is not as obvious as we expected. Future work may uncover subsets of our features which lead to bigger improvements or demonstrate that we only found negligible differences due to our use of gradient boosting trees. Even if future research finds that there really is not much of an improvement if other features than static metrics are used, the question of which features are best is still interesting. For example, just-in-time defect prediction relies mostly on features that are independent of the programming language. Whether the same would be possible for releaselevel defect prediction without loosing predictive performance is unknown. Such results could help to broaden the scope of future research, because current research only considers a relatively small set of programming languages. Vice versa, just-in-time research avoids using static analysis tools and hence, there is a lack of research on the use of features like the complexity of code changes [18] . Future research could explore if the language independent features are really sufficient.
THREATS TO VALIDITY
Due to the scope of our empirical study, there are many threats to the validity of our findings. We discuss the construct validity, internal validity, external validity, and reliability as separately, as suggested by Runeson and Höst [58] .
Construct Validity
There are several threats to the construct validity of our experiments. We wrote a large amount of software for these experiments, which may contain defects. However, all software was tested and the results were manually checked. Especially the large amounts of manual analysis we conducted revealed many corner cases, which we could then handle correctly, mitigating the threats due to bugs in our software. Additionally, we may have selected unsuitable baselines for the comparison of results. To mitigate this threat, we created ground truth data as baseline where possible. In case this was not possible, we evaluated a sample from our baseline manually to establish whether our proxy for the baseline was suitable. Moreover, we cross-checked all our results with findings from related studies to evaluate the plausibility of our results. Finally, we may have used inadequate metrics for the measurement of differences. We mitigate this threat by only reporting deviations from the ground truth. To further mitigate this threat, we looked at the raw data and validated that the deviations are accurate reflections of the raw results.
Internal Validity
The results of the analysis of the defect labeling directly follow from the properties of the defect labeling algorithms, e.g., missing links to issues are the only source for false negative bug fixing commits with SZZ in our data. Therefore, there are no threats to the internal validity of this part of our empirical study. The conclusion that the difference with a larger set of features is negligible may be wrong or misleading. Other factors, especially properties that we cannot easily capture with performance metrics may yield different results, e.g., the acceptance of prediction models by developers could be higher because the recall is improved. Moreover, we only consider a pure classification scenario and no ranking of files by their likelihood of defect or a regression scenario for the prediction of the number of defects in a file. The additional features may lead to bigger differences in performance under these considerations.
External Validity
The main threat regarding the external validity of the results is due to our focus on Java projects that are developed under the umbrella of the Apache Software Foundation. Thus, it is unclear if and how our findings generalize to projects using other programming languages or software development outside of the Apache Software Foundation. We note that our analysis regarding the defect labeling issues is mostly independent of the programming language, with the exception of the identification of whitespace and comment-only changes. For example, whitespace changes may actually be changes to the logic of a program written with Python. Moreover, the Apache Software Foundation attracts a large amount of developers both from the industry as well as from the open source community. This increases the likelihood that aspects like the labeling of issues as bug or the use of the affected versions field are similar in other contexts.
Reliablity
To avoid bias in the manual validation of data, we involved multiple people. The issues were validated by two authors independently, conflicts were solved by three authors. While the initial validation of the issue links was conducted only one author, a different author performed the manual analysis of a sample of 1000 issues for mislabels. Thus, we minimized the impact of individuals on the results to mitigate this the threat to the reliability of the research.
CONCLUSION
Within this article we performed a critical assessment of the state of practice of the collection of defect prediction data. We summarized existing data sets and found that the SZZ algorithm is the standard approach for defect labeling and that most data sets only offer a limited set of features. This is in contrast to the state of the art that found issues with defect labeling using SZZ, as well as diverse features that should be valuable for defect prediction. To assess the impact of this difference, we performed an empirical study with the focus on the issues of defect labeling and found that SZZ identifies one incorrect bug fixing commit for each correct bug fixing commit, while still missing about one fifth of the bug fixing commits. The main reason for the mislabeled commits are mislabeled issues, a problem initially found by Herzig et al. [13] . For release-level defect prediction data, this problem is even worse, because most data sets use a six month timeframe to assign defects to releases. The combination of these issues mean that for every correctly labeled defective file, there is one incorrectly labeled defective file and two missed defective files. Thus, there is a large amount of noise in the defect prediction data that is currently used and we can only speculate how this affects the state of the art.
Regarding the features, we found that the difference of the prediction performance with more features is negligible, even though there is an improvement in the recall without a negative effect on the precision. This is in contrast to prior findings that highlighted the importance of, e.g., churn features. However, since our analysis of feature importances and the impact of larger feature sets was only rudimentary, additional research is required to establish what a suitable set of features for defect prediction looks like.
Another contribution of this article is a new defect prediction data set, both for just-in-time, as well as releaselevel defect prediction. Our data set is larger than any currently used data set, i.e., contains more releases and projects, as well as more features. We hope that the data we produced as part of our work will help the research community to resolve the problems we found. On the one hand, we are looking forward to studies of defect prediction models using our data, both replications of existing work with the de-noised data, as well the the assessment of new approaches and techniques. On the other hand, our data may also be used to improve automated defect labeling, e.g., by trying to automatically correct bug issue labels in issue trackers. Moreover, we hope that our data will be used as the foundation for the manual validation of file actions, to provide a ground truth assessment of the assignment of defects to files and releases.
