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p = 1% pˆ
∇2 Laplace-Operator
v das Vektorfeld, Ω→ Rd der Geschwindigkeit eines Fluids
η Viskosita¨tskoeffizient eines Fluids
ν spezifische Viskosita¨t
Lnt,k Operator, der mit Hilfe eines BDF-Schemas
∂
∂t approximiert
4t ∈ R+ die Schrittweite in der Zeit t
L2(Ω) Raum der u¨ber Ω quadrat-integrierbaren Funktionen
L2,0(Ω) := {q ∈ L2(Ω);
∫
Ω q dx = 0}
Hm(Ω) Sobolev-Raum von L2-Funktionen mit quadrat-integrierbaren
Ableitungen bis zur Ordnung m
Hm0 (Ω) Untermenge von H
m(Ω) der Funktionen mit verallgemeinerten Nullrandbedingungen
Cm(Ω) Menge der Funktionen mit stetigen Ableitungen der Ordnung m u¨ber Ω
V Hilbert-Raum
Vh endlich dimensionaler Finite-Element-Raum mit Vh ⊂ V
P Prolongationsoperator
P t Restriktionsoperator
Rh Ritz-Projektion
Ih Interpolationsoperator nach Vh
I Identita¨t
G Gradientenrekonstruktion
Th Triangulierung
Ih Menge der Knoten einer Triangulierung Th
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1 Einleitung
Richard P. Feynman, Nobelpreistra¨ger fu¨r Physik des Jahres 1965, schreibt in seinem Buch
[14], S.786:
Das Thema der Flu¨ssigkeitsstro¨mung, besonders der von Wasser, fasziniert jeden.
Wir ko¨nnen uns alle daran erinnern, daß wir als Kinder in der Badewanne oder
in Schmutzpfu¨tzen mit diesem merkwu¨rdigen Stoff gespielt haben. Als wir dann
a¨lter wurden, haben wir Flu¨sse, Wasserfa¨lle und Strudel beobachtet und waren
von dieser Substanz fasziniert, die im Vergleich zu Festko¨rpern fast lebendig zu
sein schien. Das Verhalten der Flu¨ssigkeiten ist in vieler Hinsicht unerwartet und
interessant [...]
Dieses Verhalten wird in der Stro¨mungsmechanik untersucht, in der eine der wichtigsten
Gleichungen die Navier-Stokes-Gleichung ist. Sie beschreibt das Verhalten von Stro¨mungen
in Flu¨ssigkeiten und Gasgemischen. Bei der Navier-Stokes-Gleichung handelt es sich um ein
System von nichtlinearen partiellen Differentialgleichungen zweiter Ordnung. Der Franzose
Claude Louis Marie Henri Navier und der Brite George Gabriel Stokes entdeckten unabha¨ngig
voneinander in der ersten Ha¨lfte des 19. Jahrhunderts den der Gleichung zu Grunde liegenden
Impulssatz fu¨r Newton’sche Fluide, wie z.B. Wasser, Honig oder Luft.
Die analytische Durchdringung der Navier-Stokes-Gleichung ist noch nicht abgeschlos-
sen und geho¨rt laut dem Clay Mathematics Institute zu den wichtigsten ungelo¨sten
mathematischen Problemen dieses Jahrhunderts.
Zur Lo¨sung der Navier-Stokes-Gleichung stu¨tzt man sich daher fast ausschließlich auf
numerische Na¨herungsverfahren, welche auf verschiedene Weise ihre Anwendung in den
Natur- und Ingenieurwissenschaften finden. In Kapitel 8.2 wird als Beispiel fu¨r eine solche
anwendungsbezogene Fragestellung der ”Fluss um einen Zylinder“ untersucht. Hier werden
Fragestellungen behandelt, welche zum Beispiel bei Experimenten im Windkanal auftreten.
Um Fragestellungen aus den Ingenieurwissenschaften numerisch lo¨sen zu ko¨nnen, sind
dringend effiziente numerische Algorithmen erforderlich. Wichtig ist dabei die Robustheit
der Algorithmen und die Mo¨glichkeit, die exakte Lo¨sung von solch komplexen Anwendungs-
problemen hinreichend genau zu approximieren.
Als Methode zur Lo¨sung der auftretenden partiellen Differentialgleichungen werden in
dieser Arbeit die finiten Elemente verwendet. Dabei handelt es sich um eine so genannte
lokale Methode, welcher eine weit entwickelte mathematische Theorie zugrunde liegt.
Im Gegensatz zur Methode der Spektralen Verfahren eignet sich die Finite-Element-Methode
besonders gut fu¨r Problemstellungen auf komplexen Geometrien. Die Spektralen Verfahren
verwenden zur Lo¨sung der partiellen Differentialgleichungen globale Ansatzfunktionen. Auf
einer einfachen Geometrie wie dem Quadrat erreicht man mit diesem Ansatz sehr hohe
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Genauigkeiten, falls die Lo¨sung sehr glatt ist.
Mit Hilfe dieser Spektralen Verfahren wurde von Haschke und Heinrichs in den Vero¨ffentli-
chungen [21] und [22] ein Operatorsplitting zweiter Ordnung in der Zeit fu¨r die Navier-Stokes-
Gleichung vorgestellt. Bei einem solchen Operatorsplitting ist das Ziel die Entkopplung
von Druck und Geschwindigkeit durch aufeinander folgende Lo¨sung zweier oder mehrerer
Gleichungen. Die Rechenkosten zur Lo¨sung der so entstandenen kleineren Systeme sind
geringer als diejenigen, die zur Lo¨sung des gekoppelten Problems no¨tig wa¨ren.
Gegenstand der vorliegenden Arbeit ist die Entwicklung eines solchen Operatorsplit-
tings fu¨r die Finite-Element-Methode ausgehend von den Erfahrungen, die bereits bei der
Arbeit mit Spektralen Verfahren gemacht wurden.
In Kapitel 2 wird sowohl der physikalische als auch der mathematische Hintergrund der
Navier-Stokes-Gleichung dargestellt. Hiermit werden Anforderungen anwendungsbezogener
Fragestellungen an die numerischen Verfahren deutlich und die Wahl von Randbedingungen
wird hierdurch motiviert.
Kapitel 3 stellt verschiedene Splittingverfahren fu¨r die Navier-Stokes-Gleichung vor, so
auch das von Haschke und Heinrichs.
In Kapitel 4 wird eine Einfu¨hrung in die Finite-Element-Methode zur Lo¨sung partiel-
ler Differentialgleichungen gegeben. Dabei wird auf die Stromliniendiffusionsmethode als
Stabilisierungstechnik fu¨r die finiten Elemente eingegangen. Die dargelegte Theorie der Sattel-
punktprobleme motiviert die Wahl der fu¨r das Splitting verwendeten Taylor-Hood-Elemente.
Zur Zeitdiskretisierung werden BDF-Verfahren (Backward Differentiation Formulas) verwen-
det und fu¨r konstante Zeitschrittweiten in Abschnitt 4.3 vorgestellt. Auf ihre Anpassung an
adaptiv gewa¨hlte Zeitschrittweiten und die dabei auftretenden Stabilita¨tsbeschra¨nkungen
geht in Kapitel 7 der Abschnitt 7.1.1 ein.
Das grundlegende Operatorsplitting auf der Basis der Finite-Element-Methode wird in
Kapitel 5 entwickelt. Hierzu wird zuna¨chst in Abschnitt 5.1 ein neues Verfahren zur Gra-
dientenrekonstruktion vorgestellt. Mit Hilfe eines solchen Verfahrens kann der Gradient einer
im Finite-Element-Raum dargestellten Funktion in ho¨herer Ordnung approximiert werden.
Ein bekanntes Verfahren zur Gradientenrekonstruktion ist zum Beispiel das so genannte
Z2-Verfahren von Zienkiewicz und Zhu aus dem Artikel [45]. Diese Verfahren verlieren in
der Regel am Rand eines Gebietes stark an Genauigkeit. Jedoch ist auch dort eine hohe
Genauigkeit zur Gewinnung von Randwerten fu¨r das Splitting no¨tig. In Abschnitt 5.1.3 wird
ein neues Verfahren zur Gradientenrekonstruktion vorgestellt, das in dieser Hinsicht den
bekannten Verfahren u¨berlegen ist. Auch konnte mit Hilfe dieses Verfahrens die Ordnung der
Gradientenrekonstruktion weiter erho¨ht werden.
Anschließend wird in Abschnitt 5.2 der Splittingalgorithmus fu¨r die Finite-Element-
Methode vorgestellt. Um einen stabilen Splittingalgorithmus zu erhalten, mussten einige
Modifikationen an dem urspru¨nglichen Algorithmus von Heinrichs und Haschke vorgenommen
werden. Dem schließt sich in Abschnitt 5.4 eine Analyse des Splittingalgorithmus an. Das
dort postulierte Verfahren zweiter Ordnung in der Zeit konnte in den numerischen Tests
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in Abschnitt 5.5 besta¨tigt werden. Wesentlich hierfu¨r war unter anderem die Bestimmung
geeigneter Neumann-Randwerte fu¨r den Druck.
Kapitel 5 zeigt Mo¨glichkeiten zur Behandlung des konvektiven Anteils (v · ∇)v. Zuna¨chst
sind zwei Strategien denkbar, eine explizite und eine implizite Behandlung. Bei der expliziten
wurde in dieser Arbeit auf eine Picard-Iteration statt der sonst oft u¨blichen Approxi-
mation mit einer Adams-Bashforth-Formel gesetzt, was allerdings weniger kostengu¨nstig ist.
Demgegenu¨ber steht jedoch die Hoffnung, dass auf diese Weise gro¨ßere Zeitschrittweiten
mo¨glich werden. Mit Hilfe der expliziten Strategie ist es mo¨glich, nichtsymmetrische Glei-
chungssysteme zu vermeiden, wodurch die Lo¨sung der auftretenden großen du¨nnbesetzten
Gleichungssysteme wesentlich erleichtert wird. Auch ist im Fall einer konstanten Zeitschritt-
weite nur ein einmaliges Assemblieren der Galerkinmatrix no¨tig. Da sich diese Matrix im
Laufe des Splittings nicht a¨ndert, werden auch teurere Vorkonditionierer hier sehr interessant.
Fu¨r niedrige Reynoldszahlen steht damit ein sehr gu¨nstiges Verfahren zur Verfu¨gung.
Bei ho¨heren Reynoldszahlen ist eine implizite Behandlung des nichtlinearen Terms er-
forderlich. Diese implizite Strategie hat sich als a¨ußerst robust sowohl fu¨r weniger glatte
Lo¨sungen als auch fu¨r hohe Reynoldszahlen herausgestellt. Zusammen mit der in Kapitel 7.1
vorgestellten adaptiven Wahl der Zeitschrittweite hat diese Variante das Potenzial zu einem
sehr robusten Black-Box-Verfahren.
Die adaptive Wahl der Zeitschrittweite kann zusammen mit den Strategien zum Postproces-
sing bzw. Preconditioning aus Kapitel 6 besonders gu¨nstig realisiert werden. Hierzu wird
die adaptive Wahl der Zeitschrittweite mittels des kleineren Finite-Element-Ansatzraumes
vorgenommen und fu¨hrt so zu geringen zusa¨tzlichen Rechenkosten.
Mit Hilfe der Strategien aus Kapitel 6 verbessert sich die Ordnung des Verfahrens.
Hiermit erreicht das Splitting ho¨here Reduktionsraten als die zweite Ordnung in der
Zeit. Gleichzeitig dient das Verfahren als Preconditioning und fu¨hrt zu einer signifikanten
Beschleunigung des Splittings. Die in Tabelle 6.4 aufgezeigte Wirkung des Preconditioning
wu¨rde sich beim Einsatz iterativer Lo¨ser ggf. weiter steigern lassen.
Eine adaptiv angepasste Wahl der Zeitschrittweite ist wesentlich, um auf der Basis
des Splittings ein robustes Verfahren zur Lo¨sung der Navier-Stokes-Gleichung zu erhalten.
Mit Hilfe der adaptiv gewa¨hlten Zeitschrittweiten ist das Splittingverfahren in der Lage,
auch Unstetigkeiten in der ersten zeitlichen Ableitung der Lo¨sung zu meistern.
Die adaptive Anpassung des Gitters, welche in 7.2 vorgestellt wird, ermo¨glicht es,
Layer aufzulo¨sen und problematische Bereiche eines Gitters zu verfeinern. Es hat sich jedoch
herausgestellt, dass Gitteranpassungen negative Konsequenzen auf den approximierten Druck
haben, die in Abschnitt 7.2.3 untersucht werden.
In Kapitel 8.1 wird das Splitting an Hand des Driven Cavity Problems getestet. Es
hat sich gezeigt, dass das Splitting den dabei auftretenden Singularita¨ten gewachsen ist.
Hierbei konnte auf ein Herausrechnen der Singularita¨ten, wie es beim Einsatz Spektraler
Verfahren u¨blich ist, verzichtet werden.
Zuletzt wird in Kapitel 8.2 das aus dem DFG-Forschungsprogramm “Flow Simulation
on High Performance Computers” stammende Problem ”Fluss um einen Zylinder“ behandelt.
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Das Problem ist von besonderem Interesse, da es Fragen aus den Ingenieurwissenschaften
aufgreift. Hier kommt besonders die Flexibilita¨t der Finite-Element-Methode in Hinblick auf
die zu approximierende Geometrie zum Tragen.
Wie in Kapitel 8 deutlich wird, kann das vorgestellte Splittingverfahren auf Standardpro-
blemen der numerischen Stro¨mungsmechanik effektiv und mit hoher Genauigkeit eingesetzt
werden.
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2 Der Hintergrund der
Navier-Stokes-Gleichung
Zur physikalischen Herleitung der Navier-Stokes-Gleichung betrachten wir das Verhalten eines
Fluids, das durch ein Gebiet Ω ⊂ Rd mit d = 1, 2 oder 3 stro¨mt. Fluid ist ein Oberbegriff,
der sowohl Flu¨ssigkeiten als auch Gase umfasst.
2.1 Charakteristische Gro¨ßen eines Fluids
Das Verhalten eines Fluids wird von mehreren Gro¨ßen beeinflusst, wird die Navier-Stokes-
Gleichung als Modell verwendet, so ist es zum Beispiel unabha¨ngig von der Temperatur. Die
zwei skalaren Gro¨ßen, welche im Modell der Navier-Stokes-Gleichung ein Fluid charakterisie-
ren, sind zum einen die Viskosita¨t und zum anderen die Dichte.
Viskosita¨t
Die Viskosita¨t einer Flu¨ssigkeit charakterisiert Richard P. Feynman in [14], S. 786 wie folgt:
Eine Flu¨ssigkeit unterscheidet sich von einem Festko¨rper hauptsa¨chlich darin, daß
eine Flu¨ssigkeit eine Scherspannung nicht aufrechterhalten kann, und sei es fu¨r
noch so kurze Zeiten. U¨bt man eine Scherung auf eine Flu¨ssigkeit aus, so bewegt
sie sich unter ihrem Einfluß. Dickere Flu¨ssigkeiten wie Honig bewegen sich weniger
leicht als Flu¨ssigkeiten wie Luft oder Wasser. Das Maß der Leichtigkeit, mit der
eine Flu¨ssigkeit nachgibt, ist ihre Viskosita¨t.
Der Begriff Scherspannung wird z.B. in [44], S.93 und S.131 weiter erla¨utert.
Dichte
Die Dichte oder spezifische Masse eines Stoffes ist, wie man zum Beispiel in [44], S.13 nachlesen
kann, durch
% =
Masse
Volumen
gegeben und wird in kg/m3 oder g/cm3 ausgedru¨ckt.
Druck
Eine weitere wesentliche physikalische Gro¨ße, die fu¨r das Verstehen des Verhaltens notwendig
ist, ist der Druck, welcher in Newtonm2
1 angegeben wird. Der Druck in einem Fluid ist eine
orts- und ggf. zeitabha¨ngige skalare Gro¨ße pˆ(x, y, z, t). Auf das Fluid wirkt durch den Druck
laut [14], S.787 eine Kraft von −∇pˆ (Newtonm3 ).
1Andere Maßeinheiten sind 1 Pascal = 10−5 bar = 1Newtonm2 .
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2.2 Die Bewegungsgleichung
Beim Aufstellen der Bewegungsgleichung werden wir zuna¨chst die Viskosita¨t der Flu¨ssig-
keit vernachla¨ssigen. Um die Bewegung einer Flu¨ssigkeit beschreiben zu ko¨nnen, mu¨ssen wir
ihre Eigenschaften in jedem Punkt angeben ko¨nnen. Zum Beispiel bewegt sich die Flu¨ssig-
keit abha¨ngig vom Ort mit unterschiedlicher Geschwindigkeit. Die Geschwindigkeit ist eine
vektorielle Gro¨ße v : Ω → Rd, deren d Komponenten wir jeweils bestimmen mu¨ssen. Das
physikalische Modell, welches wir betrachten werden, wird dadurch weiter vereinfacht, dass
man die Dichte als Konstante auffassen kann. Dadurch wird das Fluid als inkompressibel an-
genommen. Diese Na¨herung ist oft sehr gut, besonders wenn man davon ausgehen kann, dass
die Stro¨mungsgeschwindigkeit sehr viel kleiner ist als die Schallgeschwindigkeit. Vergleiche
dazu auch [14], S.789 und S.805.
Damit folgt aus der hydrodynamischen Kontinuita¨tsgleichung
∇ · (%v) = −∂%
∂t
direkt
∇ · v = 0 .
Um nun die Bewegungsgleichung herzuleiten, betrachtet man zuna¨chst das Newton’sche Ge-
setz (Kraft = Masse · Beschleunigung) fu¨r die A¨nderung einer Geschwindigkeit durch einwir-
kende Kra¨fte
% · Beschleunigung = fˆ .
fˆ ist dabei die Summe der Kra¨fte pro Volumen (Newton pro m3), dazu geho¨ren u.a. auch die
Kraft, die aus einer Druckdifferenz −∇pˆ entsteht, sonstige a¨ußere Kra¨fte fext und die von uns
bis jetzt vernachla¨ssigte Kraft auf Grund der Viskosita¨t der Flu¨ssigkeit fvisk. Damit erha¨lt
man
% · Beschleunigung = −∇pˆ+ fext + fvisk .
Da der Einfluss von fvisk zuna¨chst nicht betrachtet werden soll, bleibt noch die Beschleunigung
zu bestimmen. Um diesen Ausdruck zu beschreiben, muss man sich zuna¨chst verdeutlichen,
³³
³³
³³
³³
³³
³³1
s
s
P1 zum Zeitpunkt t
P2 zum Zeitpunkt t+4t
Abbildung 2.1: Skizze der Bewegung eines Flu¨ssigkeitsvolumens in der Stro¨mung
dass die Beschleunigung nicht, wie man annehmen ko¨nnte, einfach ∂v∂t ist. Die Ableitung
∂v
∂t ist
die Rate, mit der sich die Geschwindigkeit v(x, y, z, t) an einem festen Ort in Ω a¨ndert. Was
wir jedoch brauchen, ist die Geschwindigkeit fu¨r einen bestimmten Teil der Flu¨ssigkeit. Man
stelle sich hier einfach einen gefa¨rbten Tropfen Wasser vor, dessen Bewegung wir verfolgen.
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Dieser Tropfen wird in einem Zeitintervall ∆t an einen anderen Ort transportiert, z.B. vom
Punkt P1 zum Punkt P2. Er legt also in den einzelnen Dimensionen den Weg v1∆t, v2∆t und
v3∆t zuru¨ck. Sei v(x, y, z, t) die Geschwindigkeit des Tropfens, der sich zur Zeit t am Punkt
(x, y, z) befindet, so wird klar, dass die Geschwindigkeit desselben Teilchens dann zur Zeit
t+∆t durch v(x+ v1∆t, y+ v2∆t, z+ v3∆t, t+∆t) gegeben ist. Damit gilt in erster Ordnung
v(x+ v1∆t, y + v2∆t, z + v3∆t, t+∆t)
= v(x, y, z, t) +
∂v
∂x
v1∆t+
∂v
∂y
v2∆t+
∂v
∂z
v3∆t+
∂v
∂t
∆t .
Die Beschleunigung ∆v∆t ist folglich gleich
v1
∂v
∂x
+ v2
∂v
∂y
+ v3
∂v
∂z
+
∂v
∂t
,
was sich mit Hilfe des Nabla-Operators wie folgt notieren la¨sst:
(v · ∇)v + ∂v
∂t
.
Die Bewegungsgleichung la¨sst sich nun folgendermaßen angeben:
(v · ∇)v + ∂v
∂t
=
1
%
(−∇pˆ+ fext + fvisk) .
Fu¨r fvisk gilt laut [14], S.805-810 fu¨r inkompressible Fluide
fvisk = η∇2v .
η wird dabei als Viskosita¨tskoeffizient 2 bezeichnet. Die Einheit von η ist Newton · Sek/m2.
Es ist jedoch oft sinnvoller, die spezifische Viskosita¨t (ν) oder kinematische Viskosita¨t
zu verwenden, die gleich η% ist. Dadurch werden die Werte fu¨r verschiedene Flu¨ssigkeiten
vergleichbar. Einige typische Viskosita¨tswerte ko¨nnen der folgenden Tabelle aus [28], S.55
entnommen werden:
η
kg
m s %
kg
m3
η
% = ν
m2
s
Wasser 1.00 10−3 1.00 103 1.0 10−6
Luft 1.80 10−5 1.20 100 1.5 10−5
Alkohol 1.80 10−3 0.81 103 2.2 10−6
Glyzerin 8.50 10−1 1.25 103 6.8 10−4
Quecksilber 1.56 10−3 1.18 104 1.3 10−7
Tabelle 2.1: Einige Stoffwerte bei 20◦C im MKS-System
Die Viskosita¨t ha¨ngt von der Temperatur ab, z.B. ist ν fu¨r Wasser knapp u¨ber dem
2Manchmal wird η auch als erster Viskosita¨tskoeffizient bezeichnet, da fvisk fu¨r nicht-inkompressible Fluide
noch einen Term mit einem weiteren Viskosita¨tskoeffizient entha¨lt.
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Gefrierpunkt 1, 8-mal gro¨ßer als bei 20◦C. Die Werte aus Tabelle 2.1 machen deutlich, dass
spezifische Viskosita¨ten, fu¨r die ν < 10−3 gilt, besonders interessant sind.
Nun sind wir in der Lage, die vollsta¨ndige Bewegungsgleichung zu notieren:
∂v
∂t
+ (v · ∇)v − ν∇2v + 1
%
∇pˆ = 1
%
fext , (2.1)
Dies ist die so genannte Navier-Stokes-Gleichung.
2.3 Klassifizierung von Stro¨mungen
Als laminare Stro¨mung bezeichnet man die Bewegung von Flu¨ssigkeiten, bei der keine Turbu-
lenzen auftreten. Die Flu¨ssigkeit stro¨mt in Schichten, die sich nicht vermischen. Im lateinischen
Wort fu¨r Platte, lamina, liegt der Ursprung des Ausdrucks laminare Stro¨mung.
Im Jahr 1883 unternahm der Physiker Osborne Reynolds einen Versuch zur Untersuchung
von laminarer und turbulenter Stro¨mung. Dabei stellte er fest, dass sich Turbulenzen in der
Abbildung 2.2: Skizze
von ihm verwendeten Rohrleitung erst ab einer gewissen Grenzgeschwindigkeit bildeten. Als
Beurteilungskriterium wird hierzu die dimensionslose Gro¨ße
Re =
‖v‖d%
η
angewandt, die Reynoldszahl oder auch Reynolds’sche Zahl genannt wird. Hierbei wird mit d
die charakteristische La¨nge, im Falle des Rohres ist das der Durchmesser, bezeichnet. U¨ber ei-
nem kritischen Wert Rekrit wird die laminare Stro¨mung instabil gegenu¨ber kleinen Sto¨rungen.
Dieser Wert liegt z.B. bei der Rohrstro¨mung laut [44], Seite 124 bei etwa 2000. In diesem Fall
geht die geordnete Bewegung schließlich in die ungeordnete turbulente Stro¨mung u¨ber. Die
Skizze (2.2) stellt dieses Verhalten anschaulich dar. Man kann sich vorstellen, dass ein Fluid
ein Rohr zuna¨chst laminar mit parallelen Stromlinien durchfließt. Irgendwo treten dann kleine
Sto¨rungen auf, die eine Stromlinie etwas nach oben oder unten verbiegen. Dadurch entstehen,
wie in [44] auf S.117 beschrieben wird, Quellen fu¨r ein turbulentes Verhalten der Stro¨mung.
In einem dickeren Rohr geschieht dies statistisch ha¨ufiger als in einem du¨nnen.
Beispiele fu¨r laminare Stro¨mungen findet man bei der Betrachtung des Grundwassers oder
eines Blutkreislaufs. Weitere Ausfu¨hrungen zum Thema laminare Stro¨mungen, Reynoldszahl
etc. findet sich z.B. in [17], [28] und [14].
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2.4 Das Verhalten der physikalischen Gro¨ßen am Rand
Um eindeutige Lo¨sungen der Navier-Stokes-Gleichung berechnen zu ko¨nnen, mu¨ssen wir etwas
u¨ber das Verhalten von v und p am Rand wissen.
An der Oberfla¨che eines unbewegten Festko¨rpers ist die Flu¨ssigkeitsgeschwindigkeit gleich
Null, vergleiche zum Beispiel [14], S.805f. Aus diesem Grund verwendet man dort homogene
Null-Dirichlet-Randbedingungen fu¨r v. Diesen Effekt kann man im Alltag z.B. bei einem Ven-
tilator beobachten, auf dessen Rotorbla¨ttern sich eine du¨nne Staubschicht ansammeln kann,
die auch nach der Bewegung der Rotorbla¨tter nicht verschwindet. Obwohl sich das Ventilator-
blatt mit großer Geschwindigkeit durch die Luft bewegt, fa¨llt die Luftgeschwindigkeit relativ
zum Ventilatorblatt an der Oberfla¨che auf Null ab. Daher werden die kleinsten Staubteilchen
nicht mit der Luft wegtransportiert. Erst, wenn ein Objekt groß genug ist, reicht es bis in die
Luftstro¨mung.
Wir ko¨nnen also fu¨r viele Modelle folgende Randbedingung an v stellen:
v = 0 auf ∂Ω .
Diese homogenen Dirichlet-Randbedingungen ko¨nnen variiert werden, um z.B. an einer Stelle
des Randes eine einstro¨mende Flu¨ssigkeit zu modellieren.
Fu¨r den Druck p ist die Angabe von Neumann-Randbedingungen mo¨glich. Nehmen wir an,
die Viskosita¨ts- und a¨ußere Kraft seien am Rand vernachla¨ssigbar, so gilt
∂v
∂t
+ (v · ∇)v + 1
%
∇pˆ = 0 auf ∂Ω .
Setzt man voraus, dass wie oben geschrieben v am Rand konstant Null ist, verschwindet
sowohl ∂v∂t als auch der nichtlineare Term am Rand.
Damit ist
1
%
∇pˆ = 0 auf ∂Ω
und somit gelten mit dem Normalenvektor n die homogenen Randbedingungen
n · ∇pˆ = 0 auf ∂Ω .
Sollte man die Viskosita¨ts- und a¨ußere Kraft am Rand nicht vernachla¨ssigen ko¨nnen, so erha¨lt
man entsprechend
n · ∇pˆ = n · (fext + %ν∇2v) auf ∂Ω .
2.5 Existenz und Eindeutigkeit der Lo¨sung der
Navier-Stokes-Gleichung
Abschließend bleibt die Frage nach der Existenz und Eindeutigkeit der Lo¨sung der Navier-
Stokes-Gleichung zu kla¨ren. Es wurden mehrere Wege gefunden, die Existenz einer schwachen
Lo¨sung sowohl in zwei als auch in drei Raumdimensionen zu beweisen; so zum Beispiel mit
dem Beweis aus den 80er Jahren von Sohr in [38].
Fu¨r die schwache Lo¨sung in zwei Raumdimensionen konnte die so genannte Serrin’s Bedingung
aus [37] gezeigt werden, was deren Eindeutigkeit garantiert. In drei Raumdimensionen konnte
die Eindeutigkeit noch nicht gezeigt werden.
Sowohl in zwei- als auch in drei Raumdimensionen gilt, dass existierende klassische Lo¨sungen
auch eindeutig sind.
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2.6 Zusammenfassung
Fassen wir nun noch einmal die Erkenntnisse dieses Kapitels kurz zusammen. In der Bewe-
gungsgleichung (2.1) kann man die Gro¨ßen 1% pˆ und
1
%fext durch entsprechend normierte Gro¨ßen
p und f ersetzen. Das Verhalten des Fluids und des Drucks am Rand des untersuchten Ge-
bietes Ω wird durch geeignete Funktionen h und g modelliert. In den folgenden Kapiteln wird
ein Verfahren entwickelt, mit dem die Lo¨sung der Navier-Stokes-Gleichung fu¨r inkompressible
Fluide, gegeben durch
∂v
∂t
+ (v · ∇)v − ν∇2v +∇p = f in Ω, t ∈ [0, tend] (2.2)
∇ · v = 0 in Ω, t ∈ [0, tend] (2.3)
v = h auf ∂Ω, t ∈ [0, tend] (2.4)
v = v0 fu¨r t = 0, in Ω (2.5)
n · ∇p = n · g auf ∂Ω, t ∈ [0, tend] , (2.6)
numerisch approximiert werden kann. Dabei dienen die Funktionen h und g zur Modellierung
des Verhaltens der Geschwindigkeit und des Drucks am Rand.
Da in der Navier-Stokes-Gleichung nur der Gradient des Drucks auftritt, ist p durch (2.2) -
(2.6) nur bis auf eine Konstante eindeutig bestimmt. Daher fordert man zur Normierung∫
Ω
p dΩ = 0 zu allen Zeiten t.
In der Literatur findet man die Navier-Stokes-Gleichung ha¨ufig mit 1Re statt ν wie in
Gleichung (2.2) angegeben. Das liegt daran, dass man, falls die charakteristische Geschwin-
digkeit bekannt ist, durch eine geeignete Koordinatentransformation, wie sie im Kapitel 41.3
von [14] durchgefu¨hrt wird, die Gleichung auf diese Form bringen kann, so dass hier gerade
die Reynoldszahl auftaucht.
In der Praxis soll natu¨rlich durch die numerische Simulation erst die Geschwindigkeit
bestimmt werden, weshalb wir wegen der gro¨ßeren Praxisna¨he der obigen Form den Vorzug
geben werden.
Kann man in der Gleichung (2.2) den nichtlinearen Term vernachla¨ssigen, so erha¨lt
man die nicht-stationa¨re Stokes-Gleichung:
∂v
∂t
− ν∇2v +∇p = f in Ω, (2.7)
∇ · v = 0 in Ω, (2.8)
v = 0 auf ∂Ω. (2.9)
Ha¨ufig versteht man unter Stokes-Gleichung nur den Spezialfall ν = 1. Wir werden hier
jedoch die allgemeinere Variante verwenden. Des Weiteren existiert zur numerischen Behand-
lung der Stokes-Gleichung eine weiterentwickeltere, fundiertere Theorie als zur Navier-Stokes-
Gleichung. Somit bietet es sich an, ein neues Verfahren zuna¨chst fu¨r die Stokes-Gleichung zu
testen und die dort vorhandene Theorie zu nutzen.
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Eine der Schwierigkeiten bei der numerischen Behandlung der Navier-Stokes-Gleichung
besteht darin, dass Druck und Geschwindigkeit miteinander gekoppelt sind und es darum
aufwendig ist, das Problem direkt zu lo¨sen. Alternativ ist es mo¨glich, mit Hilfe eines
Splittingverfahrens (kurz: Splitting) separate Gleichungen fu¨r Druck und Geschwindigkeit zu
gewinnen.
Dieser Ansatz zur Behandlung der Stokes- und Navier-Stokes-Gleichung hat eine lange
Tradition. Splittingverfahren werden bereits seit Ende der sechziger Jahre eingesetzt und
kommen mittlerweile in einer Reihe von unterschiedlichen Varianten bei der Lo¨sung der
Navier-Stokes-Gleichung zum Einsatz. In der Literatur wird die Klasse der Splittingverfahren
daher mitunter noch weiter eingeteilt, z.B. in die Druckkorrektur- (pressure correction
schemes) oder die Projektions-Verfahren (projection schemes).
Einen U¨berblick u¨ber die Klasse der Druckkorrektur- und Projektions-Verfahren gibt
das Buch [32] von Andreas Prohl “Projection and Quasi-Compressibility Methods for Solving
the Incompressible Navier-Stokes Equations”.
Wir werden im Folgenden zwei bekannte Splittingverfahren kurz vorstellen, na¨mlich
die Projektionsverfahren nach Chorin und nach Van Kan. Anschließend wird das Verfahren
eingefu¨hrt, welches der Ausgangspunkt fu¨r das in dieser Arbeit entwickelte Splittingverfahren
ist. Die dort verwendete Splittingtechnik wurde bereits mit Erfolg im Zusammenhang mit
Spektralen Verfahren von Heinrichs und Haschke in [23], [24], [21] und [22] angewandt.
Anhand dieser drei unterschiedlichen Splittingverfahren ko¨nnen dann grundsa¨tzliche
Gemeinsamkeiten all dieser Verfahren gezeigt und abschließend auf die Sta¨rken und
Schwa¨chen von Splittingverfahren im Allgemeinen sowie einzelner Verfahren eingegangen
werden.
Daru¨ber hinaus werden wir natu¨rlich die mit Hilfe der verschiedenen Splittingverfahren
erreichten numerischen Ergebnisse spa¨ter vergleichen.
3.1 Das Projektionsverfahren nach Chorin
Das bereits 1968 von Chorin entwickelte Projektionsverfahren verwendet zur Zeitdiskretisie-
rung der Gleichungen (2.2) das implizite Euler-Verfahren.
Der Splittingalgorithmus la¨sst sich wie folgt notieren, wobei mit 4t ∈ R+ die Schritt-
weite in der Zeit t bezeichnet wird. Der Index m gibt an, dass die Funktion fu¨r m = 0, 1, 2, . . .
fu¨r tm ∈ [0, tend] ausgewertet wird. Im Falle von a¨quidistanten Zeitschritten, die wir zuna¨chst
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nur betrachten werden, gilt also tm = m4t.
Projektionsverfahren nach Chorin:
1. Starte mit einer Funktion v0.
2. Fu¨r m ≥ 0, mit gegebenem vm, berechne zuna¨chst v˜m+1 aus der Gleichung
1
4t
(
v˜m+1 − vm)− ν∇2v˜m+1 + (vm · ∇) v˜m+1 = fm+1 (3.1)
v˜m+1 = 0 auf ∂Ω . (3.2)
3. Mit dem zuvor berechneten v˜m+1 werden
{
vm+1, pm+1
}
durch Lo¨sen der
Gleichung
1
4t
(
vm+1 − v˜m+1)+∇pm+1 = 0 (3.3)
∇ · vm+1 = 0 ; vm+1 · n = 0 auf ∂Ω (3.4)
bestimmt.
v˜m+1 bezeichnet eine ”Zwischengeschwindigkeit“ (engl. intermediate velocity), welche von
allen Splittingverfahren verwendet wird. Im Fall des Chorin-Verfahrens stellt die Zwischen-
geschwindigkeit die Geschwindigkeit zum Zeitpunkt tm+1 unter Vernachla¨ssigung des Drucks
dar.
Mit Hilfe des dritten Schritts wird der aktuelle Druck berechnet und zudem die In-
kompressibilita¨t des errechneten Vektorfeldes gesichert. Um dies zu erreichen, wird der dritte
Schritt des Verfahrens mit Hilfe der Divergenzfreiheit von vm+1 und dem Divergenzoperator
(∇·) wie folgt umformuliert:
−∇2pm+1 = −14t∇ · v˜
m+1 , n · ∇pm+1 = 0 auf ∂Ω (3.5)
Um die Divergenzfreiheit herzustellen und damit auch den Einfluss des Drucks wieder einzu-
bringen, wird nun vm+1 einfach mittels
vm+1 = v˜m+1 −4t∇pm+1 (3.6)
berechnet.
Wie man sieht, muss innerhalb eines Zeitschrittes eine Konvektions-Diffusions-Reaktions-
Gleichung mit Dirichlet-Randwerten und eine Laplace-Gleichung mit Neumann-Randwerten
gelo¨st werden. Die Behandlung dieser beiden Gleichungstypen mit Hilfe der von uns und
ebenso in [32] eingesetzten Finite-Element-Methode werden in Kapitel 4 beschrieben.
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Problematisch sind die unphysikalischen Randwerte, welche in (3.5) fu¨r den Druck an-
gesetzt werden. Wie wir in Kapitel 2.4 diskutiert haben, entspricht dies nur unter sehr
speziellen Bedingungen dem tatsa¨chlichen Randwertverhalten des Drucks. Abha¨ngig von
der Problemstellung ko¨nnen die homogenen Neuman-Randwerte zu einem stark verfa¨lschten
Druck, besonders in Randna¨he, fu¨hren. Eine weitergehende Diskussion der Frage, in welchen
Fa¨llen der mit Hilfe des Projektionsverfahrens nach Chorin berechnete Druck eine geeignete
Approximation ist, findet man bei [32], S.106ff.
Wegen des eingesetzten Zeitschrittverfahrens ist das Verfahren ho¨chstens von erster Ordnung,
siehe hierzu [32], S.7 und 107.
3.2 Das Projektionsverfahren nach Van Kan
Auf Grund seiner niedrigen Ordnung ist das Projektionsverfahren nach Chorin fu¨r viele
Anwendungen nicht sehr attraktiv. Es wurden und werden Verfahren von ho¨herer Ordnung
beno¨tigt, um Probleme effizient und zugleich mit hinreichend großer Genauigkeit zu lo¨sen.
Ein Verfahren, das 1986 entworfen wurde, um diesem Anspruch gerecht zu werden, ist
das Projektionsverfahren nach Van Kan. Dieses kann mit Hilfe des Crank-Nicolson-
Verfahrens zur Zeitdiskretisierung ein Splittingverfahren zweiter Ordnung realisieren. Die
hier vorgestellte Version des Verfahrens entstammt ebenfalls [32], S.5 bzw. 141ff.
Projektionsverfahren nach Van Kan:
1. Starte mit einer Funktion v0 und p0 = p(0).
2. Fu¨r m ≥ 0, mit gegebenen vm, v˜m, pm, berechne zuna¨chst v˜m+1 aus der
Gleichung
1
4t
(
v˜m+1 − vm)− ν
2
∇2(v˜m+1 + v˜m) + 3
2
(vm · ∇) v˜m (3.7)
= f¯m+1/2 +
1
2
(
vm−1 · ∇) v˜m−1 −∇pm (3.8)
v˜m+1 = 0 auf ∂Ω . (3.9)
3. Mit dem zuvor berechneten v˜m+1 werden
{
vm+1, pm+1
}
durch Lo¨sen der
Gleichung
1
4t
(
vm+1 − v˜m+1)+ 1
2
∇(pm+1 − pm) = 0 (3.10)
∇ · vm+1 = 0 ; vm+1 · n = 0 auf ∂Ω (3.11)
bestimmt.
Bei diesem Vorgehen muss der erste Schritt gesondert behandelt werden, da hier noch kein
v˜m vorliegt. Ha¨ufig wird daher der erste Schritt laut [32], S.5 implizit durchgefu¨hrt.
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Im Gegensatz zum ersten vorgestellten Splittingverfahren wird hier der Druck zur Be-
rechnung der Zwischengeschwindigkeit nicht vo¨llig vernachla¨ssigt, sondern der Druck des
letzten Zeitschritts als Approximation an den Druck zum Zeitpunkt tm+1 verwendet.
Wie schon bei dem Verfahren nach Chorin wird der dritte Schritt in eine Laplace-
Gleichung mit homogenen Neumann-Randbedingungen umformuliert.
Das in [32], S.22/23 vorgestellte Benchmarkproblem fu¨r die Stokes-Gleichung ist von
uns in die Reihe der in dieser Arbeit untersuchten Testprobleme aufgenommen worden.
3.3 Das Splitting nach Haschke und Heinrichs
Wie schon erwa¨hnt, war das folgende Splitting Ausgangspunkt der U¨berlegungen und Tests
fu¨r das von uns entwickelte adaptive Splittingverfahren auf der Basis der Finite-Element-
Methode.
In seinen Artikeln [23] und [24] bescha¨ftigte sich W. Heinrichs mit der Anwendung
auf die Stokes-Gleichung unter Verwendung der Spektralen Verfahren. Dabei konstruierte er
ein Verfahren dritter Ordnung fu¨r die Stokes-Gleichung, das er in seinem Artikel von 1998
vorstellt. Auf die Navier-Stokes-Gleichung wurde das Splitting dann schließlich in [21] und
[22] von Haschke und Heinrichs u¨bertragen und erreichte Reduktionsraten zweiter Ordnung
fu¨r die Navier-Stokes-Gleichung.
Dieses Splitting werden wir zuna¨chst fu¨r die Stokes- und anschließend seine Erweite-
rung fu¨r die Navier-Stokes-Gleichung in der von Haschke und Heinrichs verwendeten Form
vorstellen.
Es hat sich im Laufe der Arbeit gezeigt, dass fu¨r dieses Splitting in Kombination mit der
Finite-Elemente-Methode einige Modifikationen notwendig sind, die in Kapitel 5 pra¨sentiert
werden.
3.3.1 Das Splitting der Stokes-Gleichung
Zur Zeitdiskretisierung der Gleichungen (2.7) - (2.9) werden die bekannten BDF-Verfahren
eingesetzt, auf die wir im Kapitel 4.3 noch detaillierter eingehen werden. Das BDF-Schema
wird durch den Operator
Lmt,lv
m+1 =
1
4t
l∑
j=0
βjv
m+1−j (3.12)
dargestellt und approximiert den Operator ∂∂t . Dabei gibt l die Ordnung des Verfahrens an.
Mit dem Operator Lmt,l fu¨hrt dies auf folgendes Schema:
Lmt,lv
m+1 − ν∇2vm+1 +∇pm+1 = fm+1 in Ω , (3.13)
∇ · vm+1 = 0 in Ω , (3.14)
vm+1 = 0 auf ∂Ω . (3.15)
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Unter Verwendung eines Druckextrapolanten p¯m+1l erha¨lt man die Gleichung fu¨r die Zwischen-
geschwindigkeit v˜m+1
Lmt,lv˜
m+1 − ν∇2v˜m+1 +∇p¯m+1l = fm+1 in Ω, (3.16)
v˜m+1 = 0 auf ∂Ω (3.17)
und die Druckkorrektur mittels
β0
vm+1 − v˜m+1
4t +∇(p
m+1 − p¯m+1l ) = 0 in Ω, (3.18)
∇ · vm+1 = 0 in Ω, (3.19)
vm+1 · n = 0 auf ∂Ω. (3.20)
n ist wieder die a¨ußere Einheitsnormale. Der Extrapolant des Drucks berechnet sich aus den
vorherigen s Schritten, ist also maximal von der Ordnung s. Damit ha¨ngt die Konvergenz-
ordnung von der Ordnung l des BDF-Schemas und von der Ordnung s des Extrapolanten ab,
wobei gilt:
p¯m+1s =
s−1∑
j=0
γjp
n−j . (3.21)
Die Wahl der Koeffizienten γm (m = 0, . . . , s − 1) orientiert sich an der Taylorentwicklung
von p nach der Zeit. Damit ergibt sich fu¨r s = 1 γ0 = 1 und fu¨r s = 2 γ0 = 2 und γ1 = −1.
Mit
f˜m+1 = fm+1 − 14t
l∑
j=1
βjv
m+1−j −∇p¯m+1l
lassen sich die Gleichungen (3.16) und (3.17) zu folgendem Helmholtz-Problem umformulieren:(
−ν∇2 + β04tI
)
v˜m+1 = f˜m+1 in Ω, (3.22)
v˜m+1 = 0 auf ∂Ω. (3.23)
Mit I wird dabei der Identita¨tsoperator bezeichnet. Die Gleichungen (3.18) - (3.20) lassen
sich nun zu
β0
4tv
m+1 +∇pm+1 = gm+1 in Ω, (3.24)
∇ · vm+1 = 0 in Ω, (3.25)
vm+1 · n = 0 auf ∂Ω, (3.26)
umformen, wobei gm+1 = β04t u˜
m+1 +∇p¯m+1l .
Mit Hilfe der Gleichungen (3.22) und (3.23) kann man nun die Zwischengeschwindigkeit v˜m+1
berechnen. Wir werden also die Gleichungen (3.24)-(3.26) wie schon bei dem Verfahren von
Chorin weiter umformen mu¨ssen. Dabei wird erneut die Divergenzfreiheit der Geschwindig-
keit ausgenutzt, um die Gleichungen zu entkoppeln. Wendet man die Divergenz (∇·) auf die
Gleichung (3.24) an, fu¨hrt dies zu einer Gleichung, in der nur noch der Druck als Unbekannte
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enthalten ist.
Auch hier tritt die Schwierigkeit auf, Randbedingungen fu¨r dieses Problem zu formulieren.
Heinrichs setzt in [24] bei der Behandlung des Stokes-Problems auf angepasste Neumann-
Randbedingungen, damit verwendet er die Gleichung
∇p = ∇2v + f
zu ihrer Konstruktion. Beim Navier-Stokes-Problem hingegen beschra¨nken sich Haschke und
Heinrichs in [21] und [22] auf die Verwendung homogener Randbedingungen. Damit wird das
Vektorfeld des Drucks korrekt dargestellt, fu¨r den Druck sind in Randna¨he hingegen Fehler
auf Grund der homogenen Randwerte zu erwarten. Eine Analyse von Rannacher [34] fu¨r die
auch in der vorliegenden Arbeit verwendete Finite-Element-Methode deutet jedoch darauf hin,
dass eine sinnvolle Approximation des Drucks trotz der falschen Neumann-Randbedingungen
mo¨glich ist. Der durch die Randbedingungen hervorgerufene Fehler verringert sich exponen-
tiell in Abha¨ngigkeit von
dist(x, ∂Ω)√4t , (3.27)
mit x ∈ Ω.
3.3.2 Erweiterung fu¨r die Navier-Stokes-Gleichung
Das fu¨r die Stokes-Gleichung erarbeitete Splitting soll nun auf die Navier-Stokes-Gleichungen
(2.2) - (2.5) u¨bertragen werden. Hierfu¨r gilt es zuna¨chst zu kla¨ren, wie der neu hinzugekom-
mene konvektive Term (v · ∇)v behandelt werden soll. Dazu stehen im Wesentlichen zwei
Methoden zur Verfu¨gung. Der Term kann explizit wie beim Van-Kan-Splitting oder implizit
wie beim Chorin-Splitting behandelt werden.
Wa¨hrend bei expliziten Methoden oft kleine Zeitschrittweiten beno¨tigt werden, erhofft man
sich, dass die implizite Behandlung eine gro¨ßere Zeitschrittweite zula¨sst. Allerdings ist die in
jedem Schritt zu lo¨sende Konvektions-Diffusions-Reaktions-Gleichung wesentlich aufwendiger
als die einfachere Diffusions-Reaktions-Gleichung. Diese tritt bei einer expliziten Behandlung
auf, so dass der Rechenaufwand bei impliziten Verfahren ho¨her ist.
Der explizite Ansatz
Zur expliziten Behandlung des konvektiven Terms gilt es zuna¨chst eine geeignete Approxi-
mation vm+1e fu¨r v
m+1 zu finden, d.h. man versucht, eine Na¨herung aus den letzten l Zeit-
schritten zu berechnen, wobei l der Ordnung des BDF-Verfahrens entspricht:
(vm+1e · ∇)vm+1e =
l∑
j=0
αj
(
vm−l+j · ∇
)
vm−l+j . (3.28)
Bei der Wahl der αj orientieren sich Haschke und Heinrichs zuna¨chst an der Approximations-
ordnung von (3.21) und wa¨hlen sie entsprechend der Ordnung der Zeitdiskretisierung von v.
Hat man also in der Zeit ein Verfahren erster Ordnung, so wird α0 = 1 gewa¨hlt und damit die
Geschwindigkeit des letzten Zeitschritts als Na¨herung verwendet. Bei einem Verfahren zweiter
Ordnung werden die αj hingegen wie folgt gewa¨hlt (siehe dazu auch [11]):
α0 = −1, α1 = 2.
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Liegt eine Zeitdiskretisierung 3. Ordnung vor, so gilt:
α0 = 1, α1 = −3, α2 = 3.
Analog zur Stokes-Gleichung fu¨hrt die Zeitdiskretisierung der Gleichungen (2.2) - (2.4) dann
zu folgendem Schema:
Lmt,lv
m+1 − ν∇2vm+1 +∇pm+1 + (vm+1e · ∇)vm+1e = fm+1 in Ω, (3.29)
∇ · vm+1 = 0 in Ω, (3.30)
vm+1 = hm+1 auf ∂Ω. (3.31)
Nun bringt man den konvektiven Anteil auf die rechte Seite von (3.29) und erha¨lt eine
Gleichung der Art (3.13) - (3.15), fu¨r die wir das Splitting bereits besprochen haben.
Fu¨r die vorliegende Navier-Stokes-Gleichung bedeutet das nun, dass nach der Wahl der αi
folgende Gleichungssysteme zu lo¨sen sind:(
−ν∇2 + β04tI
)
v˜m+1i = f˜
m+1
i − (vm+1e · ∇)vm+1e in Ω, (3.32)
v˜m+1i = h
m+1
i auf ∂Ω, i = 1, 2. (3.33)
Der implizite Ansatz
Die implizite Behandlung erfolgt entsprechend der folgenden Gleichung:(
−ν∇2 + β04tI
)
v˜m+1i +
(
vm+1e · ∇
)
v˜m+1i = f˜
m+1
i , i = 1, 2. (3.34)
Dabei ist vm+1e wieder eine Na¨herung an die aktuelle Geschwindigkeit. Als Startna¨herung
nimmt man die Geschwindigkeit des letzten Zeitschritts oder einen analog zum Vorgehen
beim expliziten Ansatz gewa¨hlten Extrapolanten.
Im Gegensatz zum Vorgehen in der Arbeit von Haschke und Heinrichs, bei dem das
explizite Verfahren ohne Picard-Iteration durchgefu¨hrt wurde, benutzen wir fu¨r das Splitting
mit finiten Elementen sowohl bei der expliziten als auch bei der impliziten Behandlung eine
Picard-Iteration mit der Startna¨herung vm+1e = v
m.
Hierdurch ist der Extrapolant lediglich von erster Ordnung, doch hat sich diese Wahl
als die robusteste herausgestellt. In [22] wird die Picard-Iteration ausschließlich fu¨r den
impliziten Ansatz verwendet. Hierzu wird vm+1e durch die Lo¨sung von 3.34 bzw. 3.32 ersetzt,
vm+1e = v˜
m+1, und so erneut die Gleichung 3.34 bzw. 3.32 gelo¨st.
Diese Picard-Iteration wird so lange durchgefu¨hrt, bis
‖v˜m+1e − v˜me ‖ < εPic (3.35)
ist, dabei ist εPic > 0 geeignet zu wa¨hlen. Alle in der Arbeit angestellten Berechnungen
wurden mit εPic = 1 · 10−3 durchgefu¨hrt.
23
3 Splittingtechniken fu¨r die Navier-Stokes-Gleichung
3.4 Sta¨rken und Schwa¨chen von Splittingverfahren
Zu den Vorteilen der Splittingverfahren geho¨rt der geringere Aufwand fu¨r die Lo¨sung der
Gleichungssysteme, die ha¨ufig einen Großteil der Rechenlast des Verfahrens ausmachen. Dazu
kommt die einfache Implementierung, da die fu¨r die Teilprobleme beno¨tigten Komponenten
ha¨ufig bereits in hochoptimierter Form vorliegen. Die numerische Theorie der Teilprobleme
ist in der Regel ebenfalls weiter fortgeschritten als die der Navier-Stokes-Gleichung als
Gesamtproblem.
Viele Splittingverfahren sind hingegen fu¨r sehr große Zeitschrittweiten nicht gut geeignet.
Zusa¨tzlich kommt es laut [42], S.21f bei Splittingverfahren fu¨r große Viskosita¨tskoeffizienten
zu einem schlechteren Konvergenzverhalten. Da wie oben erwa¨hnt kleine Viskosita¨ten
physikalisch interessant sind, ist dies oft von geringer Bedeutung.
Problematisch ist hingegen die Konstruktion eines echten Fehlerscha¨tzers in der Zeit,
sowohl fu¨r Splittingverfahren als auch fu¨r die Behandlung des ungesplitteten Problems. Die
ha¨ufig gut funktionierende und auch in dieser Arbeit verwendete Variante, zwei Zeitschritte
durchzufu¨hren, einen mit 4t und den zweiten in zwei Schritten mit einer Schrittweite
von 4t/2, und anschließend die Ergebnisse zu vergleichen, erlaubt leider keine theoretisch
fundierte und pra¨zise Abscha¨tzung des Fehlers des Gesamtproblems. Als Fehlerindikator
erweist sie jedoch, wie wir sehen werden, gute Dienste und erlaubt so eine adaptive Zeit-
schrittweitensteuerung.
Weitere Schwierigkeiten treten ebenfalls laut [42], S.21f bei der Vera¨nderung des ra¨umli-
chen Gitters auf. Das bedeutet, dass das Zeitschrittverfahren in seiner Schrittweite unter
Umsta¨nden angepasst werden muss, falls die ra¨umliche Zerlegung des Gebietes vera¨ndert
wird. Ein solches Verhalten ist besonders deshalb unerwu¨nscht, weil es keine physikalischen
Gru¨nde fu¨r eine kleine Zeitschrittweite gibt.
Alle vorgestellten Projektionsverfahren haben laut [32], S.7 zusa¨tzlich mit dem Auftreten
von Fehlerlayern am Rand zu ka¨mpfen, welche aus den falschen Neumann-Randbedingungen
des Drucks resultieren. Daneben beno¨tigen beide sehr glatte Lo¨sungen, um das optimale
Konvergenzverhalten zu erreichen.
Inwieweit die fu¨r Splittingverfahren typischen Schwierigkeiten bei dem in den folgen-
den Kapiteln entwickelten Verfahren auftreten und ob es gelingt, diese ggf. abzumildern,
wird im Folgenden aufgezeigt.
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Zur numerischen Lo¨sung der Navier-Stokes-Gleichung mit Hilfe des Splittingverfahrens
mu¨ssen eine Reihe von partiellen Differentialgleichungen gelo¨st werden. Hierzu wird die
Finite-Element-Methode verwendet, welche sich u.a. durch eine hohe Flexibilita¨t in Bezug auf
die Gebietsgeometrie auszeichnet. Diese Eigenschaft ist sehr hilfreich bei der Modellierung
von Problemen aus Natur und Technik, wie z.B. eines Flussverlaufes. Des Weiteren zeichnet
sich die Finite-Element-Methode durch eine weit fortgeschrittene Theorie aus, die dazu dient,
Eigenschaften wie Stabilita¨t und Konvergenz zu untersuchen.
Um Indizes zu vermeiden und damit die Lesbarkeit zu verbessern, wird in diesem Ka-
pitel eine Abbildung von Ω→ R mit v statt mit vi , i = 1, 2 bezeichnet.
4.1 Grundlagen der Finite-Element-Methode
Dieser Abschnitt soll einen kurzen Einblick in die Teile der Finite-Element-Methode geben,
welche fu¨r die Arbeit von Bedeutung sind und einige wichtige Resultate und Abscha¨tzungen
zusammenfassen. Fu¨r einen detaillierteren Einblick in die Materie kann z.B. auf [6], [7] oder
[27] zuru¨ckgegriffen werden.
Es sei im Folgenden Ω ⊂ R2 und daru¨ber hinaus soll Ω ein polygonales Gebiet sein,
das heißt ∂Ω besteht aus einem geschlossenen Polygonzug.
Zur Lo¨sung der Navier-Stokes-Gleichung mit Hilfe eines Splittingalgorithmus sind fu¨r
uns lineare partielle Differentialgleichungen zweiter Ordnung vom Typ
− ν∆v + k · ∇v + rv = f (4.1)
v = 0 auf ∂Ω (4.2)
von besonderer Bedeutung.
Sind alle Koeffizienten ν ∈ R (Diffusionskoeffizient), k : Ω → R2 (Konvektionsfeld)
und r ∈ R (Reaktionskoeffizient) ungleich Null bzw. der Nullabbildung, so handelt es
sich um eine Konvektions-Diffusions-Reaktions-Gleichung, welche bei der numerischen
Behandlung die gro¨ßte Herausforderung darstellt. Sie tritt bei der impliziten Behandlung des
nichtlinearen Terms mit k = ve auf. Des Weiteren werden die Helmholtz-Gleichung (k = 0)
und die Laplace-Gleichung (k, r = 0) im Laufe des Splittingverfahrens beno¨tigt.
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Die Variationsformulierung
Finite-Element-Methoden basieren im Gegensatz zu Differenzen- oder Spektralenverfahren
auf der Variationsformulierung der partiellen Differentialgleichung.
Die Lo¨sung dieser Variationsformulierung wird, wie z.B. in [27] Kapitel 3.1 ausgefu¨hrt
wird, innerhalb der Sobolev-Ra¨ume Hm(Ω) gesucht, welche Vervollsta¨ndigungen von Cm(Ω¯)
bzgl. der Hm-Norm ‖.‖Hm sind. Des Weiteren wird vorausgesetzt, dass k und f ∈ L2(Ω)
sind.
Um die Variationsformulierung zu erhalten, wird (4.1) zuna¨chst mit einer Testfunktion
u ∈ H10 (Ω) multipliziert. Anschließend werden beide Seiten u¨ber Ω integriert und homogene
Dirichlet-Randbedingungen angenommen. Dies geschieht o.B.d.A., da eine Reduktion auf
homogene Randbedingungen mo¨glich ist, vergleiche hierzu [6], S.35. Somit erha¨lt man mit
Hilfe der partiellen Integration im ersten Term der linken Seite∫
Ω
ν∇v · ∇u+ k · ∇vu+ rvu dx =
∫
Ω
fu dx . (4.3)
Es ist klar, dass ein v, das (4.1) erfu¨llt, ebenfalls Lo¨sung von (4.3) ist. Da diese fu¨r ein
beliebiges u ∈ H10 (Ω) gilt, wird nun mit den Bezeichnungen
a(v, u) :=
∫
Ω
ν∇v · ∇u+ k · ∇vu+ rvu dx (4.4)
(f, u)L2 :=
∫
Ω
fu dx
gefordert, dass
a(v, u) = (f, u)L2 ∀u ∈ H10 (Ω) (4.5)
gilt. Eine Funktion v, welche (4.5) erfu¨llt, nennt man eine Lo¨sung des Variationsproblems.
Bei a(., .) handelt es sich um eine fu¨r k 6= 0 nicht symmetrische Bilinearform. b := (f, .)L2
kann als lineares Funktional aufgefasst werden. Jede Lo¨sung von (4.1) ist eine Lo¨sung von
(4.5), nicht jedoch umgekehrt.
Die Eindeutigkeit der Lo¨sung garantiert der Satz von Lax-Milgram. Die hier angege-
bene Version fu¨r nicht-symmetrische Bilinearformen stammt aus [27], S.86.
Satz 4.1 (Lax-Milgram)
V sei ein Hilbert-Raum mit Skalarprodukt (. , .) und einer davon erzeugten Norm ‖.‖.
a : V × V → R sei eine (nicht notwendigerweise symmetrische) Bilinearform und b : V → R
ein lineares Funktional. Es gelte:
• a ist stetig, das heißt, es existiert eine Konstante CS > 0 mit
|a(v, u)| ≤ CS‖v‖‖u‖ ∀v, u ∈ V
• a ist V-elliptisch, das heißt, es existiert eine Konstante CE > 0 mit
|a(v, v)| ≥ CE‖v‖2 ∀v ∈ V
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• b ist stetig, das heißt, es existiert eine Konstante C > 0 mit
|b(v)| ≤ C‖v‖ ∀v ∈ V
Dann besitzt die Variationsgleichung (4.5) genau eine Lo¨sung.
Beweis: Siehe [2], S.147.
Falls (4.1) eine klassische Lo¨sung (u ∈ C2(Ω¯)) besitzt, handelt es sich folglich um die-
selbe Funktion, die auch (4.5) lo¨st. Hier sind also schwache und klassische Lo¨sung identisch.
Anderenfalls existiert fu¨r (4.1) nur eine schwache Lo¨sung. Setzt man voraus, dass
• V := H10 (Ω)
• ν > 0, k ∈ C1(Ω¯,R), r ∈ C(Ω¯), f ∈ L2(Ω)
• eine Konstante r0 > 0 existiert, mit der in Ω r − 12∇ · k ≥ r0 gilt,
dann greift der Satz von Lax-Milgram fu¨r das Variationsproblem (4.5). Die Herleitung fu¨r
den Fall k 6= 0 erfolgt u¨ber ν−gewichtete Normen und kann in [27], Kapitel 9 nachgelesen
werden.
Wichtig ist, dass die Stetigkeitskonstante CS von der Gro¨ße aller Koeffizienten abha¨ngt. Bei
der Konstante CE la¨sst sich lediglich eine Abha¨ngigkeit vom Minimum aus ν und r zeigen.
Bevor wir uns einem numerischen Verfahren zur Lo¨sung des Variationsproblems zuwenden,
werden wir noch kurz einige Betrachtungen zur Regularita¨t von Variationsproblemen
anstellen, welche fu¨r spa¨tere Fehlerabscha¨tzungen beno¨tigt werden.
Definition 4.2
Sei m ≥ 1, Hm0 (Ω) ⊃ V ⊂ Hm(Ω) und a(., .) eine V-elliptische Bilinearform. Das Variations-
problem
a(v, u) = (f, u) fu¨r alle u ∈ V
heißt Hs-regula¨r, wenn es zu jedem f ∈ Hs−2m(Ω) eine Lo¨sung v ∈ Hs(Ω) gibt und mit einer
Zahl c = c(Ω, a, s):
‖v‖s ≤ c‖f‖s−2m (4.6)
gilt.
Satz 4.3 (Regularita¨tssatz)
Sei a eine H10 -elliptische Bilinearform mit hinreichend glatten Koeffizientenfunktionen.
1. Wenn Ω konvex ist, ist das Dirichlet-Problem H2-regula¨r.
2. Sei s ≥ 2. Wenn Ω einen Cs-Rand besitzt, ist das Dirichlet-Problem Hs-regula¨r.
Beweis: vgl. [6], S.83f.
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Das Galerkin-Verfahren
Das Variationsproblem ist zuna¨chst u¨ber einem unendlich-dimensionalen Raum definiert. Um
dieses Problem numerisch behandeln zu ko¨nnen, muss man sich bei dem Versuch, die Lo¨sung
des Variationsproblems zu berechnen, auf einen geeigneten endlich-dimensionalen Raum be-
schra¨nken.
Dieser endlich-dimensionale Teilraum Vh von Hm heißt Finite-Element-Raum. Er entsteht
1. durch eine Zerlegung Th des Gebietes Ω in endlich viele finite Elemente, wobei es sich
wie in unserem Fall um Dreiecke handeln kann.
2. durch die Wahl der auf den einzelnen Elementen definierten Ansatzfunktionen, im Fol-
genden Polynome ersten Grades.
Der Index h des Teilraums Vh gibt die Feinheit der Zerlegung an. Er wird definiert als
h := max
T∈Th
{hT } ,
wobei hT den Durchmesser eines Elements T ∈ Th bezeichnet. Die Angabe dieses Wertes in
der Literatur ist nicht einheitlich. Oft wird mit hT auch der halbe Durchmesser bezeichnet.
Eine solche Zerlegung von Ω soll einigen Forderungen genu¨gen.
Definition 4.4
Eine Zerlegung T = {T1, T2, T3, ..., Tm} von Ω in Dreiecke heißt zula¨ssig, wenn folgende Eigen-
schaften erfu¨llt sind:
1. Ω¯ = ∪mi=1Ti
2. Besteht T ∩ T ′ genau aus einem Punkt, so handelt es sich um einen Eckpunkt beider
Elemente.
3. Besteht T ∩T ′ aus mehr als einem Punkt, so handelt es sich um eine gemeinsame Kante
von T und T ′.
Diese Art von Zerlegung in Dreiecke wird auch als Triangulierung bezeichnet. In dieser Arbeit
werden ausschließlich solche zula¨ssigen Triangulierungen verwendet. Als Knoten der Trian-
gulierung bezeichnet man die Ecken der Dreiecke und die Menge all dieser Knoten einer
Triangulierung mit I. Wenn K ∈ I ein solcher Knoten ist, nennen wir die Knoten, die durch
eine Kante mit ihm verbunden sind, seine Nachbarn N (K). Durch die Beschra¨nkung auf
zula¨ssige Triangulierungen werden so genannte ha¨ngende Knoten vermieden.
Definition 4.5
Eine Familie von Zerlegungen {T } heißt quasiuniform, wenn es eine Zahl κ > 0 gibt, so dass
jedes T ∈ T einen Kreis mit dem Radius ρt ≤ hTκ entha¨lt.
Definition 4.6
Eine Familie von Zerlegungen {T } heißt uniform, wenn es eine Zahl κ > 0 gibt, so dass jedes
T ∈ T einen Kreis mit dem Radius ρt ≤ hκ entha¨lt.
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Werden auf jedem Element lineare Ansatzfunktionen verwendet, erha¨lt man die nodale Basis,
also die knoten-bezogene, indem man Basisfunktionen φ mit der folgenden Eigenschaft wa¨hlt:
φK(x) =
{
1, beim Knoten K
0, an allen anderen Knoten aus I .
Diese Basis spannt nun einen Raum stu¨ckweise linearer Funktionen auf, der in Hm(Ω) liegt.
Das Ziel ist es also, das Variationsproblem u¨ber einen solchen n-dimensionalen Finite-
Element-Raum zu lo¨sen. Wir suchen daher ein vh ∈ Vh, fu¨r das gilt:
a(vh, uh) = (f, uh)L2 ∀uh ∈ Vh(Ω). (4.7)
Da sich vh als Linearkombination der Basisfunktionen φi schreiben la¨sst
vh =
n∑
i=1
viφi(x) ,
erha¨lt man aus (4.7)
a(vh, u) =
n∑
i=1
uia(φi, u) .
Da (4.7) fu¨r alle uh ∈ Vh(Ω) gelten soll, gilt es also insbesondere auch fu¨r die n Basisfunktio-
nen. Folglich erhalten wir
a(vh, φj) =
n∑
i=1
via(φi, φj) = (f, φj)L2 ∀ j = 1...n .
Damit reduziert sich das Problem auf das Lo¨sen eines Gleichungssystems
Au = f
mit A := [a(φi, φj)]ni,j=1, f := [(f, φi)L2 ]
n
i=1 und u := [uh(Ki)]
n
i=1. Die Gleichungssysteme, die
dabei entstehen, sind in der Regel sehr groß und du¨nn besetzt, da die Bilinearform nur fu¨r
Basisfunktionen von benachbarten Knoten einen von Null verschiedenen Eintrag erzeugt.
Man kann also die Arbeitsschritte im Lo¨sungsprozess des Galerkin-Verfahrens wie folgt
zusammenfassen:
1. Gitter erzeugen
Ein Gittergenerator bildet auf Grund einer u¨bergebenen Geometrie eine Triangulierung.
2. Assemblieren von A und f nach dem Schema aus [27], Kapitel 2.4.2
In diesem Schritt wird die Matrix A sowie die vektorielle Form der rechten Seite f
berechnet.
3. Das entstandene Gleichungssystem lo¨sen
Es bleibt die Frage, wie genau mit Hilfe des Galerkin-Verfahrens die Lo¨sung des unendlich-
dimensionalen Variationsproblems in dem gewa¨hlten endlich-dimensionalen Unterraum ap-
proximiert werden kann. Eine generelle Aussage u¨ber die Qualita¨t der erhaltenen Lo¨sung
liefert das Ce`a-Lemma.
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Lemma 4.7 (Ce`a-Lemma)
Die Bilinearform a sei V-elliptisch, mit Hm0 (Ω) ⊂ V ⊂ Hm(Ω). Ferner seien v bzw. vh die
Lo¨sungen der Variationsaufgabe in V bzw. in Vh ⊂ V . Dann gilt
‖v − vh‖V ≤
(
CS
CE
)1/2
inf
uh∈Vh
‖v − uh‖V . (4.8)
Beweis: Siehe [6], S.53.
Das Lemma zeigt, dass die Genauigkeit der berechneten Lo¨sung vh im Wesentlichen
davon abha¨ngt, dass ein Funktionsraum Vh gewa¨hlt wird, in dem die Lo¨sung v gut
approximierbar ist. Je glatter die Lo¨sung ist, desto besser la¨sst sie sich auf jedem Element
mit Polynomen anna¨hern. Dies wird auch aus dem folgenden Satz deutlich, fu¨r dessen
Formulierung wir noch eine weitere Definition beno¨tigen.
Definition 4.8 (Interpolationsoperator)
Mit Ih bezeichnen wir den Interpolationsoperator von V → Vh, fu¨r den
Ih(v) =
m∑
i=1
v(Ki)φi ∈ Vh
gilt, wobei K ∈ I und φi der zugeho¨rige Basisvektor ist. Mit m wird die Dimension von Vh
bezeichnet.
Satz 4.9
Sei t ≤ 2 und Th eine quasiuniforme Triangulierung von Ω. Dann gilt fu¨r die Interpolation
durch stu¨ckweise Polynome vom Grad t− 1 mit einer Konstanten c = c(Ω, κ, t):
‖v − Ihv‖m,h ≤ c · ht−m|v|t,Ω fu¨r v ∈ Ht(Ω), 0 ≤ m ≤ t .
Beweis: vgl. [6], S.73.
Wird in einem Teil des Gebietes Ω der Fehler zu groß, so kann die Genauigkeit dort
dadurch erho¨ht werden, dass man die Dreiecke dort verkleinert. Daru¨ber hinaus existiert
die Mo¨glichkeit, den Grad der Polynome in dem entsprechenden Gebiet zu erho¨hen. Um
herauszufinden, wo solche Maßnahmen no¨tig sind, wird ein Fehlerscha¨tzer, wie wir ihn in
Kapitel 7.2.2 entwickeln werden, beno¨tigt.
Fu¨r die Abscha¨tzung des Interpolationsfehlers in der L2-Norm sagt Satz 4.9 eine Fehler-
reduktion mit h2 voraus. Laut [6], S.85f la¨sst sich mit Hilfe des Aubin-Nitsche-Lemmas
zeigen, dass sich diese Eigenschaft auch auf die durch das Galerkin-Verfahren erhaltene
Na¨herung u¨bertra¨gt.
4.2 Die Stromliniendiffusionsmethode
Erinnern wir uns daran, welche Gro¨ßen aus der Gleichung 4.1 in die Konstanten CS und CE
eingehen, so wird klar, dass das Ce`a-Lemma fu¨r den Fall eines im Vergleich zu ν dominanten
k keine gute Approximation durch die Finite-Element-Lo¨sung garantiert.
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Eine Mo¨glichkeit, die Qualita¨t der Finite-Element-Lo¨sung fu¨r konvektionsdominante
Konvektions-Diffusions-Reaktions-Gleichungen zu verbessern, ist die Stromliniendiffusions-
methode.
Betrachten wir hierzu erneut die Gleichung (4.1)
−ν∆v + k · ∇v + rv = f
und zwar fu¨r den Fall, dass alle Koeffizienten ungleich Null sind.
Abha¨ngig von der Gro¨ße dieser Koeffizienten hat die Gleichung einen unterschiedlichen Cha-
rakter. Mit Hilfe einer dimensionslosen Gro¨ße, der Pe´clet-Zahl, la¨sst sich dieser bestimmen.
Die globale Pe´clet-Zahl ist definiert durch
Pe :=
‖k‖0,∞ diam(Ω)
|ν| .
Sie wird als global bezeichnet, da hier der Durchmesser des gesamten Gebietes Ω verwendet
wird.
Wenn die Pe´clet-Zahl wesentlich gro¨ßer als 1 ist, handelt es sich um ein konvektions-
dominiertes Problem, ansonsten um ein diffusionsdominiertes.
Zwar sind auch konvektionsdominierte Probleme elliptische partielle Differentialgleichungen,
jedoch ist ihre Elliptizita¨t unter Umsta¨nden so schwach, dass sie nahezu einen elliptisch-
hyperbolischen Grenzfall darstellen. Bei ihrer numerischen Behandlung versagen daher viele
Methoden, die fu¨r andere elliptische partielle Differentialgleichungen gute Resultate liefern.
Zuna¨chst gilt nach dem Satz von Lax-Milgram, dass eine eindeutige Lo¨sung existiert
und der Approximationsfehler der mit Hilfe des Galerkinverfahrens berechneten Lo¨sung sich
durch das Ce`a-Lemma abscha¨tzen la¨sst. Dieses stellt jedoch auf Grund der großen Konstante
CS
CE
eine gute Approximation erst fu¨r unverha¨ltnisma¨ßig kleine h sicher.
Die entsprechenden Ungenauigkeiten mu¨ssen zwar nicht auftreten, jedoch hat es sich
gezeigt, dass die berechneten Lo¨sungen vh zu Oszillationen neigen, die bei der exakten
Lo¨sung v nicht auftreten. Die Oszillationen verschwinden erst auf sehr feinen Zerlegungen,
bei denen die Anzahl der Unbekannten in der Regel schon unvertretbar groß wird.
Um diesem Verhalten vorzubeugen, werden wir die Stromliniendiffusionsmethode als Stabili-
sierungstechnik einsetzen.
Die grundlegende Idee, die aus einem Artikel von Hughes und Brooks aus dem Jahre
1979 stammt, besteht darin, die Elliptizita¨t durch Addition geeigneter Residuen zu verbes-
sern und damit die Konstante (CSCE ) im Ce`a-Lemma (4.7) zu verringern.
Dadurch wird ein mit der Stromliniendiffusion stabilisiertes Galerkin- zu einem Petrov-
Galerkin-Verfahren, vergleiche hierzu [31], Kapitel 5.
Wir betrachten nun erneut die Gleichung (4.1)
− ν∆v + k · ∇v + rv = f in T ∀T ∈ Th (4.9)
fu¨r jedes einzelne Element der Triangulierung. Fu¨r die Koeffizienten gelten die am Ende des
Kapitels 4.1 genannten Bedingungen.
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Nehmen wir nun an, v sei die Lo¨sung von (4.9) auf T ∈ Th und beschra¨nken wir uns
erneut an dieser Stelle auf lineare Ansatzfunktionen. Die allgemeine Herleitung findet man
in [35], Kapitel 3.2.1.
Multipliziert man (4.9) mit k · ∇u, u ∈ H10 (Ω) und einem Skalar δT , ist v ebenfalls
Lo¨sung dieser modifizierten Gleichung. Es existieren auch Alternativen zur Wahl der
Funktion k · ∇u, z.B. eine in der Stro¨mungsmechanik popula¨re Wahl ist −ν∆u+ k · ∇u+ ru,
welche auf die Galerkin/least-squares-FEM fu¨hrt. Durch Integration der so entstandenen
Gleichung erha¨lt man∫
T
δT (−ν∆v(k ·∇u)+(k ·∇v)(k ·∇u)+rv(k ·∇u)) dx =
∫
T
δT (f(k ·∇u)) dx ∀T ∈ Th . (4.10)
Fu¨r die verwendeten linearen Ansatzfunktionen ist ∆v|T = 0, wodurch der erste Term der
linken Seite entfa¨llt und sich (4.10) zu
δT
∫
T
(∇u)t(kkt)∇v + ru(k · ∇v) dx = δT
∫
T
f(k · ∇v) dx ∀T ∈ Th ∀v ∈ Vh (4.11)
vereinfacht. Addiert man nun (4.11) zur variationellen Formulierung
a(u, v) = (f, v)L2 ∀v ∈ Vh
von (4.1), erha¨lt man mit den Bezeichnungen
aδ(v, u) =
∑
T∈Th
∫
T
(∇v)t(νI + δTkkt)∇u+ (1− δT r)(k · ∇v)u+ r(1− δT∇ · k)vu dx (4.12)
und
fδ := (f, u)L2 +
∑
T∈Th
δT (f, k · ∇v)L2 (4.13)
das variationelle Problem
aδ(v, u) = fδ ∀u ∈ Vh . (4.14)
Es ist also klar, dass falls
v Lo¨sung von (4.1) ⇒ v Lo¨sung von (4.14).
Auf welche Weise das Verfahren hierdurch stabilisiert wird, erkennt man schnell, wenn man
annimmt, dass der Reaktionskoeffizient r = 0 sei und dann erneut (4.12) betrachtet:
aδ(v, u) =
∑
T∈Th
∫
T
(∇v)t(νI + δTkkt)∇u+ k · ∇vu . (4.15)
Wenn man (∇v)tkkt∇u ein wenig umschreibt
(∇v)tkkt∇u = (k · ∇v)(k · ∇u) = cosα1 cosα2(|k|)2|∇v||∇u| ,
wobei α1, α2 die Winkel zwischen k und u bzw. v sind, erkennt man leicht, warum (4.9)
mit k · ∇u, u ∈ H10 (Ω) multipliziert wurde. Der Diffusionsterm wird durch den neuen
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Summanden, hauptsa¨chlich in Richtung der Konvektion, vergro¨ßert. Man addiert also eine
ku¨nstliche Diffusion zur bereits vorhandenen und vergro¨ßert somit die fu¨r die Stabilita¨t
wichtige Konstante CE in der entscheidenden Raumrichtung.
Um erneut mit Hilfe des Satzes 4.1 (Lax-Milgram) die Eindeutigkeit der Lo¨sung von
(4.14) zeigen zu ko¨nnen, muss noch die Bilinearform (4.12) auf V-Elliptizita¨t u¨berpru¨ft
werden. Mit
rT := max
x∈T
|r(x)| fu¨r jedes T ∈ Th
und erneut
r − 1
2
∇ · k ≥ r0 > 0
gelangt man, wie in [35], S.231 fu¨r den allgemeineren Fall bewiesen wird, zu folgendem Lemma.
Lemma 4.10
Fu¨r die Wahl
0 < δT ≤ 12
r0
r2T
auf jedem T ∈ Th ist die Bilinearform (4.12) V-elliptisch.
Eine Hilfestellung bei der Wahl dieses Parameters liefert der folgende Satz, zu dessen Hilfe
wir noch die
Definition 4.11 (Stromliniendiffusionsnorm)
‖v‖sd :=
ν|v|21 + r02 ‖v‖20 + ∑
K∈Th
δT ‖k · ∇v‖20,K
1/2 , v ∈ V (4.16)
beno¨tigen.
Satz 4.12
Die bestmo¨gliche Stabilisierung erha¨lt man fu¨r die Wahl
δT =
{
δ0hT , fu¨r PeT > 1 (konvektionsdominierter Fall)
δ1
h2T
ν fu¨r PeT ≤ 1 (diffusionsdominierter Fall)
mit der lokalen Pe´clet-Zahl
PeT :=
‖k‖0,∞,ThT
2ν
,
wobei δ0 und δ1 unter der Einschra¨nkung von (4.10) zu wa¨hlen sind. Wird δT entsprechend
der obigen Einschra¨nkungen gewa¨hlt und liegt die Lo¨sung von 4.14 in Hk+1(Ω), so gilt
‖v − vh‖sd ≤ C(
√
ν +
√
h)hk|v|k+1 . (4.17)
Beweis und Herleitung: Siehe [35], S.231-233 oder [27], S.325-329.
Trotz dieser Einschra¨nkung bleibt ein großer Spielraum fu¨r die Wahl des Stromlinien-
diffusionsparameters δT .
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Die Wahl des Stromliniendiffusionsparameters
Die Frage nach der Wahl des optimalen Stromliniendiffusionsparameters δT ist bis heute nicht
abgeschlossen. Fu¨r eindimensionale Probleme ist laut [35], Remark 3.34 bei der Verwendung
von linearen Testfunktionen die Berechnung eines optimalen δT mo¨glich.
Fu¨r mehrdimensionale Probleme wie in unserem Fall ist
δˆT :=
{
hT
‖k‖0,∞,Ω , fu¨r PeT > 1 (konvektionsdominierter Fall)
0, fu¨r PeT ≤ 1 (diffusionsdominierter Fall)
eine sinnvolle und ha¨ufige Wahl fu¨r den Stromliniendiffusionsparameter, wie z.B. in [39] oder
[13], S.463.
Die Wahl von δ1 = 0 kann dadurch gerechtfertigt werden, dass fu¨r den diffusionsdominierten
Fall die lokale Pe´clet-Zahl bereits kleiner als eins ist und somit kein Handlungsbedarf zur
Stabilisierung auf diesem Element besteht. Da δT außerdem im diffusionsdominierten Fall
fu¨r ein sehr kleines δ1 na¨herungsweise Null ist, bietet sich diese Wahl an, um die Kosten fu¨r
eine Assemblierung auf diesen Elementen zu sparen. Eine solche Wahl von δ1 ist im Sinne
von Lemma 4.10 ein theoretischer Grenzfall.
Die Gru¨nde fu¨r die Wahl von δ0 werden deutlich, wenn man fu¨r den konvektionsdomi-
nierten Fall die lokale Pe´clet-Zahl der Bilinearform (4.12) in Richtung der Konvektion
betrachtet:
‖k‖0,∞,ThT
2(ν + δT ‖k‖20,∞,T )
=
‖k‖0,∞,ThT
2(ν + hT‖k‖0,∞,Ω ‖k‖20,∞,T )
≤ 1
2
‖k‖0,∞,ThT
‖k‖0,∞,ThT < 1 .
Fu¨r die Wahl δT = δˆT ist damit sichergestellt, dass die lokale Pe´clet-Zahl auf dem Element
T ∈ Th ausreichend reduziert wird.
Wie wir im na¨chsten Kapitel sehen werden, ist bei den fu¨r das Splitting zu lo¨senden
Gleichungen oft der Reaktionskoeffizient recht groß, daher sind diese weniger problematisch
als reine Konvektions-Diffusions-Gleichungen, welche keinen Reaktionsterm enthalten. Dies
macht sich auch bei dem Verhalten der Lo¨ser positiv bemerkbar. Diesem Umstand haben wir
auch bei der Wahl von δT Rechnung getragen und hier lediglich δT = 12 δˆT zur Stabilisierung
verwendet.
4.3 Parabolische Probleme
Durch das Splitting der Navier-Stokes-Gleichung entstehen parabolische Teilprobleme vom
Typ
∂v
∂t
− ν∆v + k · ∇v = f (i = 1, 2) , (4.18)
zu deren numerischer Behandlung wir die in [27], S.257f beschriebenen volldiskreten Schemata
einsetzen werden. Dabei wird zuna¨chst der Operator ∂∂t in geeigneter Weise diskretisiert.
Zu diesem Zwecke nutzen wir Verfahren, die aus der Behandlung gewo¨hnlicher Differentialglei-
chungen bekannt sind. Wir werden uns dabei in dieser Arbeit auf lineare Mehrschrittverfahren
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und zwar die BDF-Verfahren (Backwards Differentiation Formulas) bis einschließlich der Ord-
nung 3 konzentrieren.
Dazu betrachten wir den Operator aus (3.12)
Lmt,lv
m+1 =
1
4t
l∑
j=0
βjv
m+1−j .
Fu¨r Verfahren mit einer a¨quidistanten Schrittweite ko¨nnen die Koeffizienten βj der Tabelle
4.1 aus [11] entnommen werden. Ersetzen wir nun den Operator ∂∂t in (4.18) durch seine
Ordnung β0 β1 β2 β3
1 1 -1 - -
2 32 -2
1
2 -
3 116 -3
3
2 -
1
3
Tabelle 4.1: BDF-Koeffizienten
Approximation, so erhalten wir
− ν∆vm+1 + k · ∇vm+1 + β04tv
m+1 = f − 14t
l∑
j=1
βjv
m+1−j . (4.19)
Hiermit zerfa¨llt das zeitabha¨ngige Problem nun in eine nacheinander zu lo¨sende Folge von
Gleichungen des Typs (4.1) mit r = β04t und k = ve.
Fehlerabscha¨tzungen fu¨r das implizite Euler-Verfahren
Mit Hilfe von Fehlerabscha¨tzungen fu¨r parabolische Probleme ist es uns mo¨glich, Ru¨ckschlu¨sse
auf das Fehlerverhalten des Splittings im gu¨nstigsten Fall zu ziehen. Betrachten wir dazu
erneut (2.7)-(2.9)
∂v
∂t
−∇2v +∇p = f in Ω,
∇ · v = 0 in Ω,
v = 0 auf ∂Ω .
Wa¨re p fu¨r alle t ∈ R+ bekannt, so wu¨rde das Problem (2.7)-(2.9) in zwei ungekoppelte
parabolische Standardprobleme zerfallen. Um diesen Gedanken weiter zu verfolgen, nehmen
wir o.B.d.A. an, fu¨r das bekannte p gelte p=0 und es wu¨rde als Zeitschrittverfahren das
implizite Euler-Verfahren eingesetzt.
Definition 4.13 (Ritz-Projektion)
Die elliptische oder Ritz-Projektion Rh von V → Vh ist fu¨r eine V-elliptische, stetige Bilinear-
form a : V × V → R definiert durch:
v 7→ Rhv ⇔ a(Rhv − v, vh) = 0 fu¨r alle vh ∈ Vh ,
wobei K ∈ I und φi der zugeho¨rige Basisvektor ist.
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Unter den obigen Annahmen gilt mit der Definition 4.13 die Abscha¨tzung aus dem folgenden
Satz.
Satz 4.14
Es sei a eine V-elliptische, stetige Bilinearform, v0h ∈ V, v0 ∈ V . Ist v ∈ C2([0, T ], V ), so gilt
die Abscha¨tzung
‖v(tn)− vn‖0 ≤ ‖v0h −Rhv0‖0 + ‖(I −Rh)v(tn)‖0 (4.20)
+
∫ tn
0
‖(I −Rh)v′(s)‖0 ds+4t
∫ tn
0
‖v′′(s)‖0 ds . (4.21)
Beweis: Siehe [27], S.260.
Wie in [27], S.260 nachgelesen werden kann, folgt unter weiteren Voraussetzungen, die da
wa¨ren v0 ∈ V ∪H2(Ω) und ‖v0h − v0‖0 ≤ Ch2‖v0‖2, dass sich die Abscha¨tzung aus Satz 4.14
zu
‖v(tn)− vn‖0 ≤ C(u) (h2 +4t) (4.22)
vereinfacht. Fu¨r ein Zeitschrittverfahren ho¨herer Ordnung ka¨me unter a¨hnlichen Vorausset-
zungen 4t in der entsprechenden Potenz vor.
Aus dieser Abscha¨tzung wird klar, dass zur Bestimmung der Ordnung eines Splittingver-
fahrens in der Regel sowohl die Zeitschrittweite 4t als auch die Diskretisierung h reduziert
werden muss.
Stabilita¨tseigenschaften der BDF-Verfahren
Fu¨r den Einsatz der BDF-Verfahren zur Zeitdiskretisierung sprechen ihre guten Stabilita¨tsei-
genschaften. Das BDF-Verfahren erster und zweiter Ordnung besitzt die zur Behandlung stei-
fer Probleme no¨tige A−Stabilita¨t, wa¨hrend das Verfahren dritter Ordnung fast A−stabil ist,
na¨mlich A(α)-stabil mit α = 86.03◦ (A(α)-stabil mit 90◦ entspricht A-stabil). Eine ausfu¨hr-
liche Analyse der Stabilita¨tseigenschaften von BDF-Verfahren findet man bei [40] in den
Kapiteln 7.2 bzw. 6.2.
4.4 Sattelpunkt-Probleme
Bei der Wahl der Finite-Element-Ra¨ume fu¨r die Geschwindigkeit v und den Druck p
orientieren wir uns an der Sattelpunkt-Theorie der Stokes-Gleichung. Eine ausfu¨hrliche
Darstellung der Theorie der Sattelpunktprobleme findet man z.B. in [19], Kapitel 12 oder [6],
S.139ff. Dazu betrachten wir die zeitunabha¨ngige Stokes-Gleichung mit dem Koeffizienten
ν = 1. Die Wahl von ν = 1 erfolgt o.B.d.A., da die Gleichung theoretisch geeignet skaliert
werden kann.
Betrachten wir zuna¨chst die schwache Formulierung der nicht gesplitteten Stokes-Gleichung:
X = H10 (Ω)
2 , M = L2,0(Ω) := {q ∈ L2(Ω);
∫
Ω
q dx = 0} , (4.23)
a(v, u) =
∫
Ω
∇v · ∇u dx , (4.24)
b(u, q) =
∫
Ω
(∇ · u)q dx . (4.25)
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Gesucht werden (v, p) ∈ X ×M , so dass
a(v, u) + b(u, p) = (f, u)0 fu¨r alle u ∈ X , (4.26)
b(v, q) = 0 fu¨r alle q ∈M . (4.27)
Jede klassische Lo¨sung von (4.23) - (4.27) ist auch Lo¨sung der Stokes-Gleichung.1 Setzt man
W = X ×M und c(v, p) := a(v, u) + b(u, p) + b(v, q), erkennt man, dass die Frage nach der
Existenz und Eindeutigkeit dieses Problems nicht analog zur Theorie fu¨r elliptische, partielle
Differentialgleichungen behandelt werden kann, da c u¨berW nicht elliptisch ist. Es ist also im
Gegensatz zu einem elliptischen Problem hier nicht das Ziel, das Minimum eines Funktionals
wie beim Satz von Lax-Milgram zu bestimmen, sondern einen Sattelpunkt.
Um die Existenz einer Lo¨sung von Sattelpunktproblemen nachweisen zu ko¨nnen, beno¨tigt
man einen abstrakteren Existenzsatz als den Satz von Lax-Milgram. Die funktionalanalytische
Theorie dieses Satzes wird z.B. in [6], Kapitel III §3 beschrieben.
Mit Hilfe dieser theoretischen Grundlagen sagt der in [6], S.124, Satz 4.3 formulierte Hauptsatz
fu¨r Sattelpunktprobleme aus, dass, falls die Bilinearform a(., .) u¨ber
V := {u ∈ X ; (∇ · u , q)0,Ω = 0 fu¨r q ∈ V }
elliptisch ist und die Bilinearform b die inf-sup- oder Babuska-Brezzi-Bedingung
inf
µ∈M
sup
u∈X
b(u, µ)
‖u‖‖µ‖ ≥ α > 0
erfu¨llt, die Existenz und Eindeutigkeit des Sattelpunktproblems (4.23) - (4.27) garantiert
ist. Die Bilinearform a ist u¨ber ganz H10 elliptisch, daher ist laut [6], S.140 diese Bedingung
erfu¨llt, ebenso wie die inf-sup-Bedingung fu¨r die oben angegebenen Ra¨ume.
Bei den Konvergenzbetrachtungen der Finite-Element-Methode fu¨r Sattelpunktproble-
me wird vorausgesetzt, dass auch die Ansatzra¨ume Xh und Mh diese Bedingungen erfu¨llen.
Die Elliptizita¨t gilt trivialerweise fu¨r konforme Finite-Element-Ra¨ume, da die Bilinear-
form a(., .) u¨ber H10 (Ω) elliptisch ist, wodurch sich diese Eigenschaft auf die Unterra¨ume
vererbt. Um die Babuska-Brezzi-Bedingung zu erfu¨llen, mu¨ssen hingegen Xh undMh geeignet
gewa¨hlt werden.
Es hat sich herausgestellt, dass diese Bedingung nicht nur von theoretischer Bedeu-
tung ist. Innerhalb der Stro¨mungsmechanik wurde die praktische Erfahrung gemacht,
dass die Verwendung von finiten Elementen, welche die Babuska-Brezzi-Bedingung nicht
erfu¨llen, oft zu Instabilita¨ten in der Lo¨sung fu¨hrt. Ein popula¨res Beispiel fu¨r solche Elemente
ist das Q1 − P0 Element, vergleiche hierzu [6], S.143f. Um die Einhaltung der Babuska-
Brezzi-Bedingung zu garantieren, werden wir in dieser Arbeit das Taylor-Hood-Element
verwenden. Es gibt zwei Varianten des Taylor-Hood-Elements. Fu¨r die erste, mit den
Finite-Element-Ra¨umen
Xh = {vh ∈ C(Ω¯)2 ∩H10 (Ω)2 ; vh|T ∈ P2 fu¨r T ∈ Th} , (4.28)
Mh = {qh ∈ C(Ω) ∩ L2,0(Ω) ; qh|T ∈ P1 fu¨r T ∈ Th} (4.29)
1Siehe Bemerkung 5.2 in [6] oder Bemerkung 12.2.1 in [19]
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Abbildung 4.1: Zwei Varianten des Taylor-Hood-Elements. v ist an den Knoten ( • ) und p
an den Knoten ( ◦ ) gegeben.
werden fu¨r die Geschwindigkeit Polynome ho¨heren Grades als fu¨r den Druck herangezogen. Die
zweite stabile Variante verwendet fu¨r die Geschwindigkeit stu¨ckweise lineare Funktionen. Um
mit diesen ein stabiles Element zu erhalten, wird fu¨r die Geschwindigkeit die Triangulierung
verwendet, die sich durch die globale regula¨re Verfeinerung des Gitters ergibt, welches fu¨r den
Druck verwendet wird. Hieraus entstehen folgende Finite-Element-Ra¨ume:
Xh = {vh ∈ C(Ω¯)2 ∩H10 (Ω)2 ; vh|T ∈ P1 fu¨r T ∈ Th/2} , (4.30)
Mh = {qh ∈ C(Ω) ∩ L2,0(Ω) ; qh|T ∈ P1 fu¨r T ∈ Th} . (4.31)
Damit ist Folgendes klar: Falls fu¨r die Unterra¨ume Xh, Mh bekannt ist, dass sie die Babuska-
Brezzi-Bedingung erfu¨llen, so erfu¨llen Xh ⊂ Xˆh , Mh sie ebenfalls. Diesen Umstand werden
wir uns bei der Entwicklung eines adaptiven Algorithmus zur Verfeinerung im Ort zunutze
machen.
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Abbildung 4.2: Taylor-Hood Typ2 mit Xh ⊂ Xˆh, Mh
4.5 Verfahren zur Lo¨sung linearer Gleichungssysteme
Wie schon in den Kapiteln 4.1 und 4.3 erwa¨hnt, werden im Laufe des Splitting-Algorithmus
viele große, du¨nnbesetzte lineare Gleichungssysteme zu lo¨sen sein, die von einer Finite-
Element-Diskretisierung herru¨hren. Es ist daher fu¨r einen effektiven Splitting-Algorithmus
wesentlich, geeignete Lo¨ser zu benutzen. Von einem solchen Lo¨ser erwartet man im Wesent-
lichen zwei Eigenschaften.
Die wichtigste ist sicherlich die Robustheit. Im Fall von reinen Diffusions-Reaktions-
Gleichungen existieren eine Reihe von Lo¨sern, die dieses Kriterium erfu¨llen, nicht so, wenn
es sich um eine Konvektions-Diffusions-Reaktions-Gleichung handelt.
Man spricht von einem robusten Verfahren, wenn dessen Konvergenzfaktor nicht nur -
wie im Fall reiner Diffusionsgleichungen - unabha¨ngig von h, sondern auch unabha¨ngig von
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der Pe´clet-Zahl und von der Art des Konvektionsfeldes k von eins weg beschra¨nkt bleibt,
vergleiche auch Ju¨rgen Bey in [3], S.238 ff.
Bei einem robusten Verfahren kann man also davon ausgehen, nach einer endlichen
Anzahl von Iterationsschritten die Lo¨sung zu erreichen. U¨ber die Geschwindigkeit dieses
Vorgangs sagt der Begriff robust nichts aus. Ju¨rgen Bey schreibt in seinem Buch [3], S.239
hierzu:
”Fu¨r konvektionsdominierte Probleme im R
2, R3, mit variablen Koeffizienten exis-
tiert unseres Wissens nach bisher kein Verfahren, dessen Robustheit wirklich be-
wiesen wa¨re - jedenfalls keines mit optimaler oder zumindest quasioptimaler Kom-
plexita¨t.“
Damit kommen wir zur zweiten wesentlichen Eigenschaft der (optimalen) Komplexita¨t. Das
bedeutet, dass
1. der Rechenaufwand pro Iterationsschritt ho¨chstens linear mit der Anzahl der Unbekann-
ten wa¨chst und
2. die Konvergenzrate unabha¨ngig von der verwendeten Gitterweite h ist.
Bei einem Verfahren mit optimaler Komplexita¨t steigt entsprechend der Rechenaufwand, der
beno¨tigt wird, um den Anfangsfehler in einer geeigneten Norm um einen konstanten Faktor
zu reduzieren, nur linear an. Von einem quasioptimalen Verfahren spricht man, falls hier ein
logarithmischer Faktor auftritt.
Im Laufe der numerischen Tests wurde mit einer Reihe von Lo¨sern experimentiert.
Die Ergebnisse sollen hier kurz zusammengefasst werden. Fu¨r die abschließende Version
des Splittings wurde dann eine sparse-LU-Zerlegung mit UMFPACK zur Lo¨sung der
Gleichungssysteme benutzt.
4.5.1 Iterative Lo¨ser
Im Folgenden werden zuna¨chst die Erfahrungen mit einigen Verfahren beschrieben, welche
sehr robust sind. Im Anschluss wenden wir uns den Multilevel-Verfahren zu, welche bei
Problemen ohne Konvektion die oben erwa¨hnte optimale bzw. zumindest quasi optimale
Komplexita¨t besitzen, wie in [3], Kapitel 5.2.2 nachzulesen ist. Diese verlieren sie jedoch
bei Konvektions-Diffusions-Reaktions-Gleichungen. Die bei Multilevel-Verfahren u¨blichen
Prolongations- und Restriktionsoperatoren werden unabha¨ngig vom Lo¨ser innerhalb des
Splittingalgorithmus verwendet.
Vorab kann zu allen iterativen Verfahren angegeben werden, dass ihr Konvergenzver-
halten deutlich besser war als es die Literatur zu Konvektions-Diffusions-Gleichungen
vermuten la¨sst. Der Grund ist der insbesondere bei kleinen Zeitschrittweiten bedeutende
Reaktions-Term.
MINRES, GMRES und restarted GMRES
GMRES Das GMRES-Verfahren (siehe dazu [16]) ist ein Krylov-Raum-Verfahren zur
Lo¨sung linearer Gleichungssysteme und kann fu¨r beliebige regula¨re Matrizen eingesetzt wer-
den. Dazu wird zur Konstruktion einer Orthonormalbasis des Krylov-Raumes die so genannte
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Arnoldi-Methode verwendet, welche auf einem Gram-Schmidt-Verfahren u¨ber diesem Raum
basiert. Die Art und Gro¨ße des Krylov-Raumes ha¨ngt von der Na¨herung ab, mit der der
Algorithmus gestartet wird. Je besser die Startna¨herung ist, desto schneller konvergiert das
GMRES-Verfahren. Im Anschluss an die Konstruktion einer Orthonormalbasis des Krylov-
Raumes muss dann ein Least-Square Problem gelo¨st werden.
restarted GMRES Der GMRES-Algorithmus ist robust, jedoch wachsen die Rekursionen
beim Arnoldi-Verfahren linear mit der Dimension des Krylov-Raums. Im schlechtesten Fall
kann die Dimension des Krylov-Raums die Gro¨ße des Finite-Element-Problems erreichen, wo-
durch schnell die Grenzen des Speichers erreicht sind und die Lo¨sung rechnerisch zu aufwendig
wird. Daher verwendet man in der Regel eine restarted Version des GMRES-Algorithmus. Da-
zu wird der GMRES-Algorithmus mit einer festen Krylov-Raum-Dimension gestartet und nur
u¨ber diesem Raum wird das Least-Square-Problem gelo¨st. Ein solches Verfahren wird oft in
der Form GMRES(Krylov-Raum-Dimension) angegeben. Mit der daraus gewonnenen Na¨he-
rung wird das GMRES erneut gestartet.
Wir haben mit der Variante GMRES(60) experimentiert, welche auf unseren Testproblemen
robust war. Jedoch beno¨tigte der GMRES(60) mit steigender Pe´clet-Zahl wesentlich mehr
Iterationen und war als Lo¨ser fu¨r Pe´clet-Zahl zwischen 103 und 105 zu aufwendig. Der Wert
der Pe´clet-Zahl, ab dem das Verfahren in Hinblick auf die CPU-Kosten unbrauchbar wird,
variiert, da auch die Natur des Testproblems von Bedeutung ist.
MINRES Ist klar, dass es sich bei der Matrix A um eine symmetrische handelt, kommt
man mit kurzen Rekursionen, d.h. nicht mit der Dimension des Krylov-Raums wachsenden
Dimensionen, und folglich mit einem wesentlich geringeren Speicherbedarf aus. Die fu¨r sym-
metrische Matrizen spezialisierte Variante des Arnoldi-Algorithmus heißt Lanczos-Verfahren
und die daraus resultierende Variante des GMRES-Verfahrens heißt MINRES. Eine detail-
lierte Darstellung des MINRES-Verfahrens findet sich in [16], Kapitel 2.5.
Interessant fu¨r die Lo¨sung der beim Splitting auftretenden Druckaktualisierungsgleichung
ist die Fa¨higkeit des MINRES-Algorithmus, indefinite Probleme zu lo¨sen. Ebenso wie der
GMRES-Algorithmus ist das MINRES-Verfahren eine robuste Methode zur Lo¨sung von li-
nearen Gleichungssystemen.
Der MINRES-Algorithmus ha¨tte aus numerischer Sicht weiter bei der Implementierung zur
Lo¨sung der Druckkorrekturgleichung verwendet werden ko¨nnen. Da er jedoch bei der von
uns verwendeten Anzahl von Freiheitsgraden keine wesentlichen Vorteile gegenu¨ber einer Be-
handlung mit einer sparse-LU-Zerlegung mit UMFPACK aufwies, wurde auf die Verwendung
des MINRES-Algorithmus im Hinblick auf eine einfachere Wartung des Programm-Codes
verzichtet.
Mehrgitter-Verfahren mit Gauß-Seidel-Gla¨tter Fu¨r Probleme ohne Konvektion haben sich
hier die so genannten Mehrgitter-Verfahren (engl. multigrid) als Lo¨ser mit einer optimalen
Komplexita¨t bewa¨hrt.
Dabei machen sich die Mehrgitter-Verfahren die in [27], Kapitel 5.1.2 oder [6], S.201f beschrie-
benen Gla¨ttungseigenschaften der klassischen Iterationsverfahren, wie zum Beispiel des Gauß-
Seidel-Verfahrens, zunutze. Damit das Gauß-Seidel-Verfahren konvergiert, muss die Matrix A
einige Bedingungen erfu¨llen. Ein hinreichendes Kriterium fu¨r die Konvergenz des Gauß-Seidel-
Verfahrens liefert der folgende Satz.
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Satz 4.15
Das Gauß-Seidel-Verfahren konvergiert global und monoton bzgl. ‖.‖∞, wenn das starke Zei-
lensummenkriterium erfu¨llt ist:
m∑
j=1;j 6=i
|aij | < |aii| ∀ i = 1, ...,m
Beweis: Siehe [27], S.197, Satz 5.3.
Weitere Details zu diesem Themenkomplex findet man in [27], Kapitel 5.1.2.
Fu¨r Probleme mit verschwindendem Konvektionsanteil ist das Gauß-Seidel-Verfahren
fu¨r die aus dem Galerkin-Verfahren resultierenden Matrizen folglich als Gla¨tter geeignet.
Grundlage fu¨r die Mehrgitter-Verfahren ist eine Menge von Ansatzra¨umen
V0 ⊂ V1 ⊂ V2...Vn ⊂ H10 (Ω) ,
die ineinander verschachtelt sind und z.B. durch Verfeinerungsprozesse, wie sie in Kapitel 7.2
beschrieben werden, entstehen.
Zum U¨bergang zwischen den Gittern beno¨tigt man den Prolongations- sowie den Restrik-
tionsoperator. Die Prolongation bildet von Vi nach Vi−1 ab, die Restriktion umgekehrt von
Vi−1 nach Vi. Die Knoten des gro¨beren Gitters werden im Folgenden mit IH und die des
verfeinerten Gitters mit Ih bezeichnet. Die neu hinzugekommenen Knoten erha¨lt man durch
J = Ih\IH .
Ein geeigneter Prolongations- und Restriktionsoperator entsteht, indem wir die Dar-
stellung der Basisvektoren φH,i in der Basis Φh := {φh,k : k ∈ Ih} des Raumes Vh benutzen.
Dies ist mo¨glich, da Vh durch eine Verfeinerung aus VH hervorgegangen ist, also VH ⊂ Vh ist.
Bezeichnen wir nun mit Nk ⊂ J die benachbarten Knoten von k ∈ IH in Ih. Mit
diesen Bezeichnungen erha¨lt man fu¨r die Basisfunktion der gro¨beren Triangulierung folgende
Darstellung:
φH,k =
∑
m∈{k}∪Nk
φH,k(m)φh,m .
Daraus ergibt sich fu¨r die Prolongationsmatrix P
Pm,k = φH,k(m), m ∈ Ih , k ∈ IH (4.32)
und entsprechend wa¨hlen wir den Restriktionsoperator nach [27], S.238 gleich P t.
Beim Splitting ohne Postprocessing verwenden wir lineare finite Elemente in der Va-
riante des in Kapitel 4.4 beschriebenen Taylor-Hood-Elements, so dass wir schon zum
Startzeitpunkt des Splittings u¨ber zwei Gitter verfu¨gen, wobei das zweite durch eine regula¨re
Verfeinerung des ersten entstanden ist. Hier bietet sich die Verwendung eines Mehrgitter-
Verfahrens an. Entstand das Druckgitter seinerseits durch mehrfache Verfeinerungen, so
ko¨nnen auch tiefere V-Zyklen benutzt werden.
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Mit zunehmender Bedeutung des Konvektionsanteils verliert das Gauß-Seidel-Verfahren seine
Gla¨ttungseigenschaft, bis schließlich das gesamte Mehrgitter-Verfahren nicht mehr konver-
giert. Das Verfahren konvergiert folglich bei einer impliziten Behandlung des nichtlinearen
Terms abha¨ngig von dem Testproblem und der Zeitschrittweite fu¨r Pe´clet-Zahlen gro¨ßer 102
nicht mehr.
Der Grund fu¨r das gute Konvergenzverhalten auch bei recht großen Pe´clet-Zahlen liegt in der
Bedeutung des Reaktionsterms, insbesondere bei kleinen Zeitschrittweiten. Dadurch werden
die Gla¨ttungseigenschaften im Sinne von Satz 4.15 verbessert.
Eine Alternative zum traditionellen Multilevel-Verfahren mit Gauß-Seidel-Gla¨tter be-
steht im Einsatz von einem speziell fu¨r konvektionsdominante Probleme entwickelten
Multilevel-Verfahren, wie z.B. dem im Artikel [39] von Gerhard Starke vorgestellten.
4.5.2 sparse-LU-Zerlegung mit UMFPACK
Die Verwendung des Programmpaketes UMFPACK erlaubt die direkte Lo¨sung von linearen
Gleichungssystemen Ax = b mit einer du¨nnbesetzten und unsymmetrischen Matrix A. Das
Paket wird von Tim Davis von der University of Florida entwickelt und in MATLAB2
eingesetzt, kann jedoch auch separat von diversen Programmiersprachen aus genutzt werden.
Die von UMFPACK zur LU-Faktorisierung von Matrizen eingesetzte Methode ver-
sucht, geeignete Permutationen zu finden, um bei der Zerlegung neue Nicht-Null-Eintra¨ge zu
vermeiden.
Eine optimale Sortierung hierfu¨r zu finden, die auch noch die numerische Stabilita¨t
garantiert, ist ein NP-vollsta¨ndiges Problem. Daher verwendet UMFPACK heuristische
Ansa¨tze zur Lo¨sung dieses Problems. Die Matrix A wird analysiert und eine von drei
Strategien unsymmetrisch, 2x2 und symmetrisch zum Sortieren der Zeilen und Spalten
ausgewa¨hlt. Dabei ist symmetrisch nicht direkt mit der entsprechenden Matrixeigenschaft
gleichzusetzen. Die symmetrische Strategie wird auch bei na¨herungsweise symmetrischen
Matrizen verwendet.
Weitere technische Details zum Vorgehen des UMFPACK-Programmpaketes findet man im
”User Guide UMFPACK Version 4.4“ [9] und in den Vero¨ffentlichungen von Tim Davis zu
diesem Algorithmus, so z.B. in [10].
Selbst einem sehr intelligenten direkten Lo¨ser wie UMFPACK sind natu¨rlich im Ge-
gensatz zu iterativen Verfahren durch den beno¨tigten Speicher und die mangelnde quasi
optimale Komplexita¨t engere Grenzen fu¨r die Lo¨sung sehr großer Gleichungssysteme gesetzt.
Die quadratischen finiten Elemente zeichnen sich gegenu¨ber den linearen bei gleicher
Anzahl an Freiheitsgraden durch eine dichtere Besetzung der Matrix A aus. Allerdings war
bei beiden der UMFPACK-Lo¨ser bei den von uns behandelten Problemen mit weniger als
600.000 Freiheitsgraden allen anderen Verfahren in zweierlei Hinsicht u¨berlegen:
Erstens in Hinblick auf die Robustheit und zweitens auf die Lo¨sungsgeschwindigkeit, beson-
2Version 4.3 ist als eingebaute Routine in MATLAB 7.1. enthalten, die Version 4.0 UMFPACK war in
MATLAB 6.5 integriert. Die in dieser Arbeit pra¨sentierten numerischen Ergebnisse wurden mit Hilfe der
UMFPACK Version 4.4 vom 28 Januar 2005 erzeugt.
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ders in den konvektionsdominierten Fa¨llen. Bei den im Fall einer expliziten Behandlung des
nichtlinearen Terms auftretenden Helmholtz-Gleichungen war der Unterschied zwischen den
iterativen Verfahren und dem UMFPACK-Lo¨ser geringer, jedoch immer noch erkennbar. Der
Grund hierfu¨r ist sicherlich u.a. in der optimierten Implementierung und der Verwendung
einer ebenfalls optimierten BLAS-Variante, ATLAS (Automatically Tuned Linear Algebra
Software), zu suchen. Daher haben wir uns zur Verwendung von UMFPACK als Lo¨ser fu¨r
alle im Splitting auftretenden du¨nnbesetzten Gleichungssysteme entschlossen.
Durch die Verwendung von UMFPACK als Lo¨ser fu¨r die entstehenden Gleichungssys-
teme besteht die Gefahr, dass die Geschwindigkeitsvorteile einer expliziten Behandlung
verschleiert werden. Deshalb sollte festgehalten werden, dass mit einer wachsenden Zahl
an Unbekannten sowie fu¨r eine dichtere Besetzung der Matrix A, wie sie zum Beispiel
im dreidimensionalen Fall auftritt, die Kosten zur Lo¨sung bei der impliziten Behandlung
gegenu¨ber der expliziten sta¨rker ansteigen werden.
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5 Entwicklung einer Splitting-Methode fu¨r die
finiten Elemente
5.1 Verfahren zur Gradientenrekonstruktion
An vielen Stellen des Splittingalgorithmus muss der Gradient einer Funktion uh aus dem
Finite-Element-Raum gebildet werden. Auf Grund der Natur dieses Raumes
Vh = {uh ∈ C(Ω¯) ;uh|T ∈ P1 fu¨r T ∈ Th}
ist die Bildung des Gradienten an den Knoten nicht direkt mo¨glich.
Die Idee, einen Raum so zu wa¨hlen, dass uh ∈ C1(Ω¯) ist, also die in [6], S.62f beschriebenen
C1-finiten Elemente zu verwenden, erweist sich als problematisch, da in diesem Fall zusa¨tzlich
Randbedingungen beno¨tigt werden.
Wir werden daher auf ein Verfahren, das durch den Operator Rhuh ≈ ∇u , Rh : Vh → Vh×Vh
dargestellt wird, zuru¨ckgreifen. Ein solches Verfahren wird als Gradientenrekonstruktion be-
zeichnet. Fu¨r viele Aufgaben hat sich ein recht einfaches Verfahren bewa¨hrt, die Rekonstruk-
tion u¨ber Mittelung, die z.B. in [27], Kapitel 4.2, S.182f vorgestellt wird.
5.1.1 Rekonstruktion u¨ber Mittelung
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Abbildung 5.1: Dreiecksumgebung von a
Fu¨r einen Knoten a sei die Menge 4(a) := ⋃K : a∈∂K K die Dreiecksumgebung von a (siehe
Abbildung 5.1). Die Menge entspricht dem Tra¨ger der Basisfunktion am Knoten a. Um den
Gradienten einer Funktion uh ∈ Vh an jedem Knoten a der Triangulierung Ih zu konstruieren,
bildet man eine Mittelung aus den Werten der Gradienten aller Elemente aus 4(a). Weniger
einfach ist die Frage nach einer geeigneten Mittelung zu beantworten. In [27] wird mit Hilfe
der Gro¨ße von 4(a) gemittelt:
Rhuh(a) :=
1
|4(a)|
∑
K⊂4(a)
|K|∇uh|K .
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Eine Alternative besteht darin, u¨ber die Anzahl der Elemente n in 4(a) zu mitteln:
Rhuh(a) :=
1
n
∑
K⊂4(a)
∇uh|K .
An Abbildung 5.1 sieht man die Schwa¨che beider Verfahren. Sei a z.B. der Punkt (0,0) und
die Funktion, deren Gradienten es zu rekonstruieren gilt, lautet f(x, y) := y2. Wird die erste
Form der Mittelung verwendet, wird sich fu¨r fy in (0, 0) eine negative Zahl ergeben, da die
drei Dreiecke unterhalb von a eine gro¨ßere Fla¨che aufweisen. Mittelt man hingegen auf der
Basis der Anzahl der Dreiecke, so ist es ebenfalls unmo¨glich, das korrekte Ergebnis Null zu
erhalten, da sich oberhalb von a vier Dreiecke befinden, unterhalb jedoch nur drei.
5.1.2 Rekonstruktion nach Zienkiewicz und Zhu
Eine Variante, die Frage nach der geeigneten Mittelung zu lo¨sen, besteht in der Umformulie-
rung in ein Minimierungsproblem, wie es in dem Artikel [45] von Zienkiewicz/Zhu in dem
so genannten Z2-Verfahren geschieht. Das Ziel ist es, eine lineare Ausgleichsfunktion fu¨r
jede Komponente von ∇uh bzgl. der Werte von ∇uh an den Schwerpunkten xS der Drei-
ecke zu bilden. Mit p(x) = [1, x1, x2]T muss nun fu¨r die Komponenten von ∇uh ein Vektor
c(i) = [c(i)0 , c
(i)
1 , c
(i)
2 ] i = (1, 2) bestimmt werden, so dass
c(i) = min
cˆ(i)∈R3
∑
K⊂4(a)
(
∂uh(xS)
∂xi
− p(xS) · cˆ(i)
)2
.
Der gemittelte Gradient in a ergibt sich damit durch Rhuh(a) = p(a)T [a(1), a(2)]. Das Z2-
Verfahren erfordert folglich wie der vorangegangene Mittelungsoperator die Bildung des Gra-
dienten auf jedem Element und daru¨ber hinaus die Lo¨sung eines Ausgleichsproblems, z.B.
mittels einer QR-Zerlegung fu¨r jeden Knoten.
5.1.3 Rekonstruktion mit Taylor-Ansatz
Das Z2-Verfahren ist zuna¨chst auf lineare finite Elemente beschra¨nkt und verliert fu¨r die
Randpunkte des Gebietes Ω stark an Genauigkeit. Um den Gradienten am Rand besser zu
erfassen und um unabha¨ngig von der Ho¨he des Polynomgrades u¨ber den finiten Elementen
und der Verwendung von entweder Dreiecken oder Quadraten zu sein, wurde fu¨r diese Arbeit
ein neuer Mittelungsoperator entwickelt, der auf einem Taylor-Ansatz im Punkt a basiert.
Hierzu nehmen wir an, dass es sich bei der Funktion u, welche durch uh approximiert wird,
lokal um eine C2-Funktion handelt. (xj , yj) (j = 1...m) m ≥ 5 seien Punkte in der Umgebung
von a, an denen Na¨herungswerte fu¨r u durch die Funktion uh vorhanden sind. Die Menge
all dieser Punkte bezeichnen wir mit Uˆ . Eine mo¨gliche Wahl sind alle Nachbarn von a und
wiederum deren Nachbarn. Bei quadratischen Ansatzfunktionen kann man in der Regel auf
die Nachbarn der Nachbarn verzichten.
Damit la¨sst sich in a die folgende Gleichung mit Hilfe des Taylorpolynoms aufstellen:
T2(xj , yj)− u(xa, ya) ≈ uh(xj , yj)− uh(xa, ya) = ux(xa,ya)(xj − xa) + uy(xa,ya)(yj − ya)
+0.5[uxx(xa,ya)(xj − xa)2 + uxy(xa,ya)(xj − xa)(yj − ya) + uyy(xa,ya)(yj − ya)2]
Die fett gedruckten Terme werden u¨ber die Lo¨sung eines Least-Squares-Problems mit einer
(m× 5)-Matrix ermittelt.
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Bemerkung 5.1
Wird diese Gradientenrekonstruktion fu¨r jeden Freiheitsgrad eines Elementes uh des n di-
mensionalen Finite Element Raums Vh durchgefu¨hrt, so notieren wir dies als GTuh. GT als
Operator hat die folgenden Eigenschaften:
• GT ist eine Abbildung von Vh → Vh × Vh
• GT ist durch seine Konstruktion u¨ber n lineare Ausgleichsprobleme linear
• GT ist als linearer Operator u¨ber endlichdimensionalen Vektorra¨umen Lipschitz-stetig
Es ist wichtig, mehr u¨ber die Abha¨ngigkeit der Lipschitzkonstante von h zu erfahren. Dazu
betrachten wir einen Ausschnitt einer so genannten Friedrichs-Keller-Triangulierung des Ein-
heitsquadrates, vgl. [27], S.57. Eine solche Triangulierung wird im weiteren auch als kanonische
Zerlegung oder kanonische Triangulierung eines Rechtecks bezeichnet. Die Abbildungen 5.2
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Abbildung 5.2: Bildung von GT im Inne-
ren von Ω mit Hilfe der
Nachbarknoten
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Abbildung 5.3: Bildung von GT im Inne-
ren von Ω mit Hilfe der
Nachbarknoten und de-
ren Nachbarknoten
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Abbildung 5.4: Bildung von GT auf ∂Ω
mit Hilfe der Nachbar-
knoten und deren Nach-
barknoten
skizziert den Fall der Rekonstruktion des Gradienten im Inneren mit Hilfe der Nachbarknoten.
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In Abbildung 5.3 werden zusa¨tzlich noch die Nachbarn der Nachbarknoten verwendet. Die
Abbildung 5.4 veranschaulicht den schwierigsten in der Ecke des Quadrats. Bezeichet man
nun mit h die La¨nge der Kathetenseiten der Dreiecke, so ergeben sich fu¨r die zu lo¨senden
Ausgleichsprobleme die folgenden Matrizen:
A5.2 =

h 0 h
2
2 0 0
−h 0 h22 0 0
0 h 0 0 h
2
2
0 −h 0 0 h22
−h h h22 −h
2
2
h2
2
h −h h22 −h
2
2
h2
2

A5.4 =

h 0 h
2
2 0 0
0 h 0 0 h
2
2
2h 0 2h2 0 0
0 2h 0 0 2h2
h h 2h2 2h2 2h2
2h h 2h2 h2 h
2
2
h 2h h
2
2 h
2 2h2

A5.3 =

h 0 h
2
2 0 0
−h 0 h22 0 0
0 h 0 0 h
2
2
0 −h 0 0 h22
−h h h22 −h
2
2
h2
2
h −h h22 −h
2
2
h2
2
h h h
2
2
h2
2
h2
2
−h −h h22 h
2
2
h2
2
−2h 2h 2h2 −2h2 2h2
2h −2h 2h2 −2h2 2h2
2h 0 2h2 0 0
0 2h 0 0 2h2
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Lemma 5.2
Sei a ∈ Th und vh, wh ∈ Vh. Des Weiteren sei Ia eine Indexmenge mit der Ma¨chtigkeit m,
durch welche alle xi ∈ Th, die zur Berechnung der Gradientenrekonstruktion in a benutzt
werden, bestimmt sind. [GTxh(a)]i ist die i-te Komponente des rekonstruierten Gradienten.
Mit diesen Bezeichnungen gilt:
| [GTuh(a)]i − [GTwh(a)]i | ≤ 2mK2(A)‖A‖2 |uh(Ia ∪ {a})− wh(Ia ∪ {a})|max (i = 1, 2) (5.1)
Beweis :
Wir verwenden die folgenden Bezeichungen; x := GTuh(a) und x˜ := GTwh(a). Sei e =
(1, ..., 1) ein Vektor der La¨nge m. Zur Berechnung der rekonstruierten Gradienten wird ein
Ausgleichsproblem Ax = uh(Ia) − uh(a)e bzw. Ax˜ = wh(Ia) − wh(a)e gelo¨st. Mit Hilfe der
Pseudoinversen erha¨lt man : x = (AtA)−1At(uh(Ia)− uh(a)e) und x˜ = (AtA)−1At(wh(Ia)−
wh(a)e). Mit der bekannten Identita¨t, s. z.B. [12] S.74,
K2(A)
‖A‖2 = ‖(AtA)−1At‖2 folgt nun:
| [GTuh(a)]i − [GTwh(a)]i | = |xi − x˜i| ≤ ‖x− x˜‖max ≤ ‖x− x˜‖2
= ‖(AtA)−1At(uh(Ia)− wh(Ia) + (wh(a)− uh(a))e‖2
≤ ‖(AtA)−1At‖2(‖uh(Ia)− wh(Ia)‖2 +m|wh(a)− uh(a)|)
≤ K2(A)‖A‖2 2m|uh(Ia ∪ {a})− wh(Ia ∪ {a})|max
¤
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Das Lemma 5.2 macht klar, dass der Faktor K2(A)‖A‖2 wichtig fu¨r die Libschitzstetigkeit vonGT ist
und damit, wie wir spa¨ter sehen werden, auch fu¨r die Qualita¨t der Gradientenrekonstruktion
ingesamt.
h A5.2 A5.3 A5.4
1/2 9.5 2.0 6.3
1/4 38.0 8.3 23.3
1/8 152.0 33.5 91.2
1/16 608.2 134.3 362.7
1/32 2433.1 537.5 1448.9
Tabelle 5.1: K2(A)‖A‖2
Bemerkung 5.3
Fu¨r Friedrichs-Keller-Triangulierung ist klar, dass K2(A)‖A‖2 = C1(a)O(h
−2) gilt. Die Entwicklung
von K2(A)‖A‖2 fu¨r die verschiedenen Fa¨lle kann der Tabelle 5.1 entnommen werden.
Bemerkung 5.4
Die Aussage K2(A)‖A‖2 = C1(a)O(h
−2) la¨sst sich auf andere Triangulierungen u¨bertragen. Die
Konstanten C1(a) ko¨nnen auf Grund der Struktur von Th stark variieren.
Fu¨r den praktischen Einsatz ist die Gro¨ße der Konstanten wichtig. An Hand der Tabelle 5.1
erkennt man, dass eine breitere Datenbasis zu einer Verringerung von K2(A)‖A‖2 fu¨hrt. Dies fu¨hrt
auch unter Beru¨cksichtigung von m zu seiner besseren Abscha¨tzung in Lemma 5.2.
Daru¨ber hinaus ist die Abscha¨tzung in Lemma 5.2 pessimistisch, unter anderem in Hinblick
auf die Ma¨chtigkeit der Menge m und damit auf die Gro¨ße des zur Gradientenrekonstruktion
verwendeten Patches. Im praktischen Einsatz verbessert sich das Konvergenzverhalten durch
die zusa¨tzliche Verwendung der Nachbarn der Nachbarn weit mehr als Bemerkung 5.3 bzw.
Tabelle 5.1 vermuten lassen.
Mit Hilfe von Lemma 5.2 kann nun der folgende Satz bewiesen werden.
Satz 5.5
Auf einer Friedrichs-Keller-Triangulierung gilt fu¨r die Libschitzstetigkeit von GT
‖[GTuh]i − [GTwh]i‖max ≤ C˜
h2
‖uh − wh‖max (i = 1, 2) (5.2)
‖GTuh −GTwh‖0 ≤ Cˆ
h2
‖uh − wh‖0 (5.3)
Beweis :
Seien Ai die Matrix zum Ausgleichsproblem am i-ten Knoten und mi die entsprechende
Ma¨chtigkeit. Dann sei
C˜
h2
= 2 max
j=1..n
K2(Ai)
‖Ai‖2 · maxj=1..nmi ,
49
5 Entwicklung einer Splitting-Methode fu¨r die finiten Elemente
so dass C˜ unabha¨ngig von h ist. Dann gilt mit Lemma 5.2
‖[GTuh]i − [GTwh]i‖max = max
i=1..n
| [GTuh(a)]i − [GTwh(a)]i |
≤ C˜
h2
‖uh − wh‖max .
Durch die A¨quivalenz der Normen in dem endlich dimensionalen Vektorraum Vh gilt damit
auch nach wenigen Umformungen die Abscha¨tzung 5.3.
¤
Der folgende Satz ist bei der Analyse der auf das Gradientenrekonstruktionsverfahren auf-
bauenden Algorithmen hilfreich.
Satz 5.6
Sei uh ∈ Vh eine Na¨herung an eine Funktion u ∈ V . Diese Na¨herung sei mit Fehlern behaftet,
die unabha¨ngig von der Triangulierung sind, in diesem Fall auf Grund einer Zeitdiskretisierung
mit der Zeitschrittweite 4t. Fu¨r diese Na¨herug gelte nun ‖Iu − uh‖0 ≤ O(hs) + O(4tk).
Des Weiteren gelte fu¨r GT ‖∇u − G(Iu)‖0 ≤ C1O(hl), wobei I : V → Vh hier wieder den
Interpolationsoperator bezeichnet.
Dann gilt:
‖∇u−Guh‖0 ≤ C1O(hl) + C2O(hs−2) + C3O(4tk) ·O(h−2) . (5.4)
Beweis:
Mit den Eigenschaften von GT aus Bemerkung 5.1 und der Abscha¨tzung aus Satz 5.5 erha¨lt
man direkt:
‖∇u−Guh‖0 = ‖∇u−G(Iu) +G(Iu)−Guh‖0 ≤ ‖∇u−G(Iu)‖0 + ‖G(Iu)−Guh‖0
≤ C1O(hl) + ‖G(Iu− uh)‖0 ≤ C1O(hl) + C˜
h2
‖Iu− uh‖0
≤ C1O(hl) + C2O(hs−2) + C3O(4tk) ·O(h−2) .
¤
Bemerkung 5.7 (Satz 5.4 fu¨r lineare und quadratische finite Elemente)
Fu¨r lineare finite Elemente gilt s = 2, fu¨r quadratische bei hinreichend großer Regularita¨t
s = 3. Fu¨r zeitunabha¨ngige Probleme ergibt sich damit aus der Abscha¨tzung 5.4 fu¨r die
linearen finiten Elemente
‖∇u−Guh‖0 ≤ C1O(hl) + C2
und fu¨r die quadratischen finiten Elemente bei ausreichender Regularita¨t
‖∇u−Guh‖0 ≤ C1O(hl) + C2O(h) .
Fu¨r Na¨herungen mit einem durch eine Zeitdiskretisierung verursachten Fehler erhalten wir
hingegen fu¨r lineare Ansa¨tze
‖∇u−Guh‖0 ≤ C1O(hl) + C2 + C3O(4tk) ·O(h−2)
und fu¨r quadratische
‖∇u−Guh‖0 ≤ C1O(hl) + C2O(h) + C3O(4tk) ·O(h−2) .
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Bemerkung 5.8 (Gro¨ßenordnung von C2)
Im folgenden Kapitel wird klar, dass C2 in der Regel sehr klein ist, so dass man im Allgemeinen
von C2 ≈ 0 ausgehen kann.
Bemerkung 5.9 (Praktische Konsequenzen von Satz 5.4)
Der Term C3O(4tk) ·O(h−2) in der obigen Abscha¨tzung bedarf einer weiteren Ero¨rterung.
Zum einen ist klar, dass bei einer festen Triangulierung dieser Term von der Ordnung k
gegen Null geht.
Werden hingegen sowohl h als auch 4t verfeinert, kommt es laut der obigen Abscha¨tzung
darauf an, dies zumindestens gleichma¨ßig zu tun. Eine Reduktion dieses Terms ist in der
Theorie erst dann sichergestellt, wenn 4t sta¨rker reduziert wird als h.
Im praktischen Gebrauch kommt es prima¨r auf die Natur des durch die Zeitdiskreti-
sierung erzeugten Fehlers an. Ist der Fehler langwellig, so ist der Term unabha¨ngig von h
von geringer Bedeutung. Ist der Fehler hingegen kurzwellig, so wird es bei einer alleinigen
Verfeinerung der Triangulierung zu einer Verschlechterung der gena¨herten Gradienten
kommen. Dies ist jedoch fu¨r den praktischen Gebrauch keine Einschra¨nkung, da es bei großen
durch die Zeitdiskretisierung verursachten Fehlern nicht sinnvoll ist, die Triangulierung zu
verfeinern.
Anpassung der Gradientenrekonstruktion GT auf adaptiv verfeinerte Gitter Mit Hilfe
einer im Folgenden beschriebenen Gewichtung sollen die oben erwa¨hnten Ausgleichsproble-
me so angepasst werden, dass sie auf adaptiv verfeinerten Gittern bessere Resultate liefern.
Zuna¨chst bewirkt eine Gewichtung, dass die errechneten Werte am Rand sowie an U¨ber-
gangsbereichen, die durch lokale Verfeinerung entstehen, verbessert werden. Hierzu werden
die Anzahl der Punkte danach unterschieden, ob sie oberhalb U1 := {xj , yj |yj > ya} oder
unterhalb U2 := {xj , yj |yj < ya} bzw. entsprechend rechts U3 := {xj , yj |xj > xa} oder links
U4 := {xj , yj |xj < xa} von a liegen. Es ist klar, dass
Uˆ =
4⋃
i=1
Ui
ist, mit U1
⋂
U2 = ∅ und U3
⋂
U4 = ∅. Des Weiteren beno¨tigen wir noch die folgenden
Bezeichnungen:
h1j = xj − xa h2j = yj − ya dj = 1√
h21j + h
2
2j
, (j = 1...m)
g1j =
h1j
dj
g2j =
h2j
dj
αi =
{
1 , falls (xj , yj) ∈ Ui
0 , falls (xj , yj) 6∈ Ui
G1 =
∑
(xj ,yj)∈U1
|g1j | G2 =
∑
(xj ,yj)∈U2
|g1j | G3 =
∑
(xj ,yj)∈U3
|g2j | G4 =
∑
(xj ,yj)∈U4
|g2j | .
Außerdem werden die Gleichungen jeweils mit 1dj skaliert, um Punkten, die sich na¨her an
a befinden, innerhalb der Ausgleichsrechnung ein gro¨ßeres Gewicht zu geben. Dies ist auch
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auf sehr regelma¨ßigen Gittern wie bei der Friedrichs-Keller-Triangulierung von Vorteil. Damit
ergibt sich schließlich als Gesamtgewicht fu¨r die Gleichung j:
sj =
4∑
i=1
αi
|h1j |+ |h2j |
djGi
, (j = 1...m) .
Superkonvergente Gradientenrekonstruktion Ein großer Vorteil vieler Verfahren zur Gra-
dientenrekonstruktion, die wir im Folgenden mit den Operatoren GM (Rekonstruktion u¨ber
Mittelung), GZ (Rekonstruktion nach Zienkiewicz und Zhu) und GT (Rekonstruktion mit
Taylor-Ansatz) bezeichnen werden, sind ihre Superkonvergenzeigenschaften. Von Superkon-
vergenz spricht man, wenn die mit Hilfe des rekonstruierten Gradienten Guh erzeugte Funk-
tion asymptotisch schneller gegen ∇u konvergiert als ∇uh. Die Superkonvergenzeigenschaft
konnte fu¨r den Operator GZ unter recht eingeschra¨nkten Voraussetzungen an die Zerlegung
Th von Ω und an die Glattheit der Lo¨sung v von Zienkiewicz und Zhu in dem Artikel [45]
gezeigt werden.
Fehler in der L2-Norm
Freiheitsgrade ‖∇u−∇uh‖L2 Quotient
243 6.39e-01 -
858 3.27e-01 1.95
3233 1.65e-01 1.98
12649 8.27e-02 1.99
50053 4.14e-02 1.99
Tabelle 5.2: Konvergenzverhalten des Gradienten
5.1.4 Vergleich der Verfahren
Um die drei Verfahren zur Gradientenrekonstruktion vergleichen zu ko¨nnen, lo¨sen wir eine
Laplace-Gleichung, deren exakte Lo¨sung
u = sin(pi(x− 1)/2) sin(pi(y − 1)/2)
lautet, mit Hilfe der Finite-Element-Methode. Somit wird die Gradientenrekonstruktion ba-
sierend auf einer Funktion uh durchgefu¨hrt, welche einige Na¨herungsfehler entha¨lt. Daru¨ber
hinaus wurde ein kreisfo¨rmiger Teil des Gitters lokal verfeinert, um die Verfahren auf Gittern
zu testen, wie sie durch adaptive Verfeinerungsprozesse entstehen.
Alle drei Verfahren rekonstruierten die partielle Ableitung
ux =
pi
2
cos(pi(x− 1)/2) sin(pi(y − 1)/2)
mit den in der Tabelle 5.3 angegebenen Fehlern.
Der Vergleich der Tabellen 5.2 und 5.3 zeigt die Vorteile der Gradientenrekonstruktion
gegenu¨ber der Verwendung des unbehandelten Gradienten der Funktion uh aus dem Finite-
Element-Raum. Ohne ein solches Verfahren sind die linearen finiten Elemente hinsichtlich
des Gradienten lediglich ein Verfahren erster Ordnung.
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ux gebildet mit GM (12649
Freiheitsgrade)
ux gebildet mit GZ (12649
Freiheitsgrade)
ux gebildet mit GT (12649
Freiheitsgrade)
Abbildung 5.5: Gradientenrekonstruktion im Vergleich
Einfache Rekonstruktion u¨ber Mittelung Z2 taylorbasierend
Freiheits- Fehler Fehler Fehler
grade Zeit Max L2 Quot. Zeit Max L2 Quot. Zeit Max L2 Quot.
243 0.00s 1.49e-01 6.21e-02 - 0.01s 1.49e-01 5.99e-02 - 0.02s 7.35e-02 6.21e-02 -
858 0.00s 7.68e-02 2.48e-02 2.50 0.04s 7.68e-02 1.95e-02 3.07 0.04s 2.33e-02 1.82e-02 3.41
3233 0.00s 3.87e-02 9.20e-03 2.62 0.13s 3.87e-02 6.57e-03 2.96 0.16s 6.85e-03 5.01e-03 3.63
12649 0.01s 1.94e-02 3.30e-03 2.78 0.51s 1.94e-02 2.25e-03 2.92 0.63s 2.64e-03 1.34e-03 3.74
50053 0.11s 9.70e-03 1.16e-03 2.84 2.07s 9.70e-03 7.83e-04 2.87 2.50s 1.35e-03 3.55e-04 3.77
Tabelle 5.3: Gradientenrekonstruktion im Vergleich
Unter den Rekonstruktionsverfahren erzielt die taylorbasierende Methode die besten
Resultate und liefert Reduktionsraten von na¨herungsweise zweiter Ordnung.
Das Z2-Verfahren ist zwar in der L2-Norm dem einfachen Rekonstruktionsverfahren u¨ber-
legen, weist jedoch in etwa den gleichen Fehler in der Maximumsnorm auf, da dieser, wie
Abbildung 5.5 verdeutlicht, am Rand auftritt. Dort liefern beide Verfahren wegen der
geringen Anzahl an Elementen pro Knoten die gleichen Resultate.
Die CPU-Kosten des taylorbasierenden und des Z2-Verfahrens sind, wie der Tabelle 5.3
entnommen werden kann, etwa gleich hoch, wobei das taylorbasierende Verfahren geringfu¨gig
aufwendiger ist. Das [27], Kapitel 4.2 entnommene Verfahren ist hingegen weitaus weniger
rechenintensiv als die beiden anderen Verfahren, da im Laufe der Rekonstruktion hier
keinerlei Gleichungssysteme auftreten. Auf Grund dieser Resultate wurde fu¨r das Splitting
dieses und das taylorbasierende Verfahren verwendet, wobei in der Regel letzteres zum
Einsatz kommt. Bei der expliziten Behandlung des nichtlinearen Terms wird die gu¨nstigste
Form der Gradientenrekonstruktion eingesetzt, zum einen, da sonst die Kosten fu¨r diese
Behandlung stark ansteigen und zum anderen, weil sich keine großen Vorteile bei der
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Verwendung des taylorbasierenden Verfahrens einstellen.
In der folgenden Bemerkung 5.10 werden die Eigenschaften des taylorbasierten Gradienten-
rekonstruktionsverfahrens kurz zusammengefasst.
Bemerkung 5.10
• Der Gradient von f ∈ C2(Ω¯) wird auf einem regelma¨ßigen Gitter im Inneren von Ω von
zweiter Ordnung approximiert. Fu¨r l aus dem Satz 5.4 gilt also l = 2.
• Numerische Tests haben ergeben, dass sich durch die beschriebene Gewichtung ver-
gleichbare Reduktionsraten auf adaptiv verfeinerten Gittern ergeben (s. z.B. Tabelle
5.3 ).
• Der Gradient von f ∈ C2(Ω¯) an den Knoten auf dem Rand von Ω wird nach numerischen
Tests mindestens von erster Ordnung approximiert, wie man dem Maximumsfehler in
der Tabelle 5.3 entnehmen kann.
Im Kapitel 5.5.4 wird sich herausstellen, dass es wu¨nschenswert ist, nicht nur die Ableitun-
gen erster sondern auch zweiter Ordnung rekonstruieren zu ko¨nnen. Inwieweit dies mo¨glich
ist und mit welchen Fehlern dabei zu rechnen ist, wird an der Ableitung uxx untersucht.
Die in der Tabelle 5.4 erzeugten Ableitungen wurden alle durch das erneute Anwenden des
Einfache Rekonstruktion u¨ber Mittelung Z2 taylorbasierend
Freiheits- Fehler Fehler Fehler
grade Max L2 Quot. Max L2 Quot. Max L2 Quot.
243 4.25e-01 2.47e-01 - 3.75e-01 2.21e-01 - 5.35e-01 2.53e-01 -
858 5.25e-01 1.98e-01 1.25 5.50e-01 1.46e-01 1.51 2.35e-01 9.27e-02 2.72
3233 5.20e-01 1.48e-01 1.33 5.51e-01 8.47e-02 1.75 1.56e-01 4.07e-02 2.27
12649 5.51e-01 1.05e-01 1.41 5.07e-01 5.29e-02 1.60 1.03e-01 1.71e-02 2.38
50053 5.08e-01 7.40e-02 1.42 5.51e-01 3.50e-02 1.51 1.03e-01 7.92e-03 2.16
Tabelle 5.4: Bildung von uxx im Vergleich
Verfahrens zur Gradientenrekonstruktion auf die partielle Ableitung nach x berechnet. Bei
der taylorbasierenden Rekonstruktion wa¨re es mo¨glich, auf diesen Schritt zu verzichten, da
das Verfahren direkt die partiellen Ableitungen bis zur zweiten Ordnung berechnet. Die so
gewonnenen Werte sind jedoch geringfu¨gig schlechter als die oben angegebenen, so dass wir
einheitlich die obige Methode verwendet haben.
Wie man sieht, ist das taylorbasierende Gradientenrekonstruktionsverfahren auch bei der Be-
rechnung der partiellen Ableitungen zweiter Ordnung in der Lage, gute Reduktionsraten in
der L2-Norm zu gewa¨hrleisten. Allerdings stagniert die Fehlerreduktion des Maximumsfeh-
lers. Wenn dies am Rand geschieht, ist die Konstruktion von Neumann-Randwerten, wie sie
im Kapitel 5.5.4 versucht wird, problematisch.
Das Problem tritt am sta¨rksten fu¨r die partiellen Ableitungen uxx und uyy auf, die den
Laplace-Operator bilden. Die gemischte partielle Ableitung uxy ist weniger stark betroffen,
wie man Tabelle 5.5 entnehmen kann. Die Abbildungen 5.6 und 5.7 machen deutlich, dass
beim zweimaligen Differenzieren nach einer Variablen die Fehler am Rand sehr groß werden
ko¨nnen.
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Einfache Rekonstruktion u¨ber Mittelung Z2 taylorbasierend
Freiheits- Fehler Fehler Fehler
grade Max L2 Quot. Max L2 Quot. Max L2 Quot.
243 1.14e-00 4.86e-01 - 1.14e-00 4.77e-01 - 2.22e-01 1.94e-01 -
858 7.88e-01 3.01e-01 1.61 1.26e-00 3.14e-01 1.51 8.01e-02 6.86e-02 2.82
3233 8.19e-01 2.09e-01 1.44 1.06e-00 2.05e-01 1.53 5.50e-02 2.36e-02 2.91
12649 8.22e-01 1.47e-01 1.42 1.06e-00 1.38e-01 1.48 4.14e-02 9.11e-03 2.59
50053 8.22e-01 1.04e-01 1.41 1.05e-00 9.58e-02 1.44 4.08e-02 4.19e-03 2.17
Tabelle 5.5: Bildung von uxy im Vergleich
Abbildung 5.6: uxy gebildet mit GT (3233 Frei-
heitsgrade)
Abbildung 5.7: uxx gebildet mitGT (3233 Frei-
heitsgrade)
Daher ist es sinnvoll, den im Kapitel 5.5.4 beno¨tigten Laplace-Operator mit Hilfe der Diver-
genzfreiheit umzuformulieren.
∇ · v = 0⇔ v1x + v2y = 0⇔ v1x = −v2y (5.5)
∇2v1 = v1xx + v1yy = v1yy − v2yx (5.6)
∇2v2 = v2xx + v2yy = v2xx − v1xy (5.7)
Fu¨r ν → 0 ist die Formulierung des Laplace-Operators und die damit verbundene Fehler-
reduktion, wie wir noch sehen werden, von geringer Bedeutung.
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Definition 5.11
Wir bezeichen mit G2 in Anlehnung an ∇2 die Rekonstruktion des Laplace-Operators durch
ggf. mehrfaches Anwenden einer Gradientenrekonstruktionstechnik mit Hilfe des in (5.5) ge-
zeigten Schemas
G2v1 = v1yy − v2yx ,
G2v2 = v2xx − v1xy .
5.2 Der Finite-Element-Splitting-Algorithmus
Zuna¨chst notieren wir einen Zeitschritt im Splitting fu¨r Spektrale Verfahren als Algorithmus:
Ein Zeitschritt im Splittingverfahren (Version I):
1. Berechne den Extrapolanten fu¨r den Druck p¯
2. Lo¨se die Gleichung fu¨r die Zwischengeschwindigkeit v˜ (explizit oder implizit)
3. Lo¨se fu¨r die Druckaktualisierung die Gleichung
−∇2pupdate = − β04t∇ · v˜n+1
4. Aktualisiere den Druck durch
p = pe + pupdate
5. Sorge fu¨r die Divergenzfreiheit von v mittels
vn+1 = v˜n+1 + 4tβ0∇pupdate
Die U¨berga¨nge zwischen den Gittern werden mit Hilfe der in Kapitel 4.5.1 vorgestellten
Prolongations- und Restriktionsoperatoren vorgenommen. Das bedeutet, dass die beno¨tigten
Integrale analog zum Vorgehen bei Multigrid-Verfahren auf den feineren Gittern berechnet
und dann durch unter Umsta¨nden mehrfaches Anwenden von P t auf das gro¨bere u¨bertragen
werden. Die Werte fu¨r den Gradienten des Drucks werden in Schritt 1 und 3 mit Hilfe von P
auf das feinere Gitter interpoliert.
Diese Version I des Splittings wurde von Heinrichs und Haschke mit Spektralen Ver-
fahren erfolgreich eingesetzt. Fu¨r die in dieser Arbeit verwendeten finiten Elemente traten
jedoch bei einigen Testfa¨llen in Zusammenhang mit kleinen Zeitschrittweiten insbesondere
bei der Navier-Stokes-Gleichung Probleme auf.
Die Ursache findet sich in den Schritten 3 bis 5. Die Methode der finiten Elemente ist
weniger genau als die der Spektralen Verfahren und beim Differenzieren geht hier zusa¨tzlich
mehr Genauigkeit verloren.
Kritisch ist jedoch vor allem die Berechnung von ∇ · v˜n+1. Im Allgemeinen wird selbst fu¨r
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die Darstellung der exakten Lo¨sung v mit Hilfe des Ih-Operators nicht
∇ · (Ihv(tn+1)) = 0
gelten, da der Finite-Element-Raum Vh keine absolut divergenzfreie Darstellung erlaubt. Bei
der Lo¨sung der Gleichung in Schritt 2 und der Gradientenrekonstruktion entstehen daru¨ber
hinaus weitere Fehler.
Im Anschluss wird in Schritt 3 eine Aktualisierung auf der Basis dieser Daten berech-
net. Der aus den oben angegebenen Gru¨nden entstehende Fehler ist zwar in jedem einzelnen
Zeitschritt gering, wird aber schrittweise zum Druck hinzuaddiert.
A¨ndert die Stro¨mung u¨ber einen la¨ngeren Zeitraum lediglich ihre Sta¨rke, aber nicht
ihre Struktur, so addiert man die immer wieder gleichen Darstellungsfehler zum Druck
hinzu. Durch den Faktor β04t wird dieser Effekt fu¨r kleine Zeitschritte deutlich versta¨rkt. Im
Laufe der Arbeit traten dadurch Instabilita¨ten abha¨ngig von der Re-Zahl und der Differenz
‖∇ · v −GT · Ihv‖ ab einer Schrittweite von ca. 4t = 164 und 200 Schritten auf.
Der Druck ist hierbei sta¨rker betroffen als die Geschwindigkeit, da hier der Fehler
dank dem Faktor 4tβ0 in Schritt 5 nicht durch die Wahl von 4t versta¨rkt wird. Dadurch
divergiert zuna¨chst der Druck und durch die Kopplung der beiden Gro¨ßen einige Zeitschritte
spa¨ter auch die Geschwindigkeit.
Es gibt nun drei Mo¨glichkeiten, diesem Problem zu begegnen:
Zuerst kann man die Darstellung der Lo¨sung im Finite-Element-Raum verbessern und
damit auch die Genauigkeit der berechneten Approximation steigern, indem man diese im
Ort verfeinert. Die Ortsverfeinerung fu¨hrt schnell auf zu große CPU-Kosten und kann das
Problem in der Praxis nicht beheben.
Zweitens kann man versuchen, das Verfahren zur Gradientenrekonstruktion zu verbes-
sern. Diesen Ansatz haben wir mit der Konstruktion des GT -Operators als Ersatz fu¨r den
einfacheren GM -Operator verfolgt. Damit war es zwar mo¨glich, das Problem abzumildern, es
ließ sich jedoch nicht vo¨llig beseitigen.
Drittens kann man sich bemu¨hen, einen Splittingschritt zu entwickeln, der den additi-
ven Charakter der Druckaktualisierung unterbricht.
5.3 Konstruktion einer Na¨herung fu¨r den Druck
Zentral hierbei ist es, den Druckextrapolanten auf eine andere Weise zu bestimmen.
Hierzu betrachten wir erneut die Gleichung (2.2). Diese Gleichung stellen wir nun nach ∇p
um und benutzen anschließend den ∇· Operator. Dabei setzen wir voraus, dass v divergenzfrei
ist und erhalten
−∇2p = −∇ · f +∇ · ((v · ∇)v) . (5.8)
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Den nichtlinearen Term kann man unter Ausnutzung der Divergenzfreiheit von v weiter ver-
einfachen zu
v1xv1x + v1v1xx + v2xv1y + v2v1xy + v1yv2x + v1v2xy + v2yv2y + v2v2yy
= v1xv1x + 2v2xv1y + v2yv2y + v1
d
dx
(v1x + v2y) + v2
d
dy
(v1x + v2y)
= v1xv1x + 2v2xv1y + v2yv2y .
Damit sind wir in der Lage, eine Gleichung zur Berechnung einer Na¨herung fu¨r pn+1 aufzu-
stellen, die im Stokes-Fall den Druck zum Zeitpunkt tn+1 direkt berechnen ko¨nnte.
−∇2p¯n+1 = −(fn+11x + fn+12y ) . (5.9)
Da wir am Stokes-Fall aber nur im Sinne eines Spezialfalles der Navier-Stokes-Gleichung
interessiert sind, arbeiten wir im Folgenden mit diesem Ansatz:
−∇2p¯n+1 = −(fn1x + fn2y) + vn1xvn1x + 2vn2xvn1y + vn2yvn2y . (5.10)
Mischformen im Sinne von
−∇2p¯n+1 = −(fn+11x + fn+12y ) + vn1xvn1x + 2vn2xvn1y + vn2yvn2y (5.11)
zum Erlangen einer ho¨heren Ordnung haben sich leider als weniger stabil herausgestellt als
der Ansatz 5.10.
Wird nun p mit Hilfe von 5.10 berechnet, so kann ausgeschlossen werden, dass sich die Fehler
in der oben aufgezeigten Weise addieren.
Ein Zeitschritt im Splittingverfahren (Version II):
1. Berechne eine Na¨herung p¯n+1 = pn an den Druck durch (5.10)
2. Lo¨se die Gleichung fu¨r die Zwischengeschwindigkeit v˜ (explizit oder implizit)
3. Lo¨se fu¨r die Druckaktualisierung die Gleichung
−∇2pupdate = − β04t∇ · v˜n+1
4. Aktualisiere den Druck durch
pn+1 = p˜n + pupdate.
5. Sorge fu¨r die Divergenzfreiheit von v mittels
vn+1 = v˜n+1 + 4tβ0∇pupdate
Wenn man die Versionen I und II des Splittings vergleicht, erkennt man, dass bei Version
II in jedem Zeitschritt ein Gleichungssystem mehr zu lo¨sen ist, womit nun im Laufe eines
Splittingschritts 2 · Picarditerationen + 2 Gleichungssysteme zu lo¨sen sind. Das zusa¨tzliche
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Gleichungssystem ist symmetrisch und kleiner als diejenigen, die bei der Lo¨sung der
Geschwindigkeitsgleichungen auftreten. Der neue Schritt 1 stellt daher also nur eine geringe
Steigerung der CPU-Kosten dar.
Um die Version II des Splittings kostenneutral zu realisieren, ko¨nnte man versuchen,
z.B. im Stokes-Fall auf die Schritte 3 und 4 zu verzichten, da p hier durch Schritt 1 ohne den
Einsatz einer Na¨herung an v berechnet werden kann. Fu¨r kleine Zeitschrittweiten ko¨nnte die
Na¨herung des konvektiven Terms (v · ∇)v in 5.10 so gut sein, dass man ebenfalls auf die
Schritte 3 und 4 verzichten kann.
Im Laufe einiger Testrechnungen stellte sich jedoch heraus, dass das Splitting ohne
die Schritte 3 und 4, welche die Divergenzfreiheit garantieren, qualitativ schlechter wird und
in seltenen Fa¨llen sogar instabil wird.
In diesem Algorithmus wird der Druck nun doppelt berechnet. Als Ergebnis des Druck-
aktualisierungsschritts ergibt sich pm+1 und anschließend wird p(tm+1) erneut mit Hilfe
der Gleichung (5.10) als p¯ approximiert. Es stellt sich nun die Frage, wie sich diese beiden
Na¨herungen zueinander verhalten. Dies ha¨ngt wesentlich von dem vorliegenden Problem ab.
Sind die Neumann-Randbedingungen von großer Bedeutung und sowohl ∇ · v als auch ∇ · f
gut mit einem Verfahren zur Gradientenrekonstruktion approximierbar, so kann (5.10) die
bessere Na¨herung liefern. Im Regelfall erzeugt jedoch der Druckaktualisierungsschritt die
genauere Na¨herung. Abbildung 5.8 zeigt die beiden Na¨herungen auf dem Testproblem III
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Abbildung 5.8: Druckvergleich
mit 4t = 1/64, ν = 1/1000 und BDF(3). Das in Abschnitt 5.5.2 definierte Testproblem setzt
sich aus mehreren trigonometrischen Funktionen zusammen und stellt daher vergleichsweise
hohe Anspru¨che an die Gradientenrekonstruktion. Wichtig fu¨r weitere U¨berlegungen in
Kapitel 7 ist die Tatsache, dass der durch (5.10) berechnete Druck zwar in der Regel eine
schlechtere Approximation an p ist, dass diese jedoch nicht das sonst u¨bliche schlechte
Einschwingverhalten des Splittings im Druck aufweist.
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Bei vielen Problemen ergeben sich die besten Ergebnisse im Druck, wenn man nur
alle i ∈ N Schritte eine Approximation auf Grund von (5.10) berechnet und bei den u¨brigen
Schritten entsprechend dem Splitting Version I verfa¨hrt. Dabei sind Werte von i = 1...10
abha¨ngig von dem Problem und der Zeitschrittweite 4t sinnvoll gewesen. Da die optimale
Anzahl an Schritten nicht adaptiv bestimmt werden konnte und im Extremfall schon i = 2
zum Divergieren des Verfahrens fu¨hrte, ist es die einzige robuste Methode, in jedem Schritt
wie in Version II des Splittings vorzugehen. Alle folgenden Angaben beziehen sich also
auf Version II des Splittings und die nach dem Druckaktualisierungsschritt berechnete
Approximation des Drucks.
5.4 Analyse des Splittingalgorithmus
Um die Stabilita¨ts- und Konvergenzeigenschaften des Splittingalgorithmus zu untersuchen,
betrachten wir zuna¨chst den Druckaktualisierungsschritt. In den Abschnitten 5.4.1 und 5.4.2
beschra¨nken wir unsere Untersuchung auf die Stokes-Gleichung.
5.4.1 Splittingfehler
Beim Druckaktualisierungsschritt wird die Gu¨ltigkeit der Gleichung (3.18) postuliert, um
mit ihrer Hilfe die Druckaktualisierung und darauf aufbauend die Geschwindigkeit vm+1 mit
v˜m+1 berechnen zu ko¨nnen. Die Gleichung (3.18) ist jedoch nicht exakt.
In einem Splittingschritt wird zuna¨chst eine Zwischengeschwindigkeit v˜m+1 zum Zeit-
punkt tm+1 auf der Basis des Druckextrapolanten p¯m+1 berechnet. Die Differenz zwischen
v˜m+1 und der Lo¨sung der Gleichung (3.13) vm+1 ist eine Folge der Verwendung des Druck-
extrapolanten statt des Drucks pm+1.
Bilden wir die Differenz der Gleichungen (3.16), deren Lo¨sung die Zwischengeschwindigkeit
v˜m+1 ist, und des Originalproblems (3.13), dessen Lo¨sung vm+1 ist, so erhalten wir:
β0
4t(v
m+1 − v˜m+1) +∇(pm+1 − p¯m+1) = ν∇2(vm+1 − v˜m+1) in Ω . (5.12)
Definition 5.12 (Splittingdefektterm)
Den im Druckaktualisierungsschritt (3.18) fu¨r ν 6= 0 oder ∇2(vm+1− v˜m+1) 6= 0 vernachla¨ssig-
ten Term aus (5.12)
ν∇2(vm+1 − v˜m+1)
bezeichnen wir im Folgenden als Splittingdefektterm.
Zur Abscha¨tzung dieses Splittingdefektterms beno¨tigen wir folgendes Lemma.
Lemma 5.13
Seien vm+1 und v˜m+1 ∈ H2(Ω) und Ω erfu¨lle die Voraussetzungen aus Satz 4.3, dann gilt fu¨r
die Zwischengeschwindigkeit v˜m+1 und die Lo¨sung des diskretisierten Problems vm+1 (3.13)
die Abscha¨tzung
‖vm+11 − v˜m+11 ‖2 ≤ C‖pm+1x − p¯m+1x ‖0 , (5.13)
‖vm+12 − v˜m+12 ‖2 ≤ C‖pm+1y − p¯m+1y ‖0 . (5.14)
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Beweis :
Die Abscha¨tzung wird mit Hilfe der H2-Regularita¨t bewiesen. Fu¨r die Bilinearform a(., .)
des Helmholtzproblems (3.22) sind beim Stokes-Fall alle Voraussetzungen fu¨r H2-Regularita¨t
erfu¨llt und fu¨r Ω wurden die entsprechenden Eigenschaften vorausgesetzt. Subtrahiert man
nun die beiden Variationsformulierungen
a(vm+11 , u) = (f1, u)L2 − (pm+1x , u)L2 ∀u ∈ Vh (5.15)
a(v˜m+11 , u) = (f1, u)L2 − (p¯m+1x , u)L2 ∀u ∈ Vh , (5.16)
so erha¨lt man ein Variationsproblem mit homogenen Null-Dirichlet-Randbedingungen, dessen
Lo¨sung vm+11 − v˜m+11 ist:
a(vm+11 − v˜m+11 , u) = −(pm+1x − p¯m+1x , u)L2 ∀u ∈ V . (5.17)
Da wir H2-Regularita¨t vorausgesetzt haben, erhalten wir nach der Definition 4.2 nun fu¨r die
Variationsformulierung (5.17) die Abscha¨tzung
‖vm+11 − v˜m+11 ‖2 ≤ C‖pm+1x − p¯xm+1‖0 . (5.18)
Der Beweis fu¨r v2 und py folgt analog.
¤
Mit diesem Lemma sind wir nun in der Lage, den Splittingdefektterm abzuscha¨tzen.
Satz 5.14
Sei [0, Tende] durch eine a¨quidistante Zerlegung mit der Schrittweite 4t diskretisiert und
p ∈ Cs+1(0, Tende). Des Weiteren sei p¯m+1 ein Extrapolant der Ordnung s in t an pm+1, so
gilt unter den Voraussetzungen von Lemma 5.13 fu¨r den Splittingdefektterm die folgende
Abscha¨tzung:
ν‖∇2(vm+11 − v˜m+11 )‖0 ≤ (4t)sνC‖
∂s
∂ts
pm+1−sx ‖0 +O(4t) , (5.19)
ν‖∇2(vm+12 − v˜m+12 )‖0 ≤ (4t)sνC‖
∂s
∂ts
pm+1−sy ‖0 +O(4t) . (5.20)
Beweis :
Aus Lemma 5.13 folgt mit ‖∇2u‖0 ≤ ‖u‖2∀u ∈ H2
ν‖∇2(vm+11 − v˜m+11 )‖0 ≤ ν‖vm+11 − v˜m+11 ‖2 ≤ νC‖
∂
∂x
(pm+1 − p¯m+1)‖0 . (5.21)
Da p¯m+1 ein Extrapolant s-ter Ordnung an pm+1 ist, kommen wir mit Hilfe einer Taylorent-
wicklung zu
νC‖ ∂
∂x
(pm+1 − p¯m+1)‖0 = (4t)sνC‖ ∂
s
∂ts
pm+1−sx ‖0 +O(4t) . (5.22)
Der Beweis fu¨r v2 und py folgt analog.
¤
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Der durch den Splittingdefektterm erzeugte Fehler ist im Vergleich zu den anderen Fehler-
quellen oft sehr klein. Wir werden daher in Kapitel 5.5.3 versuchen, die anderen Fehlerquellen
auszuschalten, um diesen Fehler nachweisen zu ko¨nnen.
Es ist wichtig festzuhalten, dass die Abscha¨tzung aus 5.14 fu¨r kleine ν, welche die besonders
interessanten Fa¨lle in der Stro¨mungsmechanik darstellen, einen entsprechend kleinen Fehler
durch den Splittingdefektterm erwarten la¨sst. Diese Analyse deckt sich mit den Aussagen von
Turek in [42], S.21f, dass Splittingverfahren ein schlechteres Konvergenzverhalten fu¨r große ν
aufweisen. Fu¨r ν → 0 geht der Splittingfehler gegen Null.
5.4.2 Zeitdiskretisierungsfehler
Dieser entsteht u.a. durch die Approximation des Ableitungsoperators ∂∂t durch ein BDF-
Verfahren und wird im Folgenden als Zeitfehler bezeichnet. Hier verwenden wir BDF-
Verfahren bis zur dritten Ordnung. Dieser Fehleranteil wird also maximal mit 4t3 verringert.
Ist der Splittingfehler vernachla¨ssigbar klein, so ko¨nnen wir den idealisierten Druckaktualisie-
rungsschritt auf seine Fehlerreduktionsordnung hin betrachten, um den Zeitdiskretisierungs-
fehler fu¨r den Druck und die Geschwindigkeit abscha¨tzen zu ko¨nnen. Dabei orientieren wir
uns an [24] und betrachten die Gleichung (3.18), in welche wir die exakte Lo¨sung einbringen
β0
4t(v
m+1 − Ihv(tm+1) + Ihv(tm+1)− v˜m+1) + (5.23)
∇(pm+1 − Ihp(tm+1) + Ihp(tm+1)− p¯m+1l ) = 0 in Ω , (5.24)
wobei hier erneut der Splittingdefektterm vernachla¨ssigt wurde. Diese Gleichung la¨sst sich
umformen zu
vm+1 − Ihv(tm+1) + 4t
β0
∇(pm+1 − Ihp(tm+1)) (5.25)
= 4t
(
v˜m+1 − Ihv(tm+1)
4t +
1
β0
∇(p¯m+1 − Ihp(tm+1))
)
. (5.26)
Da die Zwischengeschwindigkeit v˜m+1 durch eine Zeitdiskretisierung von l-ter Ordnung und
der Extrapolant p¯m+1 von s-ter Ordnung ist, erhalten wir den Fehler
vm+1 − Ihv(tm+1) + 4t
β0
∇(pm+1 − Ihp(tm+1)) ,
der mit
O(4tl) +O(4ts+1) (5.27)
gegen Null geht. Mit der Wahl r = l = s+1 erha¨lt man fu¨r die Stokes-Gleichung ein Verfahren
r-ter Ordnung in der Zeit.
5.4.3 Fehler durch die Finite-Element-Diskretisierung
Genau entgegengesetzt zum Splittingfehler verha¨lt es sich mit dem Fehler, der durch die
Lo¨sung auf der Basis der finiten Elemente entsteht, im weiteren Verlauf kurz Ortsfehler ge-
nannt. Das Ce`a-Lemma 4.7 sagt eine schlechtere Qualita¨t bei der Finite-Element-Lo¨sung fu¨r
ν → 0 voraus. Der Einsatz der Stromliniendiffusionsmethode bei den durch das Splitting
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der Navier-Stokes-Gleichung erzeugten Konvektions-Diffusions-Reaktions-Gleichungen sorgt
hier fu¨r die no¨tige Stabilita¨t. Allerdings la¨sst sich in diesem Fall mittels (4.17) nur noch
eine Fehlerreduktion in Abha¨ngigkeit von h
√
h zeigen, wobei in der Abscha¨tzung ν ≈ 0 an-
genommen wird, da wir hier von Fa¨llen mit kleinem Diffusionskoeffizienten ausgehen. Bei
dem Galerkinverfahren ohne Stromliniendiffusion hingegen wird wie am Ende von Kapitel
4.1 eine Reduktion mit h2 vorausgesetzt. Abha¨ngig von der Anzahl der Elemente, auf de-
nen die Stabilisierungstechnik angewendet wird, welche sich mit ν → 0 vergro¨ßert, ist also
ein ho¨herer Fehler bzw. ein schlechteres Konvergenzverhalten zu erwarten. Kommen wir nun
zum Zeitdiskretisierungsfehler.
5.4.4 Linearisierungsfehler
Bei diesem Fehler, der seinen Ursprung in der expliziten oder impliziten Behandlung des
nichtlinearen Terms hat, darf bei der Wahl ve := vn die erste Ordnung in der Zeit bei der
Fehlerreduktion als sicher angesehen werden. Bei einer ausreichend guten Startna¨herung ve
geht dieser Fehler mit steigender Anzahl an Picarditerationen gegen Null.
5.4.5 Ableitungsfehler
Ableitungsfehler entstehen durch die Approximation von ∇ durch ein Verfahren zur Gra-
dientenrekonstruktion. Bei einer impliziten Behandlung des nichtlinearen Terms treten sie
bei der Bildung von ∇p und ∇ · v im Algorithmus auf.
Bei einer expliziten Behandlung kommt die Bildung von ∇v1 und ∇v2 multipliziert
mit den Picarditerationen pro Schritt (PIPS) hinzu.
Diese im Kapitel 5.1.4 diskutierten Fehler entstehen in dieser Form pro Zeitschritt
und sind abha¨ngig von der Art des Gitters und dessen Feinheit h.
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5.5.1 Zur Implementierung
Zur Implementierung des Splittings wurde eine FEM-Bibliothek in C gema¨ß dem C99-
Standard geschrieben, die auf die bewa¨hrten Bibliotheken Lapack, ATLAS und UMFPACK
aufbaut.
Als Compiler fu¨r alle Bibliotheken wurde der GNU C Compiler in der Version 3.3.1 verwen-
det.
Die Rechnungen wurden auf verschiedenen Rechnern der Ingenieurmathematik und der
numerischen Mathematik der Universita¨t Duisburg-Essen unter dem Betriebssystem Linux
durchgefu¨hrt. Die angegebenen CPU-Zeiten beziehen sich entweder auf Rechner mit einem
AMD Athlon-Prozessor, 1800 MHz, L2-Cache 256 KB (Rechnertyp I) oder auf Rechner mit
einem AMD Opteron-Prozessor, 2000 MHz, L2-Cache 1024 KB (Rechnertyp II).
Im Kapitel 4.1 wurde die Nodale Basis eingefu¨hrt. Es existieren mehrere Alternativen
zu dieser Wahl der Basis des Finite-Element-Raumes Vh. Eine dieser Alternativen ist die
hierarchische Basis. Die Idee der hierarchischen Basis ist es, die Basis des Raumes Vh
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aus einer Hierarchie von Basisfunktionen aufzubauen, die nach der Gro¨ße ihres Tra¨gers
gestaffelt werden. Der grobe Verlauf der Funktion wird durch die Basisfunktionen mit
großem Tra¨ger bestimmt, wa¨hrend die Basisfunktionen mit kleinem Tra¨ger - diese werden
auch hierarchischer U¨berschuss oder hierarchisches Komplement genannt - Korrekturen in
diesem Verlauf darstellen. Die quadratischen finiten Elemente wurden mit Hilfe eines solchen
hierarchischen Ansatzes wie in [6], S.91 umgesetzt.
5.5.2 Die Testprobleme
Die Testprobleme mit einer analytischen Lo¨sung werden dadurch konstruiert, dass man
eine auf Ω divergenzfreie Funktion v und dazu eine Funktion p wa¨hlt. v und p werden
anschließend in die Navier-Stokes- bzw. Stokes-Gleichung eingesetzt, um anschließend die
rechte Seite f so zu bestimmen, dass die Gleichung erfu¨llt ist. Durch dieses Vorgehen
erha¨lt man Problemstellungen, mit denen man das Splitting testen kann. Die Kenntnis der
analytischen Lo¨sung ermo¨glicht es dann, die Fehler in verschiedenen Normen zu bestimmen.
Solche analytischen Testbeispiele sind nicht in jeder Hinsicht typisch fu¨r anwendungsorien-
tierte Aufgabenstellungen in der Stro¨mungsmechanik. Bei den analytischen Testbeispielen
ist es z.B. mo¨glich, Testbeispiele fu¨r sehr große Reynoldszahlen mit vergleichsweise wenigen
Freiheitsgraden zu lo¨sen. Dies liegt darin begru¨ndet, dass die Lo¨sung des analytischen
Testbeispiels fu¨r alle Reynoldszahlen gleich glatt bleibt. Die Natur der Stro¨mung a¨ndert sich
also nicht von laminar zu turbulent. Bei einer anwendungsbezogenen Fragestellung setzt ab
einer gewissen Reynoldszahl die Wirbelbildung ein und die Stro¨mung wird turbulent. Eine
turbulente Stro¨mung stellt jedoch ganz andere Anforderungen an den Algorithmus, erfordert
wesentlich mehr Freiheitsgrade und ist nur in Ansa¨tzen auf Großrechnern bzw. Clustern zu
berechnen.
Die angegebenen Fehler verstehen sich wie folgt:
ER(u) = max
0.2<tm
‖v1(tm)− u(tm)‖ ;u ∈ Vh ;
auf Abweichungen wird ggf. hingewiesen. Die Schwelle 0.2 < tm dient dem Herausfiltern des
in der Regel ein oder maximal zwei Schritte dauernden Einschwingprozesses, welcher diesem
Splittingverfahren eigen ist. Da die gro¨ßte von uns verwendete Schrittweite 0.2 ist, wird folglich
mindestens der erste Schritt nicht gewertet. Dieser ungewo¨hnliche Fehler im ersten Schritt
betrifft prima¨r den Druck. Zur Vereinheitlichung der Auswertung wurde die Schwelle fu¨r die
Geschwindigkeit beibehalten.
Stokes Testproblem : nichtpolynomialer Kreisfluss in [0, 1]× [0, 1]
Dieses Testproblem, wir werden es im Folgenden mit der Ziffer I bezeichnen, ist dem Artikel
[21] entliehen. Als Lo¨sung wird dabei
v1(x, y, t) = z(t)r(x)s(y) ,
v2(x, y, t) = −z(t)r(y)s(x)
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Abbildung 5.9: Geschwindigkeit ‖v‖2 Abbildung 5.10: Druck p
mit
r(x) = sin2(pix) ,
s(x) = r′(x)
und
z(t) = (2pi − 1 + sin(2 ∗ pit)) 1
2pi
t ∈ [0, 8]
gewa¨hlt und die rechte Seite f entsprechend angepasst. Die Druckfunktion lautet:
p(x, y, t) = cos(2pit)(exp(x+ y + 1)− C) ,
wobei C ∈ R entsprechend der Drucknormierung gewa¨hlt wird.
In diesem Fall entspricht der Druck nicht vo¨llig den Null-Neumann-Randbedingungen, welche
ha¨ufig bei Splittingverfahren angewendet werden. Allerdings sind die Abweichungen gering
und der Druck ist sehr glatt. Wird er auf der Basis von Null-Neumann-Randbedingungen
berechnet, ist an der Ecke (1, 1) ein entsprechend großer Fehler im Druck zu erwarten.
Stokes Testproblem : polynomialer Kreisfluss in [0, 1]× [0, 1]
Dieses Testproblem (II) stammt aus dem U¨bersichtswerk [32], S.22f. Als Geschwindigkeit
wird dabei
v1(x, y, t) = x2(1− x)2(2y − 6y2 + 4y3)tµ , t ∈ [0, 2]
v2(x, y, t) = −y2(1− y)2(2x− 6x2 + 4x3)tµ , t ∈ [0, 2]
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Abbildung 5.11: Geschwindigkeit ‖v‖2 Abbildung 5.12: Druck p
gewa¨hlt. Die zugeho¨rige Druckfunktion lautet:
p(x, y, t) = (x2 + y2 − 2
3
)tγ ; γ ∈ [0, 1] t ∈ [0, 2].
Das Testproblem wird also definiert durch die Parameter (ν, γ, µ). In [32] wird ausschließlich
der Fall µ = 0 verwendet. Unsere Testkonfiguration ist hingegen durch (ν, 12 , µ ∈ {0, 1})
gegeben. Die Approximation im Ort wird dadurch erleichtert, dass die Lo¨sung fu¨r den Druck
ein Polynom niedriger Ordnung ist. Wie schon beim Testproblem I ist je nach Wahl der
Neumann-Randbedingungen besonders im Bereich der Ecke (1, 1) ein entsprechend großer
Fehler im Druck zu erwarten.
Der Testzeitraum ist der ku¨rzeste aller Testbeispiele. Bei allen anderen Testproblemen wurde
das Zeitintervall auf [0, 8] angesetzt, um die Langzeitstabilita¨t des Verfahrens beurteilen zu
ko¨nnen. Dies hat sich als notwendig erwiesen, da z.B. die in Kapitel 5.2 fu¨r den Navier-Stokes-
Fall beschriebenen Schwierigkeiten erst bei la¨ngeren Zeitintervallen auftreten.
Navier-Stokes Testproblem : nichtpolynomialer Fluss durch das Einheitsquadrat
Das erste Testproblem fu¨r die Navier-Stokes-Gleichung (III) entstammt Artikel [21]. Als
Lo¨sung fu¨r die Geschwindigkeit wird dabei
v1(x, y, t) = cos(5t)(sin(pix/2) cos(piy/2)) ,
v2(x, y, t) = − cos(5t)(sin(piy/2) cos(pix/2))
gewa¨hlt und auch hier wird v|∂Ω zur Festlegung der Dirichlet-Randwerte fu¨r die Geschwin-
digkeit verwendet. Die Druckfunktion lautet:
p(x, y, t) =
cos2(5t)
4
(cos(pix) + cos(piy)) + 10 cos(5t)(x+ y − 1) .
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Abbildung 5.13: Geschwindigkeit ‖v‖2 Abbildung 5.14: Druck p
Wie man sieht, ist die zeitliche Entwicklung des Drucks in seinen kurz- und langwelligeren
Anteilen unterschiedlich und erneut ist nicht mit einem optimalen Konvergenzverhalten zu
rechnen, wenn die Neumann-Randwerte nicht angepasst werden.
Navier-Stokes Testproblem : polynomialer Kreisfluss durch eine Spule
Dieses Testproblem IV wird auf einer Spule berechnet. Sei r =
√
x2 + y2, dann ist Ω =
{(x, y) ∈ R2|1 ≤ r ≤ 2}. Die Geometrie muss also mit finiten Elementen angena¨hert werden
und kann nicht exakt abgebildet werden. Fu¨r die Geschwindigkeit wird dabei
v1(x, y, t) = −y(0.25− (r − 1.5)2) sin(2pit) ,
v2(x, y, t) = x(0.25− (r − 1.5)2) sin(2pit)
gewa¨hlt und die rechte Seite f entsprechend angepasst. Die Druckfunktion lautet
p(x, y, t) = y sin(x) sin(2pit),
womit der Druck in diesem Beispiel die gro¨ßten Anspru¨che an die richtige Wahl der Randwerte
stellt. Die Lo¨sungen sind hingegen recht glatt und daher leichter zu approximieren als die in
den Testproblemen I und III.
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Abbildung 5.15: Geschwindigkeit ‖v‖2 Abbildung 5.16: Druck p
5.5.3 Der Splittingfehler
Freiheits- ν = 1 ν = 1/10 ν = 1/100
∆t grade ‖f − fh‖0 Quotient ‖f − fh‖0 Quotient ‖f − fh‖0 Quotient
v1 = v2
0.2 66049 4.464e-04 - 1.477e-03 - 1.751e-03 -
0.1 66049 1.766e-04 2.528 4.062e-04 3.636 4.413e-04 3.968
0.05 66049 6.390e-05 2.764 1.098e-04 3.700 1.115e-04 3.957
0.025 66049 2.090e-05 3.057 2.908e-05 3.774 2.814e-05 3.964
p
0.2 16641 1.251e-02 - 4.156e-03 - 6.504e-04 -
0.1 16641 5.071e-03 2.468 1.221e-03 3.405 1.912e-04 3.401
0.05 16641 1.850e-03 2.741 3.436e-04 3.553 4.992e-05 3.830
0.025 16641 6.060e-04 3.053 9.086e-05 3.782 2.740e-05 1.822
Tabelle 5.6: Splittingfehler
Um die Wirkung des Splittingfehlers analysieren zu ko¨nnen, wird das Testbeispiel II modifi-
ziert. Wir verwenden hier als Druck die Funktion
p(x, y, t) = t
(
(x− 0.5)3
3
+
(y − 0.5)3
3
− x
4
− y
4
+
1
4
)
,
womit ∇p = 0 auf ∂Ω gilt und damit die homogenen Neumann-Randbedingungen ohne
Genauigkeitsverlust eingesetzt werden ko¨nnen. Mit diesem p und der Wahl µ = 1 sind sowohl
der Druck als auch die Geschwindigkeit linear in der Zeit. Wir setzen also ein BDF(1) zur
Zeitdiskretisierung von ∂∂t ein, was im linearen Fall exakt ist. Den Fehler, welcher sich durch
die Finite-Element-Diskretisierung ergibt, versuchen wir durch eine feine Diskretisierung zu
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minimieren. Da wir den Stokes-Fall betrachten, treten keine Fehler durch die Behandlung
des nichtlinearen Terms auf.
Es verbleiben folglich noch zwei Fehlerquellen, zum einen der Fehler, welcher bei der
Gradientenrekonstruktion entsteht, und zum anderen der Splittingfehler. Die Gradienten-
rekonstruktion ist unabha¨ngig von 4t und ν, so dass bei der Variation dieser Gro¨ßen lediglich
der Splittingfehler beeinflusst wird. Der Extrapolant ist von erster Ordnung, also p¯m+1 = pm.
Die Vera¨nderungen fu¨r die Fehler in Druck und Geschwindigkeit zeigen sich in Tabelle
5.6. Es fa¨llt auf, dass sich im Druck fu¨r kleiner werdende ν die durch die Abscha¨tzung
5.18 erwarteten Verbesserungen ergeben. Bei der Geschwindigkeit ist die Analyse zuna¨chst
komplizierter, da der L2-Fehler gro¨ßer statt kleiner wird. Der Druckaktualisierungsschritt
(3.18) beeinflusst jedoch sowohl den Druck als auch die Geschwindigkeit. Der Druck ist
unmittelbarer betroffen, da seine ganze Entwicklung von Zeitpunkt tm auf tm+1 auf der
Lo¨sung von (3.18) beruht.
Es stellt sich nun folgende Frage: Hat sich der Gesamtfehler aus Druck und Geschwindigkeit
verringert und sich dabei ggf. anders auf die beiden Gro¨ßen Druck und Geschwindigkeit
verteilt? Wie man der Tabelle 5.7 entnehmen kann, ist dies der Fall. Der dort angegebene
Quotient des Gesamtfehlers fu¨r kleiner werdende ν liegt maximal bei 4.347. Bei einem um
den Faktor 110 verkleinerten ν scheint dies auf den ersten Blick zu gering. Bedenkt man jedoch
die negativen Effekte auf die Genauigkeit der finiten Elemente, welche durch die Gradien-
tenbildung versta¨rkt werden, so ist eine Reduktion von erster Ordnung in ν nicht zu erwarten.
Kommen wir zuru¨ck zur Tabelle 5.6. Fu¨r ν = 1 zeigt sich in etwa eine Reduktion des
Splittingfehlers von der Ordnung 1 bis ca. 1.5 nach 4t. Diese Ordnung wird von der
Abscha¨tzung (5.18) fu¨r einen Extrapolanten erster Ordnung vorhergesagt. Mit kleiner
werdendem ν erho¨hen sich die Reduktionsraten weiter, bis sie na¨herungsweise die zweite
Ordnung erreichen. Der Anstieg der Ordnung ist durch sich positiv versta¨rkende Effekte
zu erkla¨ren. In diesem Beispiel ist laut 5.27 p von zweiter Ordnung in der Zeit und v
von erster. Da auf Grund des Splittingdefektterms die Druckaktualisierungsgleichung nur
na¨herungsweise gilt, ist nicht mit der vollen Ordnung fu¨r p zu rechnen. Je kleiner der
Splittingdefektterm wird, desto besser wird die Approximation von pm, wodurch wiederum
v˜m+1 verbessert wird. Dies reduziert den Ausdruck ‖∇2(vm+1 − v˜m+1)‖0, womit erneut der
Splittingdefektterm verringert wird. Das fu¨hrt zu einer positiven Ru¨ckkopplung, die den
Splittingfehler wesentlich besser reduziert als die Abscha¨tzung 5.18 erwarten la¨sst.
‖p‖2 + ‖v1‖2 + ‖v2‖2
∆t ν = 1 ν = 1/10 Quotient ν = 1/100 Quotient
0.2 1.340e-2 7.110e-3 1.885 4.152e-3 1.712
0.1 5.424e-3 2.033e-3 2.668 1.073e-3 1.893
0.05 1.977e-3 5.632e-4 3.511 2.729e-4 2.063
0.025 6.478e-4 1.490e-4 4.347 8.368e-5 1.781
Tabelle 5.7: System-Splittingfehler nach ν
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5.5.4 Bestimmung von Neumann-Randbedingungen fu¨r den Druck
Wie schon in Kapitel 2.4 ausgefu¨hrt wurde, ergeben sich fu¨r den Druck in der Regel inhomo-
gene Neumann-Randbedingungen, die mittels
∇p = f − (∂v
∂t
+ (v · ∇)v︸ ︷︷ ︸
♦
−ν∇2v) auf ∂Ω, t ∈ [0, tend]b (5.28)
bestimmt werden ko¨nnen.
Hierbei kann f exakt angegeben werden. Der mit ♦ bezeichnete Teil entfa¨llt fu¨r die Probleme
mit homogenen Dirichlet-Randbedingungen in v, ansonsten kann je nach Problem ∂v∂t analy-
tisch angegeben oder mit einer geeigneten BDF-Formel approximiert werden. Die Bildung des
nichtlinearen Terms am Rand ist durch die in Kapitel 5.1.3 beschriebene Methode mit hoher
Genauigkeit mo¨glich.
Das Hauptproblem liegt darin, den Wert ν∇2v zu bestimmen. Hierbei sind mehrere Wege
denkbar. Zum einen kann man ∇p mit Hilfe einer Massenmatrix
M(∇p)i = (∂vi
∂t
, φ)0 + (v · ∇vi, φ)0 − ν(∇2vi, φ)0 in Ω ; (i = {1, 2})
errechnen und so wie beim Galerkinverfahren die direkte Bildung von ∇2v vermeiden,
indem man mit Hilfe der partiellen Integration ∇ auf φ umwa¨lzt. Dazu mu¨ssen aber zwei
Gleichungssysteme entsprechend der Gro¨ße des Finite-Element-Raumes von p zusa¨tzlich
gelo¨st werden.
Um die zusa¨tzlichen CPU-Kosten fu¨r das Lo¨sen der Gleichungssysteme zu vermeiden,
werden wir ausschließlich auf eine Approximation auf der Basis der Gradientenrekonstruk-
tion setzen. Dieser Weg ist schneller, doch leider fu¨r ∇2 am Rand des Gebiets recht ungenau.
Um eine mo¨glichst gute Approximation zu gewa¨hrleisten, nutzen wir den Laplace-Operator
in der Form (5.5), die durch die Divergenzfreiheit von v mo¨glich wurde. Wie man in den
Tabellen 5.4 und 5.5 erkennt, kann der dabei auftretende Fehler trotzdem noch groß werden.
Fu¨r Fluide mit einer geringen spezifischen Viskosita¨t ist diese Genauigkeit jedoch in der
Praxis vo¨llig ausreichend, da ν die Bedeutung des Diffusionsterms stark reduziert. Wie im
Abschnitt 5.5.4 noch weiter ausgefu¨hrt wird, konnte diese Approximation fu¨r ν < 110 in
allen Tests erfolgreich verwendet werden. ν ≈ 110 stellt einen Grenzbereich dar, bei dem
die erfolgreiche Anwendung sowohl von der Gitter-Diskretisierung als auch von der Natur
der Stro¨mung abha¨ngt. Fu¨r ν > 110 werden homogene Neumann-Randbedingungen genutzt.
Alternativ ko¨nnte in solchen Fa¨llen auf die oben geschilderte Methode zuru¨ckgegriffen werden.
Damit ko¨nnen wir die Gleichung (5.28) im Schritt 1 des Splittingverfahrens dazu ver-
wenden, realistische Randbedingungen fu¨r den Druck zu gewinnen. Im Schritt 3 werden
weiterhin homogene Neumann-Randbedingungen verwendet, da ∇p − ∇p¯ ≈ 0 erwartet
werden darf.
Tabelle 5.8 zeigt die Fehlerreduktion auf dem Stokes-Testproblem II mit µ = 0, also
konstantem v. Die Ergebnisse besta¨tigen die von Rannacher in (3.27) postulierten Auswir-
kungen der homogenen Neumann-Randbedingungen auf den Druck. Fu¨r 4t → 0 geht der
Einfluss in der Fla¨che zuru¨ck, was sich in der L2-Norm des Fehlers widerspiegelt. Direkt am
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Freiheits- Null-Neumann-Randbedingungen Angepasste Neumann-Randbedingungen
∆t grade ‖f − fh‖0 Quotient ‖f − fh‖max ‖f − fh‖0 Quotient ‖f − fh‖max
v1
0.1 16641 2.075e-02 - 9.698e-02 1.673e-03 - 1.030e-02
0.05 16641 1.449e-02 1.432 4.358e-02 5.833e-04 2.867 1.922e-03
0.025 16641 1.044e-02 1.388 3.238e-02 2.028e-04 2.877 6.917e-04
0.0125 16641 7.464e-03 1.399 2.578e-02 7.246e-05 2.798 2.882e-04
0.00625 16641 5.461e-03 1.367 2.009e-02 2.643e-05 2.742 2.152e-04
0.003125 16641 4.284e-03 1.275 1.645e-02 1.046e-05 2.525 1.652e-04
v2
0.1 16641 2.075e-02 - 9.698e-02 1.673e-03 - 1.029e-02
0.5 16641 1.449e-02 1.432 4.358e-02 5.834e-04 2.867 1.921e-03
0.025 16641 1.044e-02 1.388 3.238e-02 2.028e-04 2.877 6.913e-04
0.0125 16641 7.464e-03 1.399 2.578e-02 7.242e-05 2.800 2.877e-04
0.00625 16641 5.461e-03 1.367 2.009e-02 2.631e-05 2.753 2.147e-04
0.003125 16641 4.284e-03 1.275 1.645e-02 1.025e-05 2.567 1.647e-04
p
0.1 4225 5.112e-03 - 6.822e-02 4.361e-03 - 8.851e-03
0.05 4225 3.862e-03 1.324 4.130e-02 1.688e-03 2.584 5.100e-03
0.025 4225 3.016e-03 1.280 2.222e-02 1.822e-04 9.266 1.064e-03
0.0125 4225 2.233e-03 1.351 1.746e-02 6.416e-05 2.839 3.259e-04
0.00625 4225 1.569e-03 1.423 2.178e-02 5.762e-05 1.114 2.348e-04
0.003125 4225 1.078e-03 1.456 2.249e-02 5.759e-05 1.000 2.068e-04
Tabelle 5.8: Stokes-Testproblem II BDF(3) ν = 1/1000
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Abbildung 5.17: Vergleich der Neumann-Randbedingungen mit 4t = 0.003125, ν = 1/1000
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Abbildung 5.18: Fehler fu¨r homogene
Neumann-Randbedingungen
bei t = 2
Abbildung 5.19: Fehler fu¨r angepasste
Neumann-Randbedingungen
bei t = 2
Rand bleibt der Fehler jedoch fast unvera¨ndert, wie man an der Maximumsnorm des Drucks
ablesen kann. Dadurch wird jedoch die Konvergenz des Splittings insgesamt verschlechtert, so
dass durch die homogenen Neumann-Randbedingungen die Reduktionsordnung verschlech-
tert wird.
Mit den angepassten Neumann-Randbedingungen hingegen wird, wie nach Abschnitt
5.4.2 erwartet, ein besseres Reduktionsverhalten erreicht. Dass nicht die zweite Ordnung
erreicht wird, liegt am Einfluss des ortsabha¨ngigen Fehlers, der hier auf Grund des geringen
Zeitfehlers schnell an Bedeutung gewinnt. Da v konstant ist und somit ohne Genauigkeits-
verlust differenziert werden kann, ist nur die Ordnung in p fu¨r die Ordnung des Splittings
entscheidend.
Die Fehlerentwicklung des Splittings in der Zeit wird in Abbildung 5.17 dargestellt.
Die Plots 5.18 und 5.19 zeigen den Fehler zu diesem Zeitpunkt und machen deutlich,
dass der Fehler im Druck in beiden Fa¨llen am Rand auftritt. Im Fall der angepassten
Neumann-Randbedingungen hat dieser Fehler seinen Ursprung in der Rekonstruktion von
∇2v, die besonders in den Ecken problematisch ist. Entsprechend tritt dort der gro¨ßte Fehler
auf. Die trotzdem im Vergleich zu den homogenen Neumann-Randbedingungen erreichte
Verbesserung bewegt sich im Bereich von zwei Zehnerpotenzen.
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5.5.5 Die Stokes-Gleichung
Die Abbildungen 5.20 und 5.21 zeigen den L2-Fehler der ersten Geschwindigkeitskomponente
und des Drucks im Beispiel I. Zur Diskretisierung der Zeitableitung wurde ein BDF-Verfahren
dritter Ordnung verwendet. Fu¨r den Druck, der mit Hilfe von 5.10 berechnet wird, gilt
immer p¯m+1 = pm. Bei weitergehenden Extrapolationen war das Verfahren nicht mehr in
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Abbildung 5.20: Ordnung des Splittings in v1
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Abbildung 5.21: Ordnung des Splittings in p
allen Testfa¨llen robust. Um den Ortsfehler nicht dominant werden zu lassen, wurde nach
je zwei Verfeinerungen in der Zeit eine Verfeinerung im Ort vorgenommen. Das Startgitter
besteht aus der kanonischen Zerlegung des Einheitsquadrats mit 4225 Freiheitsgraden fu¨r
die Geschwindigkeit und 1089 fu¨r den Druck. Das feinste durch regula¨re Zerlegung der
vorangegangenen erzeugte Gitter hat 66049 bzw. 16641 Freiheitsgrade.
Um die Ordnung des Verfahrens in der Zeit zu bestimmen, betrachten wir den
Quotienten ER∆t(vi)ER∆t/2(vi) fu¨r die Geschwindigkeit und
ER∆t(p)
ER∆t/2(p)
fu¨r den Druck. Der log2
des Quotienten gibt die Ordnung des Verfahrens an. Da ∆t = 2−τ ⇔ log∆t = −τ log(2)
gilt und der Fehler ER(∆t) = C · 2− σ∆t sich in der logarithmischen Darstellung als
log (ER(∆t)) = log(C) − σ∆t) log(2) = log(C) + στ schreiben la¨sst, erscheint die Fehlerent-
wicklung in den logarithmisch skalierten Achsen als Gerade. Die Steigung dieser Geraden
entspricht der Ordnung σ. Auf diese Weise la¨sst sich die Ordnung des Splittings visualisieren.
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Die Ordnung des Verfahrens ist, wie man den Abbildungen 5.20 und 5.21 entnehmen
kann, im Durchschnitt zwei. Teilweise kann eine Reduktion bis zum Faktor 6 auftreten, was
etwa der Ordnung 2.5 entspricht. Dieses Verhalten entspricht den theoretischen U¨berlegungen
aus Abschnitt 5.4.2. Da die Geschwindigkeit von dritter Ordnung ist, der Druck jedoch nur
von zweiter, verringert dies die Ordnung des Splittings auf die des Drucks. Trotzdem lohnt
sich der Einsatz eines BDF-Verfahrens dritter Ordnung, da der Fehler hier in der Regel
niedriger ist als beim Einsatz des Verfahrens zweiter Ordnung.
Freiheits- Fehlerentwicklung beim FEM-Splitting Fehlerentwicklung bei [21]
∆t grade ‖f − fh‖0 Quotient ‖f − fh‖max ‖f − fh‖0 Quotient
v1
1/4 4225 2.146e-02 - 4.617e-02 k.A. -
1/8 4225 1.134e-02 1.892 3.604e-02 k.A. -
1/16 16641 8.019e-03 1.415 2.998e-02 k.A. -
1/32 16641 5.319e-03 1.507 2.015e-02 9.818e-04 -
1/64 66049 3.222e-03 1.651 1.267e-02 2.513e-04 3.907
1/128 66049 1.813e-03 1.777 7.268e-03 6.333e-05 3.968
v2
1/4 4225 2.022e-02 - 4.530e-02 k.A. -
1/8 4225 1.082e-02 1.869 3.827e-02 k.A. -
1/16 16641 7.964e-03 1.358 3.012e-02 k.A. -
1/32 16641 5.317e-03 1.498 2.016e-02 1.053e-03 -
1/64 66049 3.221e-03 1.650 1.267e-02 2.696e-04 3.906
1/128 66049 1.813e-03 1.777 7.267e-03 6.796e-05 3.998
p
1/4 1089 3.544e-01 - 1.431e-00 k.A. -
1/8 1089 3.286e-01 1.079 1.386e-00 k.A. -
1/16 4225 2.562e-01 1.282 1.213e-00 k.A. -
1/32 4225 1.776e-01 1.442 9.964e-01 5.831e-02 -
1/64 16641 1.144e-01 1.553 7.863e-01 2.666e-02 2.564
1/128 16641 6.991e-02 1.636 6.025e-01 9.617e-03 2.004
Tabelle 5.9: Testproblem I Ansatz BDF(3) mit ν = 1 und Null-Neumann-Randbedingungen
Aus den Abbildungen ist ersichtlich, dass die Konvergenzordnung unabha¨ngig von ν ist. Fu¨r
kleine ν verschlechtert sich jedoch die Genauigkeit der Finite-Element-Approximation, so
dass der Fehler fu¨r ∆t = 1128 fu¨r kleine ν gro¨ßer wird. Der dominanter werdende Ortsfehler
erkla¨rt auch die schlechtere Reduktionsordnung von ∆t = 164 auf ∆t =
1
128 .
Der Einfluss der approximierten Neumann-Randbedingungen fa¨llt bei der Betrachtung
der Graphen fu¨r ν = 1/10 und ν = 1/100 auf. Wa¨hrend fu¨r ν = 1/10 die Fehler bei der
Approximation des Laplace-Operators mit Hilfe der Verfahren zur Gradientenrekonstruktion
ein gutes Konvergenzverhalten verhindern, ist das Konvergenzverhalten bei ν = 1/100 opti-
mal. Die Nachteile durch den kleineren Viskosita¨tskoeffizienten sind noch nicht nachweisbar
und der Laplace-Term bei der Druckapproximation ist bereits hinreichend klein.
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Der Fall ν = 1 ist in der Tabelle 5.9 gesondert dargestellt, um einen Vergleich mit
dem Splitting aus [21] zu ermo¨glichen. In diesem Fall musste aus den in Kapitel 5.5.4
dargelegten Gru¨nden auf homogene Neumann-Randwerte zuru¨ckgegriffen werden.
5.5.6 Die Navier-Stokes-Gleichung
Konvergenzverhalten
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Abbildung 5.22: Maximales ∆t mit BDF(3)
Die Abbildung 5.22 zeigt das maximale 4t = 12m+1 ;m = 1, ..., 6, bei dem das Verfahren fu¨r
eine bestimmte Reynoldszahl konvergiert. Die Werte fu¨r das Testproblem III und IV sind
dabei etwas versetzt, da sich hier fu¨r gleiche ν unterschiedliche Reynoldszahlen ergeben. ν
wurde u¨ber einem Wertebereich von 1 · 10−01 bis 1 · 10−05 variiert. Dabei ergibt sich wie
erwartet, dass das implizite Vorgehen gro¨ßere Zeitschrittweiten erlaubt und auch robuster ist
als das explizite. Beim expliziten Vorgehen ist die Analyse fu¨r große Reynoldszahlen jedoch
komplexer.
CFL-Bedingung fu¨r das explizite Verfahren Bei der expliziten Behandlung des nichtlinearen
Terms nimmt die Gleichung (3.29) fu¨r große Reynoldszahlen einen hyperbolischen Charakter
an. Dies liegt darin begru¨ndet, dass der Laplace-Operator stark an Bedeutung verliert. Da nun
der dominante Operator in (3.29) explizit behandelt wird, mu¨ssen fu¨r diese Fa¨lle a¨hnliche Be-
schra¨nkungen fu¨r die Schrittweite in Kauf genommen werden, wie sie durch die in [33], S.468ff
ausfu¨hrlich beschriebene Courant-Friedrichs-Levy-Bedingung (kurz CFL-Bedingung) fu¨r die
explizite Behandlung von hyperbolischen Differentialgleichungen gelten. In diesen Fa¨llen muss
also fu¨r die Zeitschrittweite folgende Ungleichung erfu¨llt sein:
4t
h
≤ C(Re) . (5.29)
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Diese Beschra¨nkung birgt fu¨r das explizite Vorgehen große Probleme. Wie wir bereits im
Abschnitt 5.4.5 diskutiert haben, entstehen durch den Ableitungsfehler bei der expliziten
Behandlung des nichtlinearen Terms mehr Fehler pro Zeitschritt. Dies erfordert eine bessere
Diskretisierung im Ort, was aber auf Grund der Bedingung (5.29) wieder mehr Zeitschritte
erfordert. Dies kann dazu fu¨hren, dass das explizite Vorgehen fu¨r einige Probleme bei großen
Reynoldszahlen nicht mo¨glich ist.
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Abbildung 5.23: Testproblem IV mit ν = 100
bzw. Re ≈ 39 und BDF(3)
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Abbildung 5.24: Testproblem III mit ∆t =
1/32 und BDF(3)
Die CPU-Kosten eines Splittingschritts ha¨ngen maßgeblich von der Anzahl der Picard-
Iterationen ab. Die Abbildung 5.23 zeigt die Abha¨ngigkeit der Anzahl der Picard-Iterationen
von der Zeitschrittweite. Wie zu erwarten war, werden fu¨r kleine Zeitschrittweiten weniger
Picard-Iterationen beno¨tigt. Ebenso verha¨lt es sich, wie Abbildung 5.24 zeigt, fu¨r kleine
Reynoldszahlen.
Eine wichtige Schlussfolgerung ist, dass eine Verdoppelung der Zeitschritte nicht notwendi-
gerweise zu einer Verdoppelung der CPU-Kosten fu¨hrt.
Der gro¨ßte Teil der CPU-Kosten entsteht beim Lo¨sen der Gleichungssysteme, der zweitgro¨ßte
bei der Gradientenrekonstruktion. Die Lo¨sung der Gleichungssysteme ist unterschiedlich
aufwendig. Die symmetrischen Gleichungssysteme, die bei der Druckberechnung auftreten,
sind die billigsten, da sie die kleinsten sind. Fu¨r die linearen Gleichungssysteme, die bei der
expliziten Behandlung des nichtlinearen Terms auftreten, existieren ebenfalls gute Lo¨ser, wie
schon in Kapitel 4.5 besprochen wurde.
Weiterhin ist es lohnenswert, fu¨r diese Gleichungen viel in einen guten Vorkonditionierer zu
investieren, da bei einer a¨quidistanten Schrittweite die Galerkinmatrix fu¨r jeden Zeitschritt
gleich ist und somit - abha¨ngig von der Natur des Fehlerscha¨tzers - ohne Neuaufwand immer
die gleiche Vorkonditionierungsmatrix verwendet werden kann. Dies ist bei einem impliziten
Vorgehen nicht mo¨glich, da sich k aus Gleichung 4.3 in jedem Schritt a¨ndert und somit der
Konvektionsanteil der Galerkinmatrix in jedem Schritt neu assembliert werden muss.
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Soll das Splitting auf Parallelrechnern implementiert werden, mu¨ssen sowohl die Glei-
chungssystemlo¨ser als auch die Gradientenrekonstruktion parallelisiert werden. Eine effiziente
Parallelisierung der Gradientenrekonstruktion ist mo¨glich, da die Gradienten an jedem
Knoten unabha¨ngig von den anderen Knoten rekonstruiert werden ko¨nnen. Die Arbeit kann
also direkt auf die vorhandenen Prozessoren aufgeteilt werden.
Fu¨r die symmetrischen Gleichungssysteme stehen eine Reihe von Verfahren z.B. aus dem
Bereich der Gebietszerlegung bzw. Domain Decomposition zur parallelen Lo¨sung zur
Verfu¨gung. Parallele Algorithmen fu¨r die nichtsymmetrischen Gleichungssysteme werden
ebenfalls entwickelt, z.B. von Dahmen, Mu¨ller und Schlinkmann [8]. Diese sind jedoch
aufwendiger als die Verfahren fu¨r symmetrische Matrizen.
Ordnung des Verfahrens
Die Abbildungen 5.25 bis 5.32 zeigen die Reduktionsordnung des Splittings bei den Testpro-
blemen III und IV. Wie schon bei der Stokes-Gleichung im Abschnitt 5.5.5 zeigt sich, dass
das Verfahren von zweiter Ordnung in der Zeit ist. Fu¨r große ν Werte verliert das Verfahren
fu¨r schwierig zu approximierende Neumann-Randwerte an Effizienz.
Mehr noch als bei der Stokes-Gleichung treten bei Problemen mit einer geringen spezifi-
schen Viskosita¨t und damit steigender Reynoldszahl die Fehler durch die Finite-Element-
Diskretisierung in den Vordergrund.
Nimmt man an, dass die Fehler in Zeit (EZ) und Ort (EO), wie es die Abscha¨tzung aus Satz
4.14 schon fu¨r einfache parabolische Probleme verdeutlicht hat, additiv im Sinne von
EG = EZ + EO
verknu¨pft sind, so kann man bei einer Reduktion des zeitabha¨ngigen Fehlers von der Ordnung
l nur fu¨r den Fall EO ¿ EZ eine a¨hnliche Reduktion des gesamten Fehlers (EG) erwarten.
EO ¿ EZ ist jedoch fu¨r kleine Zeitschrittweiten und große Reynoldszahlen nicht mehr zu
erwarten, was die geringeren Reduktionsraten erkla¨rt, die in den Abbildungen 5.25 bis 5.32
zu sehen sind.
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Abbildung 5.25: Ordnung von v1 im Testpro-
blem IV (implizit)
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Abbildung 5.26: Ordnung des Drucks im
Testproblem IV (implizit)
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Abbildung 5.27: Ordnung von v1 im Testpro-
blem IV (explizit)
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Abbildung 5.28: Ordnung des Drucks im
Testproblem IV (explizit)
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Abbildung 5.29: Ordnung von v1 im Testpro-
blem III (implizit)
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Abbildung 5.30: Ordnung des Drucks im
Testproblem III (implizit)
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Abbildung 5.31: Ordnung von v1 im Testpro-
blem III (explizit)
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Abbildung 5.32: Ordnung des Drucks im
Testproblem III (explizit)
79
5 Entwicklung einer Splitting-Methode fu¨r die finiten Elemente
0 2 4 6 8
t (Zeit)
0
0,005
0,01
0,015
Fe
hl
er
 in
 d
er
 L
2-
N
or
m
∆t = 1/32
∆t = 1/64
∆t = 1/128
Abbildung 5.33: Fehlerverlauf bei Testpro-
blem III mit ν = 1/1000
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Abbildung 5.34: Fehlerverlauf bei Testpro-
blem IV mit ν = 1/5000
Abbildung 5.35: Fehler in v1 BDF(3); implizit
beim Testproblem IV zum
Zeitpunkt t = 4 mit ν =
1/5000
Abbildung 5.36: Fehler in p BDF(3); implizit
beim Testproblem IV zum
Zeitpunkt t = 4 mit ν =
1/5000
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6 Multigrid-Postprocessing
Im folgenden Kapitel werden Techniken untersucht, um mit ihnen im Anschluss an einen
Splittingschritt die berechnete Lo¨sung (vH , pH) ∈WH zu verbessern.
6.1 Grundalgorithmus
Abbildung 6.1 zeigt die Grundstruktur der verwendeten Vorgehensweise, wobei die Druck-
konstruktion u¨ber die Gleichung (5.10) mit ♦ und u¨ber den Druckaktualisierungsschritt mit
♣ bezeichnet wird. Des Weiteren gilt X1 = V1 × V1 und Xh = Vh × Vh.
1. Durchfu¨hrung eines Splittingschritts auf WH = X1 × V0,0
Vh
V1
V0 p
n
H = p¯
n+1
H»»»
»»»
»»»
»»»:
b
-bIV1vnh = vnH ∂∂ t vn+1H
2. Durchfu¨hrung eines Splittingschritts auf Wh = Xh × V1,0
unter Verwendung der Na¨herungen aus Schritt 1.
Vh
V1
V0 p
n
H = p¯
n+1
H»»»
»»»
»»»
»»»:
b
vnh -b ∂∂ t
-bIV1vnh = vnH ∂∂ t vn+1Hb»»»»»»»»»
»»»:
veh = Pvn+1H
vn+1h
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3. Projektion der Na¨herungen aus 2. von Wh nach WH
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Abbildung 6.1: Schematische Darstellung des Postprocessings
Mit V0 wird der Finite-Element-Raum bezeichnet, in dem der Druck approximiert wird; der-
jenige, in dem die Approximation der Geschwindigkeit berechnet wird, hingegen mit V1.
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Sei Vh ⊃ V1 ein Finite-Element-Raum, so dass mit Wh = Vh× V1,0 die inf-sub-Bedingung aus
Kapitel 4.4 erfu¨llt ist. Dabei ist der Raum V1,0 bzw. Vh,0 der Unterraum von V1 bzw. Vh, fu¨r
dessen Elemente u ∫
Ω
u dx = 0
gilt.
Zuna¨chst wird die Lo¨sung in dem Raum WH = X1 × V0,0 berechnet. Hierbei kann auf
eine Konstruktion des Drucks mit der Gleichung (5.10) verzichtet werden, da die notwendige
Stabilita¨tsverbesserung durch die Neukonstruktion des Drucks im Postprocessingschritt
erfolgt. Hierbei wird die Geschwindigkeit vn+1H benutzt, um mit Hilfe der Gleichung (5.10)
eine Na¨herung an den aktuellen Druck p¯n+1h in V1,0 zu berechnen. Dabei ist es nun mo¨glich,
fn+1 sowie vn+1H statt f
n und vnH in (5.10) zu verwenden. Besonders fu¨r große Schrittweiten
ergibt sich hierdurch eine bessere Startna¨herung fu¨r den Druck mit aktuelleren Neumann-
Randbedingungen.
Mit diesem Druck wird nun ein weiterer Splittingschritt als Postprocessing angeschlos-
sen. Durch die genauere Druckna¨herung sowie die Startna¨herung vhe = Pv
n+1
H erreicht man
einen Zuwachs an Genauigkeit.
Im Anschluss an das Postprocessing wird die Lo¨sung in Wh mittels IV1 bzw. IV0 nach
WH projiziert. Dadurch wird die Entwicklung der Lo¨sung in WH ebenfalls durch das
Postprocessing verbessert. Die Lo¨sung in Wh wird gespeichert, um im na¨chsten Schritt fu¨r
die Approximation von ∂∂t in Vh durch das BDF-Verfahren genutzt zu werden.
Da bei der Konstruktion des Drucks mittels der Gleichung (5.10), wie Abbildung 5.8
zeigt, kurzfristig Genauigkeit im Vergleich zu der Na¨herung verloren geht, die aus dem
Druckaktualisierungsschritt hervorgeht, bietet der Splittingschritt in WH den Vorteil, dass
darauf verzichtet werden kann.
Durch die Konstruktion von p¯n+1h auf der Basis von f
n+1 und vn+1H wird die Druckna¨herung
verbessert. Mit einem BDF-Verfahren dritter Ordnung ist fu¨r die Stokes-Gleichung nach Ka-
pitel 5.4.2 klar, dass mit einer Druckna¨herung von zweiter Ordnung in der Zeit ein Verfahren
dritter Ordnung in der Zeit mo¨glich ist. In wieweit durch das Multigrid-Postprocessing hierzu
die Voraussetzungen geschaffen werden, soll im Folgenden untersucht werden.
Bemerkung 6.1 (Generelle Voraussetzung)
Es sei fu¨r die folgenden Betrachtungen vorausgesetzt, dass vi ∈ C2(Ω¯) i = 1, 2 ist.
Bemerkung 6.2
Sei die Navier-Stokes-Gleichung mit homogenen Null-Dirichlet-Randbedingungen am Rand
gegeben. Die Druckna¨herung wird dann durch die Lo¨sung der folgenden partiellen Differen-
tialgleichung berechnet, wobei die partiellen Ableitungen in (6.1) mit Hilfe eines Gradienten-
rekonstruktionsverfahrens bestimmt werden.
−∇2p¯n+1 = −(fn1x + fn2y) + vnH1xvnH1x + 2vnH2xvnH1y + vnH2yvnH2y in Ω, (6.1)
∇p¯n+1 = fn+1 + νG2vn+1H auf ∂Ω , (6.2)∫
Ω
p¯ dx = 0 (6.3)
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Die Ordnung der Druckna¨herung ha¨ngt von der Ordnung ab, mit der die Differenz aus der
exakten Druckkonstruktion
−∇2pn+1 = −(fn1x + fn2y) + vn1xvn1x + 2vn2xvn1y + vn2yvn2y in Ω, (6.4)
∇pn+1 = fn+1 + ν∇2vn+1 auf ∂Ω , (6.5)∫
Ω
p dx = 0 (6.6)
und der Konstruktion von p¯, (6.1) - (6.3), gegen
−∇2(pn+1 − p¯n+1) = 0 in Ω, (6.7)
∇(pn+1 − p¯n+1) = 0 auf ∂Ω , (6.8)∫
Ω
(pn+1 − p¯n+1) dx = 0 , (6.9)
was pn+1 − p¯n+1 = 0 impliziert, geht.
Definition 6.3
Sei f ∈ Vh und M die Menge aller Knoten einer Triangulierung, die auf dem Rand von Ω
liegen, das ist
‖f‖max,h,∂Ω := max
m∈M
{|f(m)|} .
Satz 6.4
Sei die Navier-Stokes-Gleichung mit homogenen Null-Dirichlet-Randbedingungen gegeben.
Des weiteren setzen wir voraus, dass das in Kapitel 5 vorgestellte Splitting ein Verfahren
zweiter Ordnung in der Zeit und im Ort ist, und zwar in dem Sinne, dass ‖Iv − vh‖0 ≤
O(h2) + O(4t2) gilt, wobei I : V → Vh hier wieder den Interpolationsoperator bezeichnet.
Dann gilt :
‖∇2(pn+1 − pn+1H )‖0 ≤ O(h2) + C2CV +O(4t2) ·O(h−2) (6.10)
‖∇(pn+1 − p¯n+1)‖max,h,∂Ω = ν‖∇2v −G2vH‖max,h,∂Ω (6.11)
Beweis :
Sei pn+1 der exakte Druck zum Zeitpunkt tn+1. Durch Subtraktion der in Bemerkung 6.2
aufgefu¨hrten Randbedingungen erha¨lt man :
‖∇(pn+1 − p¯n+1)‖max,h,∂Ω = ν‖∇2v −G2vH‖max,h,∂Ω .
Nun betrachten wir die beiden folgenden Gleichungen:
−∇2pn+1 = −(fn+11x + fn+12y ) + vn+11x vn+11x + 2vn+12x vn+11y + vn+12y vn+12y , (6.12)
−∇2p¯n+1h = −(fn+11x + fn+12y ) + vn+1H1xvn+1H1x + 2vn+1H2xvn+1H1y + vn+1H2yvn+1H2y . (6.13)
Subtrahiert man nun (6.12) und (6.13), so erha¨lt man:
‖∇2(pn+1 − pn+1H )‖0 = ‖(vn+11x vn+11x − vn+1H1xvn+1H1x) + (vn+12y vn+12y − vn+1H2yvn+1H2y)
+ 2(vn+12x v
n+1
1y − vn+1H2xvn+1H1y)‖0
≤ ‖vn+11x vn+11x − vn+1H1xvn+1H1x‖0︸ ︷︷ ︸
I.
+ ‖vn+12y vn+12y − vn+1H2yvn+1H2y‖0︸ ︷︷ ︸
II.
+ 2‖vn+12x vn+11y − vn+1H2xvn+1H1y‖0︸ ︷︷ ︸
III.
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Mit Hilfe der umgekehrten Dreiecksungleichung und Satz 5.4 erhalten wir:
‖vn+1H1x‖0 − ‖vn+11x ‖0 ≤ ‖vn+11x − vn+1H1x‖0 ≤ O(h2) + C2 +O(4tk) ·O(h−2) (6.14)
⇔ ‖vn+1H1x‖0 ≤ ‖vn+11x ‖0 +O(h2) + C2 +O(4tk) ·O(h−2) (6.15)
Nun beginnen wir mit der Abscha¨tzung fu¨r I., die Abscha¨tzung fu¨r den Term II. la¨uft analog.
‖vn+11x vn+11x − vn+1H1xvn+1H1x‖0 = ‖(vn+11x − vn+1H1x)(vn+11x + vn+1H1x)‖0
≤ ‖vn+11x − vn+1H1x‖0‖vn+11x + vn+1H1x‖0
≤︸︷︷︸
Satz5.4
(O(h2) + C2 +O(4tk) ·O(h−2))‖vn+11x + vn+1H1x‖0
≤︸︷︷︸
(6.14)
(O(h2) + C2 +O(4tk) ·O(h−2))(‖2vn+11x ‖0︸ ︷︷ ︸
=C1V
+O(h2) + C2 +O(4tk) ·O(h−2))
≤ O(h2) + C2C1V +O(4tk) ·O(h−2)
Mit C2V = max{‖vn+11y ‖0, ‖vn+1H2x‖0} folgt nun:
‖vn+12x vn+11y − vn+1H2xvn+1H1y‖0 = ‖vn+12x vn+11y − vn+1H2xvn+11y + vn+1H2xvn+11y − vn+1H2xvn+1H1y‖0
≤ ‖vn+12x vn+11y − vn+1H2xvn+11y ‖0 + ‖vn+1H2xvn+11y − vn+1H2xvn+1H1y‖0
≤ ‖vn+11y ‖0‖vn+12x − vn+1H2x‖0 + ‖vn+1H2x‖0‖vn+11y − vn+1H1y‖0
≤ O(h2) + C2C2V +O(4tk) ·O(h−2)
Mit CV =
max{C2V ,C1V }
3 folgt somit die Behauptung.
¤
Bemerkung 6.5
Wie schon in Kapitel 5.1.4 klar wurde, kann im Allgemeinen nicht davon ausgegangen werden,
dass
‖∇2v −G2vh‖max,h,∂Ω → 0 (h→ 0)
gilt. In den numerischen Tests hat sich jedoch herausgestellt, dass
‖∇2v −G2vh‖max,h,∂Ω → C1 (h→ 0)
gilt. Damit erha¨lt man:
ν‖∇2v −G2vh‖max,h,∂Ω ≤ νC1 → 0 (ν → 0) .
Bemerkung 6.6 (Praktische Gro¨ßenordnungen)
Fu¨r kleiner werdende ν verliert der Term ν‖∇2v −G2vH‖max,h,∂Ω zunehmend an Bedeutung
und fu¨hrt nur noch zu geringen Sto¨rungen.
Bemerkung 6.7 (Praktische Auswirkungen des Satzes 6.4)
Der Satz 6.4 besagt, dass sich fu¨r eine feste Triangulierung, also fu¨r konstantes h und
hinreichend kleines ν, der zeitabha¨ngige Fehleranteil bei der Druckkonstruktion von zweiter
Ordnung verringert. Dies schafft laut Kapitel 5.4.2 die Voraussetzungen fu¨r ein Verfahren
dritter Ordnung.
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Werden h und 4t verringert werden gelten die in Bemerkung 5.9 gemachten Aussa-
gen.
Bei diesen U¨berlegungen wurde die Projektion der Resultate aus dem Raum Wh in
den Raum WH noch nicht bedacht, so dass die Mo¨glichkeit besteht, dass sich die Ordnung
des Basissplittings erho¨ht, was schließlich wieder dem Gesamdtalgorithmus zu gute kommt,
so das in Einzelfa¨llen auch Reduktionsraten oberhalb der dritten Ordnung denkbar sind.
Bemerkung 6.8 (Allgemeine Randbedingungen)
Liegen wie bei Testproblem III keine homogenen Nullrandbedingungen vor, so treten am Rand
durch die Approximation von (v · ∇)v durch (vH · GT )vH hinzu, so das diese Probleme im
Allgemeinen schwerer zu behandeln sind.
Der Splittingschritt im Raum WH kann alternativ auch als Vorkonditionierer fu¨r den
Splittingschritt in Wh betrachtet werden. Die Durchfu¨hrung dieses Splittingschritts kann die
Anzahl der Picard-Iterationen fu¨r den Splittingschritt in Wh senken, was zur Reduktion der
CPU-Kosten beitra¨gt.
Im Folgenden betrachten wir zwei Varianten. In der ersten wa¨hlen wir Vh als den
Finite-Element-Raum mit dem Gitter von V1, jedoch mit quadratischen Ansatzfunktionen,
wodurch sich ein Taylor-Hood-Element vom Typ P2/P1 ergibt. In der zweiten Variante geht
Vh durch eine globale, regula¨re Verfeinerung aus V1 hervor, wodurch wir die lineare Variante
des Taylor-Hood-Elements erhalten.
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6.2 Explizite Strategie mit P2/P1 Taylor-Hood-Elementen
Wir betrachten zuna¨chst die Postprocessingvariante mit P2/P1 Taylor-Hood-Elementen und
einer expliziten Behandlung des nichtlinearen Terms.
Vorbereitung fu¨r Splittingverfahren mit Postprocessing:
0. Berechne eine Startna¨herung p0h = p¯
1
h fu¨r den Druck durch (5.10)
Ein Zeitschritt im Splittingverfahren mit Postprocessing:
1. Lo¨se die implizit Gleichung fu¨r die Zwischengeschwindigkeit v˜n+1lh/2 mit linearen
finiten Elementen
2. Lo¨se fu¨r die Druckaktualisierung die Gleichung
−∇2phupdate = − β04t∇ · v˜n+1lh/2
3. Sorge fu¨r die Divergenzfreiheit in v mittels
vˆn+1lh/2 = v˜
n+1
lh/2
+ 4tβ0∇phupdate
4. Berechne durch (5.10) eine Na¨herung p¯n+1h/2 mit Hilfe von vˆ
n+1
lh/2
und fn+1
5. Lo¨se analog zum Vorgehen bei der expliziten Behandlung des nichtlinearen
Terms die Gleichung fu¨r die Zwischengeschwindigkeit v˜n+1q mit quadratischen
Ansatzfunktionen und dem Startwert ve = Pqvˆn+1lh/2 sowie p¯
n+1
h/2
6. Lo¨se fu¨r die Druckaktualisierung die Gleichung
−∇2ph/2update = − β04t∇ · v˜n+1q und berechne pn+1h/2 = p¯n+1h/2 + ph/2update
7. Sorge fu¨r die Divergenzfreiheit in v mittels vn+1q = v˜
n+1
q +
4t
β0
∇ph/2update
8. Berechne die Restriktionen vn+1lh/2 = Ilv
n+1
q und p¯
n+2
h = p
n+1
h = Ip
n+1
h/2
Laut [6], S.73, Satz 6.4 und S.85, Bemerkung 7.4 kann fu¨r die finiten Elemente mit quadrati-
schen Ansatzfunktionen bei hinreichend glatter Lo¨sung mit deutlich verbesserten Approxima-
tionseigenschaften gerechnet werden. Im Falle einer H3-Regularita¨t des Problems wa¨ren fu¨r
die quadratischen Dreieckselemente eine Fehlereduktion von dritter Ordnung mo¨glich. Dies
ist jedoch nicht auf dem gesamten Gebiet zu erwarten, da hierzu ∂Ω in der Regel glatt sein
mu¨sste, was mit einem Polygonzug nicht erreicht werden kann.
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Das Ziel, eine genauere Approximation zu gewinnen, soll bei dieser Strategie zusa¨tzlich zu den
im Abschnitt 6.1 besprochenen Effekten durch die quadratischen Ansa¨tze erreicht werden.
Des Weiteren besteht die Mo¨glichkeit, dass die aktuellere Startna¨herung ve = Pqvˆn+1lh/2 als
Vorkonditionierer auf den Splittingschritt wirkt und somit das explizite Vorgehen fu¨r gro¨ßere
Zeitschrittweiten verwendet werden kann. Wie bereits in Kapitel 5.5.1 erwa¨hnt wurde,
sind die quadratischen finiten Elemente mit Hilfe einer hierarchischen Basis implementiert
worden. Pq ist dabei ein Prolongationsoperator, der analog zu dem entsprechenden Operator
aus Kapitel 4.5.1 definiert wird. Das bedeutet, dass die Werte an den Freiheitsgraden des
quadratischen Anteils der hierarchischen Basis linear interpoliert werden. Inwieweit mit der
so berechneten Na¨herung gro¨ßere Zeitschrittweiten mo¨glich sind, ha¨ngt u.a. davon ab, wie
gut die Qualita¨t der linear interpolierten Werte an den zusa¨tzlichen Freiheitsgraden ist. Falls
das Verhalten der Funktion zwischen den beiden Knoten aus dem Vorkonditionierungsschritt
stark von linearen Ansa¨tzen abweicht, ist dies nicht zu erwarten. Anderenfalls ko¨nnten
erhebliche Verbesserungen im Konvergenzverhalten des expliziten Vorgehens erreicht werden.
Der explizite Ansatz ist jedoch trotz der Vorkonditionierung durch das implizite Ver-
fahren aufWH nicht auf alle Testproblemen fu¨r ho¨here (≥ 2000) Reynoldszahlen robust. Eine
wesentliche Reduktion der Schrittweitenbegrenzung konnte numerisch nicht nachgewiesen
werden.
Tabelle 6.1: Bedeutung der Triangulierung; Testproblem IV mit BDF(3)
Fehler bei ν = 1/5000 bzw. Re ≈ 1925
∆t Freiheitsgrade ‖f − fh‖L2 Freiheitsgrade ‖f − fh‖L2
v1
1/32 7472/29408 4.071e-03 29408/116672 div.
1/64 7472/29408 9.901e-04 29408/116672 5.148e-04
1/128 7472/29408 7.322e-04 29408/116672 2.226e-04
1/256 7472/29408 div. 29408/464768 1.608e-04
Tabelle 6.1 zeigt die mit diesem Vorgehen erzielten Ergebnisse bei einer Reynoldszahl von
2000 und damit an den Grenzen des Einsatzbereichs der expliziten Behandlung des nicht-
linearen Terms. Hier divergiert das Verfahren fu¨r ∆t = 1/32 nach einer Gitterverfeinerung.
Als Begru¨ndung kommen zum einen die CFL Bedingung und zum anderen die in Satz 6.4
bzw. Bemerkung 6.7 geschilderten Effekte in Frage. Die Tatsache, dass dieses Verhalten
jedoch ausschließlich bei der expliziten Splittingvariante auftritt und auch hier erst fu¨r
ho¨here Reynoldszahlen la¨ßt auch die CFL Bedingung schließen.
Fu¨r kleine Zeitschrittweiten sieht man hingegen, dass das Verfahren auf zu groben
Gittern nicht stabil ist, da sich hierbei, zusa¨tzlich zu dem in Satz 4.14 fu¨r zeitabha¨ngigen
Probleme erwa¨hnte Effekt, die pro Zeitschritt entstehenden Fehler bei der Gradientenrekon-
struktion addieren. Diese kommen bei der expliziten Variante o¨fter zum Einsatz als bei der
im folgenden Abschnitt 6.3 beschrieben impliziten.
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Auch bei niedrigen Reynoldszahlen fu¨hrt jedoch eine Zeitschrittweitenreduktion durch die in
Kapitel 5.5.6 besprochenen Effekte ohne feinere Gitter nicht zu hohen Fehlerreduktionsraten,
wie Tabelle 6.2 an Hand des Testbeispiels IV zeigt.
Definition 6.9
In den folgenden Tabellen wird der Fehler zusa¨tzlich in einer
”
rekonstruierten H1-Norm“
‖f − fh‖GT /H1 = ‖f − fh‖0 + ‖∇f −GT fh‖0
gemessen, da diese Differenz fu¨r den Algorithmus von großer Bedeutung ist.
Die in den Tabellen angegebenen Picard-Iterationen pro Schritt (PIPS) verstehen sich dabei
als Summe aus den PIPS auf dem feinen und groben Gitter.
Um einen Vergleich zu ermo¨glichen, sind die Gitter bei den Rechnungen aus Tabelle 6.2
so gewa¨hlt worden, dass die Anzahl der Freiheitsgrade auf dem Raum Vh der aus Kapi-
tel 5.5.6 entspricht. Die Anzahl der Freiheitsgrade wird dabei in der FormWH/Wh angegeben.
Die in der Tabelle 6.2 sichtbaren Spru¨nge in den Reduktionsraten nach einem Gitter-
wechsel sind auf die Bemerkung 6.7 Effekte zuru¨ckzufu¨hren. Im Fall einer expliziten
Behandlung des nichtlinearen Terms kommt es zu mehr hochfrequenten Fehleranteilen als
bei einer impliziten, wo a¨hnliche Effekte bei keinem numerischen Test zu Tage traten.
Im Fall eines konstanten Gitters zeigt sich an Hand es Testbeispieles IV wie der ortsabha¨ngige
Fehleranteil, wie in Kapitel 5.5.6 besprochen, fu¨r 4t → 0 dominanter wird und damit die
Reduktionsraten sinken.
Klar wird in diesem Zusammenhang auch, dass - wie erwartet - der in der Abscha¨tzung
(6.10) auftretende Summand C2CV wenn nicht Null so doch vernachla¨ßigbar klein ist.
Fu¨r Re ¿ 2000 ist das Verfahren stabil und wie man Tabelle 6.2 entnehmen kann,
kann eine Reduktion des Fehlers um den Faktor 8, also dritter Ordnung, erreicht werden.
Fu¨r ho¨here Reynoldszahlen wird im na¨chsten Abschnitt eine implizite Vorgehensweise
vorgestellt, die sich daru¨ber hinaus als weitaus robuster in Bezug auf die durch eine
Gitterverfeinerung entstehenden unerwu¨nschten Effekte herausgestellt hat.
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Testproblem III mit Re = 10.0 bzw. ν = 1/10
∆t Freiheitsgrade PIPS ‖f − fh‖L2 Quotient ‖f−fh‖L2‖fmax‖L2 ‖f − fh‖GT /H1 ‖f − fh‖max
v1
1/4 1089/4225 7.8 1.389e-01 - 2.778e-01 2.159 5.210e-01
1/8 1089/4225 5.8 1.815e-02 7.655 3.630e-02 3.029e-01 7.262e-02
1/16 4225/16641 4.9 6.287e-03 2.886 1.257e-02 1.675e-01 2.486e-02
1/32 4225/16641 4.4 8.757e-04 7.180 1.751e-03 2.347e-02 3.743e-03
1/64 16641/66049 4.0 3.019e-04 2.901 6.037e-04 1.265e-02 1.544e-03
1/128 16641/66049 4.0 5.240e-05 5.761 1.048e-04 1.704e-03 2.334e-04
v2
1/4 1089/4225 7.8 1.360e-01 - 2.720e-01 2.335 6.167e-01
1/8 1089/4225 5.8 2.094e-02 6.495 4.188e-02 3.134e-01 6.530e-02
1/16 4225/16641 4.9 6.378e-03 3.283 1.276e-02 1.684e-01 2.465e-02
1/32 4225/16641 4.4 8.840e-04 7.215 1.768e-03 2.375e-02 3.705e-03
1/64 16641/66049 4.0 3.036e-04 2.911 6.073e-04 1.269e-02 1.540e-03
1/128 16641/66049 4.0 5.219e-05 5.817 1.044e-04 1.701e-03 2.323e-04
p
1/4 289/1089 7.8 5.741e-01 - 1.475e-01 2.849 1.788
1/8 289/1089 5.8 7.465e-02 7.691 1.918e-02 6.044e-01 2.392e-01
1/16 1089/4225 4.9 2.771e-02 2.694 7.119e-03 3.450e-01 1.394e-01
1/32 1089/4225 4.4 4.109e-03 6.743 1.056e-03 8.541e-02 2.776e-02
1/64 4225/16641 4.0 1.875e-03 2.192 4.817e-04 4.606e-02 1.757e-02
1/128 4225/16641 4.0 2.716e-04 6.904 6.978e-05 1.755e-02 7.304e-03
Testproblem IV mit Re = 770 bzw ν = 1/2000
v1
1/8 7472/29408 5.7 2.057e-01 - 3.381e-01 7.727e-01 1.308e-01
1/16 7472/29408 4.2 2.960e-02 6.949 4.865e-02 1.016e-01 1.893e-02
1/32 7472/29408 4.0 3.955e-03 7.486 6.499e-03 2.161e-02 2.692e-03
1/64 7472/29408 4.0 7.723e-04 5.121 1.269e-03 1.900e-02 1.090e-03
1/128 7472/29408 4.0 5.163e-04 1.496 8.485e-04 1.880e-02 1.171e-03
1/256 7472/29408 3.9 5.035e-04 1.026 8.274e-04 1.894e-02 1.640e-03
v2
1/8 7472/29408 5.7 2.057e-01 - 3.381e-01 7.200e-01 1.314e-01
1/16 7472/29408 4.2 2.961e-02 6.948 4.866e-02 1.015e-01 1.892e-02
1/32 7472/29408 4.0 3.953e-03 7.490 6.497e-03 2.176e-02 2.712e-03
1/64 7472/29408 4.0 7.360e-04 5.371 1.210e-03 1.911e-02 1.089e-03
1/128 7472/29408 4.0 4.799e-04 1.533 7.887e-04 1.889e-02 1.111e-03
1/256 7472/29408 3.9 4.718e-04 1.017 7.753e-04 1.907e-02 1.624e-03
p
1/8 1928/7472 5.7 3.110e-02 - 1.388e-02 1.050e-01 1.548e-02
1/16 1928/7472 4.2 4.923e-03 6.317 2.198e-03 1.614e-02 3.010e-03
1/32 1928/7472 4.0 1.469e-03 3.353 6.555e-04 2.794e-03 1.605e-03
1/64 1928/7472 4.0 1.403e-03 1.047 6.260e-04 2.294e-03 1.454e-03
1/128 1928/7472 4.0 1.408e-03 0.996 6.284e-04 2.517e-03 1.441e-03
1/256 1928/7472 3.9 1.416e-03 0.994 6.322e-04 3.449e-03 1.465e-03
Tabelle 6.2: Explizites Postprocessing mit quadratischen Ansatzfunktionen und BDF(3)
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6.3 Implizite Strategie mit linearen Taylor-Hood-Elementen
Basierend auf dem Grundalgorithmus aus Abschnitt 6.1 wird nun ein robustes Postprocessing
insbesondere fu¨r moderate und hohe Reynoldszahlen vorgestellt.
Hierzu wird der nichtlineare Term implizit behandelt. Im Postprocessingschritt werden lineare
Ansatzfunktionen verwendet.
0. Berechne eine Startna¨herung p0h = p¯
1
h fu¨r Druck durch (5.10)
Ein Zeitschritt im Splittingverfahren mit Postprocessing:
1. Lo¨se die implizite Gleichung fu¨r die Zwischengeschwindigkeit v˜n+1h/2 mit
linearen finiten Elementen
2. Lo¨se die Gleichung zur Druckaktualisierung
−∇2phupdate = − β04t∇ · v˜n+1h/2
3. Sorge fu¨r die Divergenzfreiheit in v mittels
vˆn+1h/2 = v˜
n+1
h/2 +
4t
β0
∇phupdate
4. Berechne eine Na¨herung p¯n+1h/2 auf der Basis von vˆ
n+1
h/2 fu¨r den Druck durch
(5.10)
5. Lo¨se implizit die Gleichung fu¨r die Zwischengeschwindigkeit v˜n+1h/4 mit dem
Startwert ve = P vˆn+1h/2 und p¯
n+1
h/2 aus Schritt 4
6. Lo¨se die Gleichung zur Druckaktualisierung
−∇2ph/2update = − β04t∇ · v˜n+1h/4 und berechne pn+1h/2 = p¯n+1h/2 + ph/2update
7. Sorge fu¨r die Divergenzfreiheit in v mittels vn+1h/4 = v˜
n+1
h/4 +
4t
β0
∇ph/2update
8. Berechne die Restriktionen vn+1h/2 = Iv
n+1
h/4 und p
n+1
h = Ip
n+1
h/2
Die Tabellen 6.4 und 6.5 zeigen hierbei die Wirkung dieser Strategie im Sinne einer Vor-
konditionierung. Das Verfahren wird beschleunigt, wa¨hrend sich gleichzeitig die Genauigkeit
verbessert.
Die in den Tabellen 6.4 und 6.5 angegebenen Picard-Iterationen pro Schritt (PIPS)
verstehen sich dabei erneut als Summe aus den PIPS auf dem feinen und groben Gitter.
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Freiheits- Fehler bei Re = 2000
∆t grade PIPS ‖f − fh‖0 Quotient ‖f − fh‖GT /H1 Quotient ‖f − fh‖max Quotient
v1
1/8 16641 12.7 6.284e-02 - 1.824e-00 - 2.070e-01 -
1/8 66049 14.3 9.192e-02 5.481e-00 3.675e-01
1/16 66049 6.6 5.516e-03 10.139 3.325e-01 5.485 2.046e-02 10.117
1/32 66049 4.9 6.066e-04 9.093 3.122e-02 10.650 4.011e-03 5.101
1/64 66049 4.2 1.347e-04 1.364e-02 3.271e-03
1/64 263169 4.3 1.107e-04 5.480 1.163e-02 2.684 1.477e-03 2.715
1/128 66049 4.0 8.978e-05 1.105e-02 2.854e-03
1/128 263169 4.0 2.413e-05 4.588 4.158e-03 2.797 1.314e-03 1.124
v2
1/8 16641 12.7 7.320e-02 - 2.535e-00 - 1.814e-01 -
1/8 66049 14.3 9.831e-02 6.042e-00 4.017e-01
1/16 66049 6.6 6.930e-03 10.056 3.196e-01 7.931 2.002e-02 9.061
1/32 66049 4.9 6.554e-04 10.057 3.193e-02 10.009 4.214e-03 4.751
1/64 66049 4.2 1.313e-04 1.354e-02 3.286e-03
1/64 263169 4.3 1.215e-04 5.392 1.161e-02 2.750 1.477e-03 2.853
1/128 66049 4.0 8.997e-05 1.100e-02 2.845e-03
1/128 263169 4.0 2.415e-05 5.033 4.152e-03 2.796 1.314e-03 1.124
p
1/8 4225 12.7 2.206e-01 - 9.569e-01 - 6.768e-01 -
1/8 16641 14.3 3.754e-01 1.599e-00 1.134e-00
1/16 16641 6.6 2.362e-02 9.341 9.342e-02 10.242 6.239e-02 10.847
1/32 16641 4.9 6.951e-03 3.398 2.583e-02 3.616 1.753e-02 3.559
1/64 16641 4.2 1.581e-03 1.257e-02 7.324e-03
1/64 66049 4.3 1.835e-03 3.787 7.412e-03 3.484 6.906e-03 2.538
1/128 16641 4.0 3.266e-04 1.056e-02 6.639e-03
1/128 66049 4.0 4.774e-04 3.845 6.527e-03 1.135 3.431e-03 2.0128
Tabelle 6.3: Testproblem III; Verhalten der implitziten Postprocessing-Strategie bei unter-
schiedlichen 4t-h-Kombinationen
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Die in der Tabelle 6.3 Quotienten beziehen sich jedweil aus die beste Kombination aus
Zeitschrittweite 4t und Gitterweite h.
Die numerisch bestimmten Reduktionsraten liegen oberhalb der zweiten Ordnung, ko¨nnen
jedoch fu¨r 4t → 0 erneut nur bei gleichzeitiger Gitterverfeinerung erreicht werden. Dies
gilt, siehe Kapitel 5.4, insbesondere fu¨r große Reynolds- bzw. Pe´clet-Zahlen. Die gro¨ßten
Verbesserungen ergeben sich bei der Verwendung sowohl der expliziten als auch der impliziten
Postprocessing-Strategie fu¨r den Druck. Hier wird oft eine um mehr als eine Zehnerpotenz
exaktere Na¨herung in der L2-Norm erreicht.
Wie man an der Tabelle 6.3 sieht ist die impliziten Behandlung des nichtlinearen
Terms weniger Anfa¨llig fu¨r die in Abschnitt 6.1 diskutieren Gitterabha¨ngigkeiten. Fu¨r die
verha¨ltnisma¨ßig große Zeitschrittweite 4t = 1/8 treten durch die Gitterverfeinerung noch
Verschlechterungen des Resultates auf, fu¨r kleiner Zeitschrittweiten nicht mehr.
An Hand der Maxiumsnorm erkennt man bei kleiner werden Fehlern die wachsende
Bedeutung der konstruierten Randbedingungen. In der Gro¨ßenordnung von ν beginnt die
Laplace-Rekonstruktion an Bedeutung zu gewinnen und verlangsamt die Fehlerreduktions in
der Maximusnorm. Die Fehler in der Maximusnorm treten dabei wie schon in Kapitel 5.1.4
klar wurde, am Rand auf.
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7 Adaptivita¨t in Zeit und Ort
Einen Algorithmus nennt man adaptiv, wenn er sich den Gegebenheiten des Problems
selbststa¨ndig anpassen kann.
Fu¨r den Splittingalgorithmus werden dazu zwei verschiedene Strategien beno¨tigt, zum einen
eine adaptive Wahl der Zeitschrittweite und zum anderen eine adaptive Anpassung des Git-
ters. Betrachten wir zuna¨chst die Zeitschrittweitensteuerung.
7.1 Adaptivita¨t in der Zeit
Die Adaptivita¨t in der Zeit ist von großer Bedeutung fu¨r das Splitting, da hierdurch nicht
nur die Qualita¨t der Lo¨sung verbessert, sondern auch die Konvergenz sichergestellt werden
kann. Durch eine geeignete Zeitschrittweitensteuerung wird das Splitting somit zu einem ro-
busten Algorithmus. Um Adaptivita¨t in der Zeit realisieren zu ko¨nnen, beno¨tigen wir einu u u u
t0 t1 t2 t3
BDF-Verfahren auf variablen Diskretisierungen 0 = t0 < t1 < t2 · · · < tn−1 < tn = tende des
Intervalls [0, tende]. Dabei bezeichnen wir mit 4tm+1 die Differenz tm+1 − tm.
Das implizite Euler-Verfahren beno¨tigt hierfu¨r keine Vera¨nderungen, da es als Einschrittver-
fahren sehr flexibel mit variablen Gittern umgehen kann. Zur Entwicklung von Verfahren
ho¨herer Ordnung konstruiert man, wie schon bei den BDF-Verfahren mit konstanter Schritt-
weite, ein Interpolationspolynom q(t) durch (tm+1, ym+1) und die zuru¨ckliegenden l Werte
(tm−l+1, ym−l+1) . . . (tm, ym) . Nun fordert man, dass q(tm+1) die Differentialgleichung
q′(tm+1) = f(tm+1, tm+1)
erfu¨llt. Mit Hilfe der Lagrange-Polynome
Lm,j =
l∏
i=0;i6=j
t− tm−i+1
tm−j+1 − tm−i+1
erha¨lt man folgende Darstellung
q(t) =
l+1∑
j=1
ym−l+jLm,j ⇒ q′(t) =
l+1∑
j=1
ym−l+jL′m,j .
Um die Koeffizienten βi zu berechnen, muss also
∂
∂t
Lm,j(t)
∣∣∣∣
t=tm+1
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ausgewertet werden. Fu¨r das BDF(2) ergibt sich laut [40], S.337f.
1
4tm+1
1 + 2wm+11 + wm+1︸ ︷︷ ︸
=β0
vm+1 − (1 + wm+1)︸ ︷︷ ︸
=β1
vm +
w2m+1
1 + wm+1︸ ︷︷ ︸
=β2
vm−1
 = fm+1 ,
mit wm+1 = 4tm+1/4tm.
Fu¨r das Verfahren dritter Ordnung fu¨hrt das analoge Vorgehen auf die folgenden Koeffizienten.
β3 =
(
4tm+1 · ∂
∂t
(t− tm−1)(t− tm)(t− tm+1)
(tm−2 − tm−1)(tm−2 − tm)(tm−2 − tm+1)
)
|t=tm+1
=
(tm+1 − tm)(tm+1 − tm−1)(tm+1 − tm)
(tm−2 − tm−1)(tm−2 − tm)(tm−2 − tm+1)
β2 =
(
4tm+1 · ∂
∂t
(t− tm−1)(t− tm)(t− tm+1)
(tm−2 − tm−1)(tm−2 − tm)(tm−2 − tm+1)
)
|t=tm+1
=
(tm+1 − tm)(tm+1 − tm−2)(tm+1 − tm)
(tm−1 − tm−2)(tm−1 − tm)(tm−1 − tm+1)
β1 =
(
4tm+1 · ∂
∂t
−(tm+1 − tm−2)(tm+1 − tm−1)
(tm − tm−1)(tm − tm−2)
)
|t=tm+1
=
(tm+1 − tm)(tm+1 − tm−1)(tm+1 − tm)
(tm−2 − tm−1)(tm−2 − tm)(tm−2 − tm+1)
β0 =
(
4tm+1 · ∂
∂t
(t− tm−1)(t− tm)(t− tm+1)
(tm−2 − tm−1)(tm−2 − tm)(tm−2 − tm+1)
)
|t=tm+1
= 1 +
tm+1 − tm
tm+1 − tm−1 +
tm+1 − tm
tm+1 − tm−2
Die ersten l Schritte ko¨nnen zum Beispiel mit einem Verfahren niedriger Ordnung erzeugt
werden. Hierbei wird der erste Schritt mit einem impliziten Euler-Verfahren und der zweite
mit dem BDF-Verfahren zweiter Ordnung berechnet.
7.1.1 Stabilita¨tsbeschra¨nkungen und Schrittweitensteuerung
Die BDF-Verfahren zweiter und dritter Ordnung sind nicht fu¨r jede Diskretisierung von
[0, tende] stabil. Wie in dem Artikel [18] von Grigorieff nachzulesen ist, konnte er in Bezug auf
die Stabilita¨t von BDF-Verfahren beweisen, dass das BDF-Verfahren zweiter Ordnung fu¨r
0 ≤ 4tm+14tm ≤ 2.414
und das BDF-Verfahren dritter Ordnung fu¨r
0.836 ≤ 4tm+14tm ≤ 1.127
stabil ist. Diese Schranken aus [18] werden im Allgemeinen als zu pessimistisch angesehen
(vgl. z.B. [40], S.338), da sie alle mo¨glichen Schrittweitena¨nderungen beru¨cksichtigen. Daher
werden vom Splittingalgorithmus fu¨r das BDF-Verfahren dritter Ordnung die Schranken
0.75 ≤ 4tm+14tm ≤ 1.25
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verwendet.
Zur Schrittweitensteuerung wird ein heuristisches Kriterium verwendet. Dies geschieht mit
Hilfe der Differenz zwischen der mit einem Zeitschrittverfahren mit der Schrittweite 4tm/2
berechneten Na¨herung v4tm/2(tm) und der mit der Schrittweite 4t v4tm(tm). Wir gehen also
davon aus, dass der durch das Zeitschrittverfahren erzeugte relative Fehler
eˆt(tm) ≈
‖v4tm/2(tm)− v4tm(tm)‖
(1− 2−l)‖v4tm/2(tm)‖
(7.1)
ist, wobei mit l die Ordnung des Verfahrens bezeichnet wird. Wird der Fehler durch die
Halbierung der Zeitschrittweite um den Faktor l reduziert, ha¨lt dieser Ansatz. Da das BDF(3)-
Verfahren in der Regel nur eine Reduktion um den Faktor 4 bewirkt, sollte hier l = 2 statt
l = 3 verwendet werden.
Nun wird dem Algorithmus eine Fehlertoleranz εTtol vorgegeben. Falls et(tm) ≈ εTtol ist,
kann der Algorithmus mit der bisherigen Schrittweite verfahren. Anderenfalls wird die neue
Schrittweite 4tm+1 mittels
4tm+1 =
(
εTtol
et(tm)
)1/l−1
4tm
berechnet. Liegt 4tm+1/4tm außerhalb der oben angegebenen Schranken, so wird die
jeweilige Schranke verwendet. Daneben ist es sinnvoll, weitere absolute Sicherheitsschranken
fu¨r 4tm+1 zu setzen, z.B. 0.001 ≤ 4tm+1 ≤ 0.25. Die obere Schranke dient der Absicherung
der Stabilita¨t. Die untere hat zwei Funktionen: Zum einen treten innerhalb des Algorithmus
Fehler pro Schritt auf, die so begrenzt bleiben, und zum anderen dient sie als obere Grenze
fu¨r die CPU-Kosten, die man bereit ist fu¨r die geforderte Genauigkeit zu investieren.
Die in (7.1) verwendete Norm muss abha¨ngig vom Problem gewa¨hlt werden. Bei der
Verwendung einer globalen Norm wie der L2-Norm ist nicht sichergestellt, dass diese auf
Vera¨nderungen, die sich z.B. an einer Einspritzstelle ereignen, stark genug reagiert. Das
andere Extrem ist die Maximumsnorm, welche jede lokale Vera¨nderung misst, dabei jedoch
u.U. zu einer zu pessimistischen Abscha¨tzung kommt und auch ein sehr sprunghaftes
Verhalten bei der Wahl von 4tm verursachen kann. Eine Alternative stellt zum Beispiel die
Verwendung einer Patchnorm dar, welche den Fehler u¨ber einzelnen Teilen des Gebietes
misst. Wir werden fu¨r die folgenden numerischen Rechnungen die L1-Norm verwenden.
Bei der Verwendung von BDF-Verfahren auf einer variablen Diskretisierung des Zeitintervalls
ergeben sich bei den Verfahren ho¨herer Ordnung Konsequenzen fu¨r den Druckaktualisierungs-
schritt. Dieser ist fu¨r na¨herungsweise konstante Schrittweiten, wie sie durch die Schranken
des BDF(3) sichergestellt sind, optimal. Bei stark schwankenden Zeitschrittweiten, wie sie
z.B. beim BDF(2) auftreten ko¨nnen, kommt es trotz einer Reduktion der Zeitschrittweite in
dem jeweiligen Zeitschritt nicht immer zu der erwarteten Verbesserung im Druck. Der Grund
ist im fu¨r den Druckaktualisierungsschritt entscheidenden Faktor β0 zu suchen. Betrachtet
man diesen fu¨r kleine w, so sieht man, dass auch β0 klein wird. Das bedeutet, dass im Fall
einer Schrittweitenreduktion der Druckaktualisierungsschritt an Bedeutung verliert, was zwar
aus dem Splittingschema, nicht jedoch aus der Zeitschrittweite 4tm+1 heraus gerechtfertigt
ist. Fu¨r das BDF(2) gilt 1 < β0 ≤ 3, wobei 3 im Fall einer a¨quidistanten Schrittweite
angenommen wird.
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7.1.2 Numerische Ergebnisse
Zur Untersuchung der zeitlichen Adaptivita¨t verwenden wir eine Abwandlung des Testpro-
blems III mit
v1(x, y, t) = z1|2(t)(sin(pix/2) cos(piy/2)) ,
v2(x, y, t) = −z1|2(t)(sin(piy/2) cos(pix/2))
und
p(x, y, t) = sin(t)(cos(pix) + cos(piy)) .
Fu¨r die erste Variante gilt
z1(t) =
arctan(t− 3)
4 arctan(3)
+ 0.75 ,
fu¨r die zweite
z2(t) = 0.5 exp(−5|t− 3|) + 0.5
mit t ∈ [0, 6]. Da z2 6∈ C1[0, 6], stellt dies an das Zeitschrittverfahren in der Umgebung von
t = 3 eine besondere Herausforderung dar, weshalb wir hier auf ein BDF(2) zuru¨ckgreifen,
welches auf Grund der Schrittweitensteuerung schneller in der Lage ist, auf solche Vera¨nde-
rungen zu reagieren. Dem Algorithmus wird als Fehlergrenze 5 · 10−4 u¨bergeben und es wird
eine Zerlegung mit 16641 Freiheitsgraden fu¨r die Geschwindigkeit und 4225 fu¨r den Druck
verwendet. Der nichtlineare Term wird implizit behandelt. Alle Berechnungen im Abschnitt
7.1.2 werden ohne Postprocessing berechnet.
Wie man an den Graphen 7.2 und 7.3 erkennen kann, wird durch den Einfluss des Drucks
auf die Genauigkeit von v auch die zeitliche Entwicklung des Drucks bei der Wahl der
Zeitschrittweite beru¨cksichtigt. Durch die adaptive Steuerung in der Zeit ist der Algorithmus
in der Lage, die schwierige Stelle t = 3 zu erkennen und das Splitting dort mit kleinen
Zeitschrittweiten stabil und den Fehler in akzeptabler Weise klein zu halten.
Dass die Schranke von 5 · 10−4 nicht eingehalten wird, liegt darin begru¨ndet, dass durch
die adaptive Anpassung der Zeitschrittweite nur eine Fehlerquelle kontrolliert werden kann.
Jedoch handelt es sich bei dem Splittingverfahren um die wichtigste, da das Verfahren nun
mit dieser adaptiven Steuerung und einer impliziten Behandlung des nichtlinearen Terms
wesentlich robuster ist.
Abschließend wird das zeitadaptive Splitting auf ein Problem aus der Arbeit [1] ange-
wendet. Die exakte Lo¨sung lautet in diesem Fall:
v1(x, y, t) = 1− 2 cos(pix− t) sin(piy − t) ,
v2(x, y, t) = 1 + 2 cos(piy − t) sin(pix− t)
und
p(x, y, t) = − cos(4pi(x− t))− cos(4pi(y − t)) ,
wobei t ∈ [0, pi] und ν = 1250 ist, was einer Reynoldszahl von ca. 800 entspricht. Bei Ω handelt
es sich erneut um das Einheitsquadrat mit dem aus Kapitel 5 bekannten kanonischen Gitter
mit 16641 Freiheitsgraden in v und 4225 in p.
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Abbildung 7.1: Gewa¨hlte Schrittweite
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Abbildung 7.3: Relativer Fehler in der ers-
ten Geschwindigkeitskompo-
nente (L1-Norm)
In diesem Fall vera¨ndert sich die Struktur der Lo¨sung weit sta¨rker mit der Zeit als in
den vorangegangenen Beispielen, da die Zeitabha¨ngigkeit nicht einfach mittels einer Funktion
z(t) abgespalten werden kann.
Der Splittingalgorithmus wird mit den gleichen Einstellungen wie beim modifizierten
Testproblem III durchgefu¨hrt.
Wie man an den Abbildungen 7.4 bis 7.6 erkennen kann, wird die Schranke von 5 · 10−4
na¨herungsweise gehalten, wobei die U¨berschreitungen erneut auf die anderen Fehlerquellen
zuru¨ckzufu¨hren sind.
Der Fehler im Druck ist ebenfalls bis auf das charakteristische Einschwingverhalten konstant.
Der erho¨hte Fehler beim Start des Splittings ist hier besonders ausgepra¨gt, da der Startwert
v0 nicht aus dem Splittingprozess hervorgegangen ist und keine einfache Struktur besitzt,
wie in den Fa¨llen, in denen es sich um die Nullfunktion handelt. Dies und die sehr kleine
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Zeitschrittweite am Anfang versta¨rken diesen ansonsten geringeren Effekt. Auch unter diesen
schwierigen Umsta¨nden bleibt der Startfehler vertretbar klein und im Anschluss bis auf einen
kurzen Ausreißer unter 1 · 10−2.
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Abbildung 7.6: Fehler im Druck
7.2 Adaptivita¨t im Ort
Die erste Triangulierung, die von einem Gebiet Ω gemacht wird, ist gelegentlich verha¨lt-
nisma¨ßig grob und orientiert sich hauptsa¨chlich an der Geometrie von Ω. Diese Geometrie
wird in der ersten Triangulierung angena¨hert und das Gitter, je nachdem wie genau die Geo-
metrie erfasst werden soll, entsprechend fein oder grob gewa¨hlt.
Auf einer solchen Triangulierung berechnet man nun die Galerkin-Approximation vh und ent-
scheidet auf Grund einer a-posteriori-Fehlerabscha¨tzung adaptiv, ob ein oder mehrere Dreiecke
verfeinert werden mu¨ssen.
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7.2.1 Der verwendete Verfeinerungsalgorithmus
Es gibt verschiedene Strategien zur Verfeinerung der Dreiecke. Eine solche Verfeinerung kann
entweder lokal, also nur auf den Elementen mit großem Anteil am Fehler, oder global, also
fu¨r die ganze Triangulierung, vorgenommen werden.
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Abbildung 7.7: Finites Element: unverfeinert - rot verfeinert - blau verfeinert - gru¨n verfeinert
Die ha¨ufigste Verfeinerungsstrategie ist die regula¨re Verfeinerung eines Dreiecks in vier Teil-
dreiecke, auch rote Verfeinerung genannt. Dies geschieht durch das Verbinden der Kanten-
mittelpunkte. Wendet man diese Methode nur auf einer ausgewa¨hlten Menge von Dreiecken
und nicht auf der ganzen Triangulierung an, so treten Punkte auf, welche Eckpunkte der
verfeinerten, nicht jedoch Eckpunkte der nicht verfeinerten angrenzenden Dreiecke sind. Sol-
che Knoten werden als ”ha¨ngende Knoten“ bezeichnet. Um eine zula¨ssige Triangulierung zu
erhalten, werden die entsprechenden Dreiecke ebenfalls verfeinert. Dabei kommen die oben
abgebildeten gru¨nen und blauen Verfeinerungsstrategien zum Tragen.
Problematisch ist bei wiederholtem Verfeinern der gru¨ne Ansatz. Wenn hier mehrfach nicht
die la¨ngste Seite des Dreiecks geteilt wird, so entstehen extrem spitze Dreiecke, welche zu
Instabilita¨ten fu¨hren. Daher wird oft, zum Beispiel in [43], empfohlen, die gru¨nen Kanten vor
einer erneuten Verfeinerung zu entfernen. Wir gehen a¨hnlich wie die PDE-Toolbox von Mat-
Lab einen anderen Weg (die Referenz zum Befehl refinemesh findet man in [30], S.5-91) und
erlauben die gru¨ne Verfeinerung nur fu¨r den Fall, dass die la¨ngste Kante halbiert wird. Ist dies
nicht der Fall, wird mit der la¨ngsten Kante blau verfeinert. A¨hnlich gehen wir vor, wenn die
blaue Verfeinerung ohne die la¨ngste Kante durchgefu¨hrt werden wu¨rde, dann wird stattdes-
sen rot verfeinert. Dieses Vorgehen fu¨hrt zu einer geringfu¨gig ho¨heren Anzahl an verfeinerten
Dreiecken. Der Algorithmus la¨sst sich nun wie folgt formulieren:
Gitterverfeinerungsalgorithmus:
1. Verfeinere alle ausgewa¨hlten Dreiecke regula¨r.
2. Fu¨ge einen Knoten auf der la¨ngsten Kante jedes Dreiecks hinzu, das bereits
einen ha¨ngenden Knoten hat.
3. Wiederhole Schritt 2, bis keine neuen Knoten mehr hinzugefu¨gt werden.
4. Erzeuge die neuen Dreiecke. Wenn auf jeder Kante ein neuer Knoten entstan-
den ist durch die rote, wenn zwei neue entstanden sind durch die blaue und
wenn nur ein neuer entstanden ist durch die gru¨ne Verfeinerung.
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7.2.2 Fehlerindikator auf der Basis der Gradientenrekonstruktion
Die Auswahl der Dreiecke, welche verfeinert werden sollen, geschieht mit Hilfe eines Feh-
lerscha¨tzers ηˆ. Es gibt verschiedene Arten von Fehlerscha¨tzern, z.B. residuenbasierende oder
hierarchische. Da fu¨r das Splitting in jedem Fall eine Gradientenrekonstruktion implementiert
wurde, werden wir diese auch als Fehlerscha¨tzer verwenden.
Die Grundidee eines Fehlerscha¨tzers mittels Gradientenrekonstruktion besteht darin, die Dif-
ferenz des Gradienten der diskreten Lo¨sung u¨ber einem Element mit dem durch ein Verfahren
wie z.B. das Z2-Verfahren rekonstruierten Gradienten zu vergleichen. Man betrachte also
ηˆ =
∑
T∈Th
∫
T
‖Guh −∇uhd‖L2Ω (7.2)
mit G = {GM , GZ , GT } fu¨r den gesamten Fehler und das Integral u¨ber dem einzelnen Element
fu¨r den lokalen Fehler.
Ist fu¨r G die Superkonvergenzeigenschaft bewiesen, so ist ηˆ als Fehlerscha¨tzer geeignet. Die
Superkonvergenzeigenschaft la¨sst sich laut [27], S.185 nur unter sehr einschra¨nkenden Vor-
aussetzungen an das Gitter und die Gla¨tte der Lo¨sung zeigen. Somit ist ein strenger mathe-
matischer Beweis fu¨r den Fehlerscha¨tzer ηˆ in der Regel nicht mo¨glich. ηˆ ist jedoch ein guter
Fehlerindikator, mit dessen Hilfe kritische Elemente ermittelt werden ko¨nnen. Dabei hat sich
in den numerischen Tests herausgestellt, dass man fu¨r die auftretenden Probleme bessere
Gitter erha¨lt, wenn der Fehler nicht wie in (7.2) mit der H1-Seminorm auf jedem Dreieck
gemessen wird, sondern knotenweise. Dazu definieren wir
ηˆa =
1
#4(a)
∑
K⊂4(a)
| Guh(xa, ya)− (∇uh)|K | ,
dabei sei wie in Kapitel 5 wieder fu¨r den Knoten a die Menge 4(a) := ⋃K : o∈∂K K die
Dreiecksumgebung von a und #4(a) die Ma¨chtigkeit der Menge. Ist ηˆa gro¨ßer als ein
gegebener Toleranzwert, wird der Knoten in die Menge der Verfeinerungskandidaten Kˆ
aufgenommen. Der maximale Fehler in dieser Menge dient als Richtwert fu¨r die Menge
der Elemente, die schließlich verfeinert werden. Gilt fu¨r einen Knoten ηˆa > ηˆmaxγ , wobei
ηˆmax = maxi∈Ih{ηˆi} ist, so werden alle Dreiecke, die den Knoten a beinhalten, verfeinert.
In Abha¨ngigkeit von γ werden unterschiedlich viele Elemente zur Verfeinerung ausgewa¨hlt,
wobei im Folgenden alle Rechnungen mit γ = 2 durchgefu¨hrt wurden.
Dieser Fehlerindikator wird im Laufe des Splittings auf Konvektions-Diffusions-Reaktions-
Gleichungen angewendet. Um die Effizienz des Fehlerscha¨tzers in Zusammenhang mit solchen
Gleichungen zu demonstrieren, benutzen wir zwei zeitunabha¨ngige Probleme vom Typ der
Gleichung (4.1), das erste mit der Lo¨sung
v(x, y) = exp
(
−x
6 + y6
ν
)
( ”Eckenlayer“ ) und den Variablen
ν = 10−4 , k = (
1
4
− x , 1
4
− y ) , r = 1 ,
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wobei die Bezeichnungen der Variablen denen aus der Gleichung (4.1) entsprechen. Die exakte
Lo¨sung des zweiten Problems ( ”Hutlayer“ ) lautet
vν(x, y) = tanh
(
1
16 − (x− 12)2 − (y − 12)2
ν
)
und die Variablen sind
ν = 10−3 , k = ( (4x− 2) vν , (4y − 2) vν ) . r = 4 .
Die Ergebnisse aus Tabelle 7.1 und 7.2 sowie die Abbildungen 7.9 und 7.11 zeigen die Effizienz
des Verfahrens.
Freiheitsgrade ‖f − fh‖max ‖f − fh‖L2
289 6.161607e-02 8.791782e-03
350 1.699135e-02 2.719085e-03
519 8.615437e-03 8.428856e-04
1137 3.694315e-03 4.001344e-04
3407 2.080191e-03 1.430412e-04
11926 1.641810e-03 6.969482e-05
39380 5.979644e-04 3.462880e-05
131338 2.480636e-04 1.519130e-05
Tabelle 7.1: ”Eckenlayer“: Ergebnisse bei adaptiver Gitterverfeinerung
Freiheitsgrade ‖f − fh‖max ‖f − fh‖L2
289 1.085150e+00 2.326590e-01
504 6.134885e-01 1.504399e-01
918 3.921532e-01 8.718015e-02
1670 3.256176e-01 4.742402e-02
3291 2.587719e-01 2.256633e-02
7944 1.217857e-01 8.681484e-03
19816 8.944284e-02 2.755447e-03
38240 3.058579e-02 9.529964e-04
52754 1.145180e-02 6.467369e-04
99574 7.762168e-03 4.222369e-04
Tabelle 7.2: ”Hutlayer“: Ergebnisse bei adaptiver Gitterverfeinerung
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Abbildung 7.8: ”Eckenlayer“ mit adap-
tiv verfeinertem Gitter
(131338 Freiheitsgrade)
Abbildung 7.9: Fehler beim ”Eckenlayer“
(131338 Freiheitsgrade)
Abbildung 7.10: ”Hutlayer“ mit adap-
tiv verfeinertem Gitter
(99574 Freiheitsgrade)
Abbildung 7.11: Fehler beim ”Hutlayer“
(99574 Freiheitsgrade)
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7.2.3 Anwendung auf das Splitting
Wir wenden also den Fehlerindikator ηˆ aus (7.2) auf jede der Geschwindigkeitskomponenten
vi an. Mit Di = {T ∈ I|ηˆvi(T ) > εOtol} wird die Menge aller Elemente bezeichnet, auf denen
der Fehlerindikator u¨ber einer Schwelle εOtol liegt.
O.b.d.A. gelte fu¨r die Tj ∈ Di : ηˆvi(Tj) ≥ ηˆvi(Tj−1). Sei nun
di = max
Tj∈Di
{ηˆvi(Tj)}
und
D¯i = {T ∈ Di | ηˆvi(T ) ≥
di
n
} ; n ∈ N ,
wobei ηˆvi(T ) fu¨r den Fehler in der Geschwindigkeitskomponente vi auf Element T steht.
Es werden alle Elemente aus D¯1 ∪ D¯2 zur Verfeinerung an den oben beschriebenen Algorith-
mus u¨bergeben, wodurch der neue Ansatzraum Vk+1 entsteht.
Um weitere Interpolationen zu vermeiden, werden wir alle vi weiterhin auf dasselbe Gitter
verwenden. Denkbar wa¨re alternativ ein Aufsplitten der Gitterhierarchien fu¨r jede Geschwin-
digkeitskomponente, die dann jedoch einige Anstrengungen und dabei womo¨glich auch einen
Genauigkeits- oder Stabilita¨tsverlust durch Abbildungen zwischen den Gittern erzeugen ko¨nn-
te.
Damit entsteht die folgende Hierarchie von Gittern bzw. Finite-Element-Ra¨umen:
Vp ⊂ V0 ⊂ V1 ⊂ · · · ⊂ Vk
Der Druck wird nach wie vor auf dem Gitter Vp berechnet. Mit V0 bezeichnen wir das
Startgitter der Geschwindigkeitskomponenten, welches durch eine globale rote Verfeinerung
aus Vp hervorgeht. Vk mit 0 < k ∈ N entsteht wie oben beschrieben auf der Basis von Vk−1.
Die inf − sup-Bedingung ist damit fu¨r den RaumWk = Vk×Vp wie in Kapitel 4.4 beschrieben
weiterhin erfu¨llt, da sie ja bereits fu¨r W0 = V0 × Vp erfu¨llt war.
Direkt zu Beginn muss vp hinreichend fein gewa¨hlt werden, weil das Druckgitter bei
diesem Vorgehen unvera¨ndert bleibt. Da der Druck jedoch ha¨ufig weitaus glatter ist als
die Geschwindigkeitskomponenten und da die Laplace-Gleichungen, die zur Berechnung
des Drucks verwendet werden, gut konditioniert sind, ist dies in der Regel kein Nachteil.
Wird jedoch eine Anpassung auch im Druck gewu¨nscht, so kann diese auf natu¨rliche Weise
mit Hilfe des Postprocessings aus Kapitel 6 erreicht werden. Hierbei wird der Druck im
Postprocessingschritt auf dem adaptiv verfeinerten Gitter berechnet. Die inf − sup-Bedingung
bleibt dabei gewahrt, da die Geschwindigkeit auf demselben Gitter jedoch mit quadratischen
Funktionen bzw. auf einem global regula¨r verfeinerten Gitter berechnet wird.
Anzumerken bleibt, dass es bei physikalischen Problemen kein Nachteil ist, dass die
Gittera¨nderung sich ausschließlich an der Geschwindigkeit orientiert, da Geschwindigkeit und
Druck sta¨rker voneinander abha¨ngen als bei den analytischen Beispielen. Das bedeutet, dass
auch dort ein komplexeres Verhalten im Druck zu erwarten ist, wo dies in der Geschwindigkeit
vorliegt und umgekehrt.
7.2.4 Auswirkung der Gittera¨nderung auf das Splitting
Weit schwieriger als die Frage nach den zu verfeinernden Elementen ist die nach der Inter-
polation der Funktion an den neu entstandenen Knoten zu beantworten. Abha¨ngig von der
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Ordnung l des eingesetzten BDF-Verfahrens mu¨ssen fu¨r die l zuru¨ckliegenden Na¨herungen an
die Geschwindigkeit an den neuen Knoten Funktionswerte interpoliert werden. Eine einfache
lineare Interpolation zwischen den beiden auf der Kante liegenden alten Werten ist sehr
effektiv mit Hilfe des Prolongationsoperators P zu berechnen. Diese Na¨herung beru¨cksichtigt
jedoch nicht die geforderte Divergenzfreiheit von v, so dass die im Splittingalgorithmus
ha¨ufig verwendete Annahme, dass die zuru¨ckliegende Na¨herung vm−j ∈ Vk−1 mit 0 < j < l
divergenzfrei ist, an den neuen Knoten von Vk in der Regel verletzt wird.
Die Auswirkung findet sich prima¨r im Druckaktualisierungsschritt, wodurch nach einer
Gitteranpassung der Druck hier nicht in der gewohnten Genauigkeit aktualisiert werden
kann. Die Gro¨ße des Genauigkeitsverlustes ha¨ngt von der Anzahl der neuen Knoten und
von dem verwendeten BDF-Verfahren ab. Je ho¨her die Ordnung des BDF-Verfahrens,
umso gro¨ßer ist die Sto¨rung durch die neuen Knoten und umso la¨nger ha¨lt sie an. Die
Auswirkungen bleiben so lange in immer schwa¨cherer Form bestehen wie interpolierte
Knoten in die Approximation von ∂∂t eingehen.
Mehr als ein Verfeinerungsschritt im Ort pro Zeitschritt sollte vermieden werden, da die
interpolierten Knoten dann u.U. wieder auf der Basis von zuvor interpolierten Knoten
berechnet werden.
Eine Mo¨glichkeit diesem Problem zu begegnen, wa¨re eine andere Interpolationstechnik.
Versuche, die bei der Gradientenrekonstruktion verwendete Technik zu diesem Zweck zu
adoptieren und um eine entsprechende Bedingung fu¨r die Divergenzfreiheit zu erga¨nzen,
waren nicht fu¨r alle Testprobleme erfolgreich. Es kam in einigen Fa¨llen zu Instabilita¨ten. Eine
Alternative besteht darin, den gesuchten Wert zwischen den Werten der beiden benachbarten
Knoten zu vermuten und Werte aus diesem Intervall zu testen, um eine divergenzfreiere
Interpolation zu erreichen. Der Interpolationsoperator fu¨r das adaptive Splitting im Ort
bleibt also weiterhin fu¨r Untersuchungen interessant.
Diese Probleme betreffen jedoch prima¨r den Druck. Der Druckextrapolant p¯ wird in
jedem Splittingschritt mit Hilfe von (5.10) neu rekonstruiert. Da die Gleichung (5.10) ledig-
lich die Divergenzfreiheit von vm benutzt, um durch Termumformungen Ableitungen zweiten
Grades zu vermeiden, ist p¯ nicht in dem Maße betroffen wie der Druckaktualisierungsschritt.
Da die Zwischengeschwindigkeit auf der Basis von p¯ berechnet wird, ist die Geschwindigkeit
in der Regel nicht oder kaum betroffen.
Wird der Druck also als Hilfsgro¨ße gesehen, um die Geschwindigkeit zu berechnen, ist
das vorgestellte Vorgehen problemlos. Alternativ kann man das Gitter sehr langsam a¨ndern,
um nicht zu viele neue Knoten pro Schritt zuzulassen.
Wenn das Verfahren in Zusammenhang mit einem Postprocessing-Schritt verwendet wird,
reduzieren sich die Auswirkungen der neuen Knoten im Allgemeinen.
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Abbildung 7.12: Geschwindigkeit v und ‖v‖2
7.2.5 Numerische Ergebnisse
Als Testproblem verwenden wir mit Ω = [0, 1]2 und t ∈ [0, 4] die Funktion
v1(x, y, t) =
sin(pit)√
2
e10(y−1) ,
v2(x, y, t) =
sin(pit)√
2
e10(x−1) .
Der Druck wird so gewa¨hlt, dass an der Stelle, an die das Fluid stro¨mt, ein Unterdruck
herrscht, an dem Ort, den das stro¨mende Fuid verla¨sst, hingegen ein U¨berdruck.
p(x, y, t) = − sin(pit)(x2 + y2 − 2
3
) .
Erneut wird die rechte Seite f entsprechend angepasst. Damit gibt es nun in der Geschwin-
digkeit einen Randlayer, den es mit Hilfe der Ortsadaptivita¨t aufzulo¨sen gilt. Der Test wird
mit einer Re = 1000 = 1ν und einer konstanten Zeitschrittweite von 4t = 1/32 durchgefu¨hrt.
Ω wird im ersten Zeitschritt durch die kanonische Zerlegung des Einheitsquadrats mit 1089
Freiheitsgraden im Druck und 4225 in der Geschwindigkeit diskretisiert. Die Anzahl der
Freiheitsgrade bezieht sich auf die Finite-Element-Ra¨ume vor dem Postprocessing-Schritt.
Da ein expliziter Postprocessing-Schritt mit P2/P1 Taylor-Hood-Elementen verwendet wird,
reicht diese geringe Zahl an Freiheitsgraden aus und der Druck wird, wie oben beschrieben,
ebenfalls von der Gitterverfeinerung profitieren. Als Zeitschrittverfahren kommt ein BDF
dritter Ordnung mit einer a¨quidistanten Zeitschrittweite von 132 zum Einsatz.
Ob eine Verfeinerung im Ort no¨tig ist, wird alle fu¨nf Schritte u¨berpru¨ft, und dann wird ggf.
nach dem oben angegebenen Schema verfahren.
In der Abbildung 7.13 erkennt man die negativen Auswirkungen der Gittera¨nderung
auf den Druck. Nach fu¨nf Schritten wird zum ersten Mal das Gitter vera¨ndert, wodurch der
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Abbildung 7.13: Fehlerverlauf in v1 ≈ v2 und p beim Splitting mit adaptiver Gitteranpassung
Fehler im Druck ansteigt. Insgesamt bleibt der Fehler in der L2-Norm des Drucks jedoch
unter 1.5 · 103 klein.
Die Anpassung des Gitters wird durch die Abbildung 7.14 illustriert. Man erkennt,
dass der Randlayer gefunden und aufgelo¨st wird.
In dieser Arbeit wurde auf eine Gittervergro¨berung verzichtet. Sie ist natu¨rlich mit
dem entsprechenden Aufwand realisierbar. Wegen den Sto¨rungen im Druck sollte bei
Gittervera¨nderungen zuru¨ckhaltend agiert werden. Ein Knoten, der nur fu¨r wenige Schrit-
te entfernt und anschließend wieder hinzugenommen wird, ist im Allgemeinen fu¨r den
Splittingalgorithmus nicht sinnvoll.
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Abbildung 7.14: Gitter zu den Zeitpunkten t = 0.0000 (4225 Freiheitsgrade), t = 0.1562
(5963 Freiheitsgrade), t = 0.3125 (14102 Freiheitsgrade), t = 0.4688 (33622
Freiheitsgrade), t = 2.5000 und t = 4.0000 (34621 Freiheitsgrade)
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7.3 Kombinierte Adaptivita¨t in Ort und Zeit
Unter einem volladaptiven Splittingalgorithmus verstehen wir einen, bei dem beide Kontroll-
mechanismen verwendet werden.
Dabei ist es wesentlich, die ho¨here Genauigkeit von der adaptiven Steuerung der Schrittweite
zu verlangen. Zum einen ist diese frei von negativen Begleiterscheinungen, zum anderen kann
der Algorithmus zur Gitterverfeinerung nicht die einzelnen Fehlerquellen unterscheiden.
So wu¨rde der Fehlerindikator aus dem letzten Absatz natu¨rlich auch Gebiete verfeinern, bei
denen es zu Sto¨rungen auf Grund einer zu großen Zeitschrittweite kommt, obwohl die Orts-
verfeinerung dort zu keinen Verbesserungen fu¨hren kann.
Daher geht man beim volladaptiven Splitting wie folgt vor:
1. Entsprechend Abschnitt 7.1 4tk+1 bestimmen
2. Allem Zeitschritte die Lo¨sung v durch den Fehlerindikator aus Abschnitt 7.2 abscha¨tzen
a) Ggf. ein neues Gitter generieren und die fehlenden Knoten der zuru¨ckliegenden l
Zeitschritte mit Hilfe des Operators P auf das neue Gitter anpassen
b) Auf dem neuen Gitter den Splittingschritt mit 4tk+1 erneut durchfu¨hren
Wird ein Postprocessing-Schritt verwendet, so finden alle diese Berechnungen in dem Raum
WH statt. Der Raum Wh paßt sich entweder automatisch durch die quadratischen Ansatz-
funktionen oder bei linearen Ansatzfunktionen durch eine globale, regula¨re Verfeinerung an
den Raum WH an.
Als Testfall verwenden wir das schon in Abschnitt 7.2.5 vorgestellte Problem und be-
nutzen erneut eine Splittingvariante mit explizitem Postprocessing-Schritt und P2/P1
Taylor-Hood-Elementen. Mit Hilfe der adaptiven Zeitschrittweitensteuerung bestimmt der
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Abbildung 7.15: Gewa¨hlte Zeitschrittweite beim volladaptiven Splittingalgorithmus
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Algorithmus die Schrittweite, wie in Abbildung 7.15 dargestellt wird, mit εTtol = 5 · 10−4
und εOtol = 5 · 10−2. Durch die adaptive Wahl von 4tm wird das Intervall [0, 4] nicht wie bei
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Abbildung 7.16: Fehlerentwicklung beim volladaptiven Splitting im Vergleich zu den Ergeb-
nissen aus Abschnitt 7.2.5
einer Zeitschrittweite von 4 = 1/32 in 128 Schritten durchlaufen, sondern in 285.
Bei der Betrachtung des in der Abbildung 7.16 dargestellten Fehlerverlaufs fa¨llt auf,
dass die Sto¨rung im Druck hier gro¨ßer ist als die in Abschnitt 7.2.5. Dies erkla¨rt sich durch
die kleinere Zeitschrittweite zum Zeitpunkt der Gittera¨nderung. Der Faktor β0/4t versta¨rkt
hier den beschriebenen Effekt.
Langfristig profitiert der Druck jedoch ebenfalls von der adaptiven Zeit- und Gitteran-
passung, sodass, nachdem die gro¨ßten Anpassungen im Gitter durchgefu¨hrt wurden, fu¨r
t > 0.5 sowohl in der Geschwindigkeit als auch im Druck eine qualitativ bessere Lo¨sung
erreicht werden konnte. Wie Abbildung 7.16 zeigt, konnte die Geschwindigkeit durch das
volladaptive Splitting in hohem Maße verbessert werden.
Abbildung 7.17 veranschaulicht die Anpassung des Gitters. Mit 30678 Freiheitsgraden
ist das letzte Gitter ungefa¨hr 10% kleiner als das Gitter ohne Zeitadaptivita¨t mit 33662. Es
ergab sich eine geringere Zahl von Freiheitsgraden, obwohl etwa doppelt so oft die Mo¨glichkeit
zu einer Gitteranpassung bestand, da die Zeitschrittweite kleiner und dadurch die Anzahl
der Zeitschritte gro¨ßer war. Man kann daraus schließen, dass bei einer Zeitschrittweite
von 4t = 1/32, wie oben bereits beschrieben, noch einige Elemente verfeinert wurden,
bei denen der Fehler seine Ursache nicht in einer unzureichenden Diskretisierung im Ort hatte.
Dies zeigt eine der Sta¨rken des vorgestellten Vorgehens. Bei Problemen wie dem im
na¨chsten Kapitel vorgestellten Driven Cavity Problem, wo das Hauptinteresse auf der
Geschwindigkeit liegt und dies zu einem festen Zeitpunkt, kann der volladaptive Algorithmus
effektiv eingesetzt werden.
Problematischer sind Fa¨lle, in denen der Druck zu allen Zeitpunkten von großem In-
teresse ist und bei denen kleine Zeitschrittweiten mit großen Anpassungen am Gitter
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zusammenfallen. Hier bietet es sich u.U. an, p¯ auszuwerten, was zwar, wie in Abbildung
5.8 deutlich wurde, in der Regel zu einem Verlust an Genauigkeit fu¨hrt, jedoch robuster
gegenu¨ber dem oben beschriebenen Effekt ist.
Ein solcher Fall ist das Problem ”Fluss um einen Zylinder“ aus Kapitel 8.2, bei dem
vo¨llig auf eine adaptive Anpassung des Gitters verzichtet wurde.
Abbildung 7.17: Gitter zu den Zeitpunkten t = 0.0000 (4225 Freiheitsgrade), t = 0.1550
(8109 Freiheitsgrade), t = 0.3029 (21834 Freiheitsgrade), t = 0.4516 (30678
Freiheitsgrade)
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8.1 Driven Cavity
Ein klassisches Testproblem der numerischen Stro¨mungsmechanik ist das so genannte
Driven Cavity Problem. Als Modell dient dabei ein mit einem Fluid gefu¨llter rechteckiger
Beha¨lter. Drei Seiten des Beha¨lters sind fest, die vierte wird u¨ber ein Antriebsband mit einer
vorgegebenen Geschwindigkeit bewegt, wodurch sich das Fluid in dem Gefa¨ß in Bewegung
setzt. Abbildung 8.1 zeigt eine schematische Darstellung.
½¼
ﬀ»
½¼
ﬀ»v v
v1 = v2 = 0
v1 = 0
v2 = 0
v1 = v¯1, v2 = 0
ﬀ
v1 = 0
v2 = 0
Abbildung 8.1: Schematische Darstellung der Randbedingungen des Driven Cavity Problems
Die dadurch induzierte Hauptstro¨mung bewegt das Fluid entgegen dem Uhrzeigersinn. In
den beiden unteren Ecken (0, 0) und (0, 1) kommt es zur Bildung von entgegengesetzten
Stro¨mungen. Im Laufe der Zeit bewegt sich das ruhige Zentrum der Hauptstro¨mung von der
oberen linken Ecke ins Zentrum des Gefa¨ßes, worin der Name des Problems begru¨ndet liegt.
Abha¨ngig von der Ho¨he der Reynoldszahl konvergiert das Problem gegen einen stationa¨ren
Zustand. Bis zu einer Reynoldszahl von 7500 gilt dies als gesichert. Dabei wird die an der
beweglichen Wand auftretende Geschwindigkeit als charakteristische Geschwindigkeit des
Problems betrachtet. Als charakteristische La¨nge wird 1 verwendet, also ein Gefa¨ß mit der
¡¡¡¡¡entsprechenden Kantenla¨nge, folglich sei Ω = [0, 1]2.
Wir fassen das Driven Cavity Problem hierbei als einen zeitabha¨ngigen physikalischen
Prozess auf, bei dem die Stro¨mung des Fluids sowie der Druck u¨ber den gesamten Zeitraum
vom Einsetzen der Stro¨mung bis zum Erreichen des stationa¨ren Zustands von Interesse ist.
Ist man lediglich an dem stationa¨ren Zustand interessiert, empfehlen sich andere Verfahren,
welche den stationa¨ren Zustand mit Hilfe der zeitunabha¨ngigen Navier-Stokes-Gleichung
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Abbildung 8.2: Gitter fu¨r das Driven Cavity Problem
berechnen, vgl. hierzu z.B. [42].
Grundlage des auf Ω erzeugten Gitters ist eine grobe, kanonische Zerlegung des Ein-
heitsquadrats. Alle Elemente mit einem Abstand von 0.1 vom Rand werden wie in Kapitel
7.2 beschrieben verfeinert. Anschließend wird der Verfeinerungsprozess fu¨r alle Elemente in
den beiden oberen Ecken [0, 0.1] × [0.9, 1] und [0.9, 1] × [0.9, 1] erneut durchgefu¨hrt. Ab-
schließend wird diese Prozedur noch einmal fu¨r alle Elemente aus [0, 1]× [0.95, 1] wiederholt.
Dadurch ergibt sich das Gitter aus Abbildung 8.2. Es besitzt 3775 Knoten, eine minimale
Gittergro¨ße von hmin ≈ 5.524 · 10−03 sowie eine maximale von hmax ≈ 4.419 · 10−02.
8.1.1 Regularisiertes Driven Cavity
Der durch das Band ausgelo¨ste Antrieb wird beim regularisierten Driven Cavity Problem
durch v¯1(x) = −16x2(1− x)2 definiert.
Neben der eigentlichen Stro¨mung v sind auch die durch die Stro¨mung berechenbare
Stromfunktion ψ und die Wirbelfunktion ω von Interesse, wobei gilt:
v1 =
∂ψ
∂y
, v2 = −∂ψ
∂x
, (8.1)
ω =
∂u2
∂x
− ∂u1
∂y
. (8.2)
In Vero¨ffentlichungen, die Spektrale Verfahren zur Ortsdiskretisierung verwenden, wird in der
Regel der stationa¨re Zustand durch
‖ωn+1 − ωn‖max
4tn+1 · ‖ωn+1‖max ≤ εw (8.3)
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definiert. Wir werden hingegen die eigentliche Stro¨mungsfunktion als Abbruchkriterium ver-
wenden, um den Aufwand fu¨r die Bildung von ωn+1 in jedem Zeitschritt zu sparen. Auch ist
ω auf Grund der Gradientenrekonstruktion fu¨r gitterspezifische Einflu¨sse anfa¨lliger als v. Wir
charakterisieren also einen stationa¨ren Zustand im Folgenden durch
‖vn+1i − vni ‖max
4t · ‖vn+1i ‖max
< εv (i = 1, 2) , (8.4)
wobei wir fu¨r das regularisierte Driven Cavity εv = 1 · 10−3 wa¨hlen.
Die Stromfunktion wird durch Lo¨sen der partiellen Differentialgleichung
∇2ψ = −ω in Ω
ψ = 0 auf ∂Ω
berechnet.
Tabelle 8.1: Stromfunktion beim regularisierten Driven Cavity mit Re=100
max |ψ| (Stromfunktion)
14725 Freiheitsgrade in v und 3775 Freiheitsgrade in p
4t = 132 BDF(3)
[4] [22] N
x-Koordinate
0.37-0.42 0.37 - 0.42 0.390625
y-Koordinate
0.73-0.78 0.73 - 0.78 0.75
max |ψ|
8.2694− 8.5371 · 10−2 8.2695− 8.3402 · 10−2 8.3692 · 10−2
Tabelle 8.2: Driven Cavity mit Re=400 und Postprocessing
max |ψ| (Stromfunktion)
58153 Freiheitsgrade in v und 14725 Freiheitsgrade in p
∆t = 132 BDF(3)
[4] [22] Pq
x-Koordinate
0.40-0.43 0.40 - 0.43 0.421875
y-Koordinate
0.58-0.63 0.58 - 0.65 0.6171875
max |ψ|
8.5192− 8.5777 · 10−2 8.4007− 8.5715 · 10−2 8.5870 · 10−2
Tabelle 8.1 entha¨lt den maximalen Wert von |ψ| auf den inneren Freiheitsgraden. Dabei
werden die Resultate aus [4] und [22] mit den Ergebnissen vergleichen, die durch das
Standardsplitting (N) mit einer impliziten Behandlung des Konvektionsterms aus Kapitel 5.2
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Abbildung 8.3: v und ‖v‖2 beim regularisierten Driven Cavity mit Re=100
Abbildung 8.4: Stromfunktion beim regularisierten Driven Cavity mit Re=100
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Abbildung 8.5: v und ‖v‖2 beim regularisierten Driven Cavity mit Re=400 und Postprocessing
Abbildung 8.6: Stromfunktion beim regularisierten Driven Cavity mit Re=400 und Postpro-
cessing
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erzielt worden sind. Die in Tabelle 8.2 aufgefu¨hrten Ergebnisse wurden hingegen mit Hilfe
eines Postprocessings mit quadratischen finiten Elementen (Pq) aus Kapitel 6.2 erzielt.
Der stationa¨re Zustand stellte sich im Fall Re = 100 nach dem oben angegebenen
Kriterium zum Zeitpunkt t = 10.8125 ein, εw aus (8.3) betrug zu diesem Zeitpunkt
2.8379 · 10−04. Im Fall Re = 400 stellte sich zum Zeitpunkt t = 28.3125 ein, εw aus (8.3)
betrug zu diesem Zeitpunkt 2.829697 · 10−04.
Wie man den Tabellen 8.1 und 8.2 entnehmen kann, war es mit Hilfe des Splitting-
algorithmus mo¨glich, eine hinreichend genaue Lo¨sung mit einer vergleichsweise geringen
Anzahl an Freiheitsgraden zu berechnen.
8.1.2 Driven Cavity
Die ha¨ufigste Variante des Driven Cavity Problems stellt die Wahl von v¯1(x) = −1 dar.
Durch den so ausgelo¨sten Antrieb kommt es an den beiden oberen Ecken zur Bildung
von starken Singularita¨ten, welche hohe Anforderungen an das Verfahren zur Lo¨sung der
partiellen Differentialgleichungen im Ort stellen. Die Abbildungen 8.8 und 8.10 zeigen die
stationa¨ren Lo¨sungen fu¨r Re = 1000 und veranschaulichen die Singularita¨ten in den Ecken.
Werden globale Methoden wie die Spektralen Verfahren eingesetzt, ist es in der Regel no¨tig,
so wie bei [22], die entstehenden Singularita¨ten zuvor herauszurechnen. Dadurch sind die auf
diese Weise berechneten Lo¨sungen sehr genau, jedoch kann man diese Vorgehensweise und
damit das verwendete Verfahren nicht ohne Weiteres auf Problemstellungen mit komplexeren
Geometrien u¨bertragen. Mit Hilfe der Finite-Element-Methode ist es mo¨glich, das Problem
mit vorhandenen Singularita¨ten direkt zu lo¨sen. Die Singularita¨ten verschlechtern dabei die
Genauigkeit der berechneten Approximation im Vergleich zu regula¨reren Problemen, wie z.B.
der Driven Cavity Variante aus Abschnitt 8.1.1. Insgesamt ist es daher nicht zu erwarten,
die Benchmarkwerte der Vero¨ffentlichungen mit Spektralen Verfahren wie [15] und [5] zu
erreichen.
Um die verschiedenen Varianten des Splittingalgorithmus zu untersuchen, vergleichen
wir zuna¨chst die Ergebnisse fu¨r den Fall ν = 1/1000 bzw. Re = 1000. Als Vergleichswerte
verwenden wir das Profil der Geschwindigkeitskomponenten entlang der Geraden x = 0.5
sowie max |ψ|.
Dabei bezeichnen wir wie schon im letzten Abschnitt die verschiedenen Varianten des
Splittings wie folgt: N steht fu¨r das Standardsplitting mit einer impliziten Behandlung des
Konvektionsterms aus Kapitel 5.2, Pq fu¨r das Splitting mit einem Postprocessingschritt
mit quadratischen finiten Elementen aus Kapitel 6.2 und Pl fu¨r das mit linearen finiten
Elementen aus Kapitel 6.3. Dazu wird der Wert fu¨r das Abbruchskriterium εv aus der
Gleichung (8.4) angegeben.
Die in den Tabellen aufgefu¨hrte Anzahl an Freiheitsgraden bezieht sich bei den Split-
tingvarianten Pq und Pl auf den Postprocessingschritt. Wie man an den Tabellen 8.3 und
8.4 erkennen kann, zeigt sich erwartungsgema¨ß, dass fu¨r diese Reynoldszahl die Variante
Pq, gefolgt von Pl, die besten Ergebnisse liefert. Durch ein scha¨rferes Abbruchskriterium
gelingt es dem Standardsplitting, die Ergebnisse weiter zu verbessern, da hierdurch mehr
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Abbildung 8.7: Adaptiv verfeinertes Gitter mit 81187 Knoten, Driven Cavity mit Re=1000
Picard-Iterationen durchgefu¨hrt werden.
Die erfolgreichste Variante Pq wird zusa¨tzlich auf einem adaptiv verfeinerten Gitter
getestet. Das Startgitter entspricht erneut der Abbildung 8.2 mit 58153 Freiheitsgraden fu¨r
v und 14725 fu¨r p im Postprocessingschritt. Der Algorithmus darf bis zu 100000 Knoten im
Gitter des Vorkonditionierungsschritts verwenden und pru¨ft alle 50 Zeitschritte, ob und wo
dazu die Notwendigkeit besteht. Die abgebildeten Gitter entsprechen den Gittern von v im
Vorkonditionierungsschritt. Die Abbildung 8.7 zeigt den Abschluss des Verfeinerungsprozes-
ses. Dabei wurden 323248 Freiheitsgrade fu¨r jede Geschwindigkeitskomponente und 81187
Freiheitsgrade fu¨r den Druck verwendet.
Tabelle 8.3: Stromfunktion beim Driven Cavity mit Re=1000
max |ψ| (Stromfunktion) , 4t = 1/64
mit 231121 Freiheitsgraden in v und 58153 in p adaptives Gitter
[15] [5] N1·10−3 Pq1·10−3 Pl1·10−3 N5·10−4 Pq5·10−4
x-Koordinate
0.4687 0.4692 0.4726562 0.46875 0.46875 0.46875 0.46875
y-Koordinate
0.5655 0.5652 0.5625 0.5625 0.5625 0.5625 0.5625
max |ψ|
0.117929 0.1189366 0.135 0.128 0.130 0.130 0.122
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Abbildung 8.8: v und ‖v‖2 beim Driven Cavity mit Re=1000
Abbildung 8.9: Stromlinien beim Driven Cavity mit Re=1000
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v1 mit 231121 Freiheitsgraden in v und 58153 in p adaptives Gitter
y [15] [5] N1·10−3 Pq1·10−3 Pl1·10−3 N5·10−4 Pq5·10−4
1.0000 -1.00000 -1.0000000 -1.000 -1.000 -1.000 -1.000 -1.000
0.9766 -0.65928 -0.6644227 -0.710 -0.685 -0.689 -0.690 -0.667
0.9688 -0.57492 -0.5808359 -0.635 -0.597 -0.610 -0.611 -0.584
0.9609 -0.51117 -0.5169277 -0.579 -0.547 -0.558 -0.560 -0.523
0.9531 -0.46604 -0.4723329 -0.545 -0.511 -0.517 -0.518 -0.485
0.8516 -0.33304 -0.3372212 -0.393 -0.369 -0.375 -0.376 -0.350
0.7344 -0.18719 -0.1886747 -0.217 -0.205 -0.209 -0.210 -0.197
0.6172 -0.05702 -0.0570178 -0.068 -0.064 -0.066 -0.066 -0.061
0.5000 0.06080 0.0620561 0.067 0.064 0.065 0.064 0.061
0.4531 0.10648 0.1081999 0.119 0.114 0.115 0.115 0.109
0.2813 0.27805 0.2803696 0.312 0.297 0.300 0.301 0.284
0.1719 0.38289 0.3885691 0.450 0.422 0.428 0.381 0.398
0.1016 0.29730 0.3004561 0.360 0.332 0.355 0.344 0.311
0.0625 0.20196 0.2023300 0.240 0.222 0.231 0.232 0.210
0.0547 0.18109 0.1812881 0.214 0.198 0.206 0.210 0.187
0.0000 0.00000 0.0000000 0.000 0.000 0.000 0.000 0.000
Tabelle 8.4: Funktionswerte von v1 entlang der Geraden x = 0.5 beim Driven Cavity Problem
mit Re=1000 und 4t = 1/64
Re x-Koordinate y-Koordinate max |ψ|
3200 0.484375 0.539062 0.1373552
5000 0.484375 0.312500 0.1483011
Tabelle 8.5: Stromfunktion (max |ψ|) beim Driven Cavity mit 58153 Freiheitsgraden in v und
in p 14725; 4t = 1/64
Fu¨r ho¨here Reynoldszahlen kann die explizite Variante Pq nicht mehr eingesetzt wer-
den, daher entstammen die folgenden Ergebnisse alle der Variante Pl.
Dass der Algorithmus die stationa¨re Lo¨sung fu¨r hohe Reynoldszahlen wie Re = 5000
mit ausgepra¨gten Singularita¨ten berechnen kann, zeigt die extreme Robustheit dieser
Splittingvariante.
In der Regel liegen an den bei [15] angegebenen y-Koordinaten keine Knoten. Die
Vergleichswerte des Splittingverfahrens aus den Tabellen 8.4 und 8.6 entstanden durch
lineare Interpolation.
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Abbildung 8.10: Druck beim Driven Cavity mit Re=1000
Re=3200 Re=5000
y [15] Pl [15] Pl
1.0000 -1.00000 -1.000 -1.00000 -1.000
0.9766 -0.53236 -0.564 -0.48223 -0.556
0.9688 -0.48296 -0.528 -0.46120 -0.551
0.9609 -0.46547 -0.519 -0.45992 -0.556
0.9531 -0.46101 -0.511 -0.46036 -0.559
0.8516 -0.34682 -0.397 -0.33556 -0.433
0.7344 -0.19791 -0.236 -0.20087 -0.320
0.6172 -0.07156 -0.092 -0.08183 -0.110
0.5000 0.04272 0.040 0.03038 0.040
0.4531 0.08663 0.092 0.07404 0.098
0.2813 0.24427 0.277 0.22855 0.030
0.1719 0.34323 0.387 0.33050 0.410
0.1016 0.41933 0.474 0.40435 0.476
0.0625 0.35344 0.434 0.42901 0.499
0.0547 0.32407 0.403 0.41165 0.479
0.0000 0.00000 0.000 0.00000 0.000
Tabelle 8.6: Funktionswerte von v1 entlang der Geraden x = 0.5 beim Driven Cavity Problem
mit verschiedenen Reynoldszahlen mit 4t = 1/64
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Abbildung 8.11: v und ‖v‖2 beim Driven Cavity mit Re=3200
Abbildung 8.12: v und ‖v‖2 beim Driven Cavity mit Re=5000
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8.2 Das DFG-Problem
”
Fluss um einen Zylinder“
Die folgende Fragestellung stammt aus dem DFG-Forschungsprogramm “Flow Simulation
on High Performance Computers”. Das Problem ist von besonderem praktischen Interesse,
da es Fragen aus den Ingenieurwissenschaften aufgreift. Hintergrund dieses Problems ist es,
Versuche im Windkanal durch numerische Simulationen zu erga¨nzen und ggf. eines Tages zu
ersetzen. Das 2D Testproblem, beschrieben in [36], besteht aus dem Fluss um einen Zylinder
mit kreisfo¨rmigem Querschnitt mit dem Durchmesser d = 0.1 m. Die Geometrie und die
Randbedingungen werden in Abbildung 8.13 dargestellt. Ω ist dabei der Stro¨mungskanal mit
Γ1 = 0
Γ1 = 0
Γ2 Γ3
-
-
-
-
-
-
-
-
-
-
-
-
-
-
S}
2.1m
0.41m
0.15m
0.15m
Abbildung 8.13: Schematische Darstellung der Randbedingungen des DFG-Problems Fluss
um einen Zylinder
dem Zylinder. Die spezifische Viskosita¨t wird mit ν = 10−3 m
2
s angegeben und die Dichte
mit % = 1 kgm3 , so dass in diesem Beispiel p = pˆ gilt.
Die Randbedingungen fu¨r Γ2 sind abha¨ngig von der Variante des Testproblems. Wir
werden im Folgenden zwei Testprobleme aus [36] betrachten: Zum einen das Problem 2D-2
(unsteady,periodic), fu¨r welches die Sta¨rke des einstro¨menden Fluids durch
v(0, y, t) = 0.41−2(6y(0.41− y), 0) , 0 ≤ y ≤ 0.41 . (8.5)
gegeben wird. Diese Randbedingungen erzeugen unabha¨ngig von der Startkonfiguration nach
einiger Zeit ein periodisches Verhalten der Lo¨sung.
Zum anderen wird das Problem 2D-3 (unsteady) behandelt, fu¨r welches die Sta¨rke des
einstro¨menden Fluids bei Γ2 wie folgt definiert ist:
v(0, y, t) = 0.41−2 sin(pit/8)(6y(0.41− y), 0) , 0 ≤ y ≤ 0.41 . (8.6)
Die Stro¨mung soll dabei u¨ber einen Zeitraum von 8 Sekunden untersucht werden, womit
t ∈ [0, 8] ist.
Die Bedingungen fu¨r den Rand Γ3 sind nicht in der Problemspezifikation enthalten
und mu¨ssen geeignet gewa¨hlt werden. Wir orientieren uns dabei an der Wahl von John [25]
und verwenden v(0, y, t) = v(2.2, y, t). Hierzu gibt es zum Beispiel die in [42], Kapitel 3.5
beschriebene Alternative, Randbedingungen fu¨r Γ3 aus der Stro¨mung zu generieren.
Auf Grund der Randbedingungen (8.5) und (8.6) handelt es sich um eine laminare Stro¨mung.
Fu¨r die Reynoldszahl gilt Re(t) = 100 bzw. 0 ≤ Re(t) ≤ 100. Es wurde eine Reihe von
Benchmark-Rechnungen fu¨r dieses Problem durchgefu¨hrt, so in [36] und auch in [25], um
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Referenzwerte fu¨r numerische Verfahren zu erzeugen.
Dabei sind drei Gro¨ßen von Interesse. Die Erste ist der drag coefficient oder Wider-
standsbeiwert, welcher mit der Variablen cD bezeichnet wird. Er ist eine dimensionslose
Gro¨ße, die den Widerstand angibt, dem ein Ko¨rper in einer Stro¨mung ausgesetzt ist, oder
anders formuliert: Er ist ein Maß dafu¨r, wie schwer es ist, den Ko¨rper in der Stro¨mung auf
der gleichen x-Koordinaten zu halten.
Die laminare Grenzschicht Um den drag coefficient zu verstehen, muss man sich das Ver-
halten des Fluids im Bereich der so genannten ”laminaren Grenzschicht“
1 verdeutlichen.
Da die Geschwindigkeit an festen Wa¨nden gleich Null ist, muss die Abnahme der Geschwin-
digkeit insbesondere fu¨r große Reynoldszahlen fast vo¨llig in einer du¨nnen Grenzschicht an
den Wa¨nden erfolgen. Dadurch treten in diesem Bereich große Geschwindigkeitsgradienten
auf, wobei der U¨bergang zwischen der laminaren Stro¨mung in der Grenzschicht und der sie
umgebenden Grundstro¨mung stetig verla¨uft.
In dieser du¨nnen Grenzschicht verla¨uft die Stro¨mung im Wesentlichen parallel zu der um-
stro¨mten Oberfla¨che. Das bedeutet, dass
v1nˆ1 + v2nˆ2 = nˆ · v ≈ 0 (8.7)
⇔ v2 ≈ − nˆ1
nˆ2
v1 (8.8)
in der laminaren Grenzschicht gilt, wenn wir den Normalenvektor auf S, welcher in Ω hinein
orientiert ist, mit nˆ bezeichnen.
Der cD-Wert errechnet sich laut [36] mit Hilfe der folgenden Formel:
cD =
2FD
dρV 2max
.
Dabei steht FD fu¨r die drag force, welche mittels des folgenden Wegintegrals berechnet wird:
FD =
∫
S
ρν
∂vts
∂nˆ
nˆ2 − pnˆ1 dS .
Der lift coefficient oder Auftriebsbeiwert ist analog zum drag coefficient ein Maß dafu¨r, wie
schwer es ist, den Gegenstand fixiert in der y-Richtung zu halten. Da der Zylinder nicht
mittig in den Kanal eingefu¨gt wurde, werden im Laufe der Rechnung Kra¨fte auf ihn wirken,
die Druck in Richtung der y-Achse ausu¨ben. Der cL-Wert wird wie folgt berechnet:
cL =
2FL
dρV 2max
mit
FL = −
∫
S
ρν
∂vts
∂nˆ
nˆ1 + pnˆ2 dS .
Diese beiden Werte sind von großem praktischem Interesse. Der drag coefficient dient z.B. zur
Optimierung der Form eines Fahrzeugs in Bezug auf einen mo¨glichst geringen Luftwiderstand,
1Zum Begriff laminare Grenzschicht siehe z.B. [28], S.165.
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was zur Reduktion des Kraftstoffverbrauchs fu¨hrt.
Die letzte Benchmarkgro¨ße ist die Differenz des Drucks zwischen zwei gegenu¨berliegenden
Punkten auf dem Rand des Zylinders:
Pdiff = p(x, y, 8)− p(x, y, 8)
Da sich alle Benchmarkgro¨ßen auf Werte am Rand S beziehen, ist dieses Problem als
besonders schwierig fu¨r das in dieser Dissertation entwickelte Splittingverfahren anzusehen.
Aus den vorangegangen Betrachtungen wissen wir, dass das Splitting hier oft mit gro¨ßeren
Fehlern zu ka¨mpfen hat als im Rest des Gebietes Ω. Besonders die Bedeutung des Drucks,
dessen Randwerte bei einem Splitting am Rand rekonstruiert werden mu¨ssen, ist hier eine
gro¨ßere Herausforderung.
Daru¨ber hinaus ist nicht klar, wie groß die Auswirkungen der Approximation des Kreises
S durch einen Polygonzug sind. Zur Berechnung des drag und lift coefficient u¨ber die
oben angegebenen Wegintegrale existieren jedoch einige Alternativen, die zu einer besseren
Genauigkeit und gro¨ßeren Unabha¨ngigkeit von der approximierten Geometrie von S fu¨hren.
Hierzu werden wir die Wegintegrale in Fla¨chenintegrale umwandeln. Der hier vorgestell-
te Ansatz wurde erstmals in dem Artikel [26] vero¨ffentlicht, wo er fu¨r die stationa¨re
Navier-Stokes-Gleichung eingesetzt wurde. Fu¨r die Anwendung auf die instationa¨re Navier-
Stokes-Gleichung wird dazu die Gleichung (2.2)
∂
∂t
v − ν∇2v + (v · ∇)v +∇p = 0
mit f = 0 verwendet, mit einer Funktion u ∈ (H1(Ω))2 multipliziert und anschließend u¨ber
Ω integriert.
0 =
∫
Ω
∂
∂t
v · u− ν∇2v · u+ (v · ∇)v · u+∇p · u dΩ
=
∫
Ω
−ν
(
v1xx + v1yy
v2xx + v2yy
)
· u+∇p · u dΩ+
∫
Ω
(v · ∇)v · u+ ∂
∂t
v · u dΩ
=
∫
Ω
−ν[(v1xx + v1yy)u1 + (v2xx + v2yy)u2] + pxu1 + pyu2 dΩ+
∫
Ω
(v · ∇)v · u+ ∂
∂t
v · u dΩ
=
∫
∂Ω
−ν[n · (∇v1)u1 + n · (∇v2)u2] + pu · n ds
+
∫
Ω
ν ∇v : ∇u︸ ︷︷ ︸
=trace(∇v·∇ut)
+(v · ∇)v · u− p(∇ · u) + ∂
∂t
v · u dΩ
Nun bringt man das Randintegral auf die andere Seite.
⇔
∫
∂Ω
ν[n · (∇v1)u1 + n · (∇v2)u2]− p(u · n) ds (8.9)
=
∫
Ω
ν∇v : ∇u+ (v · ∇)v · u− p(∇ · u) dΩ (8.10)
Seien nun ud, ul ∈ (H1(Ω))2 mit ud|S = (1, 0)t und ul|S = (0, 1)t, wobei der Rand des Zylinders
mit S bezeichnet wird. Auf allen anderen Ra¨ndern verschwinden die Funktionen. Setzt man
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nun ud bzw. ul in (8.9) ein und multipliziert das mit der gewu¨nschten Konstante − 2L U2max ,
erha¨lt man:
− 2
L U2max
∫
S
ν[n · ∇v1]− pn1 ds (8.11)
= − 2
L U2max
∫
Ω
∂
∂t
v · ud + ν∇v : ∇ud + (v · ∇)v · ud − p(∇ · ud) dΩ (8.12)
− 2
L U2max
∫
S
ν[n · ∇v2]− pn2 ds (8.13)
= − 2
L U2max
∫
Ω
∂
∂t
v · ul + ν∇v : ∇ul + (v · ∇)v · ul − p(∇ · ul) dΩ . (8.14)
Nun verwenden wir (8.7), was uns folgende Umformung erlaubt:
FD =
∫
S
ν
∂vts
∂nˆ
nˆ2 − pnˆ1 dS =
∫
S
ν
∂(v1nˆ2 − v2nˆ1)
∂nˆ
nˆ2 − pnˆ1 dS
=
∫
S
ν
∂(v1nˆ2 +
nˆ21
nˆ2
v1)
∂nˆ
nˆ2 − pnˆ1 dS =
∫
S
ν
∂v1
∂nˆ
− pnˆ1 dS
=
∫
S
νnˆ · ∇v1 − pnˆ1 dS = −
∫
S
νn · ∇v1 − pn1 dS ,
wobei n = −nˆ und ρ = 1 gilt. Analog geht man mit v1 = − nˆ2nˆ1 v2 fu¨r FL vor. Abschließend las-
sen sich nach dem Einsetzen der Werte die folgenden Formeln fu¨r den drag und lift coefficient
angeben:
cd = −20
∫
Ω
∂
∂t
v · ud + ν∇v : ∇ud + (v · ∇)v · ud − p(∇ · ud) dΩ (8.15)
cl = −20
∫
Ω
∂
∂t
v · ul + ν∇v : ∇ul + (v · ∇)v · ul − p(∇ · ul) dΩ . (8.16)
Abbildung 8.14: Startgitter mit 1730 Knoten
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8.2.1 2D-3 (unsteady)
Die Benchmarkgro¨ßen fu¨r den Fall 2D-3 (unsteady) aus [36] beziehen sich auf
cD,max = maxt∈[0,8]{cD(t)} bzw. cL,max = maxt∈[0,8]{cL(t)} und den Zeitpunkt, zu dem das
Maximum angenommen wird. Dabei gilt crefD,max = [2.93, 2.97] und c
ref
L,max = [0.47, 0.49].
Zusa¨tzlich zu diesen punktuellen Vergleichswerten stehen zum Vergleich der Bench-
markgro¨ßen die Referenzwerte aus [25], Tabelle IV zur Verfu¨gung, welche mit einer
Zeitschrittweite von 4t = 0.00125 auf einem Taylor-Hood-Element des Typs P2/P1 mit
399616 Freiheitsgraden in v und 50240 Freiheitsgraden in p berechnet wurden. Da hier
kein Splittingverfahren verwendet wurde, fu¨hrt das auf ein Gleichungssystem mit 449856
Unbekannten. Als Zeitschrittverfahren wird in [25] das zum Beispiel bei [42], Kapitel 3.2.1
beschriebene Fractional-step-θ-Schema verwendet. Dabei wird in Makroschritten vorgegan-
gen, die jeweils drei Unterschritte umfassen. Wie bei [42], S.164ff nachgelesen werden kann,
entspricht der Aufwand fu¨r einen Makroschritt drei Schritten klassischer Verfahren, wie z.B.
der hier verwendeten BDF-Verfahren. Um die Vergleichbarkeit zu erleichtern, sind daher
in Tabelle 8.7 zwei Zeitschrittweiten angegeben, zum einen die des Makroschritts und zum
anderen die der Unterschritte.
Zur Berechnung der in Tabelle 8.7 angegebenen Werte wurde ein Splittingverfahren
mit einer impliziten Behandlung des nichtlinearen Terms eingesetzt. Hierzu wurde eine
Diskretisierung mit 139344 Freiheitsgraden in v und 35048 Freiheitsgraden in p verwendet.
Diese entsteht, indem alle Elemente aus der in Abbildung 8.14 gezeigten Starttriangulierung
verfeinert werden, deren Abstand kleiner als 0.075 von (0.2, 0.2) ist. Anschließend wird das
daraus entstandene Gitter als Ganzes regula¨r verfeinert. Dieses Gitter bildet die Grundlage
fu¨r Vp.
Splitting Version 4t t(cd,max) cd.max t(cl,max) cl,max pdiff(8s)
N 1/128 3.9296875 2.9685242 5.7109375 0.59604227 -0.11100459
N 1/400 3.9325 2.9505269 5.6925 0.50337405 -0.11077072
Pl 1/400 3.93 2.9509076 5.695 0.49461359 -0.11086049
N 1/500 3.936 2.9485705 5.69 0.49883271 -0.11107477
Pl 1/1000 3.934 2.9478232 5.688 0.49117886 -0.11053843
Pl 1/1200 3.93 2.9465880 5.686667 0.49084030 -0.11048193
Pl 1/1600 3.93 2.9450870 5.685625 0.49031280 -0.11041277
John:04 1/800(M.)1/2400(U.) 3.93625 2.9509216 5.6925 0.47811979 -0.11158097
Tabelle 8.7: Die Ergebnisse in den Benchmarkwerten des ”Fluss um einen Zylinder“-Problems
2D-3 mit 139344 Unbekannten in v und 35048 in p
Die Tabelle 8.7 zeigt, dass bereits fu¨r relativ große Zeitschrittweiten das Benchmarkintervall
fu¨r den drag coefficient und die SDruckdifferenz erreicht wird.
Daru¨ber hinaus zeigen die Abbildungen 8.15 und 8.16, dass mit ca. einem Drittel der
Unbekannten vergleichbare Ergebenisse zu den Resultaten in [25] erzielt werden konnten.
Dazu kommt, dass die hier beim Splitting auftretenden Matrizen weniger dicht besetzt sind,
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Abbildung 8.15: pdiff (2D-3) Splitting 4t = 11000 ; Benchmarkergebnisse aus [25] John:04
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Abbildung 8.16: drag coefficient Splitting 4t = 11000 ; Benchmarkergebnisse aus [25] John:04
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Abbildung 8.17: lift coefficient Splitting 4t = 11000 ; Benchmarkergebnisse aus [25] John:04
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da beim impliziten Postp lineare Ansatzfunktionen verwendet wurden, wa¨hrend in [25] auf
quadratische Basisfunktionen zuru¨ckgegriffen wird. Dazu kommt, dass die Lo¨sung zweier
kleinerer Gleichungssysteme billiger ist, als die es nicht entkoppelten Problems.
Der lift coeffizient ist wie auch zum Beispiel in [36] und [25] nachgelesen werden kann
der problematischte Benchmarkwert. Hier werden auch vom Splittingverfahren kleiner Zeit-
schrittweiten beno¨tigt um den oberen Rand des Benchmarkintervalls mit 0.49 zu erreichen.
Daru¨ber hinaus dienen die Ergebnisse in der Tabelle 8.7 erneut zur Gegenu¨berstellung
der Resultate mit implizitem (Pl) und ohne Postprocessing (N). Wie man bei einer Zeit-
schrittweite von 4t = 1/400 und dem problematischen Benchmarkwert cl sieht ist auch bei
diesem Problem das Splitting mit Postprozessing bei der gleichen Anzahl an Unbekannten
genauer, als das ohne.
Die folgenden Abildungen 8.18 und 8.19 zeigen die Stro¨mung und den Druck in cha-
rakteristischen Phasen der Simulation. Bei der Wahl der Zeitpunkte wurde die vergleichbare
Abbildung in [25] als Vorbild gewa¨hlt.
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Abbildung 8.18: Die Stro¨mung bei t=2s,4s,5s,6s,7s und 8s
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Abbildung 8.19: Der Druck bei t=2s,4s,5s,6s,7s und 8s
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8.2.2 2D-2 (unsteady,periodic)
Um einen unstetigen Start zu vermeiden wird der Ein- und Ausstro¨mende Fuild durch
v(0, y, t) = v(2.2, y, t) =
{
0.41−2 sin(5pit)(6y(0.41− y), 0) , fu¨r t ∈ [0, 0.1[
0.41−2(6y(0.41− y), 0) , fu¨r t ∈ [0.1, 8]
simuliert. Wie am an der Abbildung 8.20 und 8.21 erkennen kann setzt das periodische
Verhalten der Funktion zwischen 2s und 4s ein und ist ab dann stabil.
Die Abbildung 8.20 zeigt der Verlauf des drag coefficient erst nach einer Sekunde, da vor dem
erreichen des periodischen Verhaltens vergleichsweise große Werte auftreten, die sonst die
Darstellung erschweren wu¨rden. Die Tabelle 8.8 zeigt die mit einem impliziten Postprocessing
berechneten Werte fu¨r das Testproblem 2D-2.
4t cd.max cl,max Strouhal Zahl
1/250 3.2565 1.0114 0.2906
1/500 3.2404 1.0005 0.2941
1/1000 3.2298 0.9944 0.2959
Untere Grenze 3.2200 0.9900 0.2950
Obere Grenze 3.2400 1.0100 0.3050
Tabelle 8.8: Die Ergebnisse in den Benchmarkwerten des ”Fluss um einen Zylinder“-Problems
2D-2 mit 139344 Unbekannte in v und 35048 in p
Die Grenzwerte fu¨r die Benchmarkgro¨ßen entstammen [36], wobei fu¨r Berechnungen
des drag und des lift coefficient die gleichen Ansa¨tze wie schon im Abschnitt 8.2.1 verwendet
werden.
Die Strouhal Zahl ist definiert durch
St =
fd
V¯
Wobei f ist die Frequenz der A¨nderung des Stro¨mungsabrisses ist.
V¯ :=
2v(0, 0.41/2, t)
3
Was im Fall von 2D-2 mit Hilfe sich mit Hilfe der Periode P sich wie folgt ausdru¨cken la¨sst
St = 0.1 · f = 1
10P .
P la¨sst sich numerisch einfach berechnen durch den Abstand zwischen zwei Vorzeichenwechsel
von cl(t) mal zwei ausdru¨cken. Fu¨r die in der Tabelle 8.8 angegebene Strouhal Zahl wurde
dabei die letzte Periode in dem Zeitintervall [0, 8] verwendet.
Wie man sieht erreicht das Splittingverfahren mit einem impliziten Postprocessing
hier erneut gute Werte. In Bezug auf den schwierigen Benchmarkwert cl schneidet der
Algorithmus hier besser ab als bei der letzten Variante 2D-3.
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Abbildung 8.20: drag coefficient (2D-2) 4t = 1/1000
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Abbildung 8.21: lift coefficient (2D-2) 4t = 1/1000
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8.2.3 Adaptivita¨t in der Zeit
An beiden Testproblemen 2D-2 und 2D-3 wird nun das in Kapitel 7.1 beschriebene adaptive
Verfahren in der Zeit getestet. Dabei wird erneut die robuste Splittingvariante mit implizitem
Postprocessing verwendet. Die Abscha¨tzung des Zeitdiskretisierungsfehlers geschieht daher,
wie in Abschnitt 7.3 dargelegt wurde, im RaumWH . Da das im letzten Abschnitt verwendete
Gitter hierfu¨r zu grob ist, wird dies nun global regula¨r verfeinert. Damit hat der Raum WH
nun 139344 Freiheitsgrade in v und 35048 in p, der Raum Wh entsprechend 139344 in p und
555680 fu¨r die Geschwindigkeit.
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Abbildung 8.22: 2D-3 : 4t
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Abbildung 8.23: 2D-3 : lift coefficient (links) und drag coefficient (rechts)
Wie an Hand der Abbildung 8.18 deutlich wird, ist bei dem Testproblem 2D-3 die
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Abbildung 8.24: 2D-3 : pdiff
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Abbildung 8.25: 2D-2 : 4t
Stro¨mung sehr lange von sehr einfacher Struktur, bis etwa zum Stro¨mungsabriss. Der
Algorithmus zur adaptiven Zeitschrittweitensteuerung mit εTtol = 1 · 10−3 erkennt diese
Charakteristika der Stro¨mung und ha¨lt, vgl. Abb. 8.23, bis kurz vor dem Stro¨mungsabriss
an der in Kapitel 7.1.1 erwa¨hnten maximalen Sicherheitsschranke, hier 4t ≤ 1/50, fu¨r 4t
als Zeitschrittweite fest. In der kritischen Phase der wechselnden Umstro¨mung des Zylinders
wird die Zeitschrittweite stark reduziert. Die Abbildungen 8.23 und 8.24 zeigen die mit Hilfe
dieses Verfahrens ermittelten Benchmarkwerte. Wie man sieht, entsprechen die Plots denen
aus Abschnitt 8.2.1 mit fester Zeitschrittweite.
εTtol druchschnittliche Zeitschrittweite cd.max cl,max Strouhal Zahl
1.0 · 10−3 0.004246 ≈ 1/235 3.2439 1.0104 0.29811
7.5 · 10−4 0.002479 ≈ 1/400 3.2285 1.0031 0.30022
Untere Grenze - 3.2200 0.9900 0.2950
Obere Grenze - 3.2400 1.0100 0.3050
Tabelle 8.9: Die Ergebnisse in den Benchmarkwerten des ”Fluss um einen Zylinder“-Problems
2D-2 mit 555680 Unbekannten in v und 139344 in p
Der Parameter εTtol wurde fu¨r das Testproblem 2D-2 variiert und zum einen mit
εTtol = 1 · 10−3, zum anderen mit εTtol = 0.75 · 10−3 gestartet. Die Sicherheitsschranken fu¨r
die adaptive Zeitschrittweitenbestimmung waren, wie der Abbildung 8.25 entnommen werden
kann, 1/1000 ≤ 4t ≤ 1/200. Die A¨nderung der Zeitschrittweite wird in der Abbildung
8.25 dargestellt. Wie man der Tabelle 8.9 entnehmen kann, konnten auf diese Weise mit
einer recht großen durchschnittlichen Zeitschrittweite Ergebnisse innerhalb der vorgesehenen
Intervalle fu¨r die Benchmarkwerte erreicht werden.
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Mit dem in dieser Arbeit entwickelten Verfahren steht mit Hilfe der adaptiven Schrittwei-
tensteuerung eine sehr effiziente Methode zur Lo¨sung der zeitabha¨ngigen Navier-Stokes-
Gleichung zur Verfu¨gung. Insbesondere die implizite Variante des Splittings konnte als
a¨ußerst robuste Methode fu¨r große Schrittweiten und Reynoldszahlen eingesetzt werden.
Die explizite Behandlung des nichtlinearen Terms bietet fu¨r Probleme mit niedrigeren
Reynoldszahlen die Mo¨glichkeit, ein Verfahren zu verwenden, bei dem ausschließlich sym-
metrische Matrizen entstehen. Das erlaubt den Einsatz verschiedenster effektiver Lo¨ser fu¨r
die auftretenden Gleichungssysteme. Wird das Verfahren mit einer konstanten Schrittweite
verwendet, ist in diesem Fall auch die Galerkinmatrix in jedem Zeitschritt gleich, wodurch
sich besonders effektive Mo¨glichkeiten zur Vorkonditionierung bieten.
Zu den guten Ergebnissen tra¨gt sowohl der Einsatz einer Gradientenrekonstruktion
mit hoher Genauigkeit als auch die verbesserte Druckapproximation bei. Letztere wird durch
an die Problemstellung angepasste Neumann-Randbedingungen erreicht. Insbesondere die
Verfahren zur Gradientenrekonstruktion ermo¨glichen es, den Genauigkeitsverlust bei der
Verwendung der Gradienten von v und p zu minimieren.
Der Fehlerindikator auf der Basis der Gradientenrekonstruktion ist in der Lage, eine
adaptive Gitterverfeinerung vorzunehmen. Zusa¨tzliche Fehlerquellen entstehen bei der
Anpassung der Gitter in Zusammenhang mit dem Druck durch die mangelhafte Divergenz-
freiheit der interpolierten Werte.
Einen besonderen Fortschritt gegenu¨ber anderen Splitting- bzw. Projektionsverfahren
stellt die durch die vorgestellten Strategien zum Postprocessing bzw. Preconditioning erreich-
te ho¨here Ordnung dar. Das Verfahren weist Reduktionsraten oberhalb der zweiten Ordnung
in der Zeit auf. Dies geschieht in allen numerischen Tests ohne zusa¨tzliche CPU-Kosten und
macht das vorgestellte Splitting zu einem sehr attraktiven Verfahren. Wesentlich hierfu¨r ist,
dass auch schon auf dem gro¨bsten verwendeten Gitter das Splitting konvergiert.
Mit Hilfe der Analysen aus den Kapiteln 5.1 und 6.1 kann das Verhalten des Splittings
mit einer der Postprocessingvarianten erkla¨rt und in einigen Fa¨llen vorhergesagt werden.
Die optimalen Voraussetzungen werden von Problemen mit homogenen Null-Dirichlet-
Randbedingungen fu¨r die Geschwindigkeit erfu¨llt, welche, wie nach den Ausfu¨hrungen in
Kapitel 2.4 klar wurde, zugleich auch die ha¨ufigsten Randbedingungen bei praktischen
Fragestellungen sind.
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Die Ergebnisse aus Kapitel 8 zeigen, dass das Splittingverfahren nicht auf konstruierte, analy-
tische Beispiele beschra¨nkt ist, sondern auch sehr gute Resultate auf den Standardproblemen
der Stro¨mungsmechanik liefert. Es ist in der Lage, Singularita¨ten, wie sie beim Driven Cavity
Problem auftreten, zu verkraften und kann sich mittels der adaptiven Gitterverfeinerung an
solche Probleme anpassen.
Das ”Fluss um einen Zylinder“-Problem zeigt, dass auch komplexe, nicht konvexe Geometrien
kein Problem sowohl fu¨r das Splittingverfahren als auch das darin verwendete Gradientenre-
konstruktionsverfahren darstellen. Im Gegenteil, gerade bei diesen anwendungsorientierten
Fragestellungen zeigt das Splitting seine Sta¨rken und liefert fu¨r das Testproblem 2D-3 und
besonders fu¨r das Testproblem 2D-2 Ergebnisse, die sich schon bei vergleichsweise großen
Zeitschrittweiten innerhalb der Benchmarkintervalle befinden. An Hand dieser Testprobleme
konnten auch die Verfahren zur adaptiven Zeitschrittweitensteuerung erfolgreich getestet
werden und lieferten Ergebnisse innerhalb der vorgegebenen Intervalle.
Interessant fu¨r die weitere Forschung sind die Fragestellungen, ob und wie eine divergenzfreie
Interpolation die Resultate des Splittings auf adaptiv verfeinerten Gittern verbessern kann
und besonders inwieweit sich der positive Effekt der Zwei-Gitter-Nachbereitung durch weitere
Gitter steigern la¨sst.
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