Word frequency, age of acquisition (AoA), and imageability were combined with spelling-sound consistency, and their effects on word naming were examined. Frequency and AoA interacted with consistency (Experiments 1 and 2). Imageability did not (Experiment 3). Experiment 4 replicated Experiment 2 of E. Strain, K. E. Patterson, and M. S. Seidenberg's (1995) study and obtained the same apparent effect of imageability on naming. That effect disappeared when AoA was entered as a covariate. An explanation of the interactions of consistency with frequency and AoA is offered in terms of the properties of adaptive connectionist networks given gradual and cumulative training.
The English language has a complicated history, one legacy of which is a set of idiosyncratic relationships between the spelling of English words and their pronunciation. A number of approaches have been taken to capture that idiosyncracy and analyze its consequences for users of English (e.g., M. Coltheart, Curtis, Atkins, & Haller, 1993; Patterson & Morton, 1985; Plaut, McClelland, Seidenberg, & Patterson, 1996; Seidenberg & McClelland, 1989; Zorzi, Houghton, & Butterworth, 1998) . The approach we adopt here is one that has been used in several analyses of the effects of spelling-sound relationships on skilled reading and is based on the concept of consistency of spelling-sound correspondences.
Consider the word hake (which refers to a type of fish). It belongs to an orthographic family of words whose other members include bake, cake, flake, lake, make, stake, and take. All the members of the -ake family have pronunciations that rhyme, so the word family is consistent in its spelling-sound correspondences. When one encounters the written word hake for the first time, the fact that it belongs to a consistent family means that one would be able to pronounce it correctly. The same is not true of the word wand. It belongs to an orthographic family whose other members include band, grand, hand, land, and sand. The -and family is inconsistent, with band, grand, hand, land , and sand representing the inconsistent regular pronunciation and wand the inconsistent exceptional pronunciation.
Many studies have shown that even when skilled readers have learned to pronounce inconsistent exception words correctly, they convert them from print into sound more slowly than they do words from wholly consistent families. This is especially true for the comparison of low-frequency consistent words with inconsistent exceptional words. A low-frequency inconsistent exception word such as wand will typically have a long naming reaction time (RT), whereas a higher frequency inconsistent exception word such as warm (which contrasts with other words in the same orthographic family such as charm, farm, and harm) is likely to be named at a speed comparable to that of a high-frequency consistent word (Andrews, 1992; Brown & Watson, 1994; Hino & Lupker, 2000; Jared, 1997; Paap & Noel, 1991; Seidenberg, 1985; Seidenberg, Waters, Barnes, & Tanenhaus, 1984; Taraban & McClelland, 1987; Waters & Seidenberg, 1985) . 1 Seidenberg and McClelland (1989) offered an account of the interaction between frequency and consistency in terms of a connectionist model of the process of converting orthography (written word forms) to phonology (spoken word forms). The model comprised 400 orthographic units, representing the component letters of words, connected through 200 hidden units to 460 phonological units, representing word sounds. The model was trained using the back-propagation learning algorithm to associate the spellings and corresponding pronunciations of all 2,897 single-syllable words in the Kučera and Francis (1967) word count of English. The frequency with which the model was trained on each word reflected that word's frequency of occurrence in the language. In such models, the strength of the connections between units in the different layers of the model is a function of how often those connections are activated, with the consequence that at the end of training, the model was more efficient at accessing the correct phonological representations of high-than of low-frequency words. Because the model used distributed representations, the connections involved in mapping the -ake portion of lake onto the phonemes in the pronunciation of ake overlapped with the connections involved in mapping the -ake portions of bake, cake, hake, and so on onto the same sounds. This meant that the processing of a low-frequency consistent word such as hake benefited from the training that the model had received on the other words in the same family. The effect of individual word frequency on the conversion of letters into sounds is therefore small.
The problem for the model came with inconsistent exception words such as warm and wand, where the model had to learn to map -arm and -and in the context of initial /w/s onto different sequences of phonemes from -arm and -and in the context of other initial letters. Because warm is a high-frequency word and the model received a lot of training on that item, it learned to activate the correct output reliably. The same was not so true for low-frequency, inconsistent exception words. The limited training on those items meant that when a word such as wand was presented, it struggled to compete against the inherent tendency of the model to pronounce it like hand, land, and sand. Using a measure of the accuracy with which a given letter sequence activated the desired phonological representation as a proxy for RT, Seidenberg and McClelland (1989) demonstrated that the model showed the same interaction between frequency and consistency that human readers show. Conversion of orthography to phonology was very efficient for consistent words, whether of high or low frequency. Conversion of high-frequency, inconsistent exception words from orthography to phonology also was efficient, but error scores were high for low-frequency, inconsistent exceptional words. Having been trained only on words, the model was also able to generate pronunciations for nonwords it had not been trained on, although it did this less well than do human readers (Besner, Twilley, McCann, & Seergobin, 1990 ).
Imageability and Word Naming Plaut et al. (1996) presented a connectionist model that among other things generated appropriate pronunciations for nonwords rather better than did the model of Seidenberg and McClelland (1989) . The Plaut et al. network used 105 input (grapheme) units representing single letters and letter groups such as /sh/, /ou/, and /ng/. Separate units were used to represent consonants at the beginnings and ends of words, so that separate units represented the two ps in the word pip. The grapheme units were connected through 100 intermediate (hidden) units to 61 output (phoneme) units representing the sounds of words. Again there were separate units for phonemes at the beginnings and ends of words, so there were separate units for the two /d/s in the spoken word dead. The model was trained by back-propagation to associate the spellings of 2,998 single-syllable words with their pronunciations. Words were again trained at different frequencies in accordance with their frequencies in written English.
Like the Seidenberg and McClelland (1989) model, the Plaut et al. (1996) model converted all high-frequency words and lowfrequency, consistent words efficiently from orthography to phonology but was less effective at converting low-frequency, inconsistent exception words from print to sound. Some of the simulations in Plaut et al. incorporated a contribution from additional units that fed activation to the phoneme units and were meant to simulate in a simple way some contribution to reading aloud from semantic representations of word meanings. This was done primarily to simulate certain forms of acquired dyslexia, but an additional justification given for adding this nominal semantic input was that "a semantic variable-imageability-influences the strength of the frequency by consistency interaction in the naming latencies and errors on skilled readers" (Plaut et al., 1996, p. 91) . This assertion was based on the work of Strain et al. (1995) , whose study of word naming combined spelling-sound consistency and word frequency with word imageability, a dimension that orders words from those with concrete, imageable meanings (e.g., scout, worm, or foot) to those with abstract, harder-to-image meanings (e.g., debt, sense, or worth). In Strain et al.'s Experiment 1, participants read aloud words that varied in consistency, frequency, and imageability. Consistency and frequency both affected word-naming speed, and the two variables interacted in the usual manner, with consistency affecting naming of low-but not high-frequency words. There was no significant main effect of imageability and no significant interaction between imageability and consistency, although the three-way interaction among consistency, frequency, and imageability approached significance ( p ϭ .09). Errors occurred mainly with the low-frequency, lowimageability, exception words.
Experiment 2 of Strain et al. (1995) used only low-frequency words and once more manipulated consistency and imageability. This time there were significant main effects of both consistency and imageability on naming RT. The interaction between them also was significant. The form of the interaction was to suggest that reading aloud low-frequency exception words would be slowed if the word was also of low imageability (e.g., caste, suave) but that high-imageability exception words like ghost and swamp would be read aloud as quickly as consistent words of either high imageability (e.g., spike, trout) or low imageability (e.g., scorn, truce). A similar pattern of results was obtained in Strain et al.' s Experiment 3 in which participants were encouraged to respond within 350 ms, at which point the word disappeared from the screen. Again the interaction between imageability and consistency for low-frequency words was significant. In both Experiment 2 and Experiment 3, the majority of errors were to the low-imageability exception words.
There are a number of problems with the Strain et al. (1995) study (see the introduction to Experiment 3 below). Our main criticism, however, is that the word sets were not matched on a factor that has been known for some time to affect word-naming speed: the age of acquisition (AoA) of words. Evidence has been accumulating for some time to indicate that all other things being equal, early learned words are read aloud faster than later learned words (Brown & Watson, 1987; V. Coltheart, Laxon, & Keating, 1988; Gilhooly, 1984; Gilhooly & Logie, 1981) . All of those studies controlled imageability and word frequency either experimentally (V. Coltheart et al., 1988) or statistically in multiple regression analyses (Brown & Watson, 1987; Gilhooly, 1984; Gilhooly & Logie, 1981) . All four studies found significant effects of AoA, and none found a significant effect of imageability once AoA and frequency were controlled. The effect of AoA on word naming in English with frequency and imageability controlled has been replicated since (e.g., Gerhand & Barry, 1998; Morrison & Ellis, 1995 . Brysbaert, Lange, and Van Wijnendaele (2000) found effects of AoA and frequency but not imageability on word naming in Dutch.
Early-learned words tend to be of higher frequency and imageability than later learned words (Gilhooly & Logie, 1980; Morrison, Chappell, & Ellis, 1997) . This means that if AoA is not controlled, high-frequency and high-imageability word sets tend to contain words that are also of earlier AoA than low-frequency and low-imageability word sets. It is therefore possible that some part of the reported effects of frequency and imageability on word naming, and some part of their reported interactions with spellingsound consistency, may be due to a failure to control AoA (cf. Morrison & Ellis, 1995) . The possibility that this may have happened in the particular case of Strain et al. (1995) is supported by a reanalysis of their data reported by Gerhand (1998) , who obtained AoA ratings for the words used in Strain et al.'s Experiments 2 and 3. The low-imageability word sets were shown to have significantly later AoA values than the high-imageability word sets, and when AoA was entered as a covariate in analyses of reading latencies and reading errors for the exception words, the effect of imageability failed to reach significance in either experiment.
2 One criticism we would not level against Strain et al. (1995) is that some of their reported interactions failed to attain standard levels of significance in by-items analyses. The current widespread use of by-items analyses stems from Clark's (1973) observation that when word sets are drawn from a much larger vocabulary of possible words, generalization from the subset of chosen words to the larger set of possible words should be tested, just as generalization is tested from the subset of chosen participants to the (much) larger set of possible participants. But in experiments of the sort reported here, the items used in at least some of the conditions constitute a substantial proportion of all the possible items. Thus, when Strain et al. assembled a set of low-frequency, low-imageability words with exceptional spelling-sound correspondences, the items they used represented a substantial proportion of all words of that type. The additional need to match subsets of words on other factors such as frequency and length means that the experimental items finally selected for inclusion in an experiment of the sort described here are far from being a random selection of all possible words. Raaijmakers, Schrijnemakers, and Gremmen (1999) and Wike and Church (1976) have shown that the use of by-items analyses with matched word sets increases the likelihood of a Type II error rather than reducing the likelihood of a Type I error. Raaijmakers et al. (1999) argued that contrary to current practice, in many cases there is no need to perform separate subject and item analyses since the traditional F 1 [i.e., the by-subjects analysis] is the correct test statistic. In particular this is the case when item variability is experimentally controlled by matching. (p. 416) The interactions of interest were all significant by subjects in the Strain et al. study.
The present experiments sought to clarify the issue of what, exactly, interacts with consistency of spelling-sound correspondences in word naming. The approach adopted was to combine frequency, AoA, and imageability with spelling-sound consistency in three separate experiments, using word sets that controlled the other factors as well as word length and orthographic neighborhood size. Experiment 1 manipulated consistency and frequency in word sets matched on imageability and (for the first time) AoA. Experiment 2 manipulated consistency and AoA in word sets matched for imageability and frequency, whereas Experiment 3 manipulated consistency and imageability in word sets matched for AoA and frequency. Consistent words came from families in which all the word bodies rhyme (e.g., -ink, -ale, -ight), but inconsistent exception words had pronunciations that are at variance with those of the majority of words in that family (e.g., pint, cf. hint, mint, print, stint; or wash, cf. bash, cash, dash, flash, trash) . Words with unique or unusual orthographic bodies like yacht and soap were avoided, as were words from inconsistent families in which no particular pronunciation dominates (e.g., brown, down, town, cf. blown, grown, shown) .
Experiment 1

Method Participants
Twenty participants took part in Experiment 1. All were undergraduate or postgraduate students from the University of York who were native English speakers, with normal or corrected-to-normal vision, and were paid for their participation.
Materials
The experimental stimuli consisted of 80 monosyllabic words, with 20 high-frequency, consistent words, 20 low-frequency, consistent words, 20 high-frequency, inconsistent exception words, and 20 low-frequency, inconsistent exception words. High-frequency words had frequencies greater than 14 per million in both the Kučera and Francis (1967) count and the CELEX Lexical Database (Baayen, Piepenbrock, & Van Rijn, 1993; Sinclair, 1987) . Low-frequency words had frequencies of less than 13 per million in both frequency counts.
The sets were matched on imageability, AoA, number of orthographic neighbors, and word length (number of letters). New imageability ratings were obtained from 25 undergraduate psychology students at the University of York, who were each given a booklet containing 220 words presented in random order (110 consistent and 110 inconsistent exception words). The instructions given to participants followed those of Gilhooly and Logie (1980) , who asked participants to rate the imageability of a word using a 7-point scale, ranging from 1 (highly imageable) to 7 (poorly imageable), depending on the ease with which the word aroused a mental image-sensory experience. One hundred sixty-five of the words had imageability ratings in the Gilhooly and Logie (1980) norms. The correlation between those ratings and the new ones was .82.
New AoA ratings were also obtained from 24 undergraduate psychology students at the University of York. Participants were given the same 220 words and were given instructions adapted from Carroll and White (1973) and Gilhooly and Logie (1980) , which asked them to estimate the age at which they believed that they and others first learned each word and its meaning, in either spoken or written form. Such ratings have been shown to correlate highly with objective measures of word-learning age Lyons, Teer, & Rubenstein, 1978; Morrison et al., 1997) . Ratings were made on a 9-point scale. The middle 7 points, from 2 (1-2 years of age) to 8 (13-17 years of age), corresponded to the 7-point scale of Gilhooly and Logie (1980) , with additional points being added at each end of the scale, 1 (0 -1 years of age) and 9 (17ϩ years of age), to encourage use of the full range. Scores of 1 and 2, and 8 and 9, were then combined to collapse the scale onto that of Gilhooly and Logie (1980) . One hundred eleven of the words had AoA ratings in the Gilhooly and Logie (1980) norms. The correlation between those ratings and the new ones was .91. The word sets used in Experiment 1 are shown in Appendix A.
Procedure
The stimuli were presented in the center of an Apple Mac Centris 660av computer screen in black 48-point lowercase print, using Geneva font. The screen was approximately 60 cm away from the participant. Reaction times to words were recorded using a voice key-activating microphone, which timed the interval between the appearance of a word and the onset of the participant's response. Participants were asked to read the words aloud as quickly and as accurately as possible when they appeared on the computer screen. Participants were given 30 practice trials that included words of all types to be used in the following experiment. The orthographic bodies of these practice words were different from those included in the experimental trials to avoid any possible priming effects within the experiment itself. After a short interval, the 80 experimental words were presented randomly in a single block.
On each trial, participants were presented with a fixation point for 750 ms. The fixation point was replaced without delay by the target word, which remained on the screen until the participant made a response. The screen then went blank for 1,000 ms before the next fixation point was presented. Any pronunciation errors or voice key activation errors made by participants were noted by the experimenter.
Results
Fifty-seven out of a total of 1,600 responses (3.6%) were deleted from further analysis. Thirty-five of these (2.2%) were due to mispronunciations of the words, 18 (1%) were the consequence of accidental activation of the voice key, and 4 (0.3%) were removed because of the extreme length of the RTs (greater than 1,500 ms). The mean naming latencies of correct responses in the four word sets and the mean error rates (in percentages) are shown in Table 1 .
Reaction Times
Analysis of variance was carried out on the RT data with spelling-sound consistency and word frequency as the two factors. For reasons given in the introduction, only the results of bysubjects ANOVAs are presented. Unless otherwise indicated, a significance level of p Ͻ .01 is assumed throughout this article. The effect of consistency was significant, F s (1, 19) ϭ 29.67, MSE ϭ 6,684.45, with overall naming RTs being faster to consistent words (504 ms) than to inconsistent exception words (522 ms). The effect of word frequency was also significant, F s (1, 19) ϭ 43.37, MSE ϭ 4,107.69, with naming RTs being faster to high-frequency words (506 ms) than to low-frequency words (520 ms). More important, the interaction between frequency and consistency was significant, F s (1, 19) ϭ 93.33, MSE ϭ 7,872.71. The form of the interaction is shown in Figure 1 . Simple main effects analyses showed that the effect of consistency was significant for lowfrequency words, F s (1, 19) ϭ 102.74, MSE ϭ 14,532.87, but not for high-frequency words, F s (1, 19) Ͻ 1. The effect of frequency was actually significant for both types of words. The 34-ms advantage for high-over low-frequency, inconsistent exception words was significant, F s (1, 19) ϭ 100.15, MSE ϭ 116.59, but so was the (paradoxical and very small) 6-ms advantage for low-over high-frequency, consistent words, F s (1, 19) ϭ 4.86, MSE ϭ 62.48.
Errors
The very low error rates precluded the use of analysis of variance. Analysis of the mispronunciation rates using the Wilcoxon signed ranks test revealed a significantly higher rate of errors to inconsistent exception words than to consistent words (Z ϭ Ϫ2.45, p ϭ .014) and significantly more errors to low-than to high-frequency words (Z ϭ Ϫ3.28). In addition, significantly more errors were made to low-than to high-frequency, inconsistent exception words (Z ϭ Ϫ3.01), although the difference between the number of errors made to high-versus low-frequency consistent words was not significant (Z ϭ Ϫ1.69).
Discussion
Experiment 1 showed that frequency affects word-naming RT even when AoA is controlled (cf. Brysbaert et al., 2000; Gerhand & Barry, 1998; Morrison & Ellis, 2000) . Frequency interacted with consistency as it did in previous studies (e.g., Andrews, 1992; Brown & Watson, 1994; Hino & Lupker, 2000; Jared, 1997; Paap & Noel, 1991; Seidenberg, 1985; Seidenberg et al., 1984; Taraban & McClelland, 1987; Waters & Seidenberg, 1985) , although this was the first study in which AoA was controlled when testing for that interaction. Consistency influenced the reading speeds of lowbut not high-frequency words.
The only study to have reported an effect of consistency on reading speed for high-frequency words was Jared (1997) , who found effects of both frequency and consistency on word naming, with no interaction. In Jared's study, words from the same orthographic family that shared the same pronunciation as an inconsistent target word were referred to as the target's friends, and words with different (nonrhyming) pronunciations were termed its enemies. Thus, town and down would be friends of gown, but blown and shown would be enemies. Jared required that for both highand low-frequency inconsistent words, the combined frequencies of the enemies would be greater than the combined frequencies of the enemies. The friends of an inconsistent word were taken to include the word itself. Given that the combined frequencies of the friends (and enemies) of the high-and low-frequency words were matched in the Jared study, this means that the frequencies of the nontarget friends of a high-frequency, inconsistent word would tend to have been lower than the frequencies of the nontarget friends of a low-frequency, inconsistent word. Under those re- stricted circumstances, Jared found no interaction between target word frequency and spelling-sound consistency. Normally the combined frequency of the enemies would only exceed that of the friends for low-frequency, inconsistent words. The present Experiment 1 followed that normal pattern and obtained the interaction that other similar studies had obtained (without controlling for AoA).
Experiment 2
Experiment 1 established that frequency shows a genuine interaction with spelling-sound consistency in word naming and that neither the main effect of frequency nor its interaction with consistency can be written off as the consequence of a confounding with AoA. It remains possible, though, that AoA itself interacts with spelling-sound consistency. Age of acquisition has been shown many times to affect word-naming speed, but its possible interaction with consistency has never been explored. Experiment 2 compared the naming of sets of early-and late-acquired words with consistent or inconsistent exceptional pronunciations using word sets that were matched on imageability, number of orthographic neighbors, length, and two different measures of word frequency (CELEX and Kučera-Francis).
Method Participants
Thirty participants took part in Experiment 2. All were undergraduate or postgraduate students from the University of York who were native English speakers, with normal or corrected-to-normal vision, and were paid for their participation.
Materials
The experimental stimuli consisted of 80 monosyllabic words taken from the larger set of 220 consistent and exception words previously rated. These words were divided into four word sets of 20: one set of earlyacquired consistent words, one set of late-acquired consistent words, one set of early-acquired, inconsistent exception words, and one set of lateacquired, inconsistent exception words. The early-late AoA division was based on the median AoA rating of the full set of 220 previously rated words, which was 3.58 (approximating to 5-6 years of age). The sets were matched on imageability, number of orthographic neighbors, word length, and both CELEX (Baayen et al., 1993) and Kučera and Francis (1967) word frequency. The word sets are shown in Appendix B.
Procedure
The conditions of presentation and instructions were the same as in Experiment 1. Participants were given 30 practice trials, which included words of all types to be used in the following experiment (consistent and inconsistent exception, early and late acquired). The orthographic bodies of these practice words were again different from those included in the experimental trials.
Results
One hundred and fourteen out of a total of 2,400 responses (4.8%) were deleted from further analysis. Seventy of these (2.9%) were due to mispronunciations of the words, 40 (1.7%) were the consequence of accidental activation of the voice key, and 4 (0.17%) were removed because of the extreme length of the RTs (greater than 1,500 ms). The mean naming latencies of correct responses in the four word sets and the mean error rates (in percentages) are shown in Table 2 .
Reaction Times
Analysis of variance was carried out on the RT data with spelling-sound consistency and AoA as the two factors. The effect of consistency was significant, F s (1, 29) ϭ 37.99, MSE ϭ 14,020.07, with naming RTs being faster to consistent words (548 ms) than to exception words (570 ms). The effect of AoA was also significant, F s (1, 29) ϭ 42.89, MSE ϭ 8,950.84, with naming RTs being faster to early-learned words (550 ms) than to later learned words (567 ms). In addition, the interaction between AoA and spelling-sound consistency was significant, F s (1, 29) ϭ 23.13, MSE ϭ 3,297.72. The form of the interaction is shown in Figure 2 . In simple main effects analyses, the 32-ms difference in RTs to late-acquired consistent and exception words was significant, F s (1, 29) ϭ 47.05, MSE ϭ 15,458.48, but so was the smaller 12-ms difference between early-acquired consistent and exception words, F s (1, 29) ϭ 10.15, MSE ϭ 1,859.31. Conversely, the 27-ms difference in naming speed to early-and late-acquired exception words was significant, F s (1, 29) ϭ 48.41, MSE ϭ 238.76, but so was the 7-ms difference in naming speed to early-and lateacquired consistent words, F s (1, 29) ϭ 6.15, MSE ϭ 112.47. Note. Reaction times are in milliseconds. AoA ϭ age of acquisition.
Errors
Analysis of the mispronunciation rates using the Wilcoxon signed ranks test revealed a significantly higher rate of errors to exception words than to consistent words (Z ϭ Ϫ4.19) and significantly more errors to late-than to early-acquired words (Z ϭ Ϫ3.65). Significantly more errors were also made on late-than early-acquired exception words (Z ϭ Ϫ3.62), but the difference between error rates to early-and late-acquired consistent words was not significant (Z ϭ Ϫ1.69).
Discussion
Experiment 2 found a significant main effect of AoA on wordnaming speed, demonstrating once again that this variable affects word naming when frequency, imageability, and other factors are controlled. There was also a significant main effect of consistency. More important, there was a significant interaction between AoA and consistency. Consistency effects were larger for late-acquired words than for early-acquired words. There were again few errors, with the majority falling to late-acquired exception words (1.96% compared with 0.66% or less in the other conditions).
Discussion of why AoA might interact with spelling-sound consistency is deferred until the General Discussion. We would note, however, one implication of Experiment 2, which is that because previous studies of the Frequency ϫ Consistency interaction have failed to control AoA, the observed interaction between frequency and consistency in those studies almost certainly includes a contribution from AoA.
Experiment 3
We noted earlier Strain et al.'s (1995) report of an interaction between imageability and consistency, especially for lowfrequency words. We also noted that the high-and lowimageability word sets used in those experiments were confounded by differences in AoA. The present Experiment 3 set out to clarify matters by examining the naming of word sets that varied on consistency and imageability while being matched on frequency, AoA, and other properties.
Because Strain et al. (1995) claimed that the interaction between imageability and spelling-sound regularity or consistency only held for lower frequency words, all of the words used in Experiment 3 were of low frequency (11 occurrences or less per million words of English, which is in the same range as the words used by Strain et al.) . Two other differences between Experiment 3 and Strain et al.'s experiments are worth noting. First, we used the same definitions of consistent and exception that were used in Experiments 1 and 2. In contrast, Strain et al. used a mixture of consistency and spelling-sound regularity to differentiate their regular from their exception words. That policy resulted in their classifying chasm as an exception word because the regular pronunciation of ch-(i.e., that occurring in the greatest number of different words) is as in chaste and charm. A consistency approach, in contrast, would treat chasm as consistent on the grounds that chasm forms part of a small but consistent family whose other members include spasm and, if words of more than one syllable are allowed, sarcasm and enthusiasm.
The mention of words of more than one syllable brings us to the second notable difference between the present Experiment 3 and the experiments of Strain et al. (1995) . Strain et al. included a proportion of two-syllable words among their stimuli. The extension of the notion of consistency to words of more than one syllable is not straightforward (Jared & Seidenberg, 1990) . For example, Strain et al. used boulder as an exception word because the regular pronunciation of ou is as in bound, mouse, and south. There is at least a case, however, for grouping boulder with moulder, shoulder, and smoulder in a small, consistent family of words whose members all rhyme. Treasure was similarly classed as exceptional because the pronunciation of ea is not regular (as it is in beat, heat, seat, and so on), but an alternative approach might place treasure in a small, consistent family along with measure and pleasure. We could go on, but the point is made. The hybrid use of rule-based regularity and consistency based on word bodies creates problems and anomalies when Strain et al.'s items are examined closely, particularly (but not exclusively) for the twosyllable words. We sought to avoid those problems in Experiment 3 by using only one-syllable, monomorphemic words and the same contrast between consistent and inconsistent exception words that was used in Experiments 1 and 2.
Method Participants
Forty participants took part in Experiment 3. All were undergraduate or postgraduate students from the University of York who were native English speakers, with normal or corrected-to-normal vision, and were paid for their participation.
Materials and Procedure
The experimental stimuli consisted of 72 monosyllabic words. These were taken from the original set of 220 consistent and exception words previously rated, plus an additional set of 80 words for which AoA and imageability ratings were obtained using the same scales. These words were divided into four word sets of 18: one set of high-imageability, consistent words, one set of low-imageability, consistent words, one set of high-imageability, exception words, and one set of low-imageability, exception words. The division into high-and low-imageability groups was based on the median imageability value (4.58). The words all had frequencies of less than 11 per million on the CELEX combined frequency count. The sets were matched on frequency, AoA, number of orthographic neighbors, and number of letters. The word sets are shown in Appendix C. 
Results
One hundred and seventy-seven out of a total 2,800 responses (6.3%) were deleted from further analysis. One hundred and three of these (3.7%) were due to mispronunciations of the words, 62 (2.2%) were the consequence of accidental activation of the voice key, and 12 (0.4%) were removed because of the extreme length of the RTs (greater than 1,500 ms). The mean naming latencies of correct responses in the four word sets and the mean error rates (in percentages) are shown in Table 3 .
Reaction Times
Analysis of variance was carried out on the RT data with spelling-sound consistency and imageability as the two factors. The effect of consistency was significant, F s (1, 39) ϭ 79.28, MSE ϭ 51,831.45, with naming RTs being faster to consistent words (555 ms) than to exception words (583 ms). However, the 3-ms difference in naming RTs to high-and low-imageability words was not significant, F s (1, 39) ϭ 1.91, MSE ϭ 307.48. The interaction between consistency and imageability was significant, F s (1, 39) ϭ 12.30, MSE ϭ 2,621.27, but the form of this interaction was quite different from that reported by Strain et al. (1995) . Simple main effects analyses showed that the 44-ms difference between consistent and exception words for high-imageability words was significant, F s (1, 39) ϭ 86.42, MSE ϭ 38,882.46, as was the 28-ms difference for low-imageability words, F s (1, 39) ϭ 37.34, MSE ϭ 15,570.27. The consistency effect was, however, larger for high-than for low-imageability words, which was in the opposite direction to that reported by Strain et al. Conversely, the 11-ms difference in naming speeds between highand low-imageability consistent words was significant, F s (1, 39) ϭ 17.63, MSE ϭ 2,362.14, but the 5-ms difference in naming speed between high-and low-imageability exception words was not, F s (1, 39) ϭ 2.36, MSE ϭ 566.61.
Errors
Analysis of the mispronunciation rates using the Wilcoxon signed ranks test revealed a significantly higher rate of errors to exception words than to consistent words (Z ϭ Ϫ4.99) but no difference in the number of errors made to words of high or low imageability (Z ϭ Ϫ1.00). More errors were made to exception words of high imageability than to exception words of low imageability (Z ϭ Ϫ2.21, p ϭ .027), and more errors were made to low-imageability, consistent words than to high-imageability, consistent words (Z ϭ Ϫ2.80).
Discussion
Experiment 3 found an effect of spelling-sound consistency on word-naming speed. The consistency effect is highly consistent. But whereas Strain et al. (1995) found significantly faster naming of high-than of low-imageability words using word sets that were not matched on AoA, the overall difference in the present Experiment 3 in naming RTs for high-and low-imageability words matched in AoA was a nonsignificant 3 ms. This was in keeping with the results of previous studies of word naming that failed to find an effect of imageability when AoA and frequency were controlled (e.g., Brown & Watson, 1987; Brysbaert et al., 2000; V. Coltheart et al., 1988; Morrison & Ellis, 2000; Gilhooly & Logie, 1981) .
Experiment 3 did find an interaction between imageability and consistency, but the interaction was quite different in character from that reported by Strain et al. (1995) . Whereas in their Experiment 2, Strain et al. found a difference in naming speed for consistent and exception words of low but not high imageability, we found the opposite pattern: a difference in naming speed for consistent and exception words of high but not low imageability. In the absence of further investigations we are inclined only to note that Experiment 3, using low-frequency word sets varying on imageability and consistency but matched on AoA, failed to find a greater influence of consistency for low-than high-imageability items.
Experiment 4
Like Strain et al.'s (1995) Experiment 2, the present Experiment 3 used only lower frequency words, so the difference between our results and theirs cannot be due to differences in the frequency ranges sampled. We have already observed that Strain et al. failed to control AoA and have noted Gerhand's (1998) report that the effect of imageability on naming RT for exception words in Strain et al.'s data disappeared when AoA was entered as a covariate. Given the contrast between Strain et al.'s findings and those of the present Experiment 3, and the potential theoretical importance of establishing whether imageability plays a part in determining word-naming speed, Experiment 4 attempted a replication of Strain et al.'s Experiment 2 that was as close as possible. As well as using the same items, we used the same font for presenting the words and the same procedure as regards exposure durations and numbers of practice trials. We also recruited participants with a wider range of ages than in the previous experiments (the participants in Strain et al.'s Experiment 2 were 22 to 70 years old).
Method Participants
Forty participants took part in Experiment 4. They consisted of undergraduate and postgraduate students and members of staff from the University of York who were native English speakers, with normal or corrected- Note. Reaction times are in milliseconds.
to-normal vision. The mean age of the participants was 27 years (range 18 to 62). The students were paid for their participation.
Materials
The experimental stimuli consisted of the 64 monosyllabic and disyllabic low-frequency words used in Strain et al.'s (1995) Experiment 2 (16 high-imageability, consistent-regular words; 16 low-imageability, regular words; 16 high-imageability, irregular words; and 16 low-imageability, irregular words).
3
New AoA ratings for the 64 experimental stimuli were obtained from 20 undergraduate and postgraduate students at the University of York. The instructions and rating scale used were exactly the same as those used for the ratings in Experiment 1. The word sets used in Experiment 4 are shown in Appendix D along with their frequency, AoA, Coltheart's N, and length values. The overall imageability characteristics for each set are given in Strain et al. (1995) , although not the imageability values of each item.
Procedure
The procedure and experimental design for this experiment followed those of Strain et al. (1995) as precisely as possible. The stimuli were presented in black, lowercase, 24-point Geneva font. Participants were presented with 26 practice trials that included monosyllabic and disyllabic words of medium frequency (between 30 and 70 occurrences per million; Kučera & Francis, 1967) . Following on from this, the experimental stimuli were presented in two blocks separated by a short break. The two experimental blocks contained equal numbers of high-and low-imageability regular and irregular words, and each block began with three mediumfrequency filler items. The order of presentation of these blocks was counterbalanced across participants. Conditions of presentation and instructions were otherwise the same as in the previous experiments, which means that each trial began with a fixation point of 750 ms, after which the target word was displayed until it was pronounced, and the intertrial interval was 1,000 ms. These were the same conditions as used by Strain et al.
Results
Two hundred and fourteen out of a total 2,560 responses (8.4%) were deleted from further analysis. One hundred and fifty eight of these (6.2%) were due to mispronunciations of the target word, 50 (2.0%) were the consequence of accidental activation of the voice key, and 6 (0.2%) were deleted because of the extreme length of their RTs (greater than 1,500 ms). The mean naming latencies of the correct responses in the four word sets and the mean error rates (in percentages) are shown in Table 4 , along with the comparable data from Strain et al. (1995) Experiment 2 for comparison.
Reaction Times
Analysis of variance was carried out on the RT data with regularity and imageability as the two factors. This analysis revealed a significant effect of regularity, F s (1, 39) ϭ 11.05, MSE ϭ 5,213.57, with regular words being named faster (562 ms) than irregular words (574 ms). The effect of imageability was also significant, F s (1, 39) ϭ 116.96, MSE ϭ 34,800.27, with highimageability words being named faster (553 ms) than lowimageability words (583 ms). (Recall, though, that the high-and low-imageability sets are not matched on AoA.) The interaction between imageability and regularity was also significant, F s (1, 39) ϭ 28.89, MSE ϭ 7,001.18. Simple main effects analysis revealed that the 25-ms difference in naming latencies to lowimageability, regular and irregular words was significant, F s (1, 39) ϭ 28.18, MSE ϭ 12,149.00, but the 2-ms difference between naming latencies to high-imageability, regular and irregular words was not, F s (1, 39) ϭ 0.23, MSE ϭ 65.76. Conversely, the 43-ms difference in naming speed between high-and low-imageability, irregular words was significant, F s (1, 39) ϭ 95.74, MSE ϭ 36,509.79, but so was the 16-ms difference between high-and low-imageability, regular words, F s (1, 39) ϭ 33.38, MSE ϭ 5,291.66.
Errors
Mispronunciation errors were subjected to a Wilcoxon signed ranks analysis. This analysis revealed a significantly higher rate of errors to irregular words than to regular words (Z ϭ Ϫ5.37) and a significantly higher rate of errors to low-imageability items than to high-imageability items (Z ϭ Ϫ5.23). In addition, significantly more errors were made to low-imageability, irregular words than to high-imageability, exception words (Z ϭ Ϫ5.23), whereas there was no significant difference in the number of errors made to highand low-imageability, regular words (Z ϭ Ϫ1.34).
Reanalyses of Data From the Present Experiment 4 and Strain et al.'s (1995) Experiment 2 With AoA as a Covariate
Present Experiment 4. To check whether imageability was confounded with AoA in the word sets used by Strain et al. (1995) in their Experiment 2 and again in the present Experiment 4, the new AoA ratings for each word in the four sets were entered into an analysis of variance as the dependent variable, with regularity and imageability as independent variables. The difference in AoA ratings for high-and low-imageability words was highly significant, F(1, 15) ϭ 71.47, MSE ϭ 69.99, with the mean AoA for the high-imageability words (3.35, equivalent to an estimated learning age of 5 to 6 years) being earlier than for the low-imageability words (5.44, equivalent to an estimated learning age of 9 to 10 years). This confound was in the same direction as reported by Gerhand (1998) using different AoA ratings. Although we have argued against the need for routine analyses by items, analysis of covariance is based on that form of analysis. In the straightforward by-items analysis of naming RTs from Experiment 4, the main effect of imageability was significant, F i (1, 59) ϭ 6.31, MSE ϭ 13,262.11, p ϭ .015, although the main effect of regularity was not significant, F i (1, 59) ϭ 1.22, MSE ϭ 2,569.60. When AoA was entered as a covariate, the previously significant effect of imageability disappeared completely, F i (1, 59) ϭ 0.08, MSE ϭ 153.72, but the effect of AoA was significant, F i (1, 59) ϭ 9.30, MSE ϭ 17,175.14. With AoA entered as a covariate, the interaction between regularity and imageability remained nonsignificant, F i (1, 63) ϭ 2.09, MSE ϭ 3,869.21. Strain et al.'s (1995) Experiment 2. Strain et al. (1995) reported that the main effects of imageability and regularity on naming RT in their Experiment 2 were significant by items as well as by participants. When AoA was entered as a covariate, the effect of regularity remained significant, F i (1, 59) ϭ 9.12, MSE ϭ 10,040.97, but the effect of imageability again disappeared, F i (1, 59) ϭ 0.85, MSE ϭ 938.80. As in the analysis of our own data from Experiment 4, the effect of AoA was significant, F i (1, 59) ϭ 17.78, MSE ϭ 19,563.83. The interaction between imageability and regularity was of borderline significance in the original by-items analysis of variance, F i (1, 63) ϭ 3.58, MSE ϭ 5,023.27, p ϭ .063. When AoA was added as a covariate, that interaction became significant, F i (1, 63) ϭ 5.92, MSE ϭ 6,510.20. The interaction occurred, though, in the complete absence of a main effect of imageability, which was not the form of interaction between imageability and regularity claimed by Strain et al. Table 4 allows a direct comparison between our data and those of Strain et al. (1995) , Experiment 2. The first point to note is that our mispronunciation error rate (overall 6.2%) was slightly higher than that of Strain et al. (overall 4.0%) , but the distribution of errors was similar, being concentrated in both cases on the lowimageability, irregular words. Appendix D shows that in our data, the words mischief, sleight, stingy, and wrath all induced 10 or more errors from our 40 participants. Mischief is pronounced "mischiff" in most Southern British accents but "mischeef" in many Northern accents. Strain et al.'s study was conducted in the southern part of England, and in the interests of exact replication, we classified "mischeef" as an error, but it was probably the normal pronunciation for those of our participants who said it. Wrath is pronounced "roth" in British English, but "rath" in at least some North American accents. Saying "rath" for wrath may have reflected simple unfamiliarity with the word for some of our participants, but in other cases, the cross-fertilization of British by American English may have played a part. We suspect that sleight ("slite") and stingy ("stinjy") were simply unfamiliar to many participants, especially in written form.
Discussion
Our overall mean-naming RT (568 ms) was similar to that of Strain et al. (1995) Experiment 2 (548 ms). The pattern was also similar. In both studies, RTs to high-imageability regular and irregular words were virtually the same, whereas RTs were longer to irregular than to regular words of low imageability. The difference between us is one of interpretation. Strain et al. (1995) maintained that imageability was the genuine operative variable and used the Imageability ϫ Regularity-Consistency interaction to argue that semantic representations play a role in the conversion of low-imageability, irregular-inconsistent words from print into sound (an argument embodied in the later simulations of Plaut et al., 1996) . Like Gerhand (1998), we found, however, that imageability was confounded with AoA in Strain et al.'s word sets. The mean AoA ratings for the high-and low-imageability word sets were 3.35 and 5.44 respectively, which translates into mean estimated ages of acquisition of 5 to 6 years for the high-imageability words compared with 9 to 10 years for the low-imageability words. When high-and low-imageability word sets were matched on AoA in the present Experiment 3, the main effect of imageability was no longer significant. This result was in keeping with previous studies that failed to find an effect of imageability on word naming when frequency and AoA were controlled (e.g., Brown & Watson, 1987; Brysbaert et al., 2000; V. Coltheart et al., 1988; Gilhooly & Logie, 1981; Morrison & Ellis, 2000) .
Imageability interacted with consistency in the present Experiment 3, but the form of the interaction was quite different from that reported by Strain et al. (1995) , with the consistency effect being larger for high-than for low-imageability words. A replication of Strain et al.'s Experiment 2 in the present Experiment 4 found a similar pattern to that reported by Strain et al., but the main effect of imageability disappeared when AoA was entered as a covariate. When Strain et al.'s original data were reanalyzed with AoA as a covariate, the main effect of imageability once again disappeared. The form of interaction claimed by Strain et al. was that imageability affected the naming of low-frequency, irregular but not regular words. Such an interaction would require a main effect of imageability, which seems not to occur once AoA is controlled.
In addition, we note that whereas Strain et al. (1995) matched their items on Kučera and Francis (1967) word frequency, which is based on written American English, inspection of Appendix D shows that their sets were not matched on the CELEX frequency count, which is based on larger and more modern samples of both spoken and written British English. Analysis of variance on the CELEX frequencies of the Strain et al. word sets found that the high-imageability words were of significantly higher frequency than the low-imageability words, F(1, 15) ϭ 6.92, MSE ϭ 199.52, p ϭ .019. Entering CELEX frequency as a covariate in the data from Experiment 4 rendered the imageability effect of marginal significance, F(1, 59) ϭ 3.64, MSE ϭ 7,520.61, p ϭ .061, although the effect remained significant for the data from Strain et al. Experiment 2, F(1, 59) ϭ 4.31, MSE ϭ 6,036.52, p ϭ .042.
The only other evidence suggestive of a contribution of word meanings to the reading aloud of individual words came from studies by Hino and Lupker (1996) and Lichacz, Herdman, Le-fevre, and Baird (1999) that reported faster reading times for polysemous words such as bank, which could be the side of a river or a place where money is kept, than for words that had only one meaning. These studies also found an interaction between frequency and number of meanings, so that the value of having more than one meaning was greater for low-than for high-frequency items. If polysemy was acting as a genuinely semantic variable, then this result might be taken to support the Strain et al. (1995) and Plaut et al. (1996) positions, particularly if it could additionally be shown that the benefit of polysemy to the reading of low-frequency words was greater for exception words than for consistent words. In sum, we would argue that evidence for any semantic contribution to the rapid naming of any class of familiar written words is currently very weak. There are circumstances in which brain injury can cause patients to make use of semantic mediation when reading words aloud (Ellis & Young, 1996) . And semantics may play a part in reading text aloud, where the correct use of tone of voice and intonation requires prior comprehension of the text (Ellis, 1984) . But when skilled readers name written words as quickly as possible, they appear to do so using direct mappings between orthography and phonology, even when the word in question is of low frequency and imageability. In the General Discussion that follows, we set imageability to one side and focus on why spelling-sound consistency interacts with both frequency and AoA in word naming.
General Discussion
Spelling-sound consistency had a significant effect on wordnaming speed in Experiments 1 to 3, and Strain et al.'s (1995) hybrid combination of consistency and regularity produced a significant effect in Experiment 4. Consistency interacted with word frequency in Experiment 1 for word sets matched on AoA. The form of that interaction was the same as reported by most previous investigators, which is that consistency affects naming speed for low-more than for high-frequency words, having little or no effect for high-frequency words (cf. Andrews, 1992; Brown & Watson, 1994; Hino & Lupker, 2000; Paap & Noel, 1991; Seidenberg, 1985; Seidenberg et al., 1984; Taraban & McClelland, 1987; Waters & Seidenberg, 1985) . We note, however, that Experiment 1 is the first to have controlled AoA when manipulating word frequency. Given that high-and low-frequency words sets will also tend to be early-and late-acquired words sets, respectively, unless AoA is controlled (Morrison & Ellis, 1995) and given that AoA also interacted with consistency in Experiment 2, the previous reports of Frequency ϫ Consistency interactions probably all included an element of the AoA ϫ Consistency interaction. Experiment 1 shows, however, that the frequency with which words are encountered in adulthood affects whether their pronunciation speed is influenced by the consistency of spelling-sound mappings, even when AoA is controlled.
Consistency interacted with AoA in Experiment 2 for word sets matched on two different measures of word frequency as well as on imageability, number of orthographic neighbors, and length. This time, the effect of consistency was greater for late-acquired words than for early-acquired words. Although effects of AoA on word-naming speed have been reported in previous studies (see Gerhand & Barry, 1998; Morrison & Ellis, 1995 , this is the first time that the nature of the interaction between consistency and AoA has been explored.
In this General Discussion, we consider first the relationship between consistency, which is the index of the predictability of spelling-to-sound mappings used in the present experiments, and regularity in the particular context of the recent dual-route cascaded (DRC) model of word naming (M. Coltheart, Rastle, Perry, Langdon, & Ziegler, 2001 ). We then go on to outline the circumstances under which we believe that computational models of reading might show AoA effects (on the basis of Ellis & Lambon Ralph, 2000) and why those effects might be largely confined to inconsistent exception (or irregular) words.
Consistency, Regularity, and the DRC Model
Experiments 1 to 3 manipulated the predictability or reliability of spelling to sound mappings using the concept of consistency used in many previous studies of word naming and used as the basis of simulations by Seidenberg and McClelland (1989) , Plaut et al. (1996) , and Harm and Seidenberg (1999) . In our experiments, naming of words from consistent families was contrasted with naming of words such as wash, which are the exceptional members of inconsistent families in that most of the other words in that family share a different pronunciation of the word body.
We have noted, though, that the concept of consistency overlaps with the concept of spelling-sound regularity. The latter is based on the notion that it is possible to identify rules governing the normal mapping of letters onto sounds. Within this framework, graphemes are letters or letter groups that correspond to individual phonemes in the spoken forms of words. For example, in the word shoot, the graphemes sh, oo, and t correspond to just three phonemes in the spoken word (/sh/, /oo/, and /t/). A word is deemed to be regular if the grapheme-phoneme correspondences it contains match those that occur in the greatest number of different words. Thus, shoot is regular because the pronunciations given to sh, oo, and t are the pronunciations of those graphemes that occur in the greatest number of English words. In contrast, death is deemed to be an irregular word because the pronunciation given to ea in death occurs in a minority of English words. A word like jump comes from a consistent family and is also regular in terms of its grapheme-phoneme correspondences. Swan comes from an inconsistent family (cf. ban, can, man, span) , and the unusual pronunciation given to the a in swan would also cause it to be classified as an irregular word. It is not, however, the case that every word from a consistent family is regular or that every inconsistent word is irregular. The word whole comes from a consistent family (cf. mole, pole, stole), but the pronunciation of the wh grapheme in whole as /h/ contrasts with the more common pronunciation of wh as /w/ in words like wheat, what, and while, making whole a consistent word in terms of the pronunciation of its body but an irregular word in terms of the pronunciation of the wh grapheme. Conversely, the word bead comes from an incon- 4 The numbers of meanings of target words was not one of the original criteria for selecting the items for Experiments 1 to 3. At the suggestion of Steve Lupker, we did, however, collect numbers of meanings ratings for those items, following the procedure of Hino and Lupker (1996) . There was no significant difference between word sets in any of the three experiments. sistent family where it contrasts with dead, head, and tread, yet the pronunciations given to b, ea, and d in bead occur in more words in English than alternative pronunciations (cf. beam, beat, seat, seam) , so bead is classified as a regular word from the point of view of grapheme-phoneme correspondences.
A written word can be regular and consistent (jump), regular yet inconsistent (bead), irregular yet consistent (whole), or irregular and inconsistent (swan). That said, most of the consistent words used in Experiments 1 to 3 would be classified as regular, and the fact that the inconsistent words in those experiments are the exceptional members of inconsistent families means that most of them would be classified as irregular. M. Coltheart et al. (2001) have created a DRC model of word naming, which incorporates within its procedures for translating written words into sound a set of grapheme-phoneme correspondences based on the notion of regularity. The DRC model is a computational model that builds on the earlier work of M. Coltheart, Curtis, Atkins, and Haller (1993) . As its name suggests, it incorporates two routes from print to sound. One is a grapheme-phoneme route that maps letters or letter groups onto phonemes using regular correspondences. Left to its own devices, that route will pronounce regular words correctly and will generate appropriate pronunciations for unfamiliar nonwords, but it will mispronounce (regularize) irregular words, for example, pronouncing whole as "whole" or rhyming swan with span.
Correct reading of irregular words requires a separate, lexical route. In fact, all of the words that the model has been programmed to recognize (7,981 single-syllable words varying in length from one to eight letters) benefit from the existence of the lexical route. The lexical route involves two pools of units, an orthographic input lexicon and a phonological output lexicon, with a unit in each lexicon for each word.
5 When a real word is presented to the model, the entry for that word in an orthographic input lexicon is activated. That entry passes activation on to the corresponding entry for the same word in the phonological output lexicon. That representation in turn activates a sequence of phonemes in an output phoneme system. At the same time, the letters in the word are translated into phonemes by a separate grapheme-phoneme rule system. That rule system embodies regular spelling-sound correspondences.
The general architecture of the DRC model is shown in Figure 3 . The model uses localist rather than distributed representations, meaning that there are, for example, individual units in the lexica for each word rather than words being represented by patterns of activation that are distributed across processing units, as happens in the models of Seidenberg and McClelland (1989) , Plaut et al. (1996) , and Harm and Seidenberg (1999) . Broadly speaking, the DRC model is based on the principles of interactive activation (cf. McClelland & Rumelhart, 1981) . This means that there is competition between the units in most pools and that most pools of units are connected to adjacent pools by both facilitatory and inhibitory links that are bidirectional. Exceptions include the links between the units representing the component features of letters and wholeletter units that pass activation in the forward direction only, grapheme-phoneme mappings that operate only in the direction of letters to sounds, and the links between the two lexica that are bidirectional but facilitatory only. The semantic system and its links to the two lexica have not been implemented in the working model. (When they are, it will presumably become the triple-route cascaded model because there will be three routes from print to sound, a nonlexical route involving the grapheme-phoneme correspondences, a lexical but nonsemantic route utilizing the direct links between the lexica, and a lexical-semantic route passing through the lexica and the semantic system).
Reading a word aloud in the DRC model involves activating visual feature units representing parts of the component letters of the word and noting which phoneme units are activated when the model has eventually settled on a pronunciation of that word. That settling process takes time, and the number of processing cycles required to settle on the pronunciation can be compared with human naming times for the same words. Within the model, activation bifurcates at the level of the letter units, being passed both to the pool of units representing grapheme-phoneme correspondences and to the pool of units in the orthographic input lexicon representing individual words. The two routes converge again at the phoneme level, where units represent the distinctive sounds of words. When a regular word is presented to the model, the lexical route and the grapheme-phoneme route will both seek to activate the same sequence of phonemes. No conflict arises, and the word is read quickly and efficiently. In contrast, when the DRC model is presented with an irregular word, the (correct) pronunciation generated by the lexical route is at odds with the regularization that the grapheme-phoneme route attempts to produce. The model is so constructed that when that happens, the pronunciation generated by the lexical route usually wins, but the additional time required to overcome the rival activation generated by the grapheme-phoneme route means that the model can take longer to settle on the correct pronunciation.
In fact, more conflict between the two routes arises in the case of low-than high-frequency words. This is because the amount of activation passed from the orthographic input lexicon to the phonological output lexicon is proportional to the frequency of each word in the language. High-frequency words in the orthographic input lexicon activate their corresponding representations in the phonological output lexicon more strongly and also inhibit alternative words more powerfully, so that the lexical route functions more effectively and faster for high-than low-frequency words. Activation for high-frequency words arrives at the phoneme units before activation coming via the computationally slower grapheme-phoneme route. This means that lexically mediated letter-to-sound conversion for high-frequency, irregular words is little affected by rival activation coming from the graphemephoneme route. In the case of low-frequency, irregular words, however, the lexical activation and the grapheme-phoneme activation converge on the phoneme units at about the same time, creating conflict at that level. The extra processing cycles required to resolve that conflict prolong the time that the model requires to settle on the pronunciation of low-frequency, irregular words.
The DRC model therefore shows an interaction between frequency and regularity: High-frequency, regular words are converted from print to sound most rapidly, followed by lowfrequency, regular words and high-frequency, irregular words, with low-frequency irregular words being converted most slowly.
As M. Coltheart et al. (2001) note, this is broadly similar to the human data, although the DRC model possibly shows more of a regularity effect for high-frequency words than human readers do.
The DRC model also simulates a number of other phenomena regarding word and nonword reading and must be regarded as one of the most successful computational models of human performance to date. M. Coltheart et al. (2001) have bravely made available the naming latencies for each word in the vocabulary of the DRC model. Table 5 shows the mean latencies for the different word sets used in the present Experiments 1 to 3. 6 (It is not possible to conduct a comparable analysis for Experiment 4 because the DRC model only deals with one-syllable words.) The first thing to note is that the DRC model successfully simulates the difference between consistent and inconsistent exception words in Experiments 1 to 3. The effect of consistency on DRC naming time is significant for the word sets in Experiment 1, F(1, 76) ϭ 21.43, MSE ϭ 720.31; Experiment 2, F(1, 76) ϭ 23.52, MSE ϭ 616.05; and Experiment 3, F(1, 71) ϭ 12.37, MSE ϭ 318.57. The DRC model deals in spelling-sound regularity rather than the consistency with which word bodies are pronounced, but we have noted already that most of the consistent words in our experiments would be classified as regular words whereas most of the inconsistent exception words would be classified as irregular words. The ability of the DRC model to simulate differences between consistent and inconsistent exception words illustrates the degree of overlap between the notions of regularity and consistency and shows that 6 We thank Max Coltheart for running the words mould and draught through the DRC model. our data do not arbitrate between those notions. We continue to talk of consistency effects because the experimental items were selected according to consistency criteria, but we acknowledge that our statements could also apply to regularity and doubtless to other indices of the predictability of a word's pronunciation from its spelling.
The DRC model also simulates the main effect of frequency seen in Experiment 1, F(1, 76) ϭ 9.17, MSE ϭ 308.11. This is not surprising, given that frequency is hard-programmed into the links between the orthographic input lexicon and the phonological output lexicon in the DRC model. The interaction between frequency and consistency is not, however, significant for the DRC model, F(1, 76) Ͻ 1. The problem would appear to be the same as for other simulations of Frequency ϫ Regularity or Consistency interactions by the DRC model, namely, that the model shows more of an effect of consistency-regularity for higher frequency words than humans do. Or, put another way, it shows more of a frequency effect for regular-consistent words than humans do.
Jumping ahead to Experiment 3, the DRC model shows a consistency effect, but it does not show a main effect of imageability, F(1, 71) ϭ 1.63, MSE ϭ 42.01, p ϭ .206, or an interaction between imageability and consistency, F(1, 71) Ͻ 1. The lack of any impact of imageability on performance is unsurprising in a model that does not involve semantic representations when it computes sound from spelling. We have already expressed our doubts as to whether imageability actually affects word-naming speed at all, or interacts with consistency, once AoA is controlled.
Of more importance for us is the fact that DRC naming times show no effect of AoA for the word sets of Experiment 2, F(1, 76) Ͻ 1, and no interaction between AoA and consistency, F(1, 76) Ͻ 1. This is because although the frequency of words in adult language is echoed in the model's connection strengths, no differentiation is made according to the age at which humans learn to read the different words. M. Coltheart et al. (2001) acknowledge the requirements laid down by McClelland (1993) and embodied in his GRAIN acronym, namely, that a computational model should be GRaded in its output, Adaptive in its learning, Interactive in the way that information flows between pools of units, and Nonlinear in its conversion of unit inputs into activations. The DRC model obeys all of those requirements except that it is not adaptive: It does not learn in response to experience but has a static structure that is programmed by the modeler rather than developed in response to training and experience. For reasons we explain in the next section, we believe that effects of AoA can only be simulated by models that learn and whose training set is gradually expanded, beginning with early items and then adding later items in a cumulative manner.
Reflections on the absence of adaptive learning within the DRC model prompt us to raise another issue. The decision as to which grapheme-phoneme correspondences are regular and which are irregular is based on a knowledge of the way in which letters and letter groups are pronounced in the mass of words in the language. Thus, the grapheme-phoneme route in the DRC model was based on an analysis by M. Coltheart et al. (1993) of letter-sound correspondences in a corpus of 3,000 words. But a child learning to read does not have immediate access to 3,000 written words. Rather, she or he learns a few words, then a few more, then a few more, only gradually and cumulatively building up to something like 3,000 words. If one could be confident that a child's early words would provide a reliable guide to which graphemephoneme correspondences are regular (because they will eventually be encountered in the greatest number of different words) and which are irregular (because they are confined to a minority of words), then there would be no cause for concern. But one cannot be so confident, because many of the high-frequency words that a child is likely to encounter very early on in reading contain irregular spelling-sound correspondences. Consider, for example, the grapheme ou. The regular pronunciation of that grapheme is as in bound, hound, and mound, because that pronunciation occurs in the greatest number of different words in English. But a child's first encounter with ou might very well be in the high-frequency words could, would, and should. How does the child avoid creating a grapheme-phoneme correspondence for ou based on his or her experience of could, would, and should? If he or she does create such a correspondence, how is that rule overturned when words like bound, hound, and mound are learned? Similarly, a child's first experience with ea could well be in the words head and bread. How does the child avoid building a correspondence rule on the basis of those words? If a rule is in fact created, how is it substituted when it is later outweighed by the correspondence in mead, zeal, gleam, and bleat? Is it possible for the graphemephoneme conversion system to delete one correspondence and replace it with another?
We believe that the requirement that grapheme-phoneme rules should be based on those correspondences that occur in the greatest number of different words, regardless of the relative frequencies of those words and the ages at which they are acquired, will create real and possibly insuperable difficulties for attempts to create a truly developmental (i.e., adaptive) model of the DRC type that aims to assemble a grapheme-phoneme route as a response to gradual, realistic, cumulative, interleaved learning.
Why Does AoA Affect the Naming of Inconsistent Words
but Not the Naming of Consistent Words? Ellis and Lambon Ralph (2000) have proposed an explanation of AoA effects in terms of the behavior of connectionist networks like those of Seidenberg and McClelland (1989) , Plaut et al. (1996) , and Harm and Seidenberg (1999) that learn in response to experience and training. Ellis and Lambon Ralph have noted that although it is commonplace in published simulations of word recognition and production to vary the frequency with which different patterns or associations are trained and to draw analogies with the effects of frequency on human lexical processing, those simulations always enter all of their patterns (words) into training together from the outset. But natural vocabulary development is not like that: In natural vocabulary development, some words are learned early, and others are acquired later. The early words continue to be encountered and used when the later ones are added, so that natural vocabulary growth is a process of cumulative, progressive growth. New words are added to preexisting ones, with experiences of the old and the new words being constantly interleaved. Ellis and Lambon Ralph (2000) showed that connectionist networks using distributed representations and trained by the standard back-propagation algorithm can show effects closely analogous to human AoA effects if patterns are entered into training at different points rather than all being entered at once at the start of training (cf. McClelland, McNaughton, & O'Reilly, 1995) . The network used by Ellis and Lambon Ralph comprised 100 input units, 50 intermediate (hidden) units, and 100 output units. It was trained to associate 200 different input patterns with 200 different output patterns. The input patterns were distributed across the 100 input units, with an average of 20% of the units being on and 80% being off. The 100 output patterns were generated from the input patterns by copying the input patterns onto the output units then changing a random 10% of the output units from on to off or vice versa. The input and output patterns were therefore correlated but not identical. In Simulation 11.2 of Ellis and Lambon Ralph, 200 inputoutput pattern pairs (which we simply refer to as patterns) were divided into 100 early patterns that were trained from the outset and 100 late patterns that were entered into training after 750 epochs (cycles of training). Within the early and late sets, 75 patterns were trained with low frequency (once per epoch), and 25 patterns were trained with high frequency (10 times per epoch).
(The imbalance between the numbers of patterns in the low-and high-frequency sets was intended to reflect the fact that in natural language there are many more low-than high-frequency words.) Training on all four sets was interleaved after the late patterns had been entered and continued up to 5,000 epochs, by which time the network had more or less stabilized and the effects of any additional training were very small.
The results can be seen in Figure 4 . The y-axis shows the mean pattern sum-squared error, which is a measure of how well the network succeeded in converting the input patterns in each set into the corresponding output patterns. A low error score means efficient conversion, and the y-axis starts below the actual minimum value of 0 to show the very low error scores for early, highfrequency patterns. Analysis of the error scores at 5,000 epochs confirmed what is apparent from Figure 4 , which is that patterns entered into training early were better represented than patterns entered into training later and that patterns trained at high frequencies were better represented than patterns trained with low frequencies.
By 5,000 epochs, the early, low-frequency patterns had been trained 5,000 times each, and the late, low-frequency patterns had been trained 4,250 times. It could be argued that what is presented in Figure 4 as an AoA effect is in fact just a reflection of the difference in the cumulative frequency of training of the early and late patterns. Similar accounts of AoA have been considered in the human literature (cf. Lewis, 1999; Moore, Valentine, & Turner, 1999) . Further simulations showed, however, that AoA effects cannot be reduced to cumulative frequency, at least as far as the network is concerned. Thus, Simulation 3 of Ellis and Lambon Ralph (2000) showed that AoA effects remained more or less stable if the network was trained all the way from 5,000 to 100,000 epochs, whereas a cumulative frequency account would predict that the difference between early and late pattern sets would diminish with continued training. In Simulation 4 of Ellis and Lambon Ralph, 100 early patterns were trained for 1,000 epochs before the 100 late patterns were added into training. The network was then trained on both sets up to 2,000 epochs. More important, the early patterns were trained once per epoch throughout, and the late patterns were trained twice per epoch from their point of entry at 1,000 epochs up to the point that the network was tested at 2,000 epochs. This meant that at 2,000 epochs, the early and late patterns had been trained an equal number of times. Despite that fact, error scores were significantly lower for the early patterns (M ϭ 0.4) than for the late patterns (M ϭ 3.3). Hence, the effect on network performance of point of entry into training (which we are claiming is analogous to AoA in humans) does not reduce to simple differences in the cumulative frequency of training of early and late patterns. The point at which training occurs in the network's development is important, not just the amount of training. Ellis and Lambon Ralph (2000) argued that AoA effects arise because early patterns have the chance to configure the network into a shape that is advantageous to them before the late patterns enter training. Had the late patterns been trained from the outset in place of the early patterns, the network would have taken on a different structure, and had both sets been trained together from the outset, the network structure would have been different again. If the early patterns are given a headstart over the late patterns, they exploit the opportunity to structure the network toward their preferred configuration. Ellis and Lambon Ralph showed that as training on the early set proceeds, the commitment of the network to representing that set increases, so that the network gradually loses plasticity and becomes progressively less receptive to pat- Figure 4 . Performance of the network at 5,000 epochs on early and late patterns given high-or low-frequency training (Simulation 11.2 of Ellis & Lambon Ralph, 2000) . MPSSE ϭ mean pattern sum-squared error.
terns introduced later. When the late patterns are entered into training, they manage to reshape the network somewhat (i.e., they succeed in being learned and reducing their error scores substantially), and they can do this more effectively if they are trained at high frequency, but the late patterns are always in competition with the early patterns that continue to pull against them. The result is a compromise in which the late patterns never manage to attain representations comparable to those of early patterns trained with the same frequency.
That at least was true for the input-output patterns used by Ellis and Lambon Ralph (2000) , where the output patterns were derived from the input patterns by a random 10% change of unit values. Ellis and Lambon Ralph noted, however, that there might be some circumstances in which the network structure formed by the early patterns might be relatively conducive to the assimilation of later patterns and other circumstances in which it might be more hostile. The former circumstances would lead to small AoA effects; the latter to large ones. We present a new simulation in which the organization of input and output patterns and the nature of the mappings between them are designed to mimic in a very approximate fashion some of the characteristics of consistent and exception words. We show that both AoA and frequency effects are greater when the mapping of input onto output patterns contains a degree of unpredictability (exceptionality) than when the mapping of input onto output patterns is predictable and consistent.
Extending the Ellis and Lambon Ralph (2000) Simulations to Include Consistency of Mappings Between Inputs and Outputs
Consider the words hop and wan (which in British English rhymes with swan and contrasts with ban, can, fan, and man). The written forms of the words hop and wan can be divided into onsets (the initial consonants h-and w-) and bodies or rimes (the medial vowel letters plus final consonants; i.e.-op and -an). Hop is classified as a consistent word because all written one-syllable words ending in -op are pronounced in the same way (mop, pop, stop, and top) . Wan is classified as an exception word because most other single-syllable words ending in the orthographic rime -an are pronounced as in ban, can, fan, and man, with wan and swan being exceptions. Note, though, where the exceptionality of wan lies. Although the classification of wan as an inconsistent exception word is based on the word body -an, the pronunciation of the final -n is perfectly standard. The exceptionality arises because the vowel a is given a pronunciation that is unusual in that context. Put another way, the exceptionality of wan comes from the mapping of the letter a onto the same vowel phoneme as occurs in "dot," "fog," and "stop." Treiman and Zukowski (1988) showed that the pronunciation of medial vowel letters in English words are more affected by the letters that follow them than the letters that precede them (which supports a consistency analysis based on word bodies), though M. Coltheart and Rastle (1994; Rastle & Coltheart, 1999) have reported influences of the consistency or regularity of the initial portions of words on naming speed.
The patterns used by Ellis and Lambon Ralph (2000) were patterns distributed across 100 input units and 100 output units. In an attempt to capture something of the characteristics of consistent and exception words, we divided the 100 input and 100 output units into three regions designed to correspond very loosely to the initial consonant, medial vowel, and final consonant of the written and spoken forms of words like hop and wan. The input patterns were consonant, vowel, consonant (CVC) "words" assembled from 1 of 10 possible initial consonant subpatterns expressed across the first 33 input units, 1 of 10 possible medial vowel subpatterns expressed across the middle 34 input units (34 -67), and 1 of 10 possible final consonant subpatterns expressed across the last 33 input units (68 -100). The 10 initial consonant subpatterns were actually the same as the 10 final consonant subpatterns, so that the input patterns can be thought of as being assembled from a choice of 10 consonant subpatterns, 1 occurring at the beginning and 1 at the end, plus 1 of 10 vowel subpatterns occurring in the middle. The subpatterns were still distributed sequences of units coded as on or off, where the probability of a given unit being on was .2 (as in most of the simulations in Ellis & Lambon Ralph, 2000) .
One hundred different input CVC patterns were created. These formed the early set in the simulation. One hundred more input patterns were then generated. These formed the late set when the network was trained. The late set was created by retaining the initial and final consonant combinations of the 100 early patterns and changing the medial vowel portion for a different subpattern taken from the set of 10. Thus, if an early pattern was C 2 V 1 C 4 , the late pattern derived from it might be C 2 V 7 C 4 . There were thus 200 input CVC patterns in all, 100 early and 100 late. The 200 input patterns were then used to generate the 200 output patterns that the network would learn to associate with the input patterns. Like the input patterns, the output patterns had a CVC structure expressed across the equivalent output units (1-33 for the initial consonant, 34 -67 for the medial vowel, and 68 -100 for the final consonant). The requirement was that a majority of the pairings of input and output patterns would be such that the output pattern was predictable from the input pattern. These would be the analogues of consistent words like hop. A minority of the pairings would, in contrast, contain unpredictable mappings, with the unpredictability originating from the association of an input vowel subpattern with an output vowel subpattern that was not the usual one. These would be the analogues of exception words like wan.
The consistent pairings of input and output patterns were generated by taking 160 of the 200 input patterns (80 from the early set and 80 from the late set) and creating 160 output patterns that were simple copies of the input patterns. When that was done, the input and output patterns were perfectly correlated, and the relationship between the two was perfectly consistent and predictable. If the input pattern was C 2 V 7 C 4 , then the output pattern for a consistent pairing would also be C 2 V 7 C 4 . The remaining 40 of the 200 pairings of input and output patterns violated this consistency by having the medial vowel portion of the input pattern mapped onto a different vowel subpattern in the output pattern. For example, if the input pattern for an exceptional pairing was C 5 V 9 C 1 , the associated output pattern might be C 5 V 2 C 1 , with the V 2 sequence across the output units 34 -67 replacing the V 9 sequence that would have occurred had this been a consistent pairing. The initial and final consonant mappings remained predictable for these exception patterns (as they are for wan), but the input vowel mapped onto a different output vowel from the one associated with that input vowel in the majority of pairings.
The 100 early patterns (80 consistent and 20 exception) were entered into training from the outset, with the 100 late patterns (again 80 consistent and 20 exception) being added into training after 750 epochs. Ten of the early exception patterns and 10 of the late exception patterns were trained with low frequency (once per epoch), whereas the remaining 10 early exception patterns and 10 late exception patterns were trained with high frequency (10 times per epoch). The consistent patterns were unevenly divided into low-and high-frequency sets, so that low-frequency patterns outnumbered high-frequency patterns in the total training set (just as low-frequency words outnumber high-frequency words in natural language). Specifically, 65 of the 80 early consistent patterns and 65 of the 80 late consistent patterns were trained at low frequency, and the remaining 15 early consistent patterns and 15 late consistent patterns were trained at high frequency. There were thus eight training conditions (the eight combinations of consistent patterns vs. exception patterns, early vs. late AoA, and high vs. low frequency of training.) Training continued on both early and late sets of patterns from 750 epochs up to 1,750 epochs. Training was by the standard back-propagation algorithm, and there was no weight decay. The simulation was run using the bp software of McClelland and Rumelhart (1988) .
Results
Analysis of variance carried out on the error scores for the different sets of items at 1,750 epochs found a significant effect of consistency, F(1, 192) ϭ 143.99, MSE ϭ 64.90, with overall error being lower for consistent than exception pairings of input and output patterns. There was also a significant effect of frequency, F(1, 192) ϭ 24.81, MSE ϭ 11.18, with error being lower for highthan for low-frequency sets, and a significant effect of AoA, F(1, 192) ϭ 89.33, MSE ϭ 40.27, with error being lower for sets entered into training from the outset than for sets entered after 750 epochs.
The interaction between frequency and consistency was significant, F(1, 192) ϭ 23.30, MSE ϭ 10.50. Figure 5 contains the error scores at 1,750 epochs for the high-and low-frequency, consistent and exception patterns collapsed across early and late AoA. It shows the same interaction between frequency and consistency that was reported by Seidenberg and McClelland (1989) and Plaut et al. (1996) in their simulations and mirrors the interaction between frequency and consistency that was found in Experiment 1 for word sets matched on AoA. Frequency shows a genuine interaction with consistency both in human word naming and in the behavior of connectionist networks of the type used in many simulations of word naming. When the mapping between input and output patterns is consistent, low-frequency items can take advantage of the network structure that higher frequency items have played a larger part in creating. When the mapping between input and output patterns is exceptional, items trained at high frequency are able to exert sufficient influence on the weights of the connections to ensure that they are well learned and represented, but low-frequency items struggle to attain adequate representation in the network.
The interaction between consistency and AoA was also significant in the analysis of network error scores at 1,750 epochs, F(1, 192) ϭ 88.61, MSE ϭ 39.94. Figure 6 shows the error scores for the consistent and exception patterns entered early or late into training, collapsed across high and low frequency. It shows the same interaction between AoA and consistency that was found in Experiment 2 (see Figure 2) . When the mapping between input and output patterns is consistent, items entered late into training can exploit the network structure already established by early consistent items and so are assimilated with ease. When the mapping between input and output patterns is exceptional, items entered early into training can exert sufficient influence on the shape of the unformed network to ensure that they are well learned and represented, but items entered late into training struggle to reconfigure the network to represent their exceptional mappings adequately.
The presence of an AoA effect for consistent words in Experiment 2, albeit smaller than the effect for exception words, may have to do with the presence of a degree of residual unpredictability in the pronunciation of the supposedly consistent words. Words like hump and weep can probably be regarded as wholly predictable in the sense that it is hard to imagine them being pronounced other than as they are. That is not true for all the consistent words. For example, the early-acquired, consistent word hurt is classified as consistent because all words ending with urt rhyme, but if the consistency of hu (or the regularity of the medial /u/) is an issue, then hurt contrasts with words like hut and hump whose presence in a reader's vocabulary may affect their reading of hurt. Similarly, the late-acquired word deal is classed as consistent but could be thought to be in conflict with dead and deaf, whose presence may reduce the predictability of the pronunciation of deal. Although our experiments were based on consistency, we are not ideologically committed to that particular way of capturing the predictability of spelling-sound correspondences. Our assertion is simply that as letter-sound mappings become less predictable, the importance for rapid processing of being early acquired (or frequently encountered) will increase.
In the new simulations, frequency and AoA effects are small to nonexistent when the mapping of input onto output patterns is consistent and predictable and larger when the mapping of input onto output patterns is exceptional and therefore unpredictable. The analysis of error scores actually found a significant threeway interaction between consistency, frequency, and AoA, F(1, 192) ϭ 5.18, MSE ϭ 2.33, p ϭ .024. The exceptional pairings that suffered most in the simulation were those that were entered late into training and were then trained with low frequency. This three-way interaction has yet to be tested in human word naming, Figure 5 . Performance of the network at 1,750 epochs on the consistent and exception patterns trained at high or low frequency (collapsed across early and late age of acquisition). MPSSE ϭ mean pattern sum-squared error.
although we seriously doubt whether the words exist that will allow a fully factorial comparison when the need to control length, neighborhood size, and so on is taken into consideration.
Note that our network and its patterns are intended to be broadly analogous to, but not a close simulation of, word naming, just as the simulations in Ellis and Lambon Ralph (2000) were not intended as precise simulations of lexical processing. Although we modified the input and output patterns to give them something of the quality of CVC words, our patterns do not correspond to real words, our frequency manipulation is not based on real word frequencies (although it is in the same range), and our AoA manipulation is not based on real AoA values. The simulations are offered as demonstrations of principle; in this case, a demonstration of the principle that if the associations between input and output patterns are manipulated so that a majority use consistent mappings but a minority use exceptional mappings, then a network that is trained on those patterns using a standard learning algorithm will learn the consistent pairings better than the exceptional ones and that difficulty will be greater for items trained at low frequency than for items trained at high frequency and, most important for us, will be greater for items entered late into training than for items entered early.
AoA and Mappings Between Representations
The point that AoA effects would be greater for arbitrary or inconsistent mappings between inputs and outputs than for consistent and predictable mappings was made by Ellis and Lambon Ralph (2000) , who predicted (p. 1121) that AoA effects would be reduced for regular, consistent words in English and for all words in languages with regular orthographies like Italian and Spanish and would be greater for English exception words. Arbitrary mappings also include those between objects and their names. Inspection of the magnitude of AoA effects in object naming (e.g., Ellis & Morrison, 1998) as compared with word naming (e.g., Morrison & Ellis, 1995) shows that effects are considerably greater in object naming than in English word naming. This, we would argue, is because the mappings between meanings and sounds that are forged when early object names are learned is of no help to learning later object names. The weight structure built up in response to early object names will not assist the assimilation of later object names that will struggle to reconfigure the network along the lines preferred by the late items. In contrast, the network structure generated in the course of learning to read early words aloud will assist the learning and processing of later words unless those words include exceptional or irregular correspondences. Hence, AoA effects will be generally much smaller for reading aloud than for object naming. That is at least true for alphabetic scripts. It should be less true of nonalphabetic scripts like Chinese or Japanese kanji, where character-sound correspondences are much less predictable, and we note the strong AoA effects obtained by Yamazaki, Ellis, Morrison, and Lambon Ralph (1997) for reading aloud single-character Japanese kanji. We also note that AoA effects in the processing of English words are stronger for lexical decision than for reading aloud (e.g., Morrison & Ellis, 1995) and suggest that this may occur because semantic representations are involved in making lexical decisions (cf. Millis & Button, 1989; Plaut, 1997) . Mappings between orthography and semantics, whether direct or mediated by phonology, are of course arbitrary.
Some commentators argue that AoA effects are impossible to simulate in connectionist networks that learn using algorithms like back-propagation (e.g., Gerhand & Barry, 1998; Moore & Valentine, 1998; Morrison & Ellis, 1995) . That argument is based on a misguided analogy between AoA effects in humans and the phenomenon of catastrophic interference in artificial neural networks. Catastrophic interference is a phenomenon that can occur when a network is trained to associate one set of input and output patterns then switched to learning another set, with no further training on the originals. When that happens, knowledge of the early associations can be rapidly lost (Lewandowsky, 1991; McCloskey & Cohen, 1989; Ratcliff, 1990; Sharkey & Sharkey, 1995) . The difference, of course, is that in the conditions where catastrophic interference can be seen, the late patterns replace and supplant the early ones, whereas in the conditions where effects analogous to AoA can be seen, the late patterns supplement the early ones that continue to be trained alongside them. It has been shown, though, that catastrophic interference is itself influenced by the nature of the mappings between inputs and outputs (French, 1999) . Where they are consistent and regular, a late set that replaces an early one continues to exploit and reinforce the weight structure that the early set created. The network retains a structure beneficial to the processing of the early set, and when the network is later retested on that early set, catastrophic interference is minimal. In contrast, when input-output mappings are arbitrary, a late set that replaces an early one will reconfigure the weights in the direction of a network structure that is suited to the late set. That weight structure will be different from the one established by the early set, and when the network is retested on the early set, the weight structure necessary for converting input patterns to output patterns will have been overridden, so catastrophic interference will occur. Arbitrary mappings between inputs and outputs maximize AoA effects when late patterns are added into training alongside early ones in a cumulative, interleaved fashion but also maximize catastrophic interference when late patterns entirely replace early ones in training. Conversely, principled, regular, consistent mappings between inputs and outputs minimize AoA effects (because late items can exploit the weight structure built up by the early items) and also minimize catastrophic interference (because when the early items Figure 6 . Performance of the network at 1,750 epochs on the consistent and exception patterns entered early or late into training (collapsed across high and low frequency). AoA ϭ age of acquisition; MPSSE ϭ mean pattern sum-squared error.
replaced by late ones are retested after a period of training on the late items only, the weight structure they find is the one they bequeathed to the late set).
In conclusion, we suggest that the answer to the question, "What exactly interacts with spelling-sound consistency in word naming?" is "word frequency and AoA, but probably not imageability." We further suggest that the interaction of consistency or regularity with AoA and frequency can be understood in terms of a model in which late-acquired or low-frequency patterns can be assimilated relatively easily if they are able to take advantage of network structure generated by other (early and high-frequency) patterns. Consistent or regular items can do this because they use the same links as other consistent patterns, but exception items require unique associations to be forged between input and output. Those associations can be established reasonably successfully if the item concerned is involved in training from the outset (i.e., is early acquired) or is trained with sufficiently high frequency, but the later acquired or lower frequency an exceptional item is, the more difficulty it has in achieving adequate representation in the network. The capacity to simulate AoA effects in reading aloud for inconsistent or irregular words but not consistent or regular words should, we believe, be added to the standard list of requirements that any computational model of reading should meet if it is to be deemed worthy of consideration. Note. CELEX ϭ CELEX word frequency; K-F ϭ Kučera and Francis (1967) word frequency; AoA ϭ age of acquisition; Imag ϭ imageability; Le ϭ word length in letters; RT ϭ word-naming reaction time.
