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CONVERGENCE OF RANDOM WALKS TO BROWNIAN
MOTION ON CUBICAL COMPLEXES
TOM M. W. NYE
Abstract. Cubical complexes are metric spaces constructed by gluing to-
gether unit cubes in an analogous way to the construction of simplicial com-
plexes. We construct Brownian motion on such spaces, define random walks,
and prove that the transition kernels of the random walks converge to that
for Brownian motion. The proof involves pulling back onto the complex the
distribution of Brownian sample paths on the standard cube, and combining
this with a distribution on walks between cubes in the complex. The main
application lies in analysing sets of evolutionary trees: several tree spaces are
cubical complexes and we briefly describe our results and some applications
in this context. Our results extend readily to a class of polyhedral complex in
which every cell of maximal dimension is isometric to a given fixed polyhedron.
1. Introduction
Most statistical analysis is carried out on data lying in a Euclidean vector space,
or more generally, a smooth manifold. Manifold-stratified spaces, however, are
playing an increasingly important role in applications and have recently attracted
substantial research interest [1, 2, 3]. In a manifold-stratified space, each stratum
is a manifold, and strata are glued together along their boundaries. In this way,
the structure is smooth in the interior of strata, but can become singular where
strata are joined together. Important examples include shape spaces [4] and, of
particular relevance to this article, spaces of trees [5, 6, 7] and networks [8]. Cubical
complexes are manifold-stratified spaces built by joining high-dimensional cubes
at their faces [9, 10]. They are polyhedral complexes in which every cell is a
unit cube, and cubes can have different dimensions. Each cube is equipped with
the L2 Euclidean metric, and for certain cubical complexes this extends to define
a metric on the whole complex. Cubical complexes provide a concrete way to
construct stratified sample spaces, and various different spaces of evolutionary trees
are constructed in this way [5, 7, 8]. The tree space of Billera, Holmes and Vogtmann
[5], usually referred to as BHV tree space, in particular has received considerable
research attention, with methods for computing Fre´chet means and variances [11],
constructing principal components [12], and performing other statistical tests [13].
In addition, asymptotic results for Fre´chet means have also been established on
BHV tree space [14] and some other related spaces [15, 16]. However, beyond these
specific asymptotic results, fundamental probability theory has not been adequately
developed for general classes of stratified spaces.
A key problem for carrying out statistics on stratified spaces is the difficulty of
constructing tractable distributions which can be used for statistical inference. For
example, consider the uniform distribution on the ball B(x, r) with radius r at a
point x in a cubical complex X. For fixed r, the volume of B(x, r) can vary with
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2 TOM M. W. NYE
x since the ball potentially intersects a different number of cubes depending on
the location of x. As a result, even very simple distributions can have normalizing
constants which are computationally intractable, depending on the structure of
X. An example of this problem in BHV tree space is described in more detail by
Weyenberg et al [17].
On the other hand, tractable distributions could be constructed as the transition
kernels of suitably defined stochastic processes on X, and used to build statistical
models. For example, the transition kernel at time t0 for a Brownian motion start-
ing from x0 ∈ X at time zero is a natural analog of a Euclidean multivariate normal
distribution. Fitting this distribution to data in X would give estimates of x0 and
t0 which could be interpreted as a mean and variance in X. With this idea as
motivation, this article considers Brownian motion and random walks on cubical
complexes, and convergence of the transition kernels of random walks to the transi-
tion kernel for Brownian motion. Brownian motion on X is defined in the following
way. On the interior of each cube, it proceeds in the same way as in Euclidean
space; at the boundary of a cube, the particle undergoing Brownian motion can
potentially move into several adjacent cubes, depending on the structure of the
complex, and does so uniformly at random. Specifically, if the particle is contained
in the boundary of r cubes of dimension m, and no cubes of dimension > m, then
it moves with probability 1/r into each of the adjacent m-cubes. A simple example
consists of the finite 3-spider, the cubical complex formed by joining three copies of
the interval [0, 1] at the shared origin 0. A particle incident at the origin moves with
equal probability onto each of the three adjacent line segments. The heat equation
on the finite 3-spider has an analytic solution [18], but analytic solutions will not
exist for general X. Random walks can be used to obtain a computational approx-
imation to Brownian motion in order to perform inference for statistical models,
but only if the random walk converges to Brownian motion in an appropriate sense.
This is exactly our main result, Theorem 10, in which we prove that the transi-
tion kernels of suitably defined random walks converge to Brownian motion on a
general class of cubical complex. The method of proof involves projecting sample
paths from the complex down onto a single cube and then using the pull-back to
transfer measures and sets from Euclidean space back onto the complex. This en-
ables an explicit construction of the transition kernel of the Brownian motion on X.
The main technical challenge involved in proving Theorem 10 arises as Brownian
sample paths can cross the boundaries between cubes an infinite number of times,
and some careful analysis is required to handle this difficulty.
The existing literature on Brownian motion and random walks in manifold-
stratified spaces is limited. Frank and Durham [19] studied Brownian motion on
trees with absorbing states at the leaves. Brin and Kifer [20] considered Brownian
motion on 2-dimensional Euclidean simplicial complexes. They proved existence of
Brownian motion on these complexes and established properties of the infinitesimal
generator. However they did not consider random walks and so the majority of their
results are unrelated to this paper. Later, Enriquez and Kifer [21] proved a version
of Donsker’s theorem on metric graphs and showed that random walks along the
edges of graphs converge to Brownian motion. The task of proving convergence
of random walk to Brownian motion on graphs is a lower-dimensional analogue of
proving convergence on cubical complexes. Indeed, they stated that they viewed
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their result as a first step towards considering random walks on more general simpli-
cial complexes. More recently, Kostrykin et al [22] studied more general Brownian
motions on graphs. There is some literature concerning random walks on groups
which act on cubical complexes [23], but these random walks are not directly re-
lated to the geometrical random walks we consider here. In addition there is earlier
work by Kendall [24], concerning diffusion in certain quotient spaces.
The remainder of the paper is structured as follows. Section 2 contains back-
ground material on cubical complexes. In Section 3 we construct Brownian motion
on a cubical complex X as a probability measure on paths in X and show this cor-
responds to a well-defined Markov process. In Section 4 we define random walks on
X and prove they converge to Brownian motion under a certain limit. We discuss
applications of our results to BHV tree space in Section 5. Finally, in Section 6, we
consider generalizations of Theorem 10 and make some concluding remarks.
2. Preliminaries
2.1. Cubical complexes. Let I = [0, 1] be the unit interval and let In be the n-
dimensional cube, or n-cube, equipped with the Euclidean metric. A codimension-k
face of In is the subset of points for which k coordinates are individually fixed to
either 0 or 1. A cubical complex X is a space formed by gluing together cubes
(potentially of different dimensions) via isometric identification of various faces.
Simple examples include graphs on which every edge is identified with the unit
interval, and the positive orthant in Rn, formed by filling the orthant with an
infinite number of unit cubes In. More interesting examples include spaces of
evolutionary trees, as discussed in Section 5. We will assume that X contains
cubes that are at most n-dimensional, and that X contains at least one cube of
dimension n, for some fixed value of n. We also assume that X is locally finite, or
in other words, that every point x ∈ X is contained in a finite number of cubes.
The Euclidean metric on each cube extends to the whole of X in the following
way. When x, y ∈ X are in different cubes the distance d(x, y) is defined to be
the infimum of lengths of paths between x and y which are straight lines segments
in each cube. The Hopf-Rinow theorem implies that X is then a geodesic metric
space, i.e. for all x, y ∈ X the distance d(x, y) is realized as the length of at least
one shortest length path between x and y [25, Proposition I.3.7]. We do not make
any additional assumptions about this metric – in particular we do not require X
to have non-positive curvature. The cubical complex X is then equipped with the
Borel sigma algebra defined using this metric. The restrictions of these Borel sets
to any n-cube are exactly the Borel subsets of In.
We will primarily be concerned with n-cubes in X, where n is the highest dimen-
sion in X, and how they are attached to each other via codimension-1 faces. This
information can be encapsulated in a bipartite graph GX = (U, V,E) where the
vertices U correspond to n-cubes in X; the vertices V correspond to (n− 1)-cubes
in X; and (u, v) ∈ E ⊆ U × V is an edge if and only if v is a codimension-1 face
of u. We assume that GX is connected. Brownian motion and random walks will
start from a fixed point which we assume lies in the interior of an n-cube u0 ∈ U ,
unless stated otherwise. Sample paths of Brownian motion on X will be associated
with certain walks on GX , and so we make the following definition.
Definition 1. A k-walk on GX is a sequence u0, v1, u1, v2, . . . , uk−1, vk, uk where
u0, . . . , uk ∈ U and v1, . . . , vk ∈ V , and for which every pair of adjacent vertices
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in the sequence corresponds to an edge so that (ui−1, vi) ∈ E and (vi, ui) ∈ E for
i = 1, . . . , k. The walk is non-repeating if vi 6= vi+1 for all i = 1, . . . , k− 1. The set
of all non-repeating k-walks is denoted Wk.
2.2. Brownian motion on In. When X = In we consider a reflected Brownian
motion on the cube: each coordinate on In evolves independently according to a
standard Brownian motion on [0, 1] with reflecting boundaries at 0 and 1. The corre-
sponding distribution on Cx0,t0(I
n), the set of paths starting at x0 ∈ In and defined
on the interval [0, t0], is denoted Bx0,t0(I
n). Let F denote the set of codimension-1
faces of In. Given a path η ∈ Cx0,t0(In) let pi(η) denote the time-ordered sequence
of faces f1, f2 . . . ∈ F that η meets, with repeated consecutive intersections with
the same face f represented by a single occurrence of f in pi(η), so that fi 6= fi+1
for all i = 1, 2, . . .. Every time a path drawn from Bx0,t0(I
n) meets a face f , is does
so almost surely an infinite number of times before meeting a different face f ′ 6= f .
It is these repetitions which are removed to form the sequence pi(η), so that each
element in the sequence potentially represents an infinite number of intersections
with that face.
Lemma 2. Suppose x0 ∈ In does not lie in a codimension-2 face. If η is drawn
from Bx0,t0(I
n) then pi(η) is almost surely well-defined and finite.
Proof. Brownian motion in the plane hits the origin with probability zero, and
it follows that sample paths on In with η(0) = x0 avoid codimension-2 faces
almost surely. The sequence pi(η) is therefore almost surely well-defined. Let
Ak ⊂ Cx0,t0(In) be the set of paths such that pi(η) has length k, for k = 0, 1, . . .
and let A∞ be the complement of
⋃
k Ak. We claim that A∞ has measure zero. Let
Bρ ⊂ Cx0,t0(In) be the set of paths bound a distance ρ away from all codimension-2
faces of In. Suppose η is drawn from Bx0,t0(I
n) and η ∈ A∞ ∩ Bρ. Then there
are two faces f 6= f ′ of In which η alternately hits an infinite number of times. It
follows that there exists an increasing sequence of times T0, T1, . . . ∈ [0, t0] such that
η(T2r) ∈ f and η(T2r+1) ∈ f ′ for all r = 0, 1, . . .. Since η is bounded by distance ρ
away from codimension-2, there is a coordinate i such that
|ηi(T2r)− ηi(T2r+1)| ≥ ρ
for all r. By definition, ηi(t) is a reflected Brownian motion on [0, 1]. The proba-
bility of the event η ∈ A∞ ∩Bρ is therefore bounded above by the probability that
the reflected Brownian motion ηi moves a distance at least ρ over the time interval
T2r+1 − T2r:
Bx0,t0(I
n)(A∞ ∩Bρ) ≤ Pr(Z(T2r+1 − T2r) ≥ ρ)
where Z(t) is a reflected Brownian motion on [0, 1] with Z(0) = 0. Since T2r+1 −
T2r → 0 as r → ∞, the right-hand side of the inequality can be made arbitrarily
small for fixed ρ, and so A∞ ∩ Bρ has zero measure. The claim follows by taking
the limit as ρ→ 0. 
3. Brownian motion on cubical complexes
In this section we give an explicit construction of Brownian motion on the cubical
complex X. The construction relies upon a projection map which takes paths in X
to paths on In. The projection enables us to write down a probability measure on
sets of paths in X in terms of the reflected Brownian motion on In.
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v2
u2
Figure 1. Illustration of the projection map for a cubical complex
X consisting of four copies of I2, glued together as shown. Left:
two paths η1, η2 in X, constructed so that P(η1) = P(η2). Right:
the corresponding projections P(ηi) onto I2. Both paths η1, η2
lie in the same set Ĉwf with k = 2 but traverse a different set of
2-cubes. The associated non-repeating GX walk is u0, v1, u1, v2, u2.
Fix an n-cube u0 ∈ U and a point x0 in the interior of u0. In analogy to the
notation in Section 2.2, we let Cx0,t0(X) be the metric space of continuous maps
η : [0, t0]→ X which satisfy η(0) = x0. The metric is defined by
d∞(η1, η2) = sup
t∈[0,t0]
d(η1(t), η2(t))
for any two η1, η2 ∈ Cx0,t0(X) where d(·, ·) denotes the metric on X. Let X(k) ⊂ X
denote the union of codimension-k faces in X.
Define Ĉ by
Ĉ = {η ∈ Cx0,t0(X) : im(η) ∩X(2) = ∅ and η(t0) ∈ X \X(1)},
where im(η) denotes the image of η. For any path η ∈ Ĉ we define a corresponding
path P(η) ∈ Cx0,t0(u0) as follows. We define P(η) to be the same as η until η first
crosses a codimension-1 face v1 of u0 into a different n-cube u1 ∈ U . The isometry
gluing u0 to u1 via v1 extends uniquely to determine an isometry between u1 and
u0. This isometry is used to define the continuation of P(η) in u0 until η hits X(1)
again, at which point P(η) simultaneously hits a face of u0. The process is repeated
for all t ∈ [0, t0] to define a continuous map P : Ĉ → Cx0,t0(u0). It is convenient to
use a fixed isometry between u0 and I
n, so that the map P in fact takes values in
Cx0,t0(I
n). An example of paths on X and their projections is shown in Figure 1.
We say a sequence (f1, . . . , fk) of elements in F is non-repeating if fi 6= fi+1 for
all i = 1, . . . , k − 1. The set of non-repeating sequences of length k is denoted Fk.
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For any such sequence, define Cf1,...,fk by
Cf1,...,fk = {η ∈ Cx0,t0(In) : pi(η) is well defined
with pi(η) = (f1, . . . , fk) and η(t0) ∈ int(In)}.
This definition includes for k = 0 the set C∗ of paths which do not meet any face.
For brevity we will usually write f = (f1, . . . , fk) for an element of Fk. Lemma 2
shows that
(3.1)
∑
k≥0
∑
f∈Fk
Bx0,t0(I
n)(Cf ) = 1.
We need to consider the pre-images
Ĉf = P−1(Cf ).
Suppose η ∈ Ĉf is the pre-image of a Brownian sample path on In, and consider
the walk on GX determined by η. Since every time P(η) hits a face f ∈ F it does
so almost surely an infinite number of times, it follows that η determines an infinite
walk on GX almost surely whenever f is not empty. However, if we remove repeated
crossings of each facet v from the walk, in an analogous way to the definition of pi(η)
in Section 2.2, we obtain a non-repeating k-walk on GX . Specifically, if v1, . . . , vk is
the list of distinct codimension-1 faces η crosses, and ui−1 is the last n-cube reached
before η meets vi, i = 1, . . . , k − 1, then the non-repetitive walk associated with η
is u0, v1, u1, v2, . . . , uk−1, vk, uk. The k-walk associated with η is denoted φ(η), and
we let W (f) = {φ(η) : η ∈ Ĉf} ⊆ Wk when f ∈ Fk. For any w ∈ W (f), we let
Ĉwf = {η ∈ Ĉf : φ(η) = w}, so that
Ĉf =
⋃
w∈W (f)
Ĉwf .
For fixed f , each set of paths Ĉwf can be thought of as a different way of pulling-
back the paths Cf onto X by choosing different adjacent cubes when the paths
finish crossing each codimension-1 face in X.
Given any w = (u0, v1, u1, v2, . . . , uk−1, vk, uk) ∈Wk, let
(3.2) p(w) =
k∏
i=1
(deg (vi))
−1
.
Then, induction on k shows that for each f ∈ Fk,∑
w∈W (f)
p(w) = 1,
so the values {p(w) : w ∈W (f)} determine a probability distribution on W (f).
We will be particularly concerned with the set of Brownian sample paths which
end in some region of U ⊆ X. For any k, f ∈ Fk and w ∈W (f), let Ĉwf (U) be the
subset of Ĉwf consisting of paths η with η(t0) ∈ U . This set will be empty unless
the walk w ends in a cube which intersects U . Similarly, let
Ĉf (U) =
⋃
w∈W (f)
Ĉwf (U).
Let X̂ be the σ-algebra on Ĉ generated by sets of the form Ĉwf (U) where U ⊆ X
is a Borel set.
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Lemma 3. X̂ is a sub-algebra of the Borel σ-algebra on Ĉ. Furthermore, each set
in X̂ is mapped to a Borel subset of Cx0,t0(In) by P.
Proof. An inductive argument can be used to prove that Cf is a Borel set as follows.
A sufficiently small perturbation of any η ∈ Cf gives either a path with pi(η) = f or
for which pi(η) is a subsequence of f . Thus the union of Cf and all sets Cf ′ where
f ′ is a subsequence of f is open. By induction, Cf is therefore the intersection of
an open set and a Borel set, and so is a Borel set. A similar argument applies to
Ĉwf . If U ⊆ X is Borel, then subset of Ĉ consisting of paths which end in U is
Borel, and hence so is Ĉwf (U). It follows that X̂ is generated by a subset of the
Borel σ-algebra on Ĉ, and so X̂ is a sub-algebra. For fixed f and w the set U ⊆ X
determines a subset V ⊆ In corresponding to the projection of the end points of
paths in Ĉwf (U) under P. If U is Borel, then V is too, and P
(
Ĉwf (U)
)
is the set
of paths in Cf which end in V . This is a Borel subset of Cx0,t0(I
n). Similarly
P
⋃
k
⋃
f∈FK
⋃
w∈W (f)
Ĉwf
c  =
⋃
k
⋃
f∈FK
Cf
c
and this is also a Borel subset of Cx0,t0(I
n). It follows that every set in X̂ maps
under P to a Borel subset of Cx0,t0(In) since the image of any such set can be
expressed via countable unions and complements of the above sets. 
Given η ∈ Ĉf , the set P−1P(η) is a symmetrization of η around codimension-1
faces in X. This leads to the following technical lemma which is required later.
Lemma 4. For all U ⊆ X and all f ∈ Fk,w ∈W (f)
(3.3) Ĉwf ∩ P−1P
(
Ĉwf (U)
)
= Ĉwf (U)
Proof. It is clear that P−1P(Ĉwf (U)) contains Ĉwf (U). It remains to show the left
hand side of (3.3) contains no elements outside Ĉwf (U). So suppose η ∈ Ĉwf (U) and
η′ ∈ Ĉwf satisfy P(η) = P(η′), so that η′ is a general element of the left hand side
of (3.3). Since both paths are contained in Ĉwf , it follows that η(t0) and η
′(t0) lie
in the same n-cube and also enter that n-cube from the same codimension-1 face.
Then P(η) = P(η′) implies that η and η′ are identical in the cube containing the
paths at time t0, and in particular η(t0) = η
′(t0) so η′ ∈ Ĉwf (U). This establishes
equation (3.3). Note that it is not necessarily the case that η = η′: the paths can
pass through different n-cubes whenever P(η) hits the same face of In multiple
consecutive times – see Figure 1. 
We can now define a measure on (Ĉ, X̂ ) corresponding to the distribution of
sample paths under Brownian motion on X.
Definition 5. Define the probability measure Bx0,t0(X) on (Ĉ, X̂ ) by
(3.4) Bx0,t0(X)(A) =
∞∑
k=0
∑
f∈Fk
∑
w∈W (f)
p(w)Bx0,t0(I
n)
(
P(A ∩ Ĉwf )
)
for any A ∈ X̂ .
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Lemma 6. Equation (3.4) defines a probability measure on (Ĉ, X̂ ).
Proof. Each term in the sum is defined since, for all A ∈ X̂ , the set P
(
A ∩ Ĉwf
)
is
a Borel subset of Cx0,t0(I
n) and so Bx0,t0(I
n)
(
P(A ∩ Ĉwf )
)
is well-defined. Next,
the total measure is given by
Bx0,t0(X)(X) = Bx0,t0(X)
⋃
k
⋃
f∈FK
⋃
w∈W (f)
Ĉwf

=
∞∑
k=0
∑
f∈Fk
∑
w∈W (f)
p(w)Bx0,t0(I
n)
(
P(Ĉwf )
)
.
But P(Ĉwf ) = Cf so
Bx0,t0(X)(X) =
∞∑
k=0
∑
f∈Fk
Bx0,t0(I
n) (Cf )
∑
w∈W (f)
p(w)
=
∞∑
k=0
∑
f∈Fk
Bx0,t0(I
n) (Cf )
= 1
using equation (3.1). Finally, suppose A1, A2, . . . ∈ X̂ are disjoint sets. We aim to
show countable additivity. Without loss of generality we can assume each set Al is
contained within a single set of the form Ĉwf , since if this is not the case, we can
decompose the sets Al into a larger collection of disjoint sets. We also assume at
most one set Al is contained in each set Ĉ
w
f , so that f l and wl are the sequences
of faces and the non-repetitive walk associated with Al. Then
Bx0,t0(X)(
⋃
Al) =
∞∑
k=0
∑
f∈Fk
∑
w∈W (f)
p(w)Bx0,t0(I
n)
(
P(Ĉwf ∩
⋃
Al)
)
=
∑
l
p(wl)Bx0,t0(I
n)(P(Al))
=
∑
l
Bx0,t0(X)(Al).
If there is more than one set contained in each Ĉwf the result still holds, since, for
example, if A,B ⊂ Ĉwf are disjoint then Bx0,t0(In)(P(A∪B)) = Bx0,t0(In)(P(A))+
Bx0,t0(I
n)(P(B)). 
The measure on paths determined by equation (3.4) corresponds to the diffusion
of particles on the cubical complex X defined in the Introduction. The projection
map P ensures that within each n-cube the paths of diffusing particles correspond
to sample paths in Euclidean space. On the other hand, the distribution on the
walks on GX determined by the probabilities p(w) ensures that when a particle hits
a codimension-1 boundary it moves with equal probability into each neighbouring
n-cube. More specifically, using equation (3.4), it is easy to show that if η is sampled
from Bx0,t0(X), then Pr
(
η ∈ Ĉwf | η ∈ Ĉf
)
= p(w). It follows that for 0 < t < t0
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the position Z(t) ∈ X of a particle along a path sampled from Bx0,t0(X) is a well-
defined Markov process. In fact, it is possible to write down an explicit formula for
the transition kernel of the Markov process, as given in Definition 8 later.
4. Random walks and convergence
In this Section we define random walks on X and prove they converge to Brown-
ian motion in an appropriate sense. Random walk on X is defined by the following
algorithm. As input it takes x0 ∈ X (assumed to be in the interior of some n-cube),
t0 > 0 and m, the number of steps of the random walk. We fix  = (3t0/m)
1/2,
so that the uniform distribution on [−, ] has variance t0/m. The number of steps
m must be sufficiently large that  < 1. We maintain a list L throughout the
algorithm, with L initially empty. The list is used to record points at which the
random walk crosses codimension-1 faces.
Algorithm 1. Let y0 = x0. For j = 1, 2, . . . , r where r = m × n repeat the
following:
(1) Let u be an n-cube containing yj−1 and let ξ : u → In be an isometry, so
that ξi(y) denotes the i-th coordinate of any point y ∈ u and i = 1, . . . , n.
(2) Sample k uniformly at random from 1, . . . , n and sample δ ∼ U(−, ).
(3) Perform one of the following steps, depending on the value of `∗ := ξk(yj−1)+
δ.
(a) If 0 ≤ `∗ ≤ 1 then let yj be the point in u with ξk(yj) = `∗ and all
other coordinates equal to yj−1.
(b) Otherwise either `∗ < 0 or 1 < `∗. Let v be the (n−1)-cube associated
with ξk = 0 or ξk = 1 respectively. Let u
∗ be an n-cube sampled
uniformly at random from the n-cubes which share the face v, including
u itself. There is then a unique isometry ξ∗ : u∗ → In satisfying
ξ(y) = ξ∗(y) for all y ∈ v. Let yj be the point in u∗ with coordinates
ξ∗i (yj) =

ξi(yj−1) for all i 6= k,
−`∗ if i = k and `∗ < 0,
2− `∗ if i = k and 1 < `∗.
Let x be the point in v with coordinates ξi(x) = ξi(yj−1) for all i 6= k
and let L := L ∪ {x}
There are many alternative ways to define random walks on X. For example,
a fixed order of coordinates could be used at step 1 of Algorithm 1 rather than
randomly sampling the coordinate. Similarly, any distribution with zero mean and
variance t0/m can be used to generate δ in step 2, provided the support of the
distribution lies in (−1, 1). The proof of Theorem 10 applies directly in both these
cases. The requirement that δ lies in (−1, 1) ensures that at most one codimension-
1 cube is traversed so that step 3 of the algorithm makes sense. If this constraint is
dropped, the proof of Theorem 10 still applies, but step 3 of the algorithm is more
involved. It is also possible to sample the innovation uniformly from a small ball
centred at yj at each iteration of the algorithm, which we return to in Section 5.
We can use Algorithm 1 to simulate paths η ∈ Cx0,t0(X) by linear interpolation
between points. If at iteration j step 3(a) was performed, then the corresponding
section of path is the straight line segment joining yj−1 and yj within an n-cube.
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Alternatively, if step 3(b) was performed at iteration j, then L contains an associ-
ated point x ∈ X(1), and the corresponding path comprises the line segment yj−1, x
followed by the line segment x, yj . The corresponding distribution on Cx0,t0(X) is
denoted Wmx0,t0(X).
When X = In, Algorithm 1 corresponds to a reflected random walk on the n-
cube. Standard theory gives weak convergence of random walk on In to Brownian
motion:
Wmx0,t0(I
n)
w−→ Bx0,t0(In) as m→∞.
The following lemma relates random walk on X to random walk on In via the
projection map P.
Lemma 7. If U ⊂ X is a Borel set then for any k > 0, f ∈ Fk and w ∈W (f),
(4.1) Wmx0,t0(X)
(
Ĉwf (U)
)
= p(w)Wmx0,t0(I
n)
(
P(Ĉwf (U))
)
.
Proof. We first note that if η is a path on X generated by Algorithm 1 then P(η)
has the distribution Wmx0,t0(I
n). This is because the coordinates ξ defined in the
algorithm determine the image under P but also precisely a random walk on In.
This is equivalent to
Wmx0,t0(X)
(P−1(A)) = Wmx0,t0(In)(A)
for all A such that P−1(A) ∈ X̂ . Given η ∈ P−1(A) where A ⊆ Cf for some
sequence of faces f ∈ Fk, then the distribution of φ(η) is determined by the prob-
abilities p(w). It follows that
Wmx0,t0(X)
(
P−1(A) ∩ Ĉwf
)
= p(w)Wmx0,t0(I
n)(A).
By substituting in A = P(Ĉwf (U)) and applying Lemma 4, we obtain equation (4.1).

Definition 8. Let Wmx0,t0 denote the distribution on X given by the end-points
yr simulated by Algorithm 1, or equivalently given by sampling a path η from
Wmx0,t0(X) and taking η(t0). Let Bx0,t0 be the distribution on X induced in a
similar way, but for which η is drawn from Bx0,t0(X). Then
Wmx0,t0(U) = Wmx0,t0(X)(Ĉ(U))
Bx0,t0(U) = Bx0,t0(X)(Ĉ(U))
for any Borel set U ⊆ X, where Ĉ(U) ⊂ Ĉ denotes the union of all sets of the form
Ĉwf (U).
The distributions Wmx0,t0 and Bx0,t0 are the transition kernels for the m-step
random walk and Brownian motion on X respectively. More explicitly,
Bx0,t0(U) =
∞∑
k=0
∑
f∈Fk
∑
w∈W (f)
p(w)Bx0,t0(I
n)
(
P(Ĉwf (U))
)
.
However, this equation is not useful computationally, since for any given U ⊆ X
the sum over walks which end in U is not generally computationally feasible.
If P is a measure on a metric space, then a P -continuity set U is a Borel set
such that P (∂U) = 0 where ∂U is the boundary of U . In order to prove weak
convergence of Wmx0,t0 to Bx0,t0 , it is sufficient to show that Wmx0,t0(U)→ Bx0,t0(U)
for any Bx0,t0-continuity set U .
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Lemma 9. If U ⊆ X is a Bx0,t0-continuity set, then
(1) Ĉwf (U) is a Bx0,t0(X)-continuity set for any f ,w, and
(2) P(Ĉwf (U)) is a Bx0,t0(In)-continuity set.
Proof. Fix a Bx0,t0 -continuity set U ⊂ X and f ∈ Fk,w ∈ W (f). The boundary
of Ĉwf (U) decomposes into two pieces: Ĉ
w
f (∂U) and paths in the boundary of Ĉ
w
f .
Both have zero measure with respect to Bx0,t0(X) so Bx0,t0(X)
(
∂Ĉwf (U)
)
= 0
and Ĉwf (U) is a Bx0,t0(X)-continuity set. Similarly, for fixed f and w, ∂P(Ĉwf (U))
decomposes into two parts: P(Ĉwf (∂U)) and a set of paths which lie the boundary
of Cf and which therefore has zero measure with respect to Bx0,t0(I
n). Thus if U
is a Bx0,t0-continuity set it follows that
0 = Bx0,t0(X)(Ĉ
w
f (∂U))
= p(w)Bx0,t0(I
n)(P(Ĉwf (∂U))) using Definition 5
= p(w)Bx0,t0(I
n)(∂P(Ĉwf (U)))
and so P(Ĉwf (U)) is a continuity set with respect to Bx0,t0(In). 
Theorem 10.
(4.2) Wmx0,t0
w−→ Bx0,t0
as m→∞, where w−→ denotes weak convergence of probability measures.
Proof. Fix any Borel set U ⊆ X, and fix k ≥ 0, f ∈ Fk and w ∈ W (f). If U is a
Bx0,t0-continuity set then equation (4.1) gives
Wmx0,t0(X)(Ĉ
w
f (U)) = p(w)W
m
x0,t0(I
n)(P(Ĉwf (U)))
→ p(w)Bx0,t0(In)(P(Ĉwf (U))) as m→∞(4.3)
= Bx0,t0(X)(Ĉ
w
f (U)).
Convergence in equation (4.3) occurs because random walk on In converges weakly
to Brownian motion, and by Lemma 9, P(Ĉwf (U)) is a continuity set with respect
to Bx0,t0(I
n).
Now for any continuity set U
Wmx0,t0(U) =
∞∑
k=0
∑
f∈Fk
∑
w∈W (f)
Wmx0,t0(X)(Ĉ
w
f (U)).
Since this is bounded above by 1, for any  > 0 there exists K such that:
|
∑
k>K
∑
f∈Fk
∑
w∈W (f)
Wmx0,t0(X)(Ĉ
w
f (U))| <

4
.
and
|
∑
k>K
∑
f∈Fk
∑
w∈W (f)
Bx0,t0(X)(Ĉ
w
f (U))| <

4
Then, by taking m sufficiently large
|
∑
k≤K
∑
f∈Fk
∑
w∈W (f)
(
Wmx0,t0(X)(Ĉ
w
f (U))−Bx0,t0(X)(Ĉwf (U))
)
| < 
2
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and so |Wmx0,t0(U) − Bx0,t0(U)| < . This proves the weak convergence in Equa-
tion (4.2). 
5. Application: evolutionary trees
The main application of Theorem 10 lies in the analysis of evolutionary trees.
A number of different spaces of evolutionary trees have been constructed, and the
most studied space, due to Billera, Holmes and Vogtmann [5] and known as BHV
tree space, is a cubical complex. The BHV tree space TN consists of trees with N
leaves labelled 1, . . . , N . The trees are edge weighted: each edge has an associated
weight, or length, which takes values in R>0 = {x ∈ R : x > 0}. Each tree contains
a unique vertex of degree two, called the root, which is labelled 0. All vertices other
than the leaves and the root have degree strictly greater than two, and are called
internal vertices. If all internal vertices have degree three, then the tree is called
resolved and it contains 2N − 2 edges. If one or more internal vertices has degree
four or higher then the tree is called unresolved and it contains < 2N − 2 edges.
BHV tree space TN parametrizes all such resolved and unresolved trees.
Cutting any edge on a tree induces a bipartition of the labels {0, 1, . . . , N} into
two disjoint subsets. Any such bipartition is called a split, and the set of splits
associated with tree is called its topology. Every edge is identified with a split, so
the terms are used interchangeably. Arbitrary collections of splits do not generally
represent tree topologies: a certain compatibility condition on the collection of splits
must be satisfied for this to be true. The splits which end in leaves are displayed
by all trees, and are called pendant splits. It follows that
TN = RN>0 × T intN
where the first term in the product represents the lengths of the pendant splits
and the second term parametrizes the lengths of internal splits (namely those cor-
responding to edges which do not contain a leaf). If we ignore pendant splits then
the set of trees with a given fully resolved topology is parametrized by RN−2>0 , where
each axis corresponds to the length of one of the N − 2 internal splits in the topol-
ogy. The boundary of RN−2>0 corresponds to trees for which one or more splits have
been shrunk down to length zero and removed from the tree topology, and so cor-
responds to unresolved trees. The copy of RN−2≥0 obtained in this way is called an
orthant. There are M = (2N − 3)!! different possible fully resolved topologies, so
T intN consists of M copies of RN−2≥0 which are glued along their boundaries. The
gluing identifies unresolved trees which can be obtained by removing splits from
distinct tree topologies.
By filling each orthant with an infinite array of (N−2)-cubes, it can be seen that
T intN is a cubical complex. Billera, Holmes and Vogtmann [5] showed that the local
Euclidean metric on each cube extends to a globally defined metric, and that TN
is a so-called non-positively curved space [25]. Brownian motion on T intN depends
fundamentally on how the codimension-1 faces of orthants are glued together, but
not on higher codimension faces. Any internal edge e in a fully resolved rooted tree
gives rise to a subtree ((A,B), C) where A,B are the two subtrees descended from
e and C is the subtree attached to the vertex v of e closest to the root. Shrinking e
down to zero length and removing it results in v having degree 4, and the subtree
descended from v is then (A,B,C). A single edge can be added to this tree to give
either ((B,C), A) or ((C,A), B) as the subtree descended from v. It follows that
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each codimension-1 face of an orthant RN−2≥0 is shared by two other such orthants.
The bipartite graph representing connections between orthants in T intN therefore
contains (2N − 3)!! vertices representing the orthants, each with degree N − 2, and
1
3 (N − 2)× (2N − 2)!! vertices representing codimension-1 faces, each with degree
3. The stochastic processes we have defined on cubical complexes extend trivially
from T intN to the whole of TN by imposing a reflecting boundary when each pendant
edge length is zero.
Theorem 10 establishes that while distributions of the form Bx0,t0 can be used
to construct parametric statistical models on TN , computational inference can be
performed using the corresponding distributions Wmx0,t0 and Algorithm 1. In fact,
Algorithm 1 can be simplified to operate more explicitly on the set of orthants,
rather than on cubes, in the following way. As input the algorithm takes a fully
resolved tree x0 ∈ TN , a value t0 > 0 and the number of steps m of the random
walk. As previously, we fix  = (3t0/m)
1/2.
Algorithm 2. Let y0 = x0. For j = 1, 2, . . . , r where r = m× (N − 2) repeat the
following:
(1) Pick an internal split e from yj−1 uniformly at random.
(2) Sample a realization δ from U(−, ) and let `∗ = δj+`yj−1(e) where `yj−1(e)
is length of e in yj−1.
(3) Set yj := yj−1 and then change a single edge length in yi as follows:
(a) If `∗ > 0 set `yj (e) := `
∗.
(b) Otherwise let e∗ be a split selected uniformly at random from the set
{e, e′, e′′} where e′, e′′ are the two alternative splits which can replace
e in yj−1. Replace e with e∗ in yj and set `yj (e
∗) := −`∗.
This algorithm samples from the same distribution as Algorithm 1 when TN is
regarded as a cubical complex, but it is simpler to implement and has the advantage
of operating more transparently on trees.
Two spaces in the literature which are related to BHV tree space, are also cu-
bical complexes to which Theorem 10 applies. The first is a space of so-called
ultrametric phylogenetic trees [7]. Ultrametric phylogenetic trees have edge lengths
proportional to the length of time between speciation events represented by each
vertex. This induces a constraint on the trees, so that the path length of each
leaf from the root is the same for all leaves, each of which represents a present-day
species. Secondly, a space of phylogenetic networks has recently been constructed
[8] which is a cubical complex. Phylogenetic networks are a generalization of phy-
logenetic trees that model ‘non-vertical’ patterns of evolution such as hybridization
events.
Other spaces of trees exist which are polyhedral complexes in which the cells
are not cubes. The ‘projective tree space’ Zairis et al. [26], for example, consists
of the subset of BHV tree space for which the sum of edge lengths on each tree is
1. This space is a simplicial complex in which every cell of maximum dimension
is isometric to the standard Euclidean simplex. While Theorem 10 does not apply
directly to this space, it is evident that methods used to prove the theorem can
be adapted to apply to polyhedral complexes in which every cell is isometric to
some given fixed polyhedron. More specifically, suppose X is a polyhedral complex
for which the highest dimension of any cell is n, and suppose that all n-cells in
X are isometric to some given polyhedron S. Furthermore suppose the following
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yj−1
yj
y′j
y′′j
Figure 2. One step of a random walk for a simplicial complex
X consisting of three equilateral triangles. Starting at yj−1, the
random vector δ determines the initial direction of the path, as
indicated by the arrow. At the first codimension-1 boundary, the
path reflects with probability 1/2. The path continues across the
second boundary, again with probability 1/2 to give the next point
yj . The dotted lines show the alternatives as each boundary is
crossed. Point y′j is reached with probability 1/2, whereas point
y′′j has probability 1/4. The length of each of the three possible
paths is ‖δ‖.
condition holds: for any two n-polyhedra S1, S2 in X which are glued together via a
shared codimension-1 face, suppose the isometry which defines the gluing extends to
determine a unique isometry between S1 and S2. It follows that a projection map P
from paths on X to paths on S can be defined, and most other elements of the proof
of Theorem 10 can be extended to this new setting. Some care, however, is required
to adapt Algorithm 1. In the new setting, the innovation takes the following form.
Suppose yj−1 lies in the interior of an n-polyhedron S. Let δ be a sample from an
isotropic multivariate normal distribution with variance proportional to t0/m. If
yj−1 + δ lies in S then that point is taken to define yj . However, if yj−1 + δ lies
outside S then yj is obtained by following a path of length ‖δ‖ through X from
yj−1 which potentially moves between different n-polyhedra. The path is initially in
direction δ, but it can ‘reflect’ at codimension-1 boundaries of polyhedra. Crucially,
at each codimension-1 boundary, it moves with equal probability into each adjacent
n-polyhedron. Figure 2 illustrates the innovation step of the random walk. Using
this more general random walk algorithm, the proof of Theorem 10 generalizes to
this wider class of polyhedral complex, and so, for example, random walks can be
used to approximate Brownian motion on the projective tree space of Zairis et al.
6. Conclusion
Theorem 10 establishes that random walks on certain cubical complexes converge
to a well-defined limit, namely a Brownian motion on the complex. The motivation
for proving the theorem is the idea that transition kernels of Markov processes on
cubical complexes are a useful source of parametric distributions which can be used
to construct statistical models. Inference procedures for models on BHV tree space
constructed in this way are being developed by the author. The theorem is limited
in a number of ways. First, it is important to note that we have not proved a
version of Donsker’s theorem on a cubical complex X; in particular we have not
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proved convergence of the distributions of sample paths Wmx0,t0(X) to Bx0,t0(X)
as m → ∞. Instead, the theorem is concerned with convergence of the transition
kernels of the Markov processes on X. Secondly, the theorem is limited by the
assumption that x0, the initial point of the Brownian motion, lies in the interior of
some cube of dimension n which is maximal in X. In fact, provided x0 does not lie
in a codimension-2 face of an n-cube or a face of higher codimension, the projection
map P can still be defined and the proof of Theorem 10 goes through, subject to a
minor change in the definition of Algorithm 1 to take account of the position of x0.
When x0 lies in a codimension-2 face of an n-cube, there is no canonical definition
of P. We have also ignored the case that x0 is contained in a cube of dimension
n′ < n which is not a face of an n-cube, where n is the maximal dimension. Under
these circumstances, the particle will diffuse until it hits a cube of higher dimension
and will almost surely not return to cubes of dimension n′ or lower.
The Brownian motion studied in this article could be generalized in several dif-
ferent ways by analogy with diffusion processes in Euclidean space. Non-positively
curved cubical complexes, which include BHV tree space, are an important class
of complex. In a non-positively curved cubical complex, every pair of points is
connected by a unique geodesic, or path of shortest length [25]. Geodesics enable
random walk steps to be combined with retraction towards a fixed point, thereby
yielding a mean-reverting stochastic process analogous to an Ornstein-Uhlenbeck
process. Alternatively, parallel translation across codimension-1 faces of cubes could
enable a non-trivial covariance structure to be used, producing a diffusion process
with ‘preferred directions’. Both types of stochastic process would require theorems
analogous to our convergence result in order to allow approximation by analogous
discrete-time processes. Instead of considering more general stochastic processes
on cubical complexes, a second direction is to consider random walks and Brow-
nian motion on a wider class of complexes such as a general Euclidean simplicial
complex. As mentioned in Section 5, our results extend readily to a certain highly
symmetric class of polyhedral complex. A proof for a general simplicial complex
appears more challenging, due to the lack the symmetry properties used extensively
in the proof of Theorem 10.
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