Abstract. The purpose of this paper is to construct the Hypergeometric mass function on the sample space S c (S p ) of r-Combinations (r-Permutations) which is applicable to larger class of sets. The approach is of independent interest, furthermore we derived an explicit formular for such generalized probability mass function on S c (S p ).
Introduction
Let X = {x 1 , x 2 , . . . , x N } be a finite collection and S p N,r , S c N,r denote respectively the sample spaces (sets) of X. Let Y be a subset of X such that n(Y ) = k. We consider the two possible cases;(i) k ≤ r and (ii) k > r. For k ≤ r, we shall employ the concept of k-inclusion and k-non inclusion conditions. The latter case, k > r, coincides with the combinatorics problems found in most classical combinatorics Texts. We shall give illustrative examples. Now consider the set X = {a, b, c, d} and let Y be a subset of X with cardinality 2 (ie k=2). In particular, we take Y = {c, d}. Now, we look at all possible arrangements of elements of X taking 3 (so, r=3,N=4) at a time. If order of selection is important then we are dealing with permutations and the collection of their permutations defines the sample space S p N,r = S p 4,3 and this is given by 
Our interest in the above sample space S p 4,3 is on those elements of S p 4,3 that contain all the (k=2) elements of the subset Y of X (the ones underlined above) It is important to note that elements of S p 4,3 satisfying the k-inclusion condition will stand as random variables U. Then we define the probability of picking an element of S p 4,3 satisfying the condition as follows
Suppose now that we chose the subset Y to be {a, b, c}so that k=3. The probability of picking an element U ∈ S p 4,3 that contain all elements of Y will similarly be given as Similarly, we compute the probability of picking an element of S c N,r that contain all elements of Y as
Which is the same as obtained in S In this sense, therefore, our definition above extend the usual relative frequency definition of probability. Let us consider the case that k > r. Their is no r-combination or r-permutation of elements of X can contain Y completely. Thus, the k-inclusion case is excluded under this scenario. The best we have is a situation where U contains only elements of Y (some of it). We call this the incomplete inclusion case.
Preliminaries
Let X = φ; n(X) = N ie X = {x 1 
Main Results
Clearly, the hyper-geometric distribution collapses when r = 1, that is in a sample space of Combinatorics when r = 0. Obviously, you will agree with us that life not that simple in such a way that things will always occur in a singleton form. Hence things may occur in pairs, triplicate, etc. Thus, there is need to extend the known result so as to take care of the lapses encountered by this result in the larger classes of sets S N,r and S c N,r .
Theorem 2.1
then,the probability that events of Y will occur (without replacement)exactly times in m trials is S c is given by the density function
Proof
There are Hence, it is easy to see now that the probability of this selection times in m trials given by
Similarly, if r ≤ k we repeat the same argument. Thus the proof is completed. 
The proof is by simple induction from the proof of mean and variance for the well known hyper-geometric function. Hence, the result follows immediately by simple substitution.
We shall use the following examples to illustrate the application of the extended hyper-geometric distribution function. 
