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Abstract
We study the following system of nonlinear Schrödinger equations:{−u + μu = |u|p−1u + λv, x ∈RN,
−v + νv = |v|2∗−2v + λu, x ∈RN,
where N  3, 2∗ = 2N
N−2 , 1 < p < 2∗ − 1 and μ,ν,λ are positive parameters satisfying 0 < λ <
√
μν. We
show that, there is some critical value μ0 ∈ (0,1), such that this system has a positive ground state solution
if 0 < μ μ0. In the case μ > μ0, there exists λμ,ν ∈ [
√
(μ − μ0)ν,√μν ) such that, this system has no
ground state solutions if λ < λμ,ν ; while this system has a positive ground state solution if λ > λμ,ν . In
particular, if p = 2∗ − 1, the system has no nontrivial solutions. Some further properties of the ground state
solutions are also studied. This seems to be the first result for such a critical Schrödinger system.
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In this paper we study the following system of nonlinear Schrödinger equations:⎧⎨⎩
−u + μu = |u|p−1u + λv, x ∈RN,
−v + νv = |v|q−1v + λu, x ∈RN,
u, v ∈ H 1(RN),
(1.1)
where N  3, μ,ν,λ are positive parameters, 1 < p,q  2∗ − 1 and 2∗ = 2N
N−2 is the critical
Sobolev exponent. Systems of this type arise in nonlinear optics (cf. [1]).
It is well known that a solution (u, v) ∈ H 1(RN) × H 1(RN) of (1.1) is called a bound state.
A bound state such that (u, v) = (0,0) is called a nontrivial bound state. A solution is called a
ground state if (u, v) = (0,0) and its energy is minimal among the energy of all the nontrivial
bound states of (1.1). A ground state satisfying u > 0, v > 0 is called a positive ground state.
The case of a single equation −u + u = |u|p−1u, u ∈ H 1(RN), has been widely studied by
many researchers, and related results can been seen in [5–7,16–18] and the references therein. On
the other hand, there are also some results on the linearly coupled system (1.1) in the past several
years. In case N  3, μ = ν = 1, p = q = 3 and λ > 0 small enough, Ambrosetti, Colorado
and Ruiz [3] proved that (1.1) has multi-bump solitons . When |u|p−1u and |v|q−1v are replaced
by f (x,u) = (1 + c(x))|u|p−1u and g(x, v) = (1 + d(x))|v|p−1v respectively, system (1.1) has
been studied by Ambrosetti [2] with dimension N = 1 and Ambrosetti, Cerami and Ruiz [4] with
dimension N  2. When μ = ν = 1, 1 < p = q < 2∗ − 1 and 0 < λ < 1, Ambrosetti–Cerami–
Ruiz proved that system (1.1) has a positive ground state solution (see Section 3 in [4]). Note that
this result can be extended to the more general case of 0 < λ < √μν and 1 < p,q < 2∗ − 1 by
the classical result of Brezis and Lieb [8]. Actually, Brezis and Lieb [8] consider some systems
of equations
−ui(x) = gi
(
u(x)
)
, i = 1, . . . , n, (1.2)
where the n functions gi : Rn → R are the gradients of some function G ∈ C1(Rn), namely
gi(u) = ∂G(u)/∂ui . Under some conditions on gi (see (2.2), (2.3), (2.4) and (2.8) in [8]), they
proved that (1.2) has a ground state solution which belongs to H 1(RN) ∩ W 2,qloc (RN) for any
q < +∞ (see Theorem 2.2 and Theorem 2.3 in [8]). Recently, Byeon, Jeanjean and Maris [9]
proved that ground state solutions of (1.2) obtained in [8] must be radial up to a translation. Note
that (1.1) is a special case of (1.2), and 0 < λ < √μν with 1 < p,q < 2∗ − 1 are consistent with
those conditions on gi in [8]; it follows that (1.1) produces a ground state solution in this case.
Some related systems of (1.1) in subcritical case were also studied in [12].
Note that in all these works, they only considered the subcritical case 1 < p,q < 2∗ − 1. The
critical case for such a system has not ever been studied by variational methods. In this paper, we
study the critical case, that is, 1 < p  q = 2∗−1. Since we are concerned with the ground states,
we assume 0 < λ < √μν in the sequel. This assumption is needed to guarantee that the Nehari
manifold is bounded away from (0,0). Remark that, if p = q = 2∗ − 1, then system (1.1) has no
nontrivial solutions by the Pohozaev identity (see Remark 1.4 below). Thus we only consider the
case of 1 < p < q = 2∗ − 1, and system (1.1) turns to be⎧⎨⎩
−u + μu = |u|p−1u + λv, x ∈RN,
−v + νv = |v|2∗−2v + λu, x ∈RN,
1 N
(1.3)u,v ∈ H (R ).
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∫
RN
|∇u|2 + |u|2 dx  Cp+1
( ∫
RN
|u|p+1 dx
) 2
p+1
, (1.4)
and S the sharp constant of D1,2(RN) ↪→ L2∗(RN)
∫
RN
|∇u|2 dx  S
( ∫
RN
|u|2∗ dx
) 2
2∗
. (1.5)
Here, D1,2(RN) := {u ∈ L2(RN): |∇u| ∈ L2(RN)} with norm
‖u‖D1,2 :=
( ∫
RN
|∇u|2 dx
)1/2
.
Define
μ0 =
[
2(p + 1)
N(p − 1)S
N
2 C
− p+1
p−1
p+1
]( p+1
p−1 −N2 )−1
. (1.6)
The first main result of the current paper is as follows.
Theorem 1.1. Assume N  3, 1 < p < 2∗ − 1 and μ,ν > 0,0 < λ < √μν. Let μ0 be in (1.6).
(1) If 0 < μ  μ0, then problem (1.3) has a positive ground state (u, v), such that u,v ∈
C2(RN,R) are both radial symmetric decreasing.
(2) If μ > μ0, then there exists λμ,ν ∈ [√(μ − μ0)ν,√μν ) such that
(i) if λ < λμ,ν , then problem (1.3) has no ground state solutions;
(ii) if λ > λμ,ν , then problem (1.3) has a positive ground state (u, v), such that u,v ∈
C2(RN,R) are both radial symmetric decreasing.
Remark 1.1. It is interesting that, whether the ground state of (1.3) exists or not depends heavily
on the relation of μ,ν,λ and μ0, and μ0 can be seen as a critical value of (1.3). In particular, the
case μ > μ0 is more delicate, and λμ,ν can be seen as a critical value in this case. The existence
of the ground states for λ = λμ,ν remains an open question (see Remark 2.1).
Remark 1.2. Though the exact value of Cp+1 seems unknown, we have the following by-product
on the lower bound estimate for Cp+1:
Cp+1 > C˜ := α−α(1 − α)−(1−α)S1−α, (1.7)
where
α := N
(
1 − 1∗
)
∈ (0,1).
p + 1 2
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μ0 < μ0 := α(1 − α)
N−2
2 (
p+1
p−1 −N2 )−1 < 1, (1.8)
see Lemma 2.3.
Remark 1.3. We can also give a estimate from above for λμ,ν , that is, some number λ˜μ,ν <
√
μν
such that λμ,ν < λ˜μ,ν , see Lemma 2.4 below.
Remark 1.4 (Nonexistence). Assume that μ,ν > 0 and 0 < λ < √μν. Let (u, v) be a solution of
⎧⎨⎩
−u + μu = |u|2∗−2u + λv, x ∈RN,
−v + νv = |v|2∗−2v + λu, x ∈RN,
u, v ∈ H 1(RN).
(1.9)
Then one may prove that (u, v) satisfies the Pohozaev identity∫
RN
|∇u|2 dx +
∫
RN
|∇v|2 dx =
∫
RN
|u|2∗ dx +
∫
RN
|v|2∗ dx + 2∗λ
∫
RN
uv dx
− 2
∗
2
∫
RN
(
μ|u|2 + ν|v|2)dx.
On the other hand, ∫
RN
(|∇u|2 + μ|u|2)dx + ∫
RN
(|∇v|2 + ν|v|2)dx
=
∫
RN
|u|2∗ dx +
∫
RN
|v|2∗ dx + 2λ
∫
RN
uv dx,
so
μ
∫
RN
|u|2 dx + ν
∫
RN
|v|2 dx − 2λ
∫
RN
uv dx = 0.
This implies (u, v) ≡ (0,0). Therefore, system (1.9) has no nontrivial solutions.
We can also study some further properties of the ground states obtained in Theorem 1.1.
Precisely, we have the following theorem.
Theorem 1.2. Assume μ,ν,λ satisfy the hypotheses in (1) or (2)(ii) of Theorem 1.1. Let (u, v)
be any a ground state of (1.3) which exists by Theorem 1.1, then up to a translation, u,v ∈
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C = C(μ,ν,λ) independent of (u, v) such that
‖u‖L∞(RN) + ‖v‖L∞(RN)  C.
Finally, fix any μ ∈ (0,μ0), ν > 0 and let λn ∈ (0,√μν ) such that λn → 0 as n → +∞.
Let (uλn, vλn) be any positive radial ground state of (1.3) with λ = λn. Then, passing to a sub-
sequence, (uλn, vλn) → (u0,0) strongly in H 1(RN) × H 1(RN), where u0 is a positive radial
ground state of
−u + μu = |u|p−1u, u ∈ H 1(RN ).
The rest of this paper proves Theorem 1.1 and Theorem 1.2, where we will use the Nehari
manifold approach and blowup analysis. For a single equation, blowup analysis has been widely
used in the literature, we refer the readers to [11,13,15] and references therein. For systems,
blowup analysis was carried out in great generality by Druet and Hebey [14]. Precisely, they
studied the following vector valued equations

p
gU + A(x)U = U2∗−1, (1.10)
where U : M → Rp is a p-map nonnegative components, pg is the Laplace–Beltrami operator
acting on p-maps, (M,g) is a smooth compact Riemannian N -manifold. Then the blowup phe-
nomena of (1.10) is well studied in [14]. For related studies, we refer the readers to [14] and
references therein.
We give some notations here. Throughout this paper, we denote the norm of Lp(RN) by
|u|p = (
∫
RN
|u|p dx) 1p , and positive constants (possibly different) by C. Denote X := H 1(RN),
endowed with the standard scalar product and norm
〈u,v〉 :=
∫
RN
(∇u∇v + uv)dx, ‖u‖2 := 〈u,u〉.
Denote H := X × X with the norm ‖(u, v)‖2 := ‖u‖2 + ‖v‖2, and write
‖u‖2μ :=
∫
RN
(|∇u|2 + μ|u|2)dx
for convenience.
2. Proof of Theorem 1.1 and Theorem 1.2
In this section, we assume that N  3, 1 < p < 2∗−1 and μ,ν > 0, 0 < λ < √μν. Obviously,
the bound states of (1.3) are the critical points of the C2 functional Iμ,ν,λ : H →R given by
I (u, v) := Iλ(u, v) := Iμ,ν,λ(u, v) := 12‖u‖
2
μ +
1
2
‖v‖2ν
− 1
p + 1 |u|
p+1
p+1 −
1
2∗
|v|2∗2∗ − λ
∫
N
uv dx.R
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ing. Define the Nehari manifold corresponding to I as
M := Mλ := Mμ,ν,λ :=
{
(u, v) ∈ H∖{(0,0)}: I ′(u, v)(u, v) = 0}.
Since μ,ν > 0 and 0 < λ < √μν, it is easily seen that there exists some ρμ,ν,λ > 0 such that
‖u‖2 + ‖v‖2  ρμ,ν,λ, ∀(u, v) ∈ Mμ,ν,λ.
Combining this it is easy to see that M is a complete smooth manifold. Moreover, it is well
known that the critical points of I constrained on M are also critical points of I on H and hence
solutions of (1.3). Define
mμ,ν,λ := inf
(u,v)∈Mμ,ν,λ
I (u, v). (2.1)
Then (u, v) ∈ Mμ,ν,λ such that I (u, v) = mμ,ν,λ will be a ground state of (1.3).
For any (u, v) ∈ H \ {(0,0)}, we have
max
t>0
Iλ(tu, tv) = Iλ(tλ,u,vu, tλ,u,vv)
=
(
1
2
− 1
p + 1
)
t
p+1
λ,u,v|u|p+1p+1 +
(
1
2
− 1
2∗
)
t2
∗
λ,u,v|v|2
∗
2∗ , (2.2)
where tλ,u,v > 0 satisfies ϕ(λ,u, v, tλ,u,v) = 0 and
ϕ(λ,u, v, t) := ‖u‖2μ + ‖v‖2ν − 2λ
∫
RN
uv dx − tp−1|u|p+1p+1 − t2
∗−2|v|2∗2∗ . (2.3)
This implies (tλ,u,vu, tλ,u,vv) ∈ Mλ and so
mμ,ν,λ = inf
(u,v)∈H\{(0,0)} maxt>0
I (tu, tv). (2.4)
Since ϕ(λ,u, v, t) is decreasing with respect to t > 0 and ϕ(λ,u, v,0) > 0, tλ,u,v is unique.
Moreover, tλ,u,v = 1 if (u, v) ∈ Mλ. Since
max
t>0
I (tu, tv)max
t>0
I
(
t |u|, t |v|), (2.5)
we also have
mμ,ν,λ = inf
(u,v)∈H\{(0,0)} maxt>0
I
(
t |u|, t |v|). (2.6)
Lemma 2.1. For fixed μ,ν > 0, mμ,ν,λ is non-increasing with respect to λ > 0.
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Iλ2(t |u|, t |v|). Using (2.6) we get that mμ,ν,λ1 mμ,ν,λ2 . 
Define
fβ,γ (u) := 12‖u‖
2
β −
1
p + 1γ |u|
p+1
p+1, g(v) :=
1
2
∫
RN
|∇v|2 dx − 1
2∗
|v|2∗2∗ , (2.7)
and denote fβ := fβ,1. Then we have the following lemma.
Lemma 2.2. For any (u, v) ∈ H with u = 0 and v = 0, there holds
max
t>0
I (tu, tv) > min
{
max
t>0
fμ−λ2/ν(tu), max
t>0
g(tv)
}
.
Proof. Fix any a pair (u, v) ∈ H with u = 0 and v = 0. Note that 2λuv  λ2
ν
u2 + νv2, we have
I (tu, tv) fμ−λ2/ν(tu) + g(tv).
Moreover, there exist t1, t2 > 0 such that
max
t>0
fμ−λ2/ν(tu) = fμ−λ2/ν(t1u), max
t>0
g(tv) = g(t2v).
If t1  t2, then fμ−λ2/ν(t2u) > 0 and I (t2u, t2v) > g(t2v) = maxt>0 g(tv). If t1 < t2, then
g(t1v) > 0 and I (t1u, t1v) > fμ−λ2/ν(t1u) = maxt>0 fμ−λ2/ν(tu). This completes the proof. 
Let w be the radially symmetric positive solution of −u+u = up , u ∈ H 1(RN). By [16] we
see that w is unique up to a translation and attains the sharp constant Cp+1 in (1.4), with energy
f1(w) =
(
1
2
− 1
p + 1
)
C
p+1
p−1
p+1,
where f1 is defined in (2.7). Therefore, wβ,γ (x) := β
1
p−1 γ−
1
p−1 w(
√
βx) is the unique positive
solution of −u + βu = γ up , u ∈ H 1(RN) with energy
fβ,γ (wβ,γ ) = γ−
2
p−1 β
p+1
p−1 −N2 f1(w) =
(
1
2
− 1
p + 1
)
γ
− 2
p−1 β
p+1
p−1 −N2 C
p+1
p−1
p+1. (2.8)
Here, β,γ > 0. Denote wβ := wβ,1 for convenience. Define α := N( 1p+1 − 12∗ ) ∈ (0,1), then
1
p + 1 =
α
2
+ 1 − α
2∗
.
Recall S,μ0,μ0 in (1.5), (1.6) and (1.8), we have the following lemma.
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fμ(wμ)
⎧⎪⎨⎪⎩
> 1
N
SN/2 if μ > μ0,
= 1
N
SN/2 if μ = μ0,
< 1
N
SN/2 if μ < μ0.
(2.9)
Proof. By (1.6) and (2.8) we see that fμ0(wμ0) = 1N SN/2. Recall that p < 2∗ − 1, we have
p+1
p−1 − N2 > 0, and so (2.9) follows directly from (2.8). The fact μ0 < 1 is ensured by α ∈ (0,1)
and the definition (1.8).
It suffices to prove fμ0(wμ0) > 1N S
N/2
. For any u ∈ H 1(RN), u = 0, we see from Hölder
inequality and Young inequality that
( ∫
RN
|u|p+1 dx
) 2
p+1

( ∫
RN
|u|2 dx
)α( ∫
RN
|u|2∗ dx
) 2
2∗ (1−α)
 αε1/α
∫
RN
|u|2 dx + (1 − α)ε− 11−α
( ∫
RN
|u|2∗ dx
) 2
2∗
.
Choose C0 > 0, ε0 > 0 such that
C0αε
1/α
0 = 1, C0(1 − α)ε
− 11−α
0 = S,
then we have
C0 = S1−α(1 − α)−(1−α)α−α
and
‖u‖21 >
∫
RN
|u|2 dx + S
( ∫
RN
|u|2∗ dx
) 2
2∗
 C0
( ∫
RN
|u|p+1 dx
) 2
p+1
.
This implies Cp+1 > C0 by letting u = w, that is, (1.7) holds. Combining this with (2.8) we have
fμ(wμ) >
(
1
2
− 1
p + 1
)
μ
p+1
p−1 −N2 (S1−α(1 − α)−(1−α)α−α) p+1p−1
= 1
N
SN/2(1 − α) 2−N2 α N2 − p+1p−1 μp+1p−1 −N2 ,
which implies fμ0(wμ0) > 1N S
N/2
. So μ0 < μ0. 
For any μ > μ0, ν > 0, we define a C1 function hμ,ν : (0 + ∞) →R by
hμ,ν(a) := μ + νa
2
− μ0 (1 + a2)−N2 ( p+1p−1 −N2 )−1 . (2.10)
2a 2a
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hμ,ν(a) >
μ − μ0 + νa2
2a

√
(μ − μ0)ν,
and so hμ,ν(a) → +∞ as a → 0+. Meanwhile, hμ,ν is increasing with respect to a ∈
[√μ/ν,+∞). Therefore, there exists aμ,ν ∈ (0,√μ/ν ) such that
λ˜μ,ν := hμ,ν(aμ,ν) := min
a∈(0,+∞) hμ,ν(a). (2.11)
Note that hμ,ν(
√
μ/ν ) <
√
μν, we get that√
(μ − μ0)ν < λ˜μ,ν < √μν. (2.12)
Lemma 2.4.
(1) If 0 < μ μ0, then mμ,ν,λ < 1N SN/2.
(2) If μ > μ0, then there exists some λμ,ν ∈ [√(μ − μ0)ν, λ˜μ,ν), here λ˜μ,ν is seen in (2.11),
such that
(i) if 0 < λ λμ,ν , then mμ,ν,λ = 1N SN/2;
(ii) if λμ,ν < λ < √μν, then mμ,ν,λ < 1N SN/2.
Proof. (1) If μ ∈ (0,μ0), then it follows from Lemma 2.3 that
max
t>0
Iμ,ν,λ(twμ,0) = max
t>0
fμ(twμ) = fμ(wμ) < 1
N
SN/2,
so mμ,ν,λ <
1
N
SN/2.
When μ = μ0, then mμ0,ν,λ  fμ0(wμ0) = 1N SN/2. Assume that mμ0,ν,λ = 1N SN/2, then
Iμ0,ν,λ(wμ0 ,0) = mμ0,ν,λ, (wμ0,0) ∈ Mμ0,ν,λ,
which implies that (wμ0 ,0) is a ground state solution of (1.3). Since λ > 0, we get that wμ0 ≡ 0,
a contradiction. So mμ0,ν,λ < 1N S
N/2
.
(2) We fix any μ > μ0, ν > 0. First we claim that
mμ,ν,λ = 1
N
SN/2 if 0 < λ
√
(μ − μ0)ν. (2.13)
Assume 0 < λ
√
(μ − μ0)ν, then μ − λ2ν  μ0. Similarly as (2.4), we have
fμ(wμ) = inf
u∈H 1(RN)\{0}
max
t>0
fμ(tu).
By (1.5) we have
inf
1 N
max
t>0
g(tv) = 1
N
SN/2.
v∈H (R )\{0}
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then maxt>0 I (0, tv)  maxt>0 g(tv)  1N SN/2. If u = 0 and v = 0, then by Lemma 2.2 and
Lemma 2.3 we have
max
t>0
I (tu, tv) > min
{
max
t>0
fμ−λ2/ν(tu), max
t>0
g(tv)
}
 1
N
SN/2. (2.14)
Combining these with (2.4), we see that mμ,ν,λ  1N SN/2. On the other hand, since the equa-
tion −v + νv = |v|2∗−2v, v ∈ H 1(RN) has no nontrivial solutions by the Pohozaev identity
(similarly to Remark 1.4), it is easily seen that S is also the sharp constant (although cannot be
attained) of
∫
RN
|∇v|2 + ν|v|2 dx  S
( ∫
RN
|v|2∗ dx
) 2
2∗
,
which implies that
mμ,ν,λ  inf
v∈H 1(RN)\{0}
max
t>0
I (0, tv) = 1
N
SN/2, (2.15)
and so mμ,ν,λ = 1N SN/2, that is, (2.13) holds.
To prove (i)–(ii), we let 0 < λ < √μν. Recall aμ,ν in (2.11), we define
β := μ + νa
2
μ,ν − 2λaμ,ν
1 + a2μ,ν
, γ := 1
1 + a2μ,ν
.
Then β > 0, γ > 0. It is easy to see from (2.8) that
mμ,ν,λ max
t>0
I
(
twβ,γ , t (aμ,νwβ,γ )
)
<
(
1 + a2μ,ν
)
max
t>0
fβ,γ (twβ,γ ) =
(
1 + a2μ,ν
)
fβ,γ (wβ,γ )
= (1 + a2μ,ν)N2 (μ + νa2μ,ν − 2λaμ,ν) p+1p−1 −N2 (12 − 1p + 1
)
C
p+1
p−1
p+1 =: A0.
By Lemma 2.3 we see that A0  1N SN/2 is equivalent to
(
1 + a2μ,ν
)N
2
(
μ + νa2μ,ν − 2λaμ,ν
) p+1
p−1 −N2  μ
p+1
p−1 −N2
0 .
By (2.10) and (2.11), we see that the above inequality is equivalent to λ λ˜μ,ν . Combining this
with (2.12), for any λ ∈ [λ˜μ,ν,√μν ), we have mμ,ν,λ < 1N SN/2. Define
λμ,ν := inf
{
λ <
√
μν: mμ,ν,τ <
1
SN/2, ∀τ ∈ [λ,√μν )
}
.N
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mμ,ν,λ <
1
N
SN/2, that is, (ii) holds.
We claim that mμ,ν,λμ,ν = 1N SN/2, which implies λμ,ν < λ˜μ,ν immediately.
By (2.15) we have mμ,ν,λμ,ν  1N SN/2. By the definition of λμ,ν , there exists λn < λμ,ν , n 1
such that
lim
n→+∞λn = λμ,ν, mn := mμ,ν,λn 
1
N
SN/2, ∀n 1.
For any (u, v) ∈ H \ {(0,0)}, there exists tn > 0 such that maxt>0 Iμ,ν,λn(tu, tv) =
Iμ,ν,λn(tnu, tnv). Since λn → λμ,ν , we have tn → t0 as n → +∞, where t0 > 0 satisfies
maxt>0 Iμ,ν,λμ,ν (tu, tv) = Iμ,ν,λμ,ν (t0u, t0v). Then
lim sup
n→+∞
mn  lim sup
n→+∞
Iμ,ν,λn(tnu, tnv) = Iμ,ν,λμ,ν (t0u, t0v).
This implies
1
N
SN/2  lim sup
n→+∞
mn mμ,ν,λμ,ν ,
and so mμ,ν,λμ,ν = 1N SN/2. By Lemma 2.1 and (2.13) we see that (i) holds. This completes the
proof. 
The following lemma is concerned with the nonexistence of ground state solutions.
Lemma 2.5. If μ > μ0 and 0 < λ < λμ,ν , then problem (1.3) has no ground state solutions.
Proof. Fix any ν > 0 and μ > μ0. Assume by contradiction that there exists λ ∈ (0, λμ,ν) such
that (1.3) has a ground state solution (uλ, vλ) = (0,0). Then Iλ(uλ, vλ) = mμ,ν,λ = 1N SN/2. By(1.3) we see that u = 0 and v = 0. By (2.5) and (2.6) we may assume that u 0, v  0 (or see
the proof of Theorem 1.2 below). By elliptic regularity theory, we see that uλ, vλ ∈ C2(RN) and
so uλ > 0, vλ > 0 by the strong maximum principle. Take λ1 ∈ (λ,λμ,ν). Then we see from
Lemma 2.4, (2.2) and (2.4) that
1
N
SN/2 = mμ,ν,λ1 max
t>0
Iλ1(tuλ, tvλ)
= Iλ1(tλ1,uλ,vλuλ, tλ1,uλ,vλvλ)
= Iλ(tλ1,uλ,vλuλ, tλ1,uλ,vλvλ) − (λ1 − λ)t2λ1,uλ,vλ
∫
RN
uλvλ dx
< Iλ(tλ1,uλ,vλuλ, tλ1,uλ,vλvλ) Iλ(uλ, vλ)
= 1
N
SN/2,
a contradiction. This completes the proof. 
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(u0, v0) ∈ C2(RN,R) such that u0, v0 are both positive radial symmetric decreasing with re-
spect to r = |x| ∈ [0,+∞).
Proof. Fix any μ,ν,λ > 0 with 0 < λ < √μν, and denote m := mμ,ν,λ < 1N SN/2. Let εn ∈
(0,2∗ − 1 − p) such that εn → 0 as n → +∞. As has been pointed out in Section 1, by [8] the
following subcritical problem⎧⎨⎩
−u + μu = |u|p−1u + λv, x ∈RN,
−v + νv = |v|2∗−2−εnv + λu, x ∈RN,
u, v ∈ H 1(RN),
(2.16)
has a ground state solution (un, vn) ∈ H , with energy cn := Jn(un, vn). Here
Jn(u, v) := 12‖u‖
2
μ +
1
2
‖v‖2ν −
1
p + 1 |u|
p+1
p+1 −
1
2∗ − εn |v|
2∗−εn
2∗−εn − λ
∫
RN
uv dx.
By a similar proof of Theorem 1.3 in [12], we may assume that un > 0, vn > 0, un, vn ∈ C2(RN)
and un, vn are radial symmetric decreasing. Similarly as (2.4), we have
cn = inf
(u,v)∈H\{(0,0)} maxt>0
Jn(tu, tv).
For any (u, v) ∈ H \ {(0,0)}, there exists tu,v,n > 0 such that maxt>0 Jn(tu, tv) =
Jn(tu,v,nu, tu,v,nv). Recall tλ,u,v in (2.2), it is easily seen that tu,v,n → tλ,u,v as n → +∞. Thus
lim sup
n→+∞
cn  lim sup
n→+∞
Jn(tu,v,nu, tu,v,nv) = I (tλ,u,vv, tλ,u,vv) = max
t>0
I (tu, tv).
This implies lim supn→+∞ cn m. So {cn}n∈N is bounded. Note that
cn = Jn(un, vn) − 1
p + 1J
′
n(un, vn)(un, vn)

(
1
2
− 1
p + 1
)(
‖un‖2μ + ‖vn‖2ν − 2λ
∫
RN
unvn dx
)
 C
(‖un‖2 + ‖vn‖2), (2.17)
we get that {(un, vn)}n∈N is bounded in H . Then passing to a subsequence, we may assume that
(un, vn) ⇀ (u0, v0) weakly in H , and so (u0, v0) satisfies (1.3). Since un, vn are radial, we see
that u0, v0 are radial and
lim
n→+∞
∫
N
|un|p+1 dx =
∫
N
|u0|p+1 dx. (2.18)
R R
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use a blowup analysis to get a contradiction. Define Kn := max{un(0), vn(0)}, then Kn → +∞.
Define
Un(x) = K−1n un
(
K−αnn x
)
, Vn(x) = K−1n vn
(
K−αnn x
)
, αn = 2
∗ − 2 − εn
2
.
Then 1 = max{Un(0),Vn(0)} = max{maxx∈RN Un(x),maxx∈RN Vn(x)} and Un,Vn satisfy{
−Un + μK−2αnn Un = Kp−1−2αnn Upn + λK−2αnn Vn, x ∈RN,
−Vn + νK−2αnn Vn = V 2
∗−1−εn
n + λK−2αnn Un, x ∈RN.
Since ∫
RN
|∇Un|2 dx = K−
(N−2)εn
2
n
∫
RN
|∇un|2 dx,
we see that {(Un,Vn)}n1 is bounded in D1,2(RN) × D1,2(RN) =: D. By elliptic estimates, for
a subsequence we have (Un,Vn) → (U,V ) ∈ D uniformly in every compact subset of RN as
n → +∞, and U,V satisfy
−U = 0, −V = V 2∗−1, 0U,V  1 = max{U(0),V (0)}.
If U(0) = 1, then by Liouville’s theorem we have U(x) ≡ 1. However,∫
RN
U2
∗
dx  lim
n→+∞
∫
RN
U2
∗
n dx = lim
n→+∞K
−Nεn/2
n
∫
RN
u2
∗
n dx < +∞,
which is a contradiction. So V (0) = 1, and V ∈ D1,2(RN) is a positive solution of −v =
|v|2∗−2v, v ∈ D1,2(RN). This implies |V |2∗2∗ = SN/2 and so
1
N
SN/2 = 1
N
∫
RN
|V |2∗ dx  lim sup
n→+∞
(
1
2
− 1
2∗ − εn
)
K
N−2
2 εn
n
∫
RN
|Vn|2∗−εn dx
= lim sup
n→+∞
(
1
2
− 1
2∗ − εn
) ∫
RN
|vn|2∗−εn dx
 lim sup
n→+∞
[(
1
2
− 1
2∗ − εn
)
|vn|2∗−εn2∗−εn +
(
1
2
− 1
p + 1
)
|un|p+1p+1
]
= lim sup
n→+∞
cn m <
1
N
SN/2,
which is also a contradiction. Therefore, {un, vn}n∈N is bounded in L∞(RN). This implies that
lim
n→+∞
∫
N
|vn|2∗−εn dx =
∫
N
|v0|2∗ dx. (2.19)
R R
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vn(x) → 0 as |x| → +∞ uniformly for n ∈ {0} ∪N.
Therefore, for any ε > 0, there exists Rε > 0 such that for any n ∈ {0}∪N there holds (let ε0 = 0)∫
RN\B(0,Rε)
|vn|2∗−εn dx  ε
∫
RN\B(0,Rε)
|vn|2 dx  Cε,
where B(0,R) := {x ∈RN : |x| < R}. On the other hand, since {vn}n∈N is bounded in L∞(RN),
the Lebesgue Dominated Convergence Theorem implies
lim
n→+∞
∫
B(0,Rε)
|vn|2∗−εn dx =
∫
B(0,Rε)
|v0|2∗ dx.
So (2.19) holds. Meanwhile, J ′n(un, vn)(un, vn) = 0 implies that {(un, vn)}n∈N is bounded away
from (0,0) in H . Combining this with (2.17) we see that infn∈N cn > 0. Note that (u0, v0) satis-
fies (1.3), we have
I (u0, v0) =
(
1
2
− 1
2∗
) ∫
RN
|v0|2∗ dx +
(
1
2
− 1
p + 1
) ∫
RN
|u0|p+1 dx
= lim
n→+∞
[(
1
2
− 1
2∗ − εn
)
|vn|2∗−εn2∗−εn +
(
1
2
− 1
p + 1
)
|un|p+1p+1
]
= lim
n→+∞ cn ∈ (0,m].
Therefore, (u0, v0) = (0,0) and (u0, v0) ∈ M , which implies that I (u0, v0) = m = mμ,ν,λ, that
is, (u0, v0) is a ground state of (1.3), and u0 = 0, v0 = 0. By (2.18) and (2.19) we have
‖u0‖2μ + ‖v0‖2ν − 2λ
∫
RN
u0v0 dx = lim
n→+∞
(
‖un‖2μ + ‖vn‖2ν − 2λ
∫
RN
unvn dx
)
,
which implies that (un, vn) → (u0, v0) strongly in H . Since {un, vn}n∈N is bounded in L∞(RN),
we have u0, v0 ∈ L∞(RN), and so u0, v0 ∈ Lq(RN), ∀2 q +∞. Then by elliptic regularity
theory, u0, v0 ∈ C2(RN,R). Since un, vn are positive radial symmetric decreasing, we see that
u0  0, v0  0 are radial symmetric non-increasing. Then by the strong maximum principle, u0,
v0 are positive radial symmetric decreasing. 
Proof of Theorem 1.1. Theorem 1.1 follows directly from Lemma 2.4, Lemma 2.5 and
Lemma 2.6. 
Remark 2.1. In the case μ > μ0, we see from Lemma 2.4 that mμ,ν,λμ,ν = 1N SN/2 and mμ,ν,λ <
1
N
SN/2 for λ > λμ,ν , and the methods of proving Lemma 2.5 and Lemma 2.6 can’t be used in
case λ = λμ,ν . Hence, the existence of the ground states for this case remains an open question.
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and let (u, v) be any a ground state of (1.3). Then u = 0, v = 0. Define u+ := max{u,0} and
u− := max{−u,0}. Then without loss of generality, we assume that (u+, v+) = (0,0). By (2.2)
and (2.3) we see that tλ,|u|,|v|  tλ,u,v = 1, and
m := mμ,ν,λ  I
(
tλ,|u|,|v||u|, tλ,|u|,|v||v|
)
 I (u, v) = m.
It follows that tλ,|u|,|v| = 1, that is,
∫
RN
uv dx = ∫
RN
|u||v|dx. Combining this with I ′(u, v)×
(u+, v+) = 0 we get that (u+, v+) ∈ M . Then I (u, v)  I (u+, v+), and so (u−, v−) = (0,0),
that is, u 0, v  0.
Remark that system (1.3) is cooperative (the definition can be seen in [10]) since 0 < λ <√
μν. Then by [10] we have that (u, v) is radial up to a translation. So we may assume that (u, v)
is radial symmetric.
Assume that there exists (un, vn)n∈N such that they are positive radial symmetric ground states
of (1.3) and un(0) + vn(0) = maxx∈RN un(x) + maxx∈RN vn(x) → +∞ as n → +∞. Then by
a similar blowup analysis as in Lemma 2.6 we get a contradiction. Thus, there exists a positive
constant C = C(μ,ν,λ) independent of (u, v) such that
‖u‖L∞(RN) + ‖v‖L∞(RN)  C.
By elliptic regularity theory, we have u,v ∈ C2(RN,R). Hence, by the strong maximum prin-
ciple, we have u,v > 0.
By a similar argument in Lemma 4.5 of [12], we see that u,v are both decreasing with respect
to r = |x| ∈ [0,+∞).
Finally, fix any μ ∈ (0,μ0), ν > 0 and let λn ∈ (0,√μν ) such that λn → 0 as n → +∞.
Let (uλn, vλn) be any positive radial ground state of (1.3) with λ = λn. By the proof of
(1) in Lemma 2.4 we have mμ,ν,λn  fμ(wμ) < 1N SN/2. Similarly to (2.17), we see that{(uλn, vλn)}n∈N is bounded in H . Then passing to a subsequence, we may assume that
(uλn, vλn) ⇀ (u0, v0) weakly in H , and so (u0, v0) satisfies⎧⎨⎩
−u + μu = |u|p−1u, x ∈RN,
−v + νv = |v|2∗−2v, x ∈RN,
u, v ∈ H 1(RN).
This means v0 ≡ 0. Since uλn is radial, one has that u0 is radial and so
lim
n→+∞
∫
RN
|uλn |p+1 dx =
∫
RN
|u0|p+1 dx.
We claim that u0 ≡ 0. Assume by contradiction that u0 ≡ 0. Similarly as Remark 1.4, by
Pohozaev identity and I ′μ,ν,λn(uλn, vλn)(uλn, vλn) = 0 we have(
2∗
p + 1 − 1
)
|uλn |p+1p+1 =
2∗ − 2
2
(
μ|uλn |22 + ν|vλn |22 − 2λn
∫
N
uλnvλn dx
)
.R
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lim
n→+∞
( ∫
RN
|∇vλn |2 dx − |vλn |2
∗
2∗
)
= 0.
By (2.20) below, {|vλn |2∗2∗}n∈N is bounded. Then, passing to a subsequence, we may assume that
lim
n→+∞
∫
RN
|∇vλn |2 dx = lim
n→+∞|vλn |
2∗
2∗ =: B0.
From Lemma 2.1 we have lim infn→+∞ mμ,ν,λn  mμ,ν,λ1 > 0 and so B0 > 0. Using Sobolev
inequality (1.5) we have B0  1N SN/2. Using (2.20) again, we have 1N B0  fμ(wμ) < 1N SN/2,
a contradiction. Thus u0 ≡ 0 and so
fμ(wμ) fμ(u0) =
(
1
2
− 1
p + 1
)
|u0|p+1p+1
 lim sup
n→+∞
[(
1
2
− 1
2∗
)
|vλn |2
∗
2∗ +
(
1
2
− 1
p + 1
)
|uλn |p+1p+1
]
= lim sup
n→+∞
mμ,ν,λn  fμ(wμ). (2.20)
This implies fμ(u0) = fμ(wμ) and so u0 is a positive radial ground state of
−u + μu = |u|p−1u, u ∈ H 1(RN ).
Moreover, we have |vλn |2∗2∗ → 0 as n → +∞. Thus
‖u0‖2μ = lim sup
n→+∞
(
‖uλn‖2μ + ‖vλn‖2ν − 2λn
∫
RN
uλnvλn dx
)
,
which implies (uλn, vλn) → (u0,0) strongly in H . This completes the proof. 
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