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THE ABSOLUTELY CONTINUOUS SPECTRUM OF JACOBI
MATRICES
CHRISTIAN REMLING
Abstract. I explore some consequences of a groundbreaking result of Brei-
messer and Pearson on the absolutely continuous spectrum of one-dimensional
Schro¨dinger operators. These include an Oracle Theorem that predicts the
potential and rather general results on the approach to certain limit potentials.
In particular, we prove a Denisov-Rakhmanov type theorem for the general
finite gap case.
The main theme is the following: It is extremely difficult to produce abso-
lutely continuous spectrum in one space dimension and thus its existence has
strong implications.
1. Introduction and statement of main results
1.1. Introduction. This paper deals with one-dimensional discrete Schro¨dinger
operators on ℓ2,
(1.1) (Hu)(n) = u(n+ 1) + u(n− 1) + V (n)u(n),
with some absolutely continuous spectrum. We will also consider Jacobi matrices,
(Ju)(n) = a(n)u(n+ 1) + a(n− 1)u(n− 1) + b(n)u(n);
these of course include (1.1) as the special case a(n) = 1.
The purpose of this paper is to explore a stunning result of Breimesser and Pear-
son [3, 4] (which seems to have gone almost unnoticed). I will give a reformulation
in Theorem 1.4 below, which (I believe) should help to clarify the significance of
the brilliant work of Breimesser-Pearson. In fact, it seems to me that [3, 4] reveal
new fundamental properties of the absolutely continuous spectrum. The situation
is perhaps reminiscent of the reevaluation of the singular continuous spectrum some
ten years ago (shown to be ubiquitous, contrary to then common popular belief)
[8, 17, 18, 19, 34, 43].
As is very well known, the absolutely continuous spectrum is that part of the
spectrum that has the best stability properties under small perturbations. Once
this is admitted, it turns out that it is extremely difficult to produce absolutely
continuous spectrum in one space dimension in any other way (other than a small
perturbation of one of the few known examples). This is the main message of this
paper. (I used to believe the exact opposite: absolutely continuous spectrum is
what you normally get unless something special happens, but this now turns out
to be a gross misinterpretation.)
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2 CHRISTIAN REMLING
In addition to the work of Breimesser and Pearson, a second important source of
inspiration for this paper is provided by Kotani’s theory of the absolutely continuous
spectrum of ergodic systems of Schro¨dinger operators [21, 22, 23, 24]. In fact, much
of what we will do here may be viewed as a Kotani like theory, but for individual,
non-ergodic operators.
1.2. Comment on notation. We will discuss these issues in more detail in a mo-
ment, but let me first introduce a notational convention that will be used throughout
this paper. Everything we do here works in the general (Jacobi) setting, but the
need to deal with two sequences of coefficients a(n), b(n) often makes the notation
awkward. So it might seem wise to only deal with the Schro¨dinger case, but this is
not an ideal solution either because sometimes the greater generality of the Jacobi
setting is essential. I have decided on a perhaps somewhat unusual remedy against
this predicament: Since usually the extension to the Jacobi case is obvious, I will
simply work in the Schro¨dinger operator setting most of the time. Occasionally,
I will have to switch to the Jacobi case, though. For example, Sections 5, 6, 7
don’t make much sense without this generality, and in Sect. 3, it’s not totally clear
how to incorporate the a(n)’s. However, I will usually quickly switch back to the
Schro¨dinger notation when feasible. I hope that this leads to a more easily readable
presentation without confusing the reader too much.
If necessary, I will also use all previous results as if they had been proved for
Jacobi operators. In other words, everything in this paper is (at least implicitly)
asserted for the general Jacobi case.
So there are two extreme ways of reading this paper:
(1) Schro¨dinger reader: specialize to a(n) = 1 and identify b(n) = V (n) when-
ever you see coefficients a(n), b(n);
(2) Jacobi reader: replace V (n) with (a(n), b(n)) throughout and make other ad-
justments as necessary (frequently, no such additional adjustments are necessary).
Somewhat more detailed instructions for the Jacobi reader will be given as we go.
1.3. The Oracle Theorem. The basic result of this paper is Theorem 1.4 below,
but let me begin the discussion by mentioning two consequences that are particu-
larly accessible:
Theorem 1.1. Suppose that the (half line) potential V (n) takes only finitely many
values and σac 6= ∅. Then V is eventually periodic: There exist n0, p ∈ N so that
V (n+ p) = V (n) for all n ≥ n0.
For ergodic potentials, this is a well known Theorem of Kotani [23]. That it
holds for arbitrary operators came as a mild surprise, at least to me. (Recall also
that by our general convention, the same statement holds for Jacobi operators: if
σac(J) 6= ∅, then eventually a(n+ p) = a(n), b(n+ p) = b(n) for some p ∈ N.)
Theorem 1.1 is a consequence of the following more general result, which says
that there are universal oracles that will predict future values of potentials with
some absolutely continuous spectrum with any desired accuracy, based on (partial)
information on past values.
Theorem 1.2 (The Oracle Theorem). Let C > 0, ǫ > 0, and let A ⊂ R be a Borel
set of positive Lebesgue measure. Then there exist L ∈ N and a smooth function
∆ : [−C,C]L+1 → [−C,C]
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(the oracle), such that the following holds: For any (half line) potential V with
‖V ‖∞ ≤ C and Σac(V ) ⊃ A, there exists n0 ∈ N so that for all n ≥ n0,
|V (n+ 1)−∆(V (n− L), V (n− L+ 1), . . . , V (n))| < ǫ.
Here, we use the symbol Σac to denote an essential support of the absolutely con-
tinuous part of the spectral measure. In other words, the measures dρac and χΣac dt
have the same null sets. This condition determines Σac up to sets of (Lebesgue)
measure zero. The absolutely continuous spectrum, σac, is the essential closure of
Σac.
Jacobi reader: Interpret the assumption that ‖V ‖∞ ≤ C as V ∈ VC+ ; this will
be explained in more detail below. The oracle will now predict (a(n+1), b(n+1)),
as a function of (a(j), b(j)) for n− L ≤ j ≤ n.
Note that only n0 depends on V (this, of course, is inevitable, because we can
always modify V on a finite set without affecting the absolutely continuous spec-
trum); the oracle ∆ itself is universal and works for any potential V satisfying the
assumptions.
Can we also predict V if we just know that V has some absolutely continuous
spectrum? Clearly, the answer to this is no because any periodic V has non-
empty absolutely continuous spectrum, and it is certainly not possible to make any
predictions about the next value of an arbitrary periodic potential, based on a finite
number of previous values (the period could simply be larger than that number).
Therefore, the oracle ∆ must depend on the set A, which serves as a lower bound
for Σac.
Theorem 5.6 below will further clarify this issue. It will show how exactly things
can go wrong if we don’t have some a priori information on Σac.
Theorem 1.2 will be proved in Sect. 4. Again, we can view the Oracle Theorem as
a general version of a famous result of Kotani [21, 22] on ergodic operators (ergodic
potentials with some absolutely continuous spectrum are deterministic).
We can confirm right away that Theorem 1.1 indeed is an immediate consequence
of the Oracle Theorem.
Proof of Theorem 1.1. By choosing ǫ > 0 small enough, we can use an oracle to
(eventually) predict V (n) exactly, given the previous L+ 1 values of V . But there
are only finitely many different blocks of size L + 1, so after a while, things must
start repeating themselves. 
Please see also Corollary 1.5 below for another illustration of the Oracle Theorem
in action.
1.4. The basic result. Let me now present the basic theorem of this paper: the
reformulation of Theorem 1 from [3]. This result, in its original version (but for dis-
crete rather than continuous operators), will be formulated as Theorem 3.1 below;
the proof will be given in Appendix A.
We consider the space VC of bounded (whole line) potentials |V (n)| ≤ C. This
becomes a compact topological space if endowed with the product topology. In
fact, the space is metrizable; one possible choice for the metric is
d(V,W ) =
∞∑
n=−∞
2−|n||V (n)−W (n)|.
4 CHRISTIAN REMLING
More generally, we will frequently have occasion to consider half line and whole
line potentials simultaneously, and thus we extend the definition of d as follows: If
V : A→ [−C,C], W : B → [−C,C], where A,B ⊂ Z, then we simply put
d(V,W ) =
∑
n∈A∩B
2−|n||V (n)−W (n)|.
The typical case is: one set equals Z, the other is a half line. We will also use
the modified notation VC± to refer to half line potentials, defined on Z+ and Z−,
respectively, where
Z+ = {1, 2, 3, . . .},
Z− = {. . . ,−2,−1, 0}.
Recall also that by the Simon-Spencer Theorem [46] (see also [10] and [29, The-
orem 4.1]) a (half line) potential V is automatically bounded if σac 6= ∅.
Note to the Jacobi reader: For C > 0, define VC as the space of sequences
(a(n), b(n)) satisfying (C + 1)−1 ≤ a(n) ≤ C + 1, |b(n)| ≤ C. (Again, if we assume
that a(n) ≤ C1 and if σac 6= ∅, the other inequalities follow automatically by
the Simon-Spencer argument.) In the definition of d, replace |V (n) − W (n)| by
|a(n) − a′(n)| + |b(n) − b′(n)| (say). We will frequently refer to a V ∈ VC as a
bounded potential; the Jacobi reader will have to interpret this term as explained
above. By the same token, we will often use the term potential for what in the
Jacobi case would really be a sequence of coefficients (a(n), b(n)).
The absolutely continuous spectrum as well as the essential spectrum are inde-
pendent of the behavior of the potential on any finite set, so it seems natural to
study the ω limit set of a given bounded (half line) potential V under the shift map
S when one is interested in these parts of the spectrum. Thus we define
ω(V ) = {W ∈ VC : There exists a sequence nj →∞ such that d(SnjV,W )→ 0};
as already explained, S denotes the shift map, that is,
(SkV )(n) = V (n+ k).
Note that here indeed V is a half line potential, while the limits W are whole line
potentials. These ω limit sets will play a very important role in this paper; they
have also been studied by Last and Simon in [29, 30] (where they are called right
limits).
We record some well known basic properties.
Proposition 1.3. ω(V ) ⊂ VC is compact, non-empty, and S is a homeomorphism
on ω(V ). Moreover,
d(SnV, ω(V ))→ 0 (n→∞).
The easy proof of Proposition 1.3 will be given in Sect. 3.
The key to everything is the following definition: Let W be a bounded whole
line potential. Write m±(z) for the Titchmarsh-Weyl m functions of the operator
restricted to the half lines Z+ and Z−, respectively. (Precise formulae for m± will
be given in Sect. 3 below.)
Definition 1.1. Let A ⊂ R be a Borel set. Then we call W ∈ VC reflectionless on
A if
(1.2) m+(t) = −m−(t) for (Lebesgue) almost every t ∈ A.
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We will also use the notation
R(A) = {W ∈
⋃
C>0
VC :W reflectionless on A}.
Of course, this requirement is non-vacuous only if A has positive Lebesgue mea-
sure. The condition (1.2) can be reformulated in a number of ways. I gave it
in the form most suitable for the purposes of this paper, but for a perhaps more
immediately accessible definition, I will also mention that (1.2) is equivalent to
Re G(n, t) = 0 for almost every t ∈ A and all n ∈ Z, where
G(n, z) = 〈δn, (J − z)−1δn〉
is the Green function of the whole line Jacobi matrix with coefficients W . See also
[49, Lemma 8.1] for further information on (1.2).
Warning: Some authors use a more restrictive definition and call a potential
reflectionless if (in our terminology) it is reflectionless on σess. For the purposes of
this paper, it is essential to work with Definition 1.1.
We are now finally ready to state our reformulation of the Breimesser-Pearson
Theorem.
Theorem 1.4. Let V be a bounded (half line) potential, and, as above, let Σac be
the essential support of the absolutely continuous part of the spectral measure. Then
ω(V ) ⊂ R(Σac).
Since not many potentials are reflectionless, this gives very strong restrictions on
the structure of potentials with some absolutely continuous spectrum, one of these
being the Oracle Theorem. Other applications of Theorem 1.4 will be discussed in
a moment. For the full picture, please also see Sect. 7, which has two examples
that illustrate what is not true in this context.
1.5. Further consequences of Theorem 1.4. Note how ridiculously easy it is
to prevent absolutely continuous spectrum. For example, if V contains arbitrarily
large chunks (W (−R), . . . ,W (R)) of a potential W that is not reflectionless on any
set of positive measure (and the potentialsW that do not have this property form a
very small subclass), then σac(V ) = ∅. Elaborating further on this simple remark,
we obtain the following result that again shows how easy it is to destroy absolutely
continuous spectrum.
Corollary 1.5. Let U be a perturbation that has the following property: There
exists a subsequence nj →∞ so that
lim sup
j→∞
|U(nj)| > 0,
but
lim
j→∞
|U(nj − k)| = 0
for all k ≥ 1. Then Σac(V + U) ∩ Σac(V ) = ∅ for any (half line) potential V .
In particular, this conclusion holds for every perturbation U of the form
U(n) =
∞∑
j=1
ujδn,nj , nj − nj−1 →∞, lim sup
j→∞
|uj| > 0.
6 CHRISTIAN REMLING
More precisely, the claim is that one can choose representatives with empty
intersection (recall that Σac is only determined up to sets of measure zero). To
obtain the Jacobi version, interpret U(n) = (α(n), β(n)) and |U(n)| = |α(n)| +
|β(n)|; we can allow negative and/or unbounded coefficients here, but then we
must require that both the original and the perturbed operator be Jacobi matrices
with bounded a’s, that is, if V = (a(n), b(n)), we demand that 0 < a(n) ≤ C and
0 < a(n) + α(n) ≤ C for some C > 0.
Of course, Corollary 1.5 is a result very much in the spirit of Pearson’s classic
[34] (sparse perturbations destroy absolutely continuous spectrum), but it is much
more general. See also [3, Sect. 5] for the V = 0 case.
To get a feeling for the power of Theorem 1.4, it is also instructive to compare
the cheap proof below with the traditional approach to analyzing sparse potentials
(with V = 0), which uses a considerable amount of (so-called) hard analysis. See,
for example, [20, 27, 32, 34, 38, 40, 54].
Proof of Corollary 1.5. If either V /∈ ⋃C>0 VC or V + U /∈ ⋃C>0 VC , then the
corresponding operator has empty absolutely continuous spectrum by the Simon-
Spencer Theorem. Otherwise, V, V + U ∈ VC for some C > 0, and then A =
Σac(V ) ∩Σac(V + U) cannot have positive measure, because then the Oracle The-
orem would provide oracles that work for both V and V + U . This is impossible
because |U(nj)| ≥ ǫ > 0 on a suitable subsequence, but U is small on long intervals
to the left of these points, so no (continuous) oracle with sufficiently high accuracy
can predict both V and V + U correctly. 
It is not necessary to use the Oracle Theorem here. Corollary 1.5 also follows
directly from Theorem 1.4 if we make use of a standard uniqueness property of
reflectionless potentials, which is given in Proposition 4.1(c) below. When we prove
the Oracle Theorem in Sect. 4, we will see that this is essentially a rewording of
the original argument.
As another immediate consequence of Theorem 1.4, we effortlessly recover an
important result of Last and Simon on the semicontinuity of Σac:
Corollary 1.6 (Last-Simon [29]). If W ∈ ω(V ), then Σac(W±) ⊃ Σac(V ).
Here,
W± :=W
∣∣
Z±
denote the half line restrictions of W , and by Σac(W±), we mean the essential
supports of the absolutely continuous parts of the spectral measures of the corre-
sponding half line operators.
Proof. By Theorem 1.4,W ∈ R(Σac(V )). By Proposition 4.1(b) below, this implies
the claim. 
We now move on to a new topic related to Theorem 1.4. First of all, recall that
the essential spectrum satisfies the opposite inclusion. In fact, a routine argument
using Weyl sequences even shows that if W ∈ ω(V ), then
(1.3) σ(WZ) ⊂ σess(V ).
We have written WZ to emphasize the fact that we need to consider the whole
line operator associated with W here (but of course V continues to be a half line
potential); (1.3) is certainly not correct for the half line operators generated by W .
ABSOLUTELY CONTINUOUS SPECTRUM 7
See also [13, 30] for more sophisticated results on the relation between ω(V ) and
σess(V ).
We now realize that we obtain especially strong restrictions on the possible ω
limit sets ω(V ) if Σac(V ) = σess(V ), and this set is essentially closed (that is,
its intersection with an arbitrary open set is either empty or of positive Lebesgue
measure). Then any W ∈ ω(V ) must satisfy
(1.4) Σac(W+) = Σac(W−) = σ(WZ) = σess(V ).
Again, it would be more careful to say that it is possible to choose representatives
of Σac(W±) satisfying (1.4). It is also helpful to recall here that there is a decom-
position method for both σess and σac, that is, if U is a whole line potential and
U± denote, as usual, the half line restrictions, then
σess(U) = σess(U−) ∪ σess(U+),
and similarly for σac. This is in fact obvious because cutting into two half lines (at
n = 0) amounts to replacing a(0) by 0, which is a rank two perturbation.
In this generality, the theme of studying (1.4) was introduced and investigated
by Damanik, Killip, and Simon in [7]; see especially [7, Theorem 1.2]. By using
Theorem 1.4, we can go beyond the results of [7].
Indeed, Theorem 1.4 gives the strong additional condition that W ∈ R(Σac).
For a quick illustration of how this can be used, recall that the only W = (a0, b0) ∈
R([−2, 2]) with σ(WZ) = [−2, 2] is the free Jacobi matrix
(1.5) a0(n) = 1, b0(n) = 0.
This is well known (see, for instance, [49, Corollary 8.6]), but we will also provide
a proof here at the end of Sect. 6.
We can now use this to easily recover another important result, which is due to
Denisov; earlier work in this direction was done by Rakhmanov [37].
Corollary 1.7 (Denisov [9]). If J is a bounded (half line) Jacobi matrix satisfying
σess(J) = Σac(J) = [−2, 2],
then a(n)→ 1, b(n)→ 0 as n→∞.
Proof. By Proposition 1.3, d(Sn(a, b), ω(J))→ 0 as n → ∞. By Theorem 1.4 and
the observations made above (see (1.4)), any W = (a0, b0) ∈ ω(J) must satisfy
W ∈ R([−2, 2]) and σ(W ) = [−2, 2]. But as just pointed out, the only such
W = (a0, b0) is given by (1.5). 
Clearly, this idea can be pushed further. We automatically obtain valuable in-
formation on the asymptotics of V = (a, b) provided we can extract sufficiently
detailed information about the possible elements of ω(V ) from (1.4) and the state-
ment of Theorem 1.4. In particular, this approach works very smoothly in the
general finite gap case (this is the usual terminology, meaning finitely many gaps).
Theorem 1.8. Suppose that J is a bounded (half line) Jacobi matrix satisfying
σess(J) = Σac(J) =
N⋃
j=0
[αj , βj+1] =: E (αj < βj+1 < αj+1).
Then d(Sn(a, b), TN ) → 0, where TN = TN (E) denotes the set of finite gap Jacobi
coefficients with spectrum E.
8 CHRISTIAN REMLING
The statement of Theorem 1.8 may sound a bit vague, but the set TN actually
has a very explicit description, and a considerable amount of work has been done on
these operators (and their continuous analogs). See, for example, [5, 11, 26, 31, 33,
49, 50, 51]; also notice that these finite gap operators have been popular in several
different (but overlapping) areas, including spectral theory, integrable systems, and
algebraic geometry.
It is not hard to prove that with the topology induced by d, the set TN ⊂ VC
is homeomorphic to an N -dimensional torus (thus the notation). Here, we now
simply define TN (E) as the set of (whole line) potentials W = (a, b) ∈ R(E) that
satisfy σ(W ) = E. This direct proof does not require any of the machinery just
mentioned; we will give it in Sect. 6.
In [7], Damanik, Killip, and Simon prove Theorem 1.8 in the special case where
the coefficients (a, b) ∈ TN (E) are periodic. This imposes restrictions on the spec-
trum E and is not the generic case; in general, the coefficients are only quasi-
periodic. So Theorem 1.8 generalizes [7, Theorem 1.2]; moreover, the approach via
Theorem 1.4 gives a rather elegant proof and seems suitable for further generaliza-
tion. We can in fact immediately go beyond Theorem 1.8 if we make use of work of
Sodin and Yuditskii [47]. However, it seems that for a full understanding of these
phenomena, more detailed knowledge about the reflectionless potentials involved
here is needed.
1.6. Organization of this paper. The proofs of Theorem 1.4 and Proposition
1.3 will be given in Sect. 3. In Sect. 2, we discuss some preparatory material.
The Oracle Theorem is proved in Sect. 4. Small limit sets ω(V ) are the subject
of Sect. 6; in particular, Theorem 1.8 is proved there. Before we can do that, we
present additional preparatory material on reflectionless potentials in general in
Sect. 5. This also gives us the opportunity to present two counterexamples (see
Theorems 5.4, 5.6) that address issues that were briefly mentioned above in our
discussion of the Oracle Theorem.
Other examples that address the question of whether stronger statements (than
Theorem 1.4) might be possible are presented in Sect. 7. While this material is not,
strictly speaking, needed for the development of the results discussed above, it is
certainly advisable to take a quick look at this section at an early stage.
The appendix has a complete proof of the original result of Breimesser and
Pearson, which is formulated as Theorem 3.1 below. It seems appropriate to include
a full proof here because of the central importance of this result. Also, Breimesser
and Pearson work in the continuous setting and it thus seems useful to have a
complete proof for the discrete case written up, too. Of course, I should also be
quick to emphasize that while I do make a few minor changes in the details of the
presentation, the overall strategy is exactly the same as in the original treatment
of Breimesser-Pearson [3, 4].
I will also try to achieve a fuller understanding of the Breimesser-Pearson Theo-
rem by trying to pinpoint the decisive facts that make the proof work. As a result
of this, I have now come to the conclusion that the following identity seems to be
at the heart of the matter:
(1.6)
(
1 0
0 −1
)(
z 1
−1 0
)(
1 0
0 −1
)
=
(
z −1
1 0
)
.
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Perhaps one final point deserves mention here: In the appendix, I will take the
opportunity to advertise the matrix formalism for handling the linear fractional
transformations (viewed projectively) that are so central in Weyl theory. This no-
tation, of course, is in common use in other areas and actually has been used in this
context, too [12, 45], but most presentations of Weyl theory still give uninspired
computational verifications of facts that become much clearer once the matrix for-
malism is adopted. See also [41] for further information.
Acknowledgment: Special thanks are due to Barry Simon for helpful comments
on this paper and a lot more.
2. Convergence of Herglotz functions
The goal of this section is to relate convergence in value distribution, as defined
in Definition 2.1 below, to other more familiar notions of convergence. This will
become important later because the Breimesser-Pearson Theorem is formulated in
these terms.
We denote the set of Herglotz functions by H, that is,
H = {F : C+ → C+ : F holomorphic};
here, C+ = {z ∈ C : Im z > 0} is the upper half plane in C.
The Herglotz representation theorem says that F ∈ H precisely if F is of the
form
(2.1) F (z) = a+
∫
R∞
1 + tz
t− z dν(t),
with a ∈ R, and ν 6= 0 is a finite, positive Borel measure on R∞ = R ∪ {∞}. Here,
we equip R∞ with the topology of the 1-point compactification of R. Both a and
ν are uniquely determined by F ∈ H.
If we let
b = ν({∞}), dρ(t) = (1 + t2)χR(t) dν(t),
then (2.1) takes the more familiar form
F (z) = a+ bz +
∫ ∞
−∞
(
1
t− z −
t
t2 + 1
)
dρ(t).
However, since it’s nice to have finite measures on a compact space, (2.1) is often
more convenient to work with.
The two most frequently used notions of convergence in this context are uniform
convergence of the Herglotz functions on compact subsets of C+ and weak ∗ con-
vergence of the measures ν. It is well known that these are essentially equivalent;
see Theorem 2.1 below.
The work of Pearson, partly in collaboration with Breimesser [3, 4, 35, 36],
suggests to also introduce convergence in value distribution, as follows:
Definition 2.1. If Fn, F ∈ H, we say that Fn → F in value distribution if
(2.2) lim
n→∞
∫
A
ωFn(t)(S) dt =
∫
A
ωF (t)(S) dt
for all Borel sets A,S ⊂ R, |A| <∞.
10 CHRISTIAN REMLING
Here, for z = x+ iy ∈ C+,
(2.3) ωz(S) =
1
π
∫
S
y
(t− x)2 + y2 dt
denotes harmonic measure in the upper half plane, and if G ∈ H, t ∈ R, we define
ωG(t)(S) as the limit
ωG(t)(S) = lim
y→0+
ωG(t+iy)(S).
Since z 7→ ωG(z)(S) is a non-negative harmonic function on C+, the limit exists for
almost every t ∈ R. In particular, the integrands from (2.2) are now defined almost
everywhere.
It is also helpful to recall the following: If G ∈ H, then G(t) ≡ limy→0+G(t+ iy)
exists for almost every t ∈ R. If, moreover, Im G(t) > 0, then the dominated
convergence theorem implies that limy→0+ ωG(t+iy)(S) exists for arbitrary S and
coincides with the direct definition where we just substitute G(t) for z in (2.3).
On the other hand, if G(t) (exists and) is real, then
lim
y→0+
ωG(t+iy)(S) =
{
0 G(t) /∈ S
1 G(t) ∈ S˚ .
So for nice sets S (and away from the boundary), ωG(t)(S) is essentially χS(G(t))
if G(t) ∈ R. This observation also explains the terminology: If G(t) ∈ R for almost
every t ∈ A, then
(2.4)
∫
A
ωG(t)(S) dt = |{t ∈ A : G(t) ∈ S}|
gives information on the distribution of the (boundary) values of G. To completely
prove (2.4), first note that this formula holds for intervals S by the discussion
above and the fact that |G−1({a})| = 0 for all a ∈ R. Now both sides of (2.4)
define measures on the Borel sets S ⊂ R: this is obvious for the right-hand side,
and as for the left-hand side, the most convenient argument is to just refer to
formula (2.6) below. Thus we obtain (2.4) for arbitrary Borel sets S.
One final word of caution is in order: It is not necessarily true that ωG(t)(S) only
depends on the set S and the number G(t), as the notation might suggest. However,
the above remarks show that this statement is almost true, and no difficulties will
be caused by this rather subtle point.
Notice that a limit in value distribution, if it exists, is unique: If Fn → F but
also Fn → G in value distribution, then, by Lebesgue’s differentiation theorem,
ωF (t)(S) = ωG(t)(S) for almost every t ∈ R for fixed S. However, a countable
collection of sets Sn clearly suffices to recover F (t) from the values of ωF (t)(Sn) (we
can use the open intervals with rational endpoints, say), so it in fact follows that
F (t) = G(t) for almost every t ∈ R. But this is what we claimed because Herglotz
functions are uniquely determined by their boundary values on a set of positive
measure.
Theorem 2.1. Suppose that Fn, F ∈ H, and let an, a, and νn, ν be the associated
numbers and measures, respectively, from representation (2.1). Then the following
are equivalent:
(a) Fn(z)→ F (z) uniformly on compact subsets of C+;
ABSOLUTELY CONTINUOUS SPECTRUM 11
(b) an → a and νn → ν weak ∗ in M(R∞), that is,
lim
n→∞
∫
R∞
f(t) dνn(t) =
∫
R∞
f(t) dν(t)
for all f ∈ C(R∞);
(c) Fn → F in value distribution, that is, (2.2) holds for all Borel sets A,S ⊂ R,
|A| <∞;
(d) (2.2) holds for all open, bounded intervals A = (a, b), S = (c, d).
The implication (a) =⇒ (c) is an abstract version of results from [35].
Proof. It is well known that (a) and (b) are equivalent, but we sketch the argument
anyway: Observe first of all that F (i) = a + iν(R∞), so if (a) holds, then an → a
and the νn form a bounded sequence inM(R∞). By the Banach-Alaoglu Theorem,
we can extract a weak ∗ convergent subsequence νnj → µ. We can then pass to
the limit in the Herglotz representations (2.1) of the Fnj and use the uniqueness of
such representations to conclude that µ = ν. In particular, this is the only possible
limit point of the νn and thus it was not necessary to pass to a subsequence.
Conversely, if (b) holds, just pass to the limit in the Herglotz representations
of the Fn to confirm pointwise convergence. A normal families argument then
improves this to locally uniform convergence, which is what (a) claims.
We now prove that (a) implies (c), following [35]. A different proof could be
based on Lemma A.1 below.
Given F ∈ H, let
F (y)(z) =
1 + yF (z)
y − F (z) (y ∈ R∞).
It’s easy to check that F (y) ∈ H; in fact,
(2.5) Im F (y)(z) = (1 + y2)
Im F (z)
|y − F (z)|2 .
The following formula (“spectral averaging”) will be crucial: If A,S ⊂ R are Borel
sets, |A| <∞, then
(2.6)
∫
A
ωF (t)(S) dt =
∫
S
ρ(y)(A)
dy
1 + y2
.
Here, dρ(y)(t) = (1 + t2)χR(t) dν
(y)(t), and ν(y) is the measure from the Herglotz
representation of F (y). See [35, Theorem 1].
As a final preparation for the proof of (a) =⇒ (c), we now establish part of the
implication (d) =⇒ (c). Namely, we claim that if (2.2) holds for all A = (a, b)
and fixed S, then it holds for all Borel sets A of finite Lebesgue measure (and the
same S). Let us prove this now: fix S, and to simplify the notation, abbreviate
ωFn(t)(S) = ωn, ωF (t)(S) = ω. Suppose that (2.2) holds for all A = I = (a, b).
Then, if we are given disjoint intervals Ij with |
⋃
Ij | <∞, then, by dominated and
monotone convergence,∫
⋃
Ij
ωn dt =
∑
j
∫
Ij
ωn dt→
∑
j
∫
Ij
ω dt =
∫
⋃
Ij
ω dt
(because 0 ≤ ωn ≤ 1, thus 0 ≤
∫
Ij
ωn dt ≤ |Ij |, and
∑ |Ij | <∞).
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If now A is an arbitrary Borel set of finite measure and ǫ > 0, we can find disjoint
open intervals Ij (using the regularity of Lebesgue measure) so that
A ⊂
⋃
Ij ,
∣∣∣⋃ Ij \A∣∣∣ < ǫ.
Then ∫
⋃
Ij
ωn dt− ǫ <
∫
A
ωn dt ≤
∫
⋃
Ij
ωn dt,∫
A
ω dt ≤
∫
⋃
Ij
ω dt <
∫
A
ω dt+ ǫ.
As noted above, ∫
⋃
Ij
ωn dt→
∫
⋃
Ij
ω dt,
so, putting things together, we see that lim inf, lim sup
∫
A ωn dt both differ from∫
A ω dt by at most ǫ, but ǫ > 0 was arbitrary, so we obtain that∫
A
ωn dt→
∫
A
ω dt,
as desired.
Thus, returning to the proof of (a) =⇒ (c) now, we may assume that A = (a, b).
Let R = max(|a|, |b|). Then
(2.7) ρ(y)(A) ≤ (1 +R2)ν(y)(A) ≤ (1 +R2)ν(y)(R∞) = (1 +R2)Im F (y)(i).
With F replaced by Fn, this identity together with (2.5) show that
(2.8) ρ(y)n (A) ≤ C (n ∈ N, y ∈ R∞)
(because Fn(i)→ F (i), Im F (i) > 0).
Since also F
(y)
n → F (y), locally uniformly, we have the weak ∗ convergence of the
measures by the equivalence of (a) and (b) and thus
(2.9) ρ(y)n (A)→ ρ(y)(A),
except possibly for two values of y (for those values of y for which ρ(y)({a, b}) 6= 0).
Now we can use (2.6) with F replaced by Fn; (2.8), (2.9) show that the hypotheses
of the dominated convergence theorem are satisfied, so we can pass to the limit on
the right-hand sides.
Finally, we show that (d) implies (a). This can be done very conveniently using
just compactness and uniqueness. More specifically, pick a subsequence (denoted
by Fn again, to keep the notation manageable) that converges locally uniformly to
G (possible by normal families). Here, either G ∈ H, or else G ≡ a ∈ R∞. Actually,
only the first case can occur here: If, for instance, Fn → a ∈ R, then (2.5), (2.7)
show that for every R > 0,
ρ(y)n ([−R,R])→ 0 (n→∞),
uniformly in |y − a| ≥ δ > 0. Therefore, by (2.6),∫ R
−R
ωFn(t)((a−R, a− δ) ∪ (a+ δ, a+R)) dt→ 0 (n→∞).
By hypothesis, we then also must have that
ωF (t)((a−R, a− δ) ∪ (a+ δ, a+R)) = 0
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for almost every t ∈ (−R,R). This is clearly not possible if F (t) ≡ limF (t+ iy) ∈
C+, and if F (t) exists and is real, then, since R, δ > 0 are arbitrary, it follows that
F (t) = a. In other words, F (t) = a almost everywhere, but this is not a possible
boundary value of an F ∈ H.
A similar argument rules out the case where |Fn| → ∞. In fact, we can also
work with Gn = −1/Fn and then run the exact same argument again.
Thus Fn → G ∈ H, uniformly on compact sets. But then, by the already
established implication (a) =⇒ (c), Fn → G in value distribution, and since such a
limit is unique, G = F . (What we actually use here is the statement that Fn can
have at most one limit in the sense of (d), but the argument given above, in the
paragraph preceding Theorem 2.1, establishes exactly this.) Now every subsequence
of {Fn} has a locally uniformly convergent sub-subsequence, but, as we just saw,
the corresponding limit can only be F , so in fact Fn → F locally uniformly, without
the need of passing to a subsequence, and this is what (a) claims. 
A common thread in this proof was the following: because of compactness prop-
erties operating in the background, convergence conditions are often self-improving.
We give three more examples for this theme, which can be extracted from the pre-
ceding proof.
Proposition 2.2. Let Fn, F ∈ H. The following conditions are also equivalent to
the statements from Theorem 2.1:
(a) limn→∞ Fn(zj) = F (zj) on a set {zj}∞j=1 with a limit point in C+;
(b) There exists a Borel set B ⊂ R of finite positive Lebesgue measure so that for
all Borel sets A ⊂ B and all bounded open intervals J = (c, d), we have that
lim
n→∞
∫
A
ωFn(t)(J) dt =
∫
A
ωF (t)(J) dt.
(c) Fn → F in value distribution, and the convergence in (2.2) is uniform in S.
Sketch of proof. (a) Use the compactness property ofH∪{F ≡ a : a ∈ R∞} (normal
families again!).
(b) Use compactness and recall that Herglotz functions are uniquely determined
by their boundary values on a set of positive Lebesgue measure.
(c) Return to the proof of Theorem 2.1. The argument based on (2.7), (2.8)
shows that the convergence is uniform in S at least for A = (a, b). Now we can
again approximate A by disjoint unions of intervals, and this lets us extend the
statement to arbitrary Borel sets A. 
3. Proof of Proposition 1.3 and Theorem 1.4
Proof of Proposition 1.3. These statements summarize some standard facts about
ω limit sets; see, for example, [28, 53] for background information. Extend V ∈ VC+
to a whole line potential V ∈ VC , for example by letting V (n) = 0 (Jacobi case:
V (n) = (a(n), b(n)) = (1, 0)) for n ≤ 0. Then the representation
ω(V ) =
⋂
m≥1
{SnV : n ≥ m}
is valid, and this exhibits ω(V ) as an intersection of a decreasing sequence of com-
pact sets. Thus ω(V ) is non-empty and compact. It is also clear that ω(V ) is
invariant under S and S−1, so S, restricted to ω(V ), is a homeomorphism. If the
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final claim of Proposition 1.3 were wrong, there would be a subsequence nj → ∞
so that d(SnjV,W ) ≥ ǫ > 0 for all j and allW ∈ ω(V ). But by compactness, SnjV
must approach a limit on a sub-subsequence, and this limit must lie in ω(V ). This
is a contradiction. 
We now turn to proving Theorem 1.4. As already explained, this is a reformu-
lation of [3, Theorem 1], so I state this result first. We follow [3] and treat half
line problems (however, as we’ll discuss, an analogous result for whole line prob-
lems is also valid, and in fact this may be the more natural version because of the
greater symmetry of its setup). Given coefficients on Z+, we will cut this half line
into two smaller intervals at a variable point n. We then denote the m functions
of the problems on {1, 2, . . . , n} and {n + 1, n + 2, . . .} by m−(n, ·) and m+(n, ·),
respectively; precise definitions will be given in a moment.
Theorem 3.1 (Breimesser-Pearson [3]). Consider a (half line) Jacobi matrix J
with bounded coefficients. For all Borel sets A ⊂ Σac, S ⊂ R, we have that
lim
n→∞
(∫
A
ωm−(n,t)(−S) dt−
∫
A
ωm+(n,t)(S) dt
)
= 0.
Moreover, the convergence is uniform in S.
The moreover part is not explicitly stated in [3], but, as we will show in the
appendix, it does follow from the proof that is given. It is probably quite useless
anyway.
We now summarize some basic facts about the m functions m±, for a quick
orientation. Please see also Appendix A for a more elegant treatment using linear
fractional transformations.
The definition goes as follows: For z ∈ C+, let f±(·, z) be solutions of
(3.1) a(n)f(n+ 1) + a(n− 1)f(n− 1) + b(n)f(n) = zf(n)
that are in the domain of J near the right (respectively, left) endpoint. More
precisely, we demand that
a(0)f−(0, z) = 0, f+(·, z) ∈ ℓ2(Z+).
These conditions determine f± up to multiplicative constants. We then define
(3.2) m−(n, z) =
f−(n+ 1, z)
a(n)f−(n, z)
, m+(n, z) = − f+(n+ 1, z)
a(n)f+(n, z)
.
The lack of symmetry between f− and f+ comes from the fact that we are consid-
ering half line problems, and if a half line is cut into two parts, we obtain another
half line and a finite interval (not two half lines). We could in fact pass to a more
symmetric formulation of Theorem 3.1 very easily: we would then extend the coef-
ficients to Z (for example, by putting a(n) = 1, b(n) = 0 for n ≤ 0) and work with
f− ∈ ℓ2(Z−) instead of the f− defined above. Theorem 3.1 holds in this situation
as well, with an almost identical proof.
Let me repeat one important point just made: we can also define m functions
m± for whole line operators if we make the adjustment mentioned in the preceding
paragraph: f− is now defined by requiring that f−(·, z) ∈ ℓ2(Z−). In particular, the
m functions of a reflectionless whole line potential, as in Definition 1.1, are defined
in this way, with n = 0. We will soon have occasion to apply these remarks again,
when we prove Theorem 1.4.
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The definition of m± shows that m+(n, ·) only depends on a(j), b(j) for j > n,
while m−(n, ·) only depends on the coefficients for 1 ≤ j ≤ n. So these functions
refer to disjoint subsets of Z+, and this observation immediately gives Theorem 3.1
a somewhat paradoxical flavor.
The functions m±(n, ·) are Herglotz functions, and they can be used in the usual
way to construct spectral representations. Namely, we have that
m+(n, z) = 〈δn+1, (J+n − z)−1δn+1〉,
where J+n is the Jacobi matrix, restricted to ℓ2({n+ 1, n+ 2, . . .}), and δj denotes
the unit vector located at j: δj(j) = 1, δj(k) = 0 for k 6= j. This follows quickly by
observing that
f(j, z) = 〈δj , (J+n − z)−1δn+1〉
solves (3.1) for j > n+ 1 and lies in ℓ2 and thus must be a multiple of f+(j, z) for
j ≥ n+ 1. The Herglotz representation of m+(n, ·) thus reads
(3.3) m+(n, z) =
∫ ∞
−∞
dρ+n (t)
t− z ,
where dρ+n is the spectral measure of J
+
n and δn+1.
A similar discussion applies to m−(n, ·). Note, however, that m− is not just the
mirror version of m+: swapping left and right means that n and n+ 1 should also
change roles, but there is no such change in (3.2). Rather, we have the following
substitute for (3.3):
m−(n, z) =
z − b(n)
a(n)2
+
a(n− 1)2
a(n)2
∫ ∞
−∞
dρ−n (t)
t− z
Here, dρ−n is the spectral measure of the restriction of J to {1, . . . , n− 1} and δn−1.
Put differently, m−(n, ·) is the m function of the problem on {1, . . . , n} (but with
the usual roles of left and right interchanged) with Neumann boundary conditions
at n (f(n) = 0) and the usual (Dirichlet) boundary conditions at 1 (f(0) = 0). See
[49, Chapter 2] for a more complete treatment of these issues (two warnings are
in order: what we called m± above is denoted by m˜± in [49], and b(n) in formula
(2.15) of [49] should read b(0)).
We will give a detailed proof of Theorem 3.1 in Appendix A. Let us now show
that Theorem 1.4 indeed follows from this result.
If W ∈ VC is a whole line potential (Jacobi reader: recall that this term may
well refer to the coefficients of a whole line Jacobi operator), we write W± for the
restrictions of W to Z±, and, as above, we denote the set of these restrictions by
VC± =
{
W± :W ∈ VC
}
.
As a final preparation, we recall a basic continuity property.
Lemma 3.2. The maps
VC± → H, W± 7→M± = mW± (0, ·)
are homeomorphisms onto their images. (On H, we use the topology of uniform
convergence on compact sets, or one of the equivalent descriptions of this topology,
as in Theorem 2.1; note that this space is metrizable.)
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Proof. This is folk wisdom and can be seen in many ways. We will therefore only
provide sketches of possible arguments.
The correspondence W+ ↔ M+ is one-to-one (of course, this also holds for Z−,
but we will explicitly discuss only the right half line here). See, for example, [44, 49].
The continuity of the map W+ 7→ M+ can be conveniently deduced from the
basic constructions of Weyl theory. (Sketch: The coefficients on an initial interval
{1, . . . , N} determine a Weyl disk for every fixed z ∈ C+, and M+(z) lies in that
disk. Center and radii of these disks depend continuously on W (1), . . . ,W (N), and
the radii go to zero as N →∞, locally uniformly on C+ because we assumed that
W ∈ VC and this implies limit point case at ∞.)
Alternatively, one can use moments, as follows: The moments µj =
∫
xj dρ+(x)
for 0 ≤ j ≤ 2N are continuous functions of W (1), . . . ,W (N) and by (3.3),
M+(w
−1) = −
∞∑
j=0
µjw
j+1
on a disk about w = 0. These two facts readily imply thatM+ depends continuously
on W+ ∈ VC+ .
Continuity of the inverse mapM+ 7→W+ is now actually automatic (an invertible
continuous map between compact metric spaces has a continuous inverse).
On top of that, it’s also easy to give an honest proof of the continuity of the
map M+ 7→ W+. For instance, one can argue as follows: If M (j)+ and M+ are the
m functions of certain potentials W
(j)
+ ,W+ ∈ VC+ , and M (j)+ → M+, uniformly on
compact subsets of C+, then, by Theorem 2.1, the spectral measures ρ
(j)
+ converge
to ρ+ in weak ∗ sense. Since we are dealing with coefficients satisfying uniform
bounds, the supports are all contained in a fixed bounded set [−R,R]. It follows
that the moments
∫
xn dρ
(j)
+ (x) converge, too, and this implies convergence of the
coefficientsW
(j)
+ (for example, because there are explicit formulae that recover these
coefficients from the moments; see [44] or [49, Sect. 2.5]). 
Proof of Theorem 1.4. Let W ∈ ω(V ) (in particular, W is a whole line potential).
Then there exists nj → ∞ so that d(SnjV,W )→ 0. By Lemma 3.2, we then have
that
m±(nj , z)→M±(z) (j →∞),
uniformly on compact subsets of C+. Here, M±(z) = m
W
± (0, z) are the m functions
of the (whole line) potential W . Note that m−(nj , z) lies in the Weyl disk for
(SnjV )−, so the argument from the proof of Lemma 3.2 does work and the fact
that this m function does not refer to a full half line does not cause any problems.
Theorem 3.1, if combined with Theorem 2.1, now says that∫
A
ωM−(t)(−S) dt =
∫
A
ωM+(t)(S) dt
for all Borel sets A ⊂ Σac, S ⊂ R. Now the argument presented in Sect. 2 in the
paragraph preceding Theorem 2.1 concludes the proof: By Lebesgue’s differentia-
tion theorem,
(3.4) ωM−(t)(−S) = ωM+(t)(S)
for t ∈ Σac \ N , |N | = 0, and all intervals S with rational endpoints (or other
countable collections of sets S). We can also assume thatM±(t) = limy→0+M±(t+
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iy) exist for these t. If M−(t) ∈ R, then, by choosing small intervals about this
value for −S, we see that M+(t) = −M−(t). If M−(t) ∈ C+, then, as explained in
Sect. 2, we can define ωM−(t) directly, using (2.3) rather than a limit. This formula
also shows that then ωM−(t)(−S) = ω−M−(t)(S), and (3.4) now implies that
(3.5) M+(t) = −M−(t).
This is also what we found in the other case (M−(t) ∈ R), so (3.5) in fact holds for
almost every t ∈ Σac, that is, W ∈ R(Σac), as claimed. 
It will be convenient to extract, for later use, a technical fact from this proof.
Lemma 3.3. Let W be a bounded (whole line) potential, and, as above, denote its
m functions by M±(z) = m
W
± (0, z). Then W ∈ R(A) if and only if
(3.6)
∫
B
ωM−(t)(−S) dt =
∫
B
ωM+(t)(S) dt
for all Borel sets B ⊂ A, |B| <∞, S ⊂ R.
Proof. It was proved above that (3.6) implies thatW ∈ R(A), the crucial ingredient
being the trivial observation that ωz(−S) = ω−z(S) for arbitrary z ∈ C+.
The converse follows just as quickly: It is well known that if W ∈ R(A), then
Im M±(t) > 0 for almost every t ∈ A. We will prove this again in Proposition
4.1(b) below. This, however, means that we can use the direct definition of ω in
(3.6). In other words, we just substitute M± for z in (2.3). But then (3.6) simply
follows from the observation just discussed because −M− =M+ almost everywhere
on A by assumption. 
4. Proof of the Oracle Theorem
Given Theorem 1.4, the proof of Theorem 1.2 consists essentially of an adaptation
of arguments of Kotani [21, 22]. In a nutshell, the argument runs as follows: Write
again W± for the restrictions of a potential W to Z±. By Proposition 1.3 and
Theorem 1.4, for large n, the distance d(SnV,W ) is small for a suitable W ∈
R(Σac) ⊂ R(A) (W of course depends on n). It is a well known fact (and will
be discussed below again, see Proposition 4.1(c)) that if W ∈ R(A), then W−
determines W+ (and vice versa). Now S
nV is close to W , so if we can establish the
continuity of all the maps involved, then it should also be true that approximate
knowledge of (SnV )− approximately determines (S
nV )+.
Let us now look at the details of this argument. We first collect some basic facts
about reflectionless potentials. We will write R±(A) for the set of restrictions W±
of potentials W ∈ R(A) to Z±.
Proposition 4.1. Suppose that A ⊂ R, |A| > 0, and let W ∈ R(A).
(a) M+(n, t) = −M−(n, t) for almost every t ∈ A for all n ∈ Z. In other words,
SnW ∈ R(A) for all n ∈ Z;
(b) The two half line operators satisfy Σac(W±) ⊃ A;
(c) W− (or W+) uniquely determines W . Put differently, the restriction maps
R(A)→R±(A), W 7→W±
are injective;
(d) For every C > 0, RC(A) := R(A) ∩ VC is compact;
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(e) Define RC±(A) := {W± :W ∈ RC(A)}. Then the map
RC−(A)→RC+(A), W− 7→W+
(which is well defined, by part (c)) is uniformly continuous.
Proof. (a) For n = 0, this is the definition of R(A), and for arbitrary n, it follows
from the evolution of M± (Riccati equation; compare [49, Lemma 8.1], or see the
discussion in the appendix to this paper).
(b) From the definition of R(A), we have that Im M− = Im M+ almost every-
where on A. If we had Im M±(t) = 0 on a subset of A of positive measure, then
it would follow that M−(t) +M+(t) = 0 on this set, but M− +M+ is a Herglotz
function and these are determined by their boundary values on any set of positive
measure, so it would actually follow that M−(z) +M+(z) ≡ 0, which is absurd.
(c) W− determines M−, and if W ∈ R(A), then M− determines M+ almost
everywhere on A. As just discussed, this determines M+(z) completely, and from
M+ we can go back to W+.
(d) Since VC is compact, it suffices to show that RC(A) is closed. So assume
that Wj ∈ RC(A), W ∈ VC , Wj → W . By Lemma 3.2 and Theorem 2.1, we then
have convergence in value distribution of the m functions M
(j)
± to M±. By Lemma
3.3, this implies that ∫
B
ωM−(t)(−S) dt =
∫
B
ωM+(t)(S) dt
for all Borel sets B ⊂ A, S ⊂ R, so the claim now follows by again using Lemma
3.3 (the other direction this time).
(e) This follows at once from (c) and (d): If restricted to RC(A), the map W 7→
W− is an injective, continuous map between compact metric spaces. Therefore, its
inverse
RC−(A)→RC(A), W− 7→W
is continuous, too. Thus the association W− 7→ W+ is the composition of the
continuous maps W− 7→ W 7→ W+. Uniform continuity is automatic because
RC−(A) is compact. 
There are some pitfalls hidden here for the over-zealous. For example, it is not
true in general that Σac(W−) = Σac(W+) if W is reflectionless. Perhaps somewhat
more disturbingly, it is also not true in general that we can recover W from W−
if we only know that W is reflectionless on some set. In other words, there exist
potentials W (j) ∈ R(Aj) (j = 1, 2), so that W (1)− = W (2)− , but W (1) 6= W (2). We
will return to these issues in Sect. 5. See especially Theorems 5.4, 5.6.
Let us now use Proposition 4.1 to prove Theorem 1.2.
Proof of the Oracle Theorem. Let A ⊂ R, C > 0, ǫ > 0 be given. Determine δ > 0
so that
(4.1)
∣∣∣W (1)− W˜ (1)∣∣∣ < ǫ if W, W˜ ∈ RC(A), d(W−, W˜−) < 5δ.
This is possible by Proposition 4.1(e). For technical reasons, we also demand that
δ < ǫ.
Next, consider the (closed) 2δ-neighborhood of RC−(A). We will write
U2δ =
{
U− ∈ VC− : d
(
U−,RC−(A)
) ≤ 2δ}
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for this set. Proposition 4.1 implies that U2δ ⊂ VC− is compact, so we can cover this
set by finitely many balls about elements of RC−(A) as follows:
U2δ ⊂ B3δ(W (1)− ) ∪ . . . ∪B3δ(W (M)− ),
where W
(j)
− ∈ RC−(A).
We can now give a preliminary definition of the oracle ∆ (smoothness will have
to be addressed later). Pick L (sufficiently large) so that (3C + 1)
∑
j>L 2
−j < δ.
This choice of L makes sure that d(U−, U˜−) < δ whenever U(n) = U˜(n) for n =
0,−1, . . . ,−L (and U−, U˜− ∈ VC− ).
Apology to the Jacobi reader: While I usually try to write things up in such a
way that the standard replacement V → (a, b) is the only adjustment that has to
be made, this is unfortunately not the case in this last part of this proof. Here,
more extensive changes in the notation (but not in the underlying argument, which
remains valid) become necessary.
If u−L, . . . , u0 are given numbers with |uj| ≤ C which have the property that
[. . . , 0, 0, 0, . . . , 0, u−L, . . . , u0] ∈ B3δ(W (1)− ),
then put
∆(u−L, . . . , u0) =W
(1)(1).
Having done that, move on to the next ball: If
[. . . , 0, 0, 0, . . . , 0, u−L, . . . , u0] ∈ B3δ(W (2)− ) \B3δ(W (1)− ),
define
∆(u−L, . . . , u0) =W
(2)(1).
Continue in this way. It could happen that, after having dealt with the last ball
B3δ(W
(M)
− ), there are still points left in [−C,C]L+1 for which ∆ has not yet been
defined. However, by the construction of the balls, these are points that can never
be close to any reflectionless potential, so they are irrelevant as far as Theorem 1.2
is concerned (because by Proposition 1.3 and Theorem 1.4, (SnV )− will eventually
be close to certain reflectionless potentials). If a complete (preliminary) definition
of the function ∆ is desired, we can assign arbitrarily chosen values to these points
(∆ = 0, say).
It remains to show that ∆ indeed predicts V (n + 1). To this end, take n0 ≥ L
so large that d(SnV, ω(V )) < δ for n ≥ n0. This is possible by Proposition 1.3. So,
by Theorem 1.4, for every n ≥ n0, we can find W˜ ∈ RC(A) so that
(4.2) d
(
SnV, W˜
)
< δ.
Note that W˜ will usually depend on n, but n is fixed in this part of the argument,
so we suppress this dependence in the notation. By the choice of L, (4.2) clearly
implies that
[. . . , 0, 0, 0, . . . , 0, (SnV )(−L), . . . , (SnV )(0)] ∈ U2δ.
Thus there exists j ∈ {1, . . . ,M} so that
[. . . , 0, 0, 0, . . . , 0, V (n− L), . . . , V (n)] ∈ B3δ(W (j)− ).
Fix the minimal j with this property. With this choice of j, we have that
(4.3) ∆(V (n− L), . . . , V (n)) =W (j)(1),
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by the construction of ∆. Also,
d(W
(j)
− , W˜−) ≤ d(W (j)− , [. . . , 0, V (n− L), . . . , V (n)])+
d([. . . , 0, V (n− L), . . . , V (n)], (SnV )−) + d((SnV )−, W˜−)
< 3δ + δ + δ = 5δ,
thus, by the defining property (4.1) of δ,
(4.4)
∣∣∣W (j)(1)− W˜ (1)∣∣∣ < ǫ.
On the other hand, (4.2) clearly also says that∣∣∣V (n+ 1)− W˜ (1)∣∣∣ < 2δ < 2ǫ,
and if this is combined with (4.3), (4.4), we obtain that
|V (n+ 1)−∆(V (n− L), . . . , V (n))| < 3ǫ,
as required.
The ∆ constructed above is not continuous, but this is easy to fix. We now
sketch how this can be done. Note that ∆ does have redeeming properties: it
takes only finitely many values and we can also make sure that there exist a set
D ⊂ [−C,C]L+1 and δ0 > 0 so that |∆(x)−∆(y)| < ǫ whenever x, y ∈ D, |x−y| < δ0
(just replace 5δ by 6δ in (4.1)). Moreover, we can redefine ∆ on the complement ofD
without affecting the statement of Theorem 1.2. Therefore, by taking convolutions
with suitable functions, we can pass to a C∞ modification of ∆ that still predicts
V (n+ 1) with accuracy 4ǫ, say. 
5. More on reflectionless potentials
We start out with some quick observations. If M± are the m functions of some
W ∈ R(A), then H =M+ +M− is another Herglotz function and Re H(t) = 0 for
almost every t ∈ A. We are therefore led to also consider these Herglotz functions,
in addition to the m functions of reflectionless potentials. We introduce
N (A) = {H ∈ H : Re H(t) = 0 for a.e. t ∈ A} ,
Q(A) =
{
F+ ∈ H : There exists F− ∈ H so that F+(t) = −F−(t) for a.e. t ∈ A
}
.
Note that if F+ ∈ Q(A), then the F− from the definition is unique and F− ∈ Q(A),
too.
It is easy to determine all decompositions of the type H = F+ + F−, where
F± ∈ Q(A) are as above, of a given H ∈ N (A).
Proposition 5.1. Let A ⊂ R, |A| > 0, and suppose that H ∈ N (A). Write
ν ∈M(R∞) for the measure from the representation (2.1) of H. Let F+ ∈ H, and
put F− = H − F+. Then the following statements are equivalent:
(a) F± ∈ Q(A) and F+ = −F− almost everywhere on A;
(b) F+ is of the form
F+(z) = a+ +
∫
R∞
1 + tz
t− z f(t) dν(t),
with a+ ∈ R, f ∈ L1(R∞, dν), 0 ≤ f ≤ 1, f = 1/2 (Lebesgue) almost everywhere
on A.
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Proof. If F± have the properties stated in part (a), then, by the uniqueness of the
Herglotz representations, the measures from (2.1) must satisfy ν++ ν− = ν. So, in
particular, ν+ ≤ ν, and we can write
dν+(t) = f(t) dν(t), dν−(t) = (1− f(t)) dν(t)
for some f ∈ L1(R∞, dν), 0 ≤ f ≤ 1. For almost every t ∈ A, we have that
Im H(t) > 0 (because otherwise H(t) = 0 on a set of positive measure, which is
impossible) and
Im F+(t) = f(t)Im H(t), Im F−(t) = (1− f(t))Im H(t).
In this context, recall that the imaginary part of the boundary value of a Her-
glotz function equals π times the density of the absolutely continuous part of the
associated measure dρ = χR(1 + t
2) dν. It follows that f = 1/2 Lebesgue almost
everywhere on A.
Conversely, if F+ is of the form described in part (b), then
F−(z) = a− a+ +
∫
R∞
1 + tz
t− z (1− f(t)) dν(t).
First of all, this shows that F− ∈ H. Since f = 1/2 almost everywhere on A, we
have that Im F+(t) = Im F−(t) for almost every t ∈ A. Moreover,
Re F+(t) + Re F−(t) = Re H(t) = 0
for almost every t ∈ A, thus indeed F+ = −F− almost everywhere on A, as required.

We are of course particularly interested in functions H and F± that come from
Jacobi matrices. More specifically, we want to start out with an H ∈ N (A) and
then find allW ∈ R(A) corresponding to this H . This will be achieved in Corollary
5.3 below.
We will need an inverse spectral theorem. We deal with this issue first and in-
corporate the additional conditions imposed by the requirement that W ∈ R(A)
afterwards. The fundamental result in this context says that any probability mea-
sure on the Borel sets of R with bounded, infinite support is the spectral measure
of a unique (half line) Jacobi matrix on Z+ with 0 < a(n) ≤ C, |b(n)| ≤ C for
some C > 0, but in this form, the result is not immediately useful here. Rather,
the following version is tailor made for our needs.
Theorem 5.2. Let H ∈ H. There exist a (whole line) Jacobi matrix J with
bounded coefficients (0 < a(n) ≤ C, |b(n)| ≤ C) and a constant c > 0 so that
cH =M+ +M− if and only if H is of the form
(5.1) H(z) = A+Bz +
∫
R
dρ(t)
t− z ,
with B > 0, and ρ is a finite measure on the Borel sets of R with bounded, infinite
support.
If H ∈ H satisfies these conditions and if F± ∈ H are such that F+ + F− = H,
then there exists a (whole line) Jacobi matrix (with bounded coefficients, as above)
so that cF± =M± for some c > 0 if and only if F+ is of the following form:
F+(z) =
∫
R
dρ+(t)
t− z ,
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and both ρ+ and ρ− := ρ− ρ+ have infinite supports.
In this case, the constant c > 0 is uniquely determined, and thus the pair (H,F+)
completely determines the Jacobi matrix. We have that c = ρ+(R)
−1. In particular,
c only depends on F+.
Finally, the following formula holds:
− B
H(z)
= 〈δ0, (J − z)−1δ0〉.
It is not hard, if somewhat tedious, to extract this result from some standard
material, which is presented, for example, in [49, Sect. 2.1, 2.5]. So we will not
prove this here.
As already pointed out at the beginning of Sect. 2, the measures ρ are related
to the measures ν from Proposition 5.1 by dρ = χR(1 + t
2) dν. In particular, in
terms of ν, condition (5.1) says that ν({∞}) > 0 and ∫
R
(1 + t2) dν(t) < ∞ (and,
as always, χR dν must have bounded, infinite support).
The following combination of Proposition 5.1 and Theorem 5.2 will be particu-
larly interesting for us here. It determines all W ∈ R(A) that are associated with
a given H ∈ N (A).
Corollary 5.3. Let H ∈ H satisfy the conditions from Theorem 5.2, and assume
that, in addition, H ∈ N (A). Let H = F++F− be a decomposition as in Proposition
5.1, with F± ∈ Q(A) and F+ = −F− almost everywhere on A. Furthermore,
assume that the Herglotz representation of F+ can be written in the form
(5.2) F+(z) =
∫
R
f(t) dρ(t)
t− z ,
where f has the same meaning as in Proposition 5.1, and ρ is the measure from
representation (5.1) of H.
Then there exists a unique c > 0 so that cF± = M± are the m functions of a
unique reflectionless potential W ∈ R(A).
Conversely, any W ∈ R(A) for which M (W )+ +M (W )− = cH for some c > 0 arises
in this way.
Proof. This follows at once by combining Proposition 5.1 and Theorem 5.2 if the
following quick observations are made: First of all, the conditions about the mea-
sures involved having infinite support are automatically satisfied because by the
reflectionless condition, the absolutely continuous part of ν on A is equivalent to
χA dt and f = 1/2 almost everywhere on A. It is also useful to recall in this context
that if W ∈ R(A) for some positive measure set A ⊂ R, then we will automatically
obtain the inequality a(n) ≥ α > 0 from the fact that W has non-empty absolutely
continuous spectrum [10, 46].
As for the converse, note that if cH =M++M− for some c > 0 and m functions
M± of a potential W ∈ R(A), then M± ∈ Q(A), and we then of course also have
that H = F+ + F−, with F± = c
−1M± ∈ Q(A), so we may as well start out with
decomposing H as in Proposition 5.1. This, however, forces us to run through
the construction just discussed, so there are no additional reflectionless potentials
corresponding to H that might have been overlooked. 
The previous results are rather baroque in appearance, but, fortunately, the
final conclusion is transparent again. Indeed, the gist of the preceding discussion
is contained in the following recipe: Start with an H ∈ N (A) of the form (5.1).
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Then, the W ∈ R(A) associated with this H are in one-to-one correspondence with
the functions f ∈ L1(R, dρ) satisfying 0 ≤ f ≤ 1, f = 1/2 (Lebesgue) almost
everywhere on A.
We can now clarify two points that were raised in Sect. 1.3 and in the comment
following Proposition 4.1.
Theorem 5.4. There exists W ∈ R(A) with Σac(W−) 6= Σac(W+).
Proof. Given the previous work, this is very easy: Fix an H ∈ N (B) that also
satisfies the conditions from Theorem 5.2. H(z) = (z2−4)1/2 would be one example
(among many) for such an H ; here, we can let B = [−2, 2]. Fix a subset A ⊂ B
with |A| > 0, |B \A| > 0, and let
f =
1
2
χA,
and define F+ as (5.2), using this f . By Proposition 5.1 and Corollary 5.3, the
function F+ ∈ Q(A) corresponds to (unique) reflectionless Jacobi coefficients W ∈
R(A). Since 1− f > 0 on all of B, but f > 0 only on A, we have that
Σac(W+) = A, Σac(W−) ⊃ B.

When dealing with functions fromN (A), the exponential Herglotz representation
is a very useful tool. Therefore, we now quickly review some basic facts; see [1, 2]
for a (much) more detailed treatment of this topic.
First of all, if H ∈ H, we can take a holomorphic logarithm, and if we choose
the branch with 0 < Im(lnH) < π (say), we again obtain a Herglotz function.
Moreover, since Im(lnH) is bounded, the measure from the Herglotz representation
is purely absolutely continuous. Thus we can recover H from Im(lnH(t)), up to a
multiplicative constant. More specifically, given H ∈ H, we can define
(5.3) ξ(t) =
1
π
lim
y→0+
Im (lnH(t+ iy)) .
The limit exists almost everywhere and 0 ≤ ξ(t) ≤ 1. We have that
H(z) = |H(i)| exp
(∫ ∞
−∞
(
1
t− z −
t
t2 + 1
)
ξ(t) dt
)
.
Proposition 5.5. Let H ∈ H. Then H ∈ N (A) if and only if ξ(t) = 1/2 for
almost every t ∈ A.
This is obvious from the definition of ξ, but it is also exceedingly useful because it
expresses the condition of belonging to N (A) as a local condition on the imaginary
part of a (new) Herglotz function. The original requirement that Re H = 0 refers
to the Hilbert transform of Im H and thus is not local.
Theorem 5.6. There exist potentials W (j) ∈ R(Aj) (j = 1, 2) so that W (1)+ =
W
(2)
+ , but W
(1) 6=W (2).
Proof. We will again work with the Herglotz functions. Consider the following pair
of functions:
H1(z) = (z + 1)
1/2zǫ(z − 1)1/2−ǫ,
H2(z) = (z + 1)
1/2−ǫzǫ(z − 1)1/2.
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Here, ǫ > 0 is small, and powers of the type wα with w ∈ C+ and α > 0 are defined
as wα = eα lnw, with 0 < Im(lnw) < π.
If written in this way, it is not completely obvious that Hj maps C
+ to C+ again,
and the motivation for these particular choices also remains mysterious. Things
become clear, however, if we work with the exponential Herglotz representation.
If we let
ξ1 = χ(−∞,−1) +
1
2
χ(−1,0) +
(
1
2
− ǫ
)
χ(0,1),
ξ2 = χ(−∞,−1) +
(
1
2
+ ǫ
)
χ(−1,0) +
1
2
χ(0,1),
and choose the multiplicative constants so that Hj(z) = z+O(1) as |z| → ∞, then
we obtain the functions H1, H2 introduced above. In particular, we now see that
indeed Hj ∈ H. Proposition 5.5 shows that
Hj ∈ N (Ij), I1 = (−1, 0), I2 = (0, 1)
(this of course is also immediate from the original definition of Hj), and ξ1 on I2
(and ξ2 on I1) are small perturbations of the value 1/2 that would correspond to a
reflectionless ξ.
The crucial fact about H1, H2 is the following: If 0 < t < 1 and 0 < ǫ <
1
π arccos(1/2), then
(5.4)
Im H2(t)
Im H1(t)
=
Im H1(−t)
Im H2(−t) ≤ 2.
To prove (5.4), just compute the ratios, using the definitions of H1, H2. Indeed, a
straightforward calculation reveals that these are equal to (one another and)(
1− t
1 + t
)ǫ
1
cos ǫπ
≤ 1
cos ǫπ
.
Define F+ ∈ H as follows:
(5.5) F+(z) =
1
2π
∫
I1
Im H1(t) dt
t− z +
1
2π
∫
I2
Im H2(t) dt
t− z .
Now (5.4) shows that we can write F+ as
F+(z) =
1
π
∫
R
fj(t)Im Hj(t) dt
t− z
for j = 1, 2, and in both cases fj satisfies 0 ≤ fj ≤ 1, fj = 1/2 on Ij . Indeed, from
a comparison with (5.5), we learn that
f1(t) =
{
1/2 t ∈ I1
Im H2(t)/(2 Im H1(t)) t ∈ I2
,
and (5.4) ensures that f1 ≤ 1. Of course, a similar argument works for f2. Note
also that the measures ρj associated with Hj are purely absolutely continuous and
supported by (−1, 1).
We have thus verified that both (H1, F+) and (H2, F+) satisfy the assumptions
of Corollary 5.3 (with A = I1 and A = I2, respectively). Therefore, there exist
potentialsW (j) ∈ R(Ij) corresponding to these data. Since both potentials have the
same positive half line m function (M
(j)
+ = cF+), it follows that W
(1)
+ =W
(2)
+ . On
the other hand, the whole line potentials can not be identical because H1 6= H2. 
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6. Small limit sets
Recall the general philosophy behind Theorem 1.8: We assume that
σess(V ) = Σac(V )(=: E)
and the closed set E is also essentially closed, that is, (x−r, x+r)∩E is of positive
Lebesgue measure for every x ∈ E, r > 0. With this latter assumption in place,
Σac = E will now imply that σac = E also.
Thus Theorem 1.4 together with the obvious inclusion (1.3) imply that
(6.1) Σac(W±) = σ(W ) = E, W ∈ R(E)
for every W ∈ ω(V ). These are strong conditions and thus we can hope to obtain
rather detailed information on the possible potentials W , at least for nice sets E.
Proof of Theorem 1.8. The following strategy suggests itself; see also [15, 16] and
[49, Chapter 8] for very similar arguments in a similar context and especially [6]
for one of the earliest uses of these ideas.
GivenW satisfying (6.1), consider the Green function of the whole line operator:
G(z) = 〈δ0, (JW − z)−1δ0〉 =
∫
E
dµ(t)
t− z ,
where dµ is the spectral measure of JW and the vector δ0. It follows from this
representation that G(t) > 0 if t < α0, G(t) < 0 if t > βN+1, and G(t) is (real and)
strictly increasing in each gap (βj , αj) (j = 1, . . . , N).
We will work with the function H(z) = −G−1(z) instead, because, according to
Theorem 5.2, this is the function that has the decomposition cH =M+ +M−.
Of course, H ∈ H, and the properties of G observed above translate into corre-
sponding properties of H . SinceW ∈ R(E), henceM± ∈ Q(E), we can also deduce
that H ∈ N (E). We again work with the exponential Herglotz representation of H
and introduce
ξ(t) =
1
π
lim
y→0+
Im (lnH(t+ iy)) ,
as in (5.3). What we have learned above about G and H now says that ξ(t) = 1
if t < α0, ξ(t) = 0 if t > βN+1, ξ(t) = 1/2 if t ∈ E, and for each j = 1, 2, . . . , N ,
there exists µj ∈ [βj , αj ] so that
ξ(t) =
{
0 βj < t < µj
1 µj < t < αj
.
In other words, µj is defined as the unique point in the jth gap (βj , αj) for which
G(µj) = 0, should there be such a point. If that is not the case, we let µj = βj or
µj = αj , depending on which sign the values of G on (βj , αj) have.
So, given the µj ’s, we have complete information about ξ(t), and thus we can
recover H , up to a constant factor. If we pick this factor so that H(z) = z + O(1)
for large |z|, we obtain that
(6.2) H(z) =
√
(z − α0)(z − βN+1)
N∏
j=1
√
(z − βj)(z − αj)
z − µj .
Compare [6, eq. (5.11)], [15, Lemma 3.4], or [49, Lemma 8.3].
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Let us now use Corollary 5.3 to find all potentials W ∈ R(E) that correspond
to this H and satisfy the additional condition that
(6.3) σ(W ) = E;
compare (6.1). In other words, we must find all F+ ∈ Q(E) as in (5.2) which
correspond to whole line potentials W with σ(W ) = E. Clearly, F+ is determined
by f from (5.2), so it suffices to discuss the possible choices for this function.
The measure ρ associated with H is purely absolutely continuous on E; this
follows readily from (6.2). Thus, on E, there is no choice: we must take f = 1/2
by Proposition 5.1.
This does not completely define f almost everywhere with respect to ρ because
ρ({µj}) > 0 for every j for which µj ∈ (βj , αj). This, too, follows directly from
(6.2). I now claim that only the choices f(µj) = 0 and f(µj) = 1 are consistent
with (6.3). Indeed, if we had 0 < f(µj) < 1, then, since ρ = ρ+ + ρ−, both half
line problems would have an eigenvalue at µj . This is equivalent to f±(0, µj) = 0,
where f± are the solutions of (3.1) with z = µj that are square summable near ±∞.
It would then follow that f+ and f− are actually multiples of one another, that is,
there exists a solution f(·, µj) ∈ ℓ2(Z) and hence µj ∈ σ(W ). This contradicts (6.3).
Note also that no such problem occurs if f(µj) = 0 or 1 because then f−(0, µj) = 0,
f+(0, µj) 6= 0 or conversely, so there is no solution which is in ℓ2(Z).
We now summarize our discussion so far and add the (rather obvious) converse
statement: Given a set E as in the statement of Theorem 1.8, the potentialsW that
satisfy (6.1) are in natural one-to-one correspondence to the N -tuples (µ̂1, . . . , µ̂N ),
where µ̂j = (µj , sj) with µj ∈ [βj , αj ] and sj = 0, 1, and if µj = αj or µj = βj ,
then (µj , 0) = (µj , 1) are identified.
More precisely, given such an N -tuple (µ̂1, . . . , µ̂N ), we define H ∈ N (E) by
(6.2) and F+ as in (5.2), with f = 1/2 on E and f(µj) = sj . In this context, also
recall that ρ({µj}) = 0 if µj = βj or µj = αj , so in this case, it wouldn’t have been
necessary to specify f(µj), and thus sj becomes irrelevant.
We have now defined f almost everywhere with respect to ρ in such a way that
the pair (H,F+) satisfies the conditions from Corollary 5.3.
From the construction, it is clear that the potentials W obtained in this way
satisfyW ∈ R(E), σess(W ) = E. Moreover, a point t /∈ E can only be an eigenvalue
if either M+(t) = −M−(t) or both M+ and M− have a pole at t. Indeed, this is the
condition for the two half line ℓ2 solutions f±(·, t) to match at n = 0. However, the
second condition leads us back to the µj , and we have been careful to make sure
that these are not eigenvalues. The first condition would imply that H(t) = 0, but
(6.2) shows that this does not happen outside E. We conclude that the construction
just described does produce a W satisfying (6.1).
Conversely, our discussion above has shown that ifW satisfies (6.1), then it arises
in this way.
The set of parameters µ̂ = (µ̂1, . . . , µ̂N ) can be naturally identified with an N -
dimensional torus S1×· · ·×S1. Furthermore, it is quite clear from the construction
that then the map µ̂ 7→M+ ∈ H becomes a continuous injective map if we, as usual,
endow H with the topology of uniform convergence on compact subsets of C+. We
only need to verify that ρ({µj})→ 0 as µj → βj or αj , in order to rule out problems
at those points µ̂ for which µj = βj or αj for some j. However, this claim follows
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immediately from (6.2) if we make use of the general formula
ρ({x}) = −i lim
y→0+
yH(x+ iy).
If we now define TN (E) as the sets of potentials W satisfying (6.1), then, as just
explained, we have a bijection
S1 × · · · × S1 → TN (E), µ̂ 7→W.
Since the map M+ 7→ W is continuous by Lemma 3.2 and Proposition 4.1(e),
this correspondence is continuous, too, and TN (E) is homeomorphic to an N -
dimensional torus, as claimed.
This proves Theorem 1.8, except for the additional claim that TN (E) coincides
with the set of finite gap potentials. This just follows from the fact that the m
functions M+ that we obtain here exactly coincide with those of the finite gap
potentials with spectrum E, and in both cases, by the reflectionless condition,
these determine the potential uniquely. See [49, Sect. 8.3], especially formula (8.87)
and Theorem 8.17. 
This contains Corollary 1.7 as the special case N = 0. However, it is also
instructive to run through the above argument again to explicitly confirm the claim
made in (1.5). So assume now that
σ(W ) = [−2, 2], W ∈ R(−2, 2).
There is no gap and thus (6.2) simplifies to
H(z) =
√
(z + 2)(z − 2).
The only F+ ∈ Q(−2, 2) compatible with this H and satisfying the assumptions of
Corollary 5.3 is given by
F+(z) =
1
2π
∫ 2
−2
√
4− t2
t− z dt.
Since χ(−2,2)(t)
√
4− t2 dt/(2π) is the spectral measure of the free Jacobi matrix
a = 1, b = 0 on Z+, we now obtain (1.5).
Although this is somewhat off topic here, let me also briefly describe how one
can continue from here if a deeper analysis of the (finite gap) potentialsW ∈ TN (E)
is desired. The standard theory proceeds as follows: Instead of cutting the whole
line into two half lines at n = 0, we can of course also cut at an arbitrary n ∈
Z. In this way, we obtain a sequence of n-dependent parameters µ̂(n) for every
fixed W ∈ TN (E). The crucial fact is this: by conjugating with the Abel-Jacobi
map of the Riemann surface of w2 =
∏
(z − αj)(z − βj+1), the map evolving the
µ̂(n) becomes translation on another N -dimensional torus (the real part of the
Jacobi variety). This proves that W is quasi-periodic and gives a rather explicit
description. See the references mentioned above for more detailed information
[5, 11, 26, 31, 33, 49, 50, 51].
7. Two counterexamples
As our first illustrative example relevant to Theorem 1.4, we just recall the
properties of a model investigated in depth by Stolz in [48]. In fact, Stolz discusses
a general class of slowly oscillating potentials, but we will only consider the potential
V (n) = cos
√
n.
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Then [48, Theorem 1], applied to the case at hand, says that
σess(V ) = [−3, 3], Σac(V ) = [−1, 1]
(actually, the latter statement is not given in literally this form, but it is easily
extracted from [48]). On the other hand, since V (n) is almost constant on long
intervals for all large n, it is clear that
ω(V ) =
{
W (a)(n) ≡ a : −1 ≤ a ≤ 1
}
.
These limit potentials potentials satisfy
σ(W (a)) = Σac(W
(a)
± ) = [−2 + a, 2 + a], W (a) ∈ R(−2 + a, 2 + a).
Note that for all a ∈ [−1, 1], we have that
Σac(V ) ⊂ Σac(W (a)± ), σ(W (a)) ⊂ σess(V ),
as asserted by Corollary 1.6 and (1.3). Both inclusions are strict.
The potentialsW (a) have two additional properties, which are not guaranteed by
Theorem 1.4: They are reflectionless on the larger (than Σac(V )) sets Σac(W
(a)
± ) =
[−2 + a, 2 + a], and we can obtain Σac(V ) as
(7.1) Σac(V ) =
⋂
W∈ω(V )
Σac(W±).
Neither of these properties holds in general. In fact, it could also be argued that
(7.1) doesn’t make much sense in general because Σac is only determined up to sets
of measure zero. This objection, however, is somewhat beside the point because
the following example will reveal more serious problems.
The basic idea behind this second example is to use inverse scattering theory
to come up with a suitable (whole line) potential W (0) = (a0, b0) that will be
the fundamental building block. I should also point out that Molchanov [32] has
analyzed similar examples in great detail, using related ideas.
We will not enter a serious discussion of inverse scattering theory here. Rather,
we will just extract what we need and refer the reader to [14, 52] and especially
[49, Chapter 10] for a thorough treatment. However, I will mention one (well
known) basic fact in Proposition 7.1 below, in order to motivate and illuminate the
construction.
Inverse scattering theory yields the existence of (whole line) Jacobi coefficients
W (0) = (a0, b0) with the following set of properties: Σac(W
(0)
± ) = [−2, 2],
a0(n)→ 1, b0(n)→ 0 (|n| → ∞),
and for ϕ ∈ (0, π/2), the Jacobi equation
(7.2) a0(n)f(n+ 1) + a0(n− 1)f(n− 1) + b0(n)f(n) = 2 cosϕf(n)
has a solution f(n, ϕ) satisfying the asymptotic formulae
(7.3) f(n, ϕ) =
{
einϕ + o(1) n→ −∞
eiψeinϕ + o(1) n→∞ .
The angle ψ will usually depend on ϕ. Note also that the spectral parameter
t = 2 cosϕ varies over (0, 2) if ϕ ∈ (0, π/2). The significance of (7.3) will be
discussed further in a moment, but we can immediately make the clarifying remark
that (7.3) will imply that W (0) ∈ R(0, 2).
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Finally, we also demand that W (0) is not reflectionless anywhere on (−2, 0).
More precisely, if A ⊂ (−2, 0) has positive measure, then W (0) /∈ R(A).
It may seem that we are asking for a lot here, but actually the existence of
potentials W (0) with these properties is a rather easy consequence of inverse scat-
tering theory and we don’t need anything close to the full force of this machinery
here. Just start out with a smooth (and let’s say: real valued and even) reflection
coefficient that is zero precisely on |ϕ| ≤ π/2. The basic result that will do all the
work here is [49, Theorem 10.12]. We actually obtain more precise information on
W (0) from this, but what we have stated above will suffice for our purposes here.
We don’t want to enter a discussion of the technical details of inverse scattering
theory, so I will leave the matter at that. Let me just mention one illuminating fact.
We need some notation. If a(n)− 1, b(n) decay sufficiently rapidly (a− 1, b ∈ ℓ1(Z)
will suffice for the few simple remarks I want to make here, but in inverse scattering
theory, one typically needs stronger assumptions), then the Jacobi equation (7.2)
with ϕ /∈ Zπ has Jost solutions, that is, solutions of the asymptotic form f± =
e±inϕ + o(1) as n → ∞. These are linearly independent and thus form a basis of
the solution space. Moreover, there are of course other solutions satisfying similar
formulae near −∞. In particular, we can take such a solution and expand it in
terms of f±. In other words, there exist T (ϕ), R(ϕ) ∈ C so that the following
formula describes the asymptotics of a certain solution f :
f(n, ϕ) =
{
einϕ + o(1) n→ −∞
T (ϕ)−1(einϕ +R(ϕ)e−inϕ) + o(1) n→∞ .
The coefficients T , R defined in this way are called the transmission and reflection
coefficients, respectively. Constancy of the Wronskian implies that |T |2+ |R|2 = 1,
so we now see that (7.3) corresponds to the special case where R ≡ 0 on ϕ ∈ (0, π/2).
Proposition 7.1. Suppose that a− 1, b ∈ ℓ1(Z). Let
A = {2 cosϕ : R(ϕ) = 0} .
Then (a, b) is reflectionless precisely on A. In other words, (a, b) ∈ R(A), but
(a, b) /∈ R(B) if |B \A| > 0.
This follows quickly from the observation that the Jost solutions f± are the
boundary values (as z → t ∈ R) of the ℓ2 solutions f±(·, z) defined earlier (see
Sect. 3). We will not provide any details here.
The Proposition finally explains the terminology: at least in a scattering sit-
uation, a potential is reflectionless precisely on the set on which the reflection
coefficient vanishes. It is now also clear that a potential W (0) with the properties
given above might be relevant for the issues we are interested in here. Let us now
take a closer look at such an example. Basically, we will just assemble V from
repeated copies of W (0), but since W (0) is not compactly supported, we will also
need cut-offs.
Theorem 7.2. Let
V (n) = (a(n), b(n)) =
{
W (0)(n− cj) cj − Lj ≤ n ≤ cj + Lj
(1, 0) otherwise
.
If Lj increases sufficiently rapidly and the cj also increase so fast that the intervals
{cj−Lj , . . . , cj+Lj} are disjoint, then the (half line) Jacobi matrix with coefficients
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V satisfies
Σac(V ) = [0, 2].
On the other hand,
ω(V ) =
{
SnW (0) : n ∈ Z
}
∪ {W ≡ (1, 0)} ,
so, in particular,
Σac(W±) = [−2, 2] for all W ∈ ω(V ).
Moreover, if W ∈ ω(V ), W 6= (1, 0), then W /∈ R(Σac(W±)).
This shows, first of all, that one needn’t bother with trying to make sense out of
(7.1) in general since it is wrong anyway. The final statement seems more important
still: While we of course always have thatW ∈ R(Σac(V )), as asserted by Theorem
1.4, it is not true in general that W ∈ ω(V ) is also reflectionless on the possibly
larger sets Σac(W±).
Proof. Only the inclusion
(7.4) Σac(V ) ⊃ [0, 2]
needs serious proof; everything else then falls into place very quickly. Indeed, to
determine ω(V ), it suffices to recall that W (0) = (a0, b0) → (1, 0) as |n| → ∞.
Since W (0) is not reflectionless anywhere on the complement of [0, 2], it follows
from Theorem 1.4 that Σac(V ) ⊂ [0, 2].
So let us now prove (7.4). The crucial observation is the following: the condition
of the reflection coefficient being zero forces the transfer matrix to be close to a
rotation asymptotically. Let us make this more precise. We again assume that
ϕ /∈ Zπ. Given a solution y of (7.2), we then introduce
Y (n) =
(
sinϕ 0
− cosϕ 1
)(
y(n− 1)
y(n)
)
.
This may look somewhat arbitrary at first sight but is actually a natural thing to
do because length and direction of Y are the familiar Pru¨fer variables. Compare
[20, 27]. Let T (L,ϕ) ∈ R2×2 be the matrix that moves Y (n) from n = −L to n = L,
that is, TY (−L) = Y (L).
To illustrate the basic mechanism in a situation that is as simple as possible,
suppose for a moment that we had a solution of the type (7.3), but with no errors
(so, formally, o(1) = 0 in (7.3)). This is a fictitious situation because the other
properties of W (0) would then become contradictory, but let us not worry about
this now; it will be easy to incorporate the error terms afterwards. The transfer
matrix T (L,ϕ) then would have to satisfy
e−i(L+1)ϕT (L,ϕ)
(
sinϕ 0
− cosϕ 1
)(
1
eiϕ
)
= eiψei(L−1)ϕ
(
sinϕ 0
− cosϕ 1
)(
1
eiϕ
)
,
or, equivalently,
(7.5) T (L,ϕ)
(
1
i
)
= eiψe2iLϕ
(
1
i
)
.
Recall that the entries of T are real. Thus (7.5) implies that
T (L,ϕ) =
(
cos θ sin θ
− sin θ cos θ
)
, θ ≡ ψ + 2Lϕ.
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An analogous calculation still works if we keep the error terms o(1); it now follows
that if (7.3) holds, then
(7.6) T (L,ϕ) =
(
cos θ sin θ
− sin θ cos θ
)
+ S(L,ϕ), lim
L→∞
‖S(L,ϕ)‖ = 0.
Thus, by dominated convergence, we can now pick Ln ∈ N so large that∣∣{ϕ ∈ (0, π/2) : ‖S(Ln, ϕ)‖ ≥ 2−n}∣∣ < 2−n.
We may further demand that
(7.7) |a0(k)− 1|, |b0(k)| < 2−n for |k| ≥ Ln.
The Borel-Cantelli Lemma guarantees that for almost every ϕ ∈ (0, π/2), we will
eventually have that
‖S(Ln, ϕ)‖ < 2−n (n ≥ n0 = n0(ϕ)).
Now define V as described in the statement of the theorem, let Y correspond to a
solution of the Jacobi equation with these coefficients, and put Rn(ϕ) = ‖Y (cn +
Ln, ϕ)‖. Recall also that the transfer matrix over an interval is exactly a rotation
if V = (1, 0) on that interval. Finally, (7.7) makes sure that the one-step transfer
matrices at the gluing points cn±Ln also differ from a rotation only by a correction
of order O(2−n).
Thus, putting things together, we find that for almost every ϕ ∈ (0, π/2), we
have estimates of the form
Rn(ϕ) ≤
(
1 + Cϕ2
−n
)
Rn−1(ϕ)
for all n ≥ n0(ϕ). It follows that
lim sup
n→∞
Rn(ϕ) <∞
for almost every ϕ ∈ (0, π/2), and this implies (7.4) by [39, Proposition 2.1]. 
With a more careful analysis, one can also establish that (7.6) holds uniformly on
ϕ ∈ [ǫ, π/2−ǫ] and this lets one show that the spectrum is actually purely absolutely
continuous on (0, 2), by using a criterion like [29, Theorem 1.3]. However, this
improvement does not seem to be of particular interest here, so we have taken an
armchair approach instead and given preference to the technically lighter treatment.
Appendix A. Proof of Theorem 3.1
The two key notions in this proof are (pseudo)hyperbolic distance and harmonic
measure on C+. We quickly summarize the basic facts that are needed in the
sequel. See [3, 4] for a more detailed treatment and also [25, 42] for background
information.
As in [3, 4], we define the pseudohyperbolic distance of two points w, z ∈ C+ as
(A.1) γ(w, z) =
|w − z|√
Im w
√
Im z
.
This is perhaps not the most commonly used formula and it doesn’t satisfy the
triangle inequality, but it is well adapted to our needs here. See [4, Proposition 1] for
the relation of γ to hyperbolic distance. Note that [4, Proposition 1] in particular
says that γ is an increasing function of hyperbolic distance. As a consequence,
holomorphic maps F : C+ → C+ are distance decreasing: γ(F (w), F (z)) ≤ γ(w, z)
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if F ∈ H. In particular, for automorphisms F ∈ Aut(C+), we have equality here.
Recall also that these are precisely the linear fractional transformations
z 7→ az + b
cz + d
with a, b, c, d ∈ R, ad − bc > 0. It will be convenient to use matrix notation for
(general) linear fractional transformations. That is, if a, b, c, d ∈ C, ad − bc 6= 0,
and z ∈ C, we will define
(A.2) Sz =
az + b
cz + d
, S ≡
(
a b
c d
)
.
This is best thought of as the matrix S acting in the usual way on the vector
(z, 1)t = [z : 1] of the homogeneous coordinates of z = [z : 1] ∈ C ⊂ CP1. The
image vector S(z, 1)t records the homogeneous coordinates of the image point under
the linear fractional transformation. In particular, (A.2) then describes the action
of S on the Riemann sphere C∞ ∼= CP1.
Hyperbolic distance and harmonic measure are intimately related: If w, z ∈ C+
and S ⊂ R is an arbitrary Borel set, then
(A.3) |ωw(S)− ωz(S)| ≤ γ(w, z)
(this will suffice for our purposes here, but see also [4, Proposition 2] for an inter-
esting stronger statement). To prove (A.3), fix S ⊂ R with |S| > 0, and recall that
z 7→ ωz(S) is a positive harmonic function on C+. This function has a harmonic
conjugate α(z); in other words, F (z) = α(z) + iωz(S) ∈ H, and by the distance
decreasing property of such functions, we obtain that
γ(w, z) ≥ γ(F (w), F (z)) ≥ |ωw(S)− ωz(S)|√
ωw(S)
√
ωz(S)
≥ |ωw(S)− ωz(S)| .
Lemma A.1. Let A ⊂ R be a Borel set with |A| <∞. Then
lim
y→0+
sup
F∈H;S⊂R
∣∣∣∣∫
A
ωF (t+iy)(S) dt−
∫
A
ωF (t)(S) dt
∣∣∣∣ = 0.
This stunning result is Theorem 1 of [4].
The point here is the uniform convergence. For fixed F , the statement follows
immediately from Proposition 2.2(c) and the obvious fact that F (z + iy) → F (z)
locally uniformly as y → 0.
Proof. This will follow from the neat identity
(A.4) ωF (z)(S) =
∫ ∞
−∞
ωF (t)(S) dωz(t),
which is valid for all Borel sets S ⊂ R and z ∈ C+. To prove (A.4), it suffices to
observe that both sides are bounded, non-negative harmonic functions of z ∈ C+
with the same boundary values ωF (t)(S) for almost every t ∈ R. Therefore, they
must be identical.
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Fubini’s Theorem now shows that∫
A
ωF (t+iy)(S) dt =
∫
A
dt
∫ ∞
−∞
dωt+iy(u)ωF (u)(S)
=
1
π
∫
A
dt
∫ ∞
−∞
du
y
(u − t)2 + y2 ωF (u)(S)
=
∫ ∞
−∞
ωu+iy(A)ωF (u)(S) du.
Therefore,∣∣∣∣∫
A
ωF (t+iy)(S) dt−
∫
A
ωF (t)(S) dt
∣∣∣∣ = ∣∣∣∣∫ ∞
−∞
ωF (t)(S) (ωt+iy(A) − χA(t)) dt
∣∣∣∣
≤ max
B=A,Ac
∫
B
ωt+iy(B
c) dt =
∫
A
ωt+iy(A
c) dt.
The inequality follows because 0 ≤ ωF (t)(S) ≤ 1 and the second factor satisfies
ωt+iy(A) − χA(t) ≥ 0 for t ∈ Ac and it is ≤ 0 if t ∈ A, so by integrating over just
one of these sets we only avoid cancellations. If we then use the definition of ωz
and Fubini’s Theorem, we see that the two integrals from the maximum are equal
to one another.
We have now estimated the difference from the statement of Lemma A.1 by
ǫA(y) :=
∫
A
ωt+iy(A
c) dt,
a quantity that is independent of both F and S. To show that ǫA(y)→ 0 as y → 0+,
recall that by Lebesgue’s differentiation theorem, we have that |Ac∩(t−h, t+h)| =
o(h) for almost all t ∈ A. For such a t, we obtain that
ωt+iy(A
c) ≤ 1
π
∫
Ac∩(t−Ny,t+Ny)
y
(s− t)2 + y2 ds+
1
π
∫
|s−t|≥Ny
y
(s− t)2 + y2 ds
= No(1) + 1− 2
π
arctanN
as y → 0+. By taking y small enough and noting that N > 0 is arbitrary, we see
that ωt+iy(A
c)→ 0 for almost all t ∈ A, and thus indeed ǫA(y)→ 0 by dominated
convergence. 
We are interested in the asymptotic behavior of the m functions m±(n, z), as
n→∞. We recall the definitions. For z ∈ C+, let f±(n, z) be the solutions of
(A.5) a(n)f(n+ 1) + a(n− 1)f(n− 1) + b(n)f(n) = zf(n)
satisfying a(0)f−(0, z) = 0 and f+(·, z) ∈ ℓ2(Z+), respectively. These are unique
up to constant factors. Then
m±(n, z) = ∓ f±(n+ 1, z)
a(n)f±(n, z)
,
From (A.5), we can easily extract the matrices T± that describe the evolution of
the vectors (f(n+ 1),∓a(n)f(n))t. Moreover, the components of these vectors are
homogeneous coordinates of the numbers m±(n, z). We thus find that
(A.6) m±(n, z) = T±(a(n), b(n), z)m±(n− 1, z), T±(a, b, z) ≡
(
z−b
a ± 1a∓a 0
)
.
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Here, we use the matrix notation for linear fractional transformations, as introduced
in (A.2). Of course, if written out, (A.6) gives us the familiar Riccati equations for
m± (see, for example, [49, Eqns (2.11), (2.13)]).
We will use the abbreviationsm+(z) ≡ m+(0, z) and T±(n, z) ≡ T±(a(n), b(n), z),
and we also introduce
P±(n, z) := T±(n, z)T±(n− 1, z) · · ·T±(1, z).
By iterating (A.6) (and noting that m−(0, z) =∞), we then obtain that
(A.7) m+(n, z) = P+(n, z)m+(z), m−(n, z) = P−(n, z)∞.
We also observe the following properties of the linear fractional transformations
T±: First of all, if z ∈ R (and a > 0, b ∈ R), then T±(a, b, z) ∈ Aut(C+), the
automorphisms of C+. If z ∈ C+, then T−(a, b, z) ∈ H, while T+ does not map C+
to itself then.
Let us now return to the proof of Theorem 3.1. Suppose we did not know that
m−(0, z) = ∞, but only that m−(0, z) ∈ C+. The above remarks together with
(A.7) make it clear that then the hyperbolic diameter of the set of possible values
of m−(n, z) decreases as n → ∞. The following Lemma and especially Corollary
A.3 make this more precise.
Lemma A.2. Let a > 0, b ∈ R, z ∈ C with y ≡ Im z ≥ 0. Suppose that
wj = T−(a0, b0, z)ζj, ζj ∈ C+, a0 > 0.
Then
γ (T−(a, b, z)w1, T−(a, b, z)w2) ≤ 1
1 + (y/a0)2
γ(w1, w2).
Corollary A.3. Suppose that a(n) ≤ A, and let K be a compact subset of C+.
Then
lim
n→∞
γ(m−(n, z), P−(n, z)w) = 0,
uniformly in z ∈ K, w ∈ C+. In fact, γ ≤ Cqn for n ≥ 2, where we may take
q = 1/(1 + (δ/A)2) < 1 if Im z ≥ δ > 0 for all z ∈ K.
Proof. The Corollary is immediate from the Lemma if we also note that by Weyl
theory (or inspection), the set {P−(n, z)w : w ∈ C+, z ∈ K} is a compact subset of
C+ for n ≥ 2.
So it suffices to prove the Lemma. Now
T ≡ T−(a, b, z) =
(
1/a −b/a
0 a
)(
1 z
0 1
)(
0 −1
1 0
)
≡ AS(z)J,
and A, J ∈ Aut(C+), that is, A and J are isometries with respect to γ. Therefore,
we can put uj = Jwj and we then have that γ(Tw1, Tw2) = γ(Su1, Su2) and
γ(w1, w2) = γ(u1, u2). Moreover, from the definition (A.1) it is immediate that
(A.8)
γ(S(z)u1, S(z)u2)
γ(u1, u2)
=
γ(u1 + z, u2 + z)
γ(u1, u2)
=
(
Im u1
y + Im u1
)1/2(
Im u2
y + Im u2
)1/2
.
The hypothesis on wj says that
wj =
z − b0
a20
+
Zj
a20
, Zj = −1/ζj ∈ C+.
ABSOLUTELY CONTINUOUS SPECTRUM 35
Thus Im wj ≥ y/a20, and since uj = −1/wj, it follows Im uj ≤ a20/y. Therefore,
the asserted estimate follows from (A.8) 
We now have all the tools to finish the
Proof of Theorem 3.1. Let A ⊂ Σac, |A| < ∞, and let ǫ > 0 be given. As the
first step of the proof, decompose A = A0 ∪ A1 ∪ . . . ∪ AN . We pick these sets in
such a way that m+(t) ≡ limy→0+m+(t+ iy) exists and m+(t) ∈ C+ on
⋃N
j=1 Aj .
Moreover, we demand that there exist mj ∈ C+ so that
(A.9) γ(m+(t),mj) < ǫ (t ∈ Aj , j = 1, . . . , N)
and |A0| < ǫ. Finally, we require that Aj is bounded for j ≥ 1.
To find Aj ’s with these properties, first of all put all t ∈ A for which m+(t) does
not exist or does not lie in C+ into A0 (so far, |A0| = 0). Then pick (sufficiently
large) compact subsets K ⊂ C+, K ′ ⊂ R so that A0 = {t ∈ A : m+(t) /∈ K or t /∈
K ′} satisfies |A0| < ǫ. Subdivide K into finitely many subsets of hyperbolic diame-
ter less than ǫ, then take the inverse images under m+ of these subsets, and finally
intersect with K ′ to obtain the Aj for j ≥ 1.
It is then also true that m+(n, t) exists and lies in C
+ for arbitrary n ∈ Z+ if
t ∈ ⋃Nj=1 Aj . Moreover, since P+(n, t) ∈ Aut(C+), we obtain from (A.7) and (A.9)
that also
(A.10) γ(m+(n, t), P+(n, t)mj) < ǫ (t ∈ Aj , j = 1, . . . , N)
We may now use (A.3) and integrate to see that for arbitrary Borel sets S ⊂ R,
(A.11)
∣∣∣∣∣
∫
Aj
ωm+(n,t)(S) dt−
∫
Aj
ωP+(n,t)mj (S) dt
∣∣∣∣∣ ≤ ǫ|Aj |.
Use the definition of harmonic measure (see (2.3)) to rewrite the second integrand
as
(A.12) ωP+(n,t)mj (S) = ω−P+(n,t)mj (−S).
Moreover, and this seems to be one of the most important steps of the whole proof,
we can further manipulate this as follows:
(A.13) ω−P+(n,t)mj (−S) = ωP−(n,t)(−mj)(−S)
To see this, just note that the linear fractional transformation that is multiplication
by −1 corresponds to the matrix ( 1 00 −1 ) and(
1 0
0 −1
)
T+(a, b, z)
(
1 0
0 −1
)
= T−(a, b, z).
This implies that we also have that
(A.14)
(
1 0
0 −1
)
P+(n, z) = P−(n, z)
(
1 0
0 −1
)
,
and this (for z = t) gives (A.13). (This is the key calculation that was alluded to
in Sect. 1.6; see (1.6).)
Use Lemma A.1 to find a y > 0 so that
(A.15)
∣∣∣∣∣
∫
Aj
ωF (t+iy)(−S) dt−
∫
Aj
ωF (t)(−S) dt
∣∣∣∣∣ ≤ ǫ|Aj |
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for all F ∈ H, all Borel sets S ⊂ R and j = 1, . . . , N . By Corollary A.3, we can
now find an n0 ∈ N so that
γ (m−(n, t+ iy), P−(n, t+ iy)(−mj)) < ǫ
for all n ≥ n0, t ∈ Aj , j = 1, . . . , N . Use (A.3) and integrate over Aj . This gives∣∣∣∣∣
∫
Aj
ωP−(n,t+iy)(−mj)(−S) dt−
∫
Aj
ωm−(n,t+iy)(−S) dt
∣∣∣∣∣ ≤ ǫ|Aj | (n ≥ n0).
Two applications of (A.15) let us get rid of y here. We obtain that∣∣∣∣∣
∫
Aj
ωP−(n,t)(−mj)(−S) dt−
∫
Aj
ωm−(n,t)(−S) dt
∣∣∣∣∣ ≤ 3ǫ|Aj| (n ≥ n0).
We combine this with (A.11), (A.12), (A.13), then sum over j = 1, . . . , N and
finally recall that |A0| < ǫ. It follows that∣∣∣∣∫
A
ωm+(n,t)(S) dt−
∫
A
ωm−(n,t)(−S) dt
∣∣∣∣ ≤ 4ǫ|A|+ 2ǫ
if n ≥ n0. 
Let me try to summarize the argument. Consider −m+(n, t) = −P+(n, t)m+(t).
The crucial identity (A.14) shows that this latter expression equals P−(n, t)(−m+(t)),
thus we also have that
−m+(n, t) = P−(n, t)(−m+(t)).
This already looks very similar to the reflectionless condition from Definition 1.1,
except that −m+(t) on the right-hand side is not the correct initial value if we
want to obtain m−(n, t) (that would be ∞, as we saw in (A.7)). Fortunately, that
doesn’t really matter, though, because of the focussing property of the evolution of
m−(n, z) that is expressed by Lemma A.2 and Corollary A.3. On second thoughts,
things are not really that clear because the evolution is focussing for z ∈ C+ and
not for z = t ∈ R. However, Lemma A.1 saves us then because it allows us to move
into the upper half plane at low cost.
It is perhaps also illuminating to analyze why this proof doesn’t prove too much
(where do we need that A ⊂ Σac) and why the approximation of m+(t) by the
step function with values mj was necessary (it is actually not necessary if m+ has
a holomorphic continuation through A into the lower half plane). I will leave these
points for the interested reader to explore.
References
[1] N. Aronszajn and W.F. Donoghue, On exponential representations of analytic functions in
the upper half plane with positive imaginary part, J. Analyse Math. 5 (1956/1957), 321–388.
[2] N. Aronszajn andW.F. Donoghue, A supplement to the paper on exponential representations
of analytic functions in the upper half-plane with positive imaginary part, J. Analyse Math.
12 (1964), 113–127.
[3] S.V. Breimesser and D.B. Pearson, Asymptotic value distribution for solutions of the
Schro¨dinger equation, Math. Phys. Anal. Geom. 3 (2000), 385–403.
[4] S.V. Breimesser and D.B. Pearson, Geometrical aspects of spectral theory and value distri-
bution for Herglotz functions, Math. Phys. Anal. Geom. 6 (2003), 29–57.
[5] W. Bulla, F. Gesztesy, H. Holden, and G. Teschl, Algebro-geometric quasi-periodic finite-
gap solutions of the Toda and Kac-van Moerbeke hierarchies, Mem. Amer. Math. Soc. 135
(1998).
ABSOLUTELY CONTINUOUS SPECTRUM 37
[6] W. Craig, The trace formula for Schro¨dinger operators on the line, Comm. Math. Phys. 126
(1989), 379–407.
[7] D. Damanik, R. Killip, and B. Simon, Perturbations of orthogonal polynomials with periodic
recursion coefficients, to appear in Ann. of Math.
[8] R. del Rio, N. Makarov, and B. Simon, Operators with singular continuous spectrum. II.
Rank one operators, Comm. Math. Phys. 165 (1994), 59–67.
[9] S. Denisov, On Rakhmanov’s theorem for Jacobi matrices, Proc. Amer. Math. Soc. 132
(2004), 847–852.
[10] J. Dombrowski, Quasitriangular matrices, Proc. Amer. Math. Soc. 69 (1978), 95–96.
[11] B.A. Dubrovin, V.B. Matveev, and S.P. Novikov, Nonlinear equations of Korteweg-de Vries
type, finite-band linear operators and Abelian varieties (Russian), Uspehi Mat. Nauk 31
(1976), 55–136.
[12] R. Froese, D. Hasler, and W. Spitzer, Transfer matrices, hyperbolic geometry and absolutely
continuous spectrum for some discrete Schro¨dinger operators on graphs, J. Funct. Anal. 230
(2006), 184–221.
[13] V. Georgescu and A. Iftimovici, Localizations at infinity and essential spectrum of quantum
Hamiltonians. I. General theory, Rev. Math. Phys. 18 (2006), 417–483.
[14] J.S. Geronimo and K.M. Case, Scattering theory and polynomials orthogonal on the real
line, Trans. Amer. Math. Soc. 258 (1980), 467–494.
[15] F. Gesztesy, M. Krishna, and G. Teschl, On isospectral sets of Jacobi operatos, Comm.
Math. Phys. 181 (1996), 631–645.
[16] F. Gesztesy and P. Yuditskii, Spectral properties of a class of reflectionless Schro¨dinger
operators, J. Funct. Anal. 241 (2006), 486–527.
[17] A.Y. Gordon, Pure point spectrum under 1-parameter perturbations and instability of An-
derson localization, Comm. Math. Phys. 164 (1994), 489–505.
[18] A. Hof, O. Knill, and B. Simon, Singular continuous spectrum for palindromic Schro¨dinger
operators, Comm. Math. Phys. 174 (1995), 149–159.
[19] S. Jitomirskaya and B. Simon, Operators with singular continuous spectrum. III. Almost
periodic Schro¨dinger operators, Comm. Math. Phys. 165 (1994), 201–205.
[20] A. Kiselev, Y. Last, and B. Simon, Modified Pru¨fer and EFGP transforms and the spectral
analysis of one-dimensional Schro¨dinger operators, Comm. Math. Phys. 194 (1998), 1–45.
[21] S. Kotani, Ljapunov indices determine absolutely continuous spectra of stationary random
one-dimensional Schro¨dinger operators, Stochastic analysis (Katata/Kyoto, 1982), 225–247,
North-Holland Math. Library, 32, North-Holland, Amsterdam, 1984.
[22] S. Kotani, One-dimensional random Schro¨dinger operators and Herglotz functions, Proba-
bilistic methods in Mathematical Physics (Katata/Kyoto 1985), 219–250, Academic Press,
Boston, 1987.
[23] S. Kotani, Jacobi matrices with random potentials taking finitely many values, Rev. Math.
Phys. 1 (1989), 129–133.
[24] S. Kotani, Generalized Floquet theory for stationary Schro¨dinger operators in one dimension,
Chaos Sol. Fract. 8 (1997), 1817–1854.
[25] S. Krantz, Complex Analysis: The Geometric Viewpoint, 2nd edition, Carus Mathematical
Monographs, Vol. 23, Mathematical Association of America, Washington, 2004.
[26] T. Kriecherbauer and C. Remling, Finite gap potentials and WKB asymptotics for one-
dimensional Schro¨dinger operators, Comm. Math. Phys. 223 (2001), 409–435.
[27] D. Krutikov and C. Remling, Schro¨dinger operators with sparse potentials: asymptotics of
the Fourier transform of the spectral measure, Comm. Math. Phys. 223 (2001), 509–532.
[28] P. Kurka, Topological and Symbolic Dynamics, Socie´te´ Mathe´matique de France, Paris,
2003.
[29] Y. Last and B. Simon, Eigenfunctions, transfer matrices, and absolutely continuous spec-
trum of one-dimensional Schro¨dinger operators, Invent. Math. 135 (1999), 329–367.
[30] Y. Last and B. Simon, The essential spectrum of Schro¨dinger, Jacobi, and CMV operators,
J. Anal. Math. 98 (2006), 183–220.
[31] H. McKean, Variation on a theme of Jacobi, Comm. Pure Appl. Math. 38 (1985), 669–678.
[32] S. Molchanov, Multiscale averaging for ordinary differential equations. Applications to the
spectral theory of one-dimensional Schrd¨inger operator with sparse potentials, Homogeniza-
tion, 316–397, Ser. Adv. Math. Appl. Sci., 50, World Sci. Publ., River Edge, 1999.
[33] D. Mumford, Tata Lectures on Theta 2, Birkha¨user-Verlag, Basel, 1984.
38 CHRISTIAN REMLING
[34] D.B. Pearson, Singular continuous measures in scattering theory, Comm. Math. Phys. 60
(1978), 13–36.
[35] D.B. Pearson, Value distribution and spectral analysis of differential operators, J. Phys. A:
Math. Gen. 26 (1993), 4067–4080.
[36] D.B. Pearson, Value distribution and spectral theory, Proc. London Math. Soc. 68 (1994),
127–144.
[37] E.A. Rakhmanov, The asymptotic behavior of the ratio of orthogonal polynomials II (Rus-
sian), Mat. Sb. (N.S.) 118(160) (1982), 104–117.
[38] C. Remling, A probabilistic approach to one-dimensional Schro¨dinger operators with sparse
potentials, Comm. Math. Phys. 185 (1997), 313–323.
[39] C. Remling, The absolutely continuous spectrum of one-dimensional Schro¨dinger operators
with decaying potentials, Comm. Math. Phys. 193 (1998), 151–170.
[40] C. Remling, Embedded singular continuous spectrum for one-dimensional Schro¨dinger op-
erators, Trans. Amer. Math. Soc. 351 (1999), 2479–2497.
[41] C. Remling, Weyl theory, manuscript (not intended for publication); see
www.math.ou.edu/∼cremling.
[42] C.L. Siegel, Topics in Complex Function Theory, Vol. 2, Wiley, New York, 1971.
[43] B. Simon, Operators with singular continuous spectrum. I. General operators, Ann. of Math.
(2) 141 (1995), 131–145.
[44] B. Simon, The classical moment problem as a self-adjoint finite difference operator, Adv.
Math. 137 (1998), 82–203.
[45] B. Simon, Orthogonal Polynomials on the Unit Circle, Part 2: Spectral theory, Amer. Math.
Soc. Colloquium Publications, 54, Part 2, American Mathematical Society, Providence, 2005.
[46] B. Simon and T. Spencer, Trace class perturbations and the absence of absolutely continuous
spectra, Comm. Math. Phys. 125 (1989), 113–125.
[47] M. Sodin and P. Yuditskii, Almost periodic Jacobi matrices with homogeneous spectrum,
infinite-dimensional Jacobi inversion, and Hardy spaces of character-automorphic functions,
J. Geom. Anal. 7 (1997), 387–435.
[48] G. Stolz, Spectral theory for slowly oscillating potentials. I. Jacobi matrices, Manuscripta
Math. 84 (1994), 245–260.
[49] G. Teschl, Jacobi Operators and Completely Integrable Nonlinear Lattices, Mathematical
Monographs and Surveys, Vol. 72, American Mathematical Society, Providence, 2000.
[50] P. van Moerbeke, The spectrum of Jacobi matrices, Invent. Math. 37 (1976), 45–81.
[51] P. van Moerbeke and D. Mumford, The spectrum of difference operators and algebraic
curves, Acta Math. 143 (1979), 93–154.
[52] A. Volberg and P. Yuditskii, On the inverse scattering problem for Jacobi matrices with
the spectrum on an interval, a finite system of intervals or a Cantor set of positive length,
Comm. Math. Phys. 226 (2002), 567–605.
[53] P. Walters, An Introduction to Ergordic Theory, Springer-Verlag, New York, 1982.
[54] A. Zlatos, Sparse potentials with fractional Hausdorff dimension, J. Funct. Anal. 207 (2004),
216–252.
Mathematics Department, University of Oklahoma, Norman, OK 73019
E-mail address: cremling@math.ou.edu
URL: www.math.ou.edu/∼cremling
