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当广泛 大致可分为三部分 语音通信 包含语音编码 语音增强等 语音合成 包括语
音合成 语言合成等 语音识别 包含语音识别 说话人辨认及确认 语言理解等 其中
随着数字信号处理及计算机科学的飞速发展 人们对实现人机对话的越来越迫切的要求 使
得语音识别技术近年来得到了空前的发展 国内外许多公司及科研机构都在从事这方面的研
究 取得了很大进展 如 IBM 公司推出了 ViaVoice 软件和福建中银公司和中国科技大学合
作于前不久推出了 中音话王 软件  
       语音识别的方法主要有动态时间弯曲法(DTW) 隐性马尔可夫链法 HMM 及人工神
经网络法三种 其中 DTW 法算法是一种经典算法 它主要利用动态规划技术 DP 来求得输
入使语音信号与模板语音信号两模板匹配时累计距离最小所对应的归正函数 DTW 法的优点
是算法直接明了 识别率较高 但它也有明显的缺点 即运算量较大和缺乏有效的聚类训练
方法 所以该方法主要用于中小词汇量 特定人 孤立词的语音识别系统 马尔可夫链的理
论很早就已提出 但由于以前缺乏一种使该模型参数与语言信号达到最佳匹配的方法 该理
论直到 70 年代后期才应用到语音识别中来 在 HMM 方法中 语音序列被看作马尔可夫随机
过程的输出 识别的核心就是用马尔可夫随机过程对语音进行建模 并求出该随机过程的参
数 隐性马尔可夫模型实际包含状态转移随机过程和输出符号的随机过程 因为这种状态转
移过程是不可见的 隐含的 所以该方法被称为隐性马尔可夫模型 HMM 方法自提出以来得
到了迅速发展 识别率已接近 DTW 法 在非特定人 连续词汇识别系统中得到了广泛应用
人工神经网络法是用网络来模拟人的神经元来模拟如何进行语音识别的某些过程 并能具有
自组织和联想能力 尽管该方法目前尚未有突破性进展 但它是相当有前景的一个研究方向  





的部分 尽管它是一种随机算法 但它不是简单的随机走动 而是有效地利用已有的信息来
搜索那些有希望改善解质量的串 类似于自然进化 遗传算法通过作用于染色体上的基因
寻找好的基因来求解问题 它利用简单的编码技术和繁殖机制来表现复杂的现象 从而解决
非常困难的问题 特别是由于它不受搜索空间的限制性假设的约束 不必要求连续性 导数















         本文尝试把 SGA 引入 DTW 方法中对其优化 用于特定人的孤立词识别 我们知
道 DTW 的核心问题是要在一个二维空间中寻找一条最佳路径来使待识别语音与模板语音
达到匹配 而 SGA 算法在此类最优化问题上的效率是比较高的 所以理论上 SGA 应该可以













                      第一章   语音识别 
1 1 语音识别简介 
         语音识别的研究目标是让机器 听懂 人类口述的语言 听懂有两种含义 第一
种是将这种口述语言逐词 字 逐句地转换为相应的书面语言 文字 第二种则是对口述
语言中包含的要求或询问做出正确的响应 而不拘泥于把所有词的正确转换为书面文字 语
音识别和语音合成相结合 即构成一个 人─ 机通信系统 促使科技界和工业界及国防部
门投入大量的人力和财力来研究语音识别的动力是信息产业迅速发展的迫切要求 其中包括
计算机 办公自动化 通信 国防 机器人等等 下面举例说明之 语音打字机 用口述代
替键盘 实现向计算机输入文字 并且打印输出是人们长远以来的一个迫切愿望 这对于办
公自动化将带来革命性的变化 用机器秘书代替人类秘书 可以使出版界的排字工人 即
使是用电子排版系统 从繁重的劳动中解脱出来 由于汉字输入的特殊性 汉语语音打字机
的重要性尤其突出 通信 美国乃至世界最大的通信公司之一 AT&T 公司长期以来大力致
















这是一项非常频繁的业务 如能用人─机通信系统替代 则人力的节省可想而知 数据库检
索 作战指挥所 政府部门 科研部门 银行 交易所 各种金融机构及工业管理部门无不
需要对庞大的数据进行频繁的检索和查询 其中很多是通过电话来进行的 语音识别的实现
可以免除大量操作人员的重复劳动 可以使用户通过语声直接向数据库检索或查询 既经济
又快速 这正是美国国防部于 1971 年至 1975 年以及 1985 年至 1989 年期间 两次斥巨资搞
ARPA 计划和 DARPA 计划的原因  
        语音识别分类主要有以下四种分法  
        1 从识别的基元或识别的单位来分 按人们开始研究的先后顺序 有孤立词识
别 音素识别 音节识别 连接词识别 即孤立句识别 连续语言识别与理解等  
        2 从识别的词汇量来分 有小词汇量 10 ~ 50 个 中词汇量 50 ~200 个
大词汇量 200 个以上 等孤立词识别 一般欲识别的词汇量越大 所选用基元应越小越少
才是可行的  
        3 从讲话语音的来源来分 有 单个特定讲话者 多讲话者和与讲话者无关三
种 这主要是从语言库的训练与建立的方法来区分的 单讲话者时 一般不必使用聚类技术
但在单讲话者大词汇量情况时 也要用该讲者的多次话音进行聚类 多讲话者则必须要用多
个讲话者的语音样本进行聚类 才能建立有效的语音库 不过 相对于讲话者无关情况来说
这时系统中每个识别基元常只用一个模板 对于与讲话者无关的情况 比前两种要复杂些
建立这种系统的语音库 要求考虑训练模板的人数 年龄 性别等因素 训练时要使用各种
加权信息的聚类技术 通常每个识别基元要建立几个甚至十几个模板  
        4 从识别方法上来分 虽然它们都是建立在统计模式识别的最大似然决策贝叶
斯判决的基础上 有一些相似点 如识别的参数都是连续的特征矢量或离散的符号 该矢量
或符号都是有限的 如 LPC 空间等 技术上都采用局部最优的动态规划技术等 但三者还
是有较大差异的  
        第一种方法称为 DTW 动态时间弯曲 方法 即在时域中求识别样本的某时段与
模板相应段的距离时 以其与准确时间对应的前后若干样的距离中之最小者为其距离 即使
用了在时域内的弹性匹配概念 第二种方法通常称为 HMM 隐性 Markov 模型法 它不















                    图 1  HMM 用于语音识别的基本模型 
     图中 aij (i=1~3,j=1~3)为由 i 到 j 态的转移概率 bi i=1~3 为 i 态输出各特征的概
率 各 aij bi 是在学习过程中根据各训练样本序列估算出来的 准则是对给出的所有训练样
本序列 由初始态 现为 1 态 到终态 现为 3 态 得到的输出概率和最大 对于每一训练
样本 当 aij bi 为定值时可得到一输出概率 求此概率可由最优路由问题中的最优路由求法
及在此最优路由情况下的计分求法 Viterbi算法 此时学习的目的就是求出各图态模型中
的 aij bi 在识别时 令待识别样本也通过每个字的态图模型 按 Viterbi算法得到输出概
率 即本法的计分 以计分最大的态图相应的字为所判别字 由于某字的各训练样本总起
来包括了该字各种发音速率变化的情况 体现于模型中 aij 等参数的值 故与 DTW 法有异曲
同工的效果 第三种方法称为声谱差法 它解决语音动态时间匹配的方法是先计算出训练样
本序列中每个帧的 累计特征差 如第三帧的累计特征差即从语音开始的第 1 2 帧的特征
差加上第 2 3 帧的特征差 并只将累计特征差所规定的 n 个 如 8 个 值的帧号及相应的
特征予以储存 称之为 n 个关键帧 在识别时按同法得到 n 个关键帧 与模板的关键帧一
一相应作比较 将 n 个距离相加得到与该模板间的总距离 同样得到与其它各模板之间的总
距离 而以其中最小者所对应的字为判别字 由于在本法中将累计特征值相同的帧对应求距
离 故能保证识别样本与模板之间各相应的音素在求距离时基本对齐  





















     语音识别的流程框图如图 2  
 
               图 2  语音识别的流程框图 
       在学习时 特征提取 部分将语音按短时段 长度为 8~20ms,邻段可重叠 将数据
分组 帧 由拟定的特征提取程序算出每短时段的特征向量 维数视需要而定 并将它们
组成序列存储 称之为该字的模板 在计算机应存储所有需识别的字的模板  
     识别时 输入语音信号经过与学习时相同的特征提取部分得到待识别语音的特征向量
序列 再在 识别判别部分 中将识别样本与模板存储部分搜寻到的各字模板序列分别作比
较 即按规定的 距离 或 计分 的定义求出对各字而言的距离或计分 以距离最小 或
计分最大 者为识别结果  
 
1.2  语音识别的预处理 
1.2.1 语音产生的离散时间模型 
          在研究了发声器官和语音的产生过程后 便可以建立一个离散时域的语音信号产
































































          图 3 给出了这个语音信号离散时域的产生模型  
           图 3  语音信号产生的离散时间模型 
         它包括三部分 激励源 声道模型和辐射模型 激励源分浊音和清音两个分支
按照浊音/清音开关所处的位置来决定产生的语音是浊音还是清音 在浊音的情况 激励信
号由一个周期脉冲发生器产生 为了使浊音的激励信号具有声门气流脉冲的实际波形 还需
要使上述的冲激序列通过一个声门脉冲模型滤波器 其 Z 域传输函数为 G Z 对声门波
形 的 频 谱 分 析 表 明 其 幅 度 频 谱 按 每 倍 频 程 12db 的 速 度 递 减 如 果 令
G(Z)=1/(1-g1Z
-1)(1-g2Z
-1),其中 g1,g2 都接近于 1 那么由之产生的浊音激励信号的频谱很接近
于声门气流脉冲的频谱 乘系数 Av 的作用是调节浊音信号的幅度或能量 在清音情况下
激励信号由一个随机噪声发生器产生 可设定其平均值为 0 其自相关函数是一个单位冲激
函数 这表明它的任何两个不同样点都不相关且其均方差值为 1 此外还假定它的幅度具有
正态概率分布 高斯分布 乘系数 Au 的作用是调节清音信号的幅度或能量  
      声道模型 V(Z)给出了离散时域的声道传输函数 把实际声道作为一个变截面声管加
以研究 采用流体力学的方法可以导出 在大多数情况下它是一个全极点函数 这样 V(Z)
可以表示为 
              
 
 
      这样 把截面积连续变化的声管近似为 P 段短声管的串联 每段短声管的截面积是
不变的 P 称为这个全极点滤波器的阶 显然 P 取的越大 模型的传输函数与声道实际传
输函数的吻合程度越高 但是 对大多数应用而言 P 值取 8~12 就足够了  
         1 
 V(Z)= ________________________   





周 期 脉 冲
发 生 器
声 门 脉 冲



























      这个模型中 除了 G(Z),R(Z)保持不变外 F0,Av,Au,浊音/清音开关的位置以及声道模
型中的参数 a1~ap 都是随时间变化的 由于发声器官的惯性使这些参数的变化速度受到限制
对于声道参数 在 10~30ms 的时间间隔内可以认为它们保持不便 因此语音的短时分析的
帧长一般取 20ms 左右  
1.2.2 预滤波 采样 A/D 变换 
     预滤波的目的有两个 (1)抑制输入信号各频谱分量中频率超过 fs/2 的所有分量 fs 为
采样频率 ,以防止混迭干扰 (2)抑制 50HZ 的电源干扰 这样 预滤波器必须是一个带通
滤波器 其上 下截频分别为 fH和 fL 对于绝大多数语音编译码系统 fH=3400HZ,fL=60~100HZ,
采样率为 8000HZ 对于语音识别而言 当用于电话用户时指标同上 当用于较高要求场合
时 fH=4500HZ 或 8000HZ,fL=60HZ,fs=10KHZ 或 20KHZ  
      语音信号经过预滤波和采样后 由 A/D 变换器变成二进制字码 事实上 预滤波
采样 A/D D/A 平滑滤波等许多功能都可用一块芯片来完成 如 TI 公司的 TLC320AC01/02        
1.2.3 数字化语音信号的存储及加窗 
     已数字化的语音信号序列依次存入一个数据区 在语音信号处理中一般用循环队列的
方式依次存储这些数据 以便用一个有限容量的数据区来处理数据量极大的话音数据 已处
理过的数据可以抛弃 让出存储空间来存入新的数据 在处理时 按帧从数据区中取出数
据 完成后再取下一帧 绝大部分情况下 语音信号的帧长都取 20ms (fs=8KHZ 时 相应
于每帧有 160 个采样点) 在取数据时 前一帧和后一帧的交叠部分成为帧移 帧移与帧长
的比值一般可以取 0~1/2  
     语音信号的分帧实际上是通过对信号加窗来实现的 这就是用一定的窗口函数 w(n)来
乘以语音信号 s(n) 从而形成加窗语音信号 sw(n) 常用的窗口函数是方窗和哈明窗 它们
的表达式为  
     方窗     
1,   n=0~ N-1 
w(n)={ 
0,   n=其它值 
    哈明窗  
2n 0.54+0.46cos{[( 
N-1 
)-1] }   ,n=0 ~N-1  
w(n)={ 
0              ,n=其它值 














     一般 对语音信号还需作另一预处理 即预加重 语音信号的平均功率谱受声门激励
和口鼻辐射的影响 大约在 200HZ 到 500HZ 按 6db/倍频程跌落 所以需要加一个 6db/倍频
程的提升高频特性的预加重数字滤波器 使语音信号的频谱更平坦 便于进行频谱分析或声
道参数分析 预加重数字滤波器的传递函数一般是  
      H(Z)=1― z-1 
      式中 值接近于 1 典型取 0.94  
1.2.4 语音信号的短时平稳性 
     虽然语音信号是非平稳过程信号 但是由于人的发音器官的肌肉运动速度较慢 所以
语音信号可以认为是局部平稳的 这将使对语音信号的分析大大简化 实践也证明 这基本
上是符合客观现实的 因此 对语音信号流的分析常分段或分帧来处理  
     语音信号的时域分析参数主要有能量和跨零率 自相关和平均幅差函数两类 限于篇
幅 在此只讨论第一类  
    1 短时平均能量 
       以 n 为标志的某帧的短时平均能量 En 的定义为 
       n 
En=     [x(m)w(n-m)]2=    [x(m)w(n-m)]2 
    m=―  m=n-N+1 
     其中 x(m)为语音信号 w(n)为窗口函数 
     若令 h(n)=w2(n),     则 En 的一般式为 
       
En=     [x(m)w(n-m)]2= x
2(n)*h(n) 
    m=―   
    在直角窗口时  
        n 
En=   x2 (m) 
      m=n-N+1 
    短时平均能量 En 的主要用途是  
    (1) 可以从清音中区分出浊音来 因为浊音时 En 的值要比清音时大的多  















    (3)作为一种超音段信息 用于语音识别中  
    但是 对于大电平信号时 En 显得过于敏感 这是可以用另一种度量语音信号幅度变
化的参量 叫短时平均幅值 Mn,其定义如下  
        
Mn=     |x(m)|w(n-m)= |x(n)|*w(n) 
    m=―   
   2 短时平均过零率 
     顾名思义 过零是指信号通过零值 所以过零率就是每秒内信号值通过零值的次数
对于离散时间序列 过零则是指序列取样值改变符号 过零率则是指每个样本改变符号的次
数  
     语音信号 s(n)的平均短时过零率 Zn 定义如下  
       
Zn=     |Sgn[x(m)]-Sgn[x(m-1)]|w(n-m) 
     m=―  
  =   |Sgn[x(m)]-Sgn[x(m-1)]|*w(n) 
    式中 Sgn[*]是如下形式的函数 它表示若信号值等于或大于零 则取为 1 若信号值小




    而 w(n)是一个窗口序列 
 1  
2N  x(n) 0 
 
w(n)={ 
0     , 其它 
    研究表明 浊音时能量集中于较低频段 具有较低的过零率 而清音时能量集中于较高
频段 具有较高过零率  
    短时平均能量与短时平均过零率这两个参量 还可以用于语音识别中来区分寂静段和有
















    (a) 弱摩擦音 如 f,h 等音素 为语音的开头或结尾时  
    (b) 弱爆破音 如 p,t,k 等音素 为语音的开头或结尾时  
    (c)鼻音 如 ng,n,m 等音素 为语音的开头或结尾时  
    在这些情况下 必须联合使用上述两个参数才行  
1.3  识别的主要特征矢量 
     可用来语音识别的语音信号的特征矢量有较多种 如线性预测系数 LPC 特征 倒
谱系数(CEP) 带通滤波器组 BPFG 特征 线谱特征等等 本文只讨论前两种特征  
     1 LPC 系数 
       LPC系数为用线性预测法分析语音时得到的有关语音邻样值间的某些相关特性的参
数组 线性预测分析基于如下的基本概念 即一语音样值能用过去的若干语音样值的线性组
合来近似估计 预测 按在一分析的帧 短时段 内实际的各语音样本与各预测的样本之
间差值的平方和最小准则 可以决定唯一的一组预测系数 即 LPC 系数  
       设{ x(n) }为语音时间序列 第 n 个语音样本可以用前 p 个语音样本来预测 p 即为
LPC 系数的阶数 则 x(n)的预测值表示为 
         p  
x'(n)= ―  ai x(n-i) 
        i=1  
     其中 ai (i=1
. . . p)为预测系数 而预测误差为 
              p  
e(n)= x(n)-x'n)=  ai x(n-i) 
              i=0  
其中 a0=1 为固定常数  
称一帧内各时刻误差的平方和为 E,则对于具有 N 个样本的帧而言 
     N-p-1         p 
E=   [x(n)+  ai x(n-i)]2 
     n=0         i=1 



















R(j)=   x(n)x(n+j) 
 n=0 
称为语音短时自相关系数,N 为一帧中的样本数  
      上述表达式是以语音信号的自相关函数的形式表示的 通常称为自相关法  
      可以看到 在自相关法中我们实际上是用加窗后的语音信号 s'(n)代替了实际的语音信
号 s(n),必然会引入误差 从另一角度来讲 在加窗语音 s'(n)的起始端 我们为了预测非零值
s'(0),要用到 s'(-1),s'(-2),. . . s'(-P),而这些值都为 0 实际上是用 P 个零值来预测一个非零值
同样在 s'(n)的结束端 s'(N)=0,而 s'(N-1),s'(N-2),. . . s'(N-P)都不为 0 用后者来预测前者也会
带来大误差 从这一角度来说 我们应该选用汉明窗这样在两端变化较缓慢的窗 那么在两
端的误差就小得多了  
     实际上 当 N>>P 时 由于具有较大误差的段在整个语音段中所占的比例很小 可以
预期 用自相关法求得的参数是较准确的 语音信号处理中 N 一般取 160~200 之间 而 P
值在 8~12 之间 这是符合 N>>P 的条件的  
     如果对语音信号 s(n)不加窗 我们可以得到另一种求 LPC 系数的方法 称为自协方差
法 它的表示方法如下  
 P 
ak (i,k)= (i,0),i=1 ,2...P 
 k=1 
式中, 
          N-i-1 
k,i = s(m+(i-k))s(m),k=1 ,2...P,i=0,1,2,...,P 
          m= -i 














与 P 可比拟时 它给出的参数估值要准确的多 但在语音信号处理中 大部分情况下都能
满足 N>>P 的条件 这时自协方差法的误差小的优点不再突出 而自相关法由于存在高效递
推算法 成为经常使用的方法  
     无论是自相关法还是自协方差法都需要求相关值的矩阵 语音信号处理中还经常使用
另一类称为格形算法的算法 它引入了前向预测和后向预测的概念 可以通过逐级的递推运
算求得相应的 PARCOR 系数 ki 后直接转换为 LPC 系数 而无需在运算前算出 s(n)的自相关
函数 R(l) 而且 由于能够保证-1 ki 1,而预测器系数由 ki求得 所以预测器多项式能够
保证是稳定的 此外 即使在计算中所用的字长有限 稳定性仍然可以保证 所以该算法比
较适合在定点算法中应用 格形结构如下图表示  
                 图 4 格形结构方框图 
(2)倒谱系数 
     由于 LPC 特征中的各元实际上都同时受该帧时段内发音的声道频率响应和激励信号
源二者的同时影响,未予分离 而后者对某帧而言又带有随机性 指该帧时段内出现的激励
脉冲可能为一个或二个 对于短帧 或者二个或三个 对于长帧 数目具有随机性 所以
会导致所发同一音的一致性下降 影响识别率 为了克服此点人们注意到信号是由激励信源
与声道频响相卷积的结果 从而建立 倒谱特征 它利用了将信号作适当的同态滤波可分
离其相卷积的成分而将二者分离 此种滤波的关键是先将卷积处理为乘积 随之作对数处理
使之化为可分离的相加成分  
    语音信号倒谱具有如下性质  
    1.倒谱的低时部分对应于语音信号的声道分量 且随 1/n 的趋势衰减 故用维数不多的
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