Abstract: ML frequency-offset estimation is hardly be widely used in practical communication systems because of the computational complexity. There is loss of SNR by using low complexity frequency offset estimation based on correlation relative. A novel frequency-offset estimator based on best-weighted correlations is proposed in the paper. By using periodic training sequences the algorithm calculates the correlations of received signals and weights the results properly to estimate the frequency-offset. Theory and simulation show that the method with less complexity makes the mean square error estimator asymptotically optimal performance, and can effectively overcome the SNR loss.
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Introduction
MIMO is a technique to increase channel capacity with adding more antennas and has very high spectrum utilization. It is one of the most competitive technologies in future mobile communications. But the presence of carrier frequency offset unavoidable in MIMO systems. The presence of frequency offset can severely reduce the performance of signal detection system. Therefore, accurate detection of frequency offset and effective compensation has a very important practical significance.
ML frequency-offset estimation is hardly be widely used in practical communication systems because of the computational complexity. The low complexity frequency offset estimation method based on correlation [1, 2] is widely used in the MIMO system now. But this method considered only the two adjacent sub-sequences the correlation between the received signal, algorithms relative asymptotic CRLB (Cramer-Rao Lower Bound), is a non-optimal frequency offset estimation method.
In most current practical systems, frequency offset estimation typically relies on transmitting a known training sequence, which may be pretended, appended, or embedded in the data packet. Although this approach wastes bandwidth, reliable and computationally simple estimates can be obtained. Therefore, this approach has received renewed attention in the last few years [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] .
If training is to be used, it is important to optimize the resources allocated for training: the tradeoff is clearly between improved channel estimation and improved rate; the impact on the bit error rate (BER) is more subtle since BER depends both upon the quality of the channel estimate as well as the nominal signal-to-noise ratio (SNR). Optimal training for multiple-input multiple-output (MIMO) frequencyselective channel estimation has been recently addressed by many authors, e.g., [8] [9] [10] [11] [12] . The designs http://www.sensorsportal.com/HTML/DIGEST/P_2191.htm in [8, 10, 11] were derived for orthogonal frequencydivision multiplexing (OFDM) systems. The work in [12] focused on zero-padded single-carrier and cyclic-prefixed multicarrier block transmissions. Training symbols were inserted in each block in order to track channel variations. By decoupling channel estimation from data detection and using linear minimum mean-square error, optimal training designs were derived. In [9] , optimum finite-alphabet constant amplitude training sequences were proposed for single-carrier systems. Training designs maximizing the mutual information, capacity, or cutoff rate were studied in [12, 13, 15] .
A novel frequency-offset estimator based on bestweighted correlations is proposed in the paper. By using periodic training sequences the algorithm calculates the correlations of received signals and weights the results properly to estimate the frequency-offset. Theory and simulation show that the method with less complexity makes the mean square error estimator asymptotically optimal performance, and can effectively overcome the SNR loss.
The paper is organized as follows. In Section 2, frequency offset estimation model are provided. In Section 3, CRB is provided. Section 4 presents offset estimation based on correlation. The improved frequency offset estimation is provided in Section 5. And in Section 6 presents the analysis of the improved algorithm performance. Computer simulation results are given in Section 7. Finally, some conclusions are drawn in Section 8.
Frequency Offset Estimation Model
Assume that the normalized carrier frequency offset is the same between all transmit antenna and receive antenna and expressed as ν .Taking into account the multipath channel characteristics, a cyclic prefix of 1 L − were added to the front of the training sequence, and through channel, on the No. q receive antenna, discarding the cyclic prefix, The No. k received sequence can be expressed as equation (1) . ( 1), ( 2), , (
can be expressed as the Cyclic prefix.
( ) ( ) k q n t represents the Gaussian white noise.
where
, , , (
Cramer-Rao Bounds
The motivation behind the use of the CRB to design training sequences stems from the fact that the CRB is a lower bound on the mean square error of any unbiased estimator, and the fact that the maximum-likelihood (ML) estimator (asymptotically) achieves the CRB.
In this case, 0 0 ω = , and
The channel vector h is identifiable if and only if A has full column rank:
Thus a necessary but not sufficient condition for channel identifiability is t N M L ≥ . The CRB for h is a lower bound on the covariance of any unbiased estimate ĥ of h , i. e., [23] .
Since ω is an AWGN vector, the CRB for h is readily obtained as 2 1
Offset Estimation Based on Correlation
Based on offset estimation model, consider the receiving two consecutive vector sequences on the No. q received antennas, so
Correlation processing on the No N r received antenna, as follows: 
The frequency offset estimation based on correlation can be obtained by using the statistical average replace the time average
Compared to ML frequency estimation an explicit expression is given by the above formula, Improved frequency estimation algorithm to avoid the ML complex search problems and greatly reduce the computational complexity.
Improved Frequency Offset Estimation Algorithm
Define abbreviations and acronyms the first time they are used in the text, even after they have been defined in the abstract. Abbreviations such as IEEE, IFSA, ac, dc, ms, etc. do not have to be defined. Do not use abbreviations in the title or heads unless they are unavoidable.
Although the frequency offset estimation based on correlation can reduce the complexity of the algorithm, but this method considers only the two adjacent sub-sequences the correlation between the received signal, algorithms relative asymptotic CRLB (Cramer-Rao Lower Bound), is a non-optimal frequency offset estimation method. Correlation property of the overall received signal to be considered based training mechanism .Weighted to be considered to improve the performance of frequency offset estimation algorithm.
According to equation (2) Frequency offset estimator is considered in equation (8) for the entire MIMO communication system
In which
where α can be expressed as the weighted vector that is parameters to be determined. The aim is to find an optimal weight vector, so that equation (11) shows the frequency estimation is unbiased and minimum mean square error. At high SNR, equation (10) can be expressed as
and ( ) q n k is the equivalent complex Gaussian random vector. Omitted the higher order terms of noise in the high SNR, equation (11) can be expressed as 
According to the literature [1] , When η is small enough, arg (1 ) η + can be approximated as I η , The imaginary part of η that I η . Equation (13) can be approximated as 
(1), ,
P is the norm of P vector. Visible, offset estimatorν is unbiased.
If and only if vector 2 ) 1 1
The noise covariance matrix of vector w is represented by C. C=diag[C 1 , C 2 ,…,C n ], Covariance matrix of w q is represented by C q . When 
Into (11) available, by using the optimal weight, the frequency offset estimator ν is followed as
Equation (17) is given the optimal weight vector. Taking into account the actual communication system, the receive antenna is usually equal to the average received SNR, when M q is Used the same value M, (17) can be further expressed as
Mean square error of the frequency offset estimator ν if followed as 
From the above equation, the performance of the algorithm can be improved by increasing M.
Algorithm Performance Analysis
Equation (18) show that the improved frequency offset estimator has nothing to do with the channel gain. Thus in practical communication systems, the optimal weight vector can be calculated in advance and stored, avoiding the real-time computation at the receiving end, thus reducing the MIMO system receiver real-time computational burden, And an improved algorithm to find only pieces of angle calculation, the calculation is a simple algorithm is mainly related to operations, so that the improved algorithm has low complexity and good real-time.
Design parameters M is a very important factor in the improved algorithm. By (18) and (19), complexity and performance of the improved algorithm is directly affected by the choice of different correlation length. The computational complexity of improved algorithm shown in Table 1 , Marked as BWE (Best Weighted Estimation Based on Correlation). In order to compare, Table 1 also shows the computational complexity of the correlation estimation method the computational complexity of the BWE and CBE. Table 1 shows that the computational complexity of the improved algorithm is the same as the Estimation method based on correlation. Fig. 1 shows the effect of the computational complexity and MSE performance, by using different design parameters.
The computational complexity of the lowest when 
By comparison to equation (9), the improved algorithm is the same as the Estimation method based on correlation. 
Can be seen from the above equation, the mean square error of the Frequency offset estimator is the same as the asymptotic CRLB of correlation algorithm. Thus the MSE performance of the algorithm asymptotic to the CRLB of Frequency offset estimation. Overcome the shortcomings of existing SNR loss about the correlation estimation method. There is an efficient compromise between the computational complexity with the performance of estimators in improved algorithm, M=B/2 is the optimal value
In the actual communication system, the total length of training sequence is usually fixed (P=NB). Therefore there is necessary to select the appropriate sequence length N or sequence number B to improve the performance of frequency offset estimation when N optimal =N min =L, Performance is the best, and it can accurate estimates.
Simulation Results
The periodic training sequence of N=8, B=8 is used. The performance of various algorithms is compared in Fig. 2 . The figure shows that the M is larger and the performance is better in the improved algorithm. When M = 1, the proposed optimal weight offset estimation is reduced to the estimation method based on correlation (CBE). The MSE is the worst at the same time. With the increase of the maximum correlation length M, BWE algorithm performance is also constantly improving. When
, the performance of MSE is the best. This is consistent with the theoretical analysis results. the method with less complexity makes the mean square error estimator asymptotically optimal performance.
Conclusions
The synchronization issue of MIMO systems is studied in this paper in the condition that all the timedelay and frequency-offset from different transmitting and receiving antenna pairs are the same. The primary research concentrates mainly on the frequency synchronization.
A novel frequency-offset estimator based on bestweighted correlations is proposed. It is further proved that the proposed algorithm can asymptotically attain the low bound of MSE with the optimum parameter selected and can be considered as an asymptotically optimal frequency-offset estimator in MIMO systems. Theory and simulation show that the method with less complexity makes the mean square error estimator asymptotically optimal performance, and can effectively overcome the SNR loss. 
