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Resumen. Este art´ıculo describe algunas de las actividades del grupo de investi-
gacio´n REINA en torno a la recuperacio´n de informacio´n web. Estas actividades se
han centrado en probar la capacidad de recuperacio´n que puede esperarse de diversos
elementos informativos presentes en las pa´ginas web, adema´s del texto que el usuario
visualiza normalmente en su navegador. Nuestro objetivo ha sido probar estrategias
pre-recuperacio´n de mezclar o combinar esos campos o elementos de informacio´n.
Combinar te´rminos de diversa procedencia en un u´nico ı´ndice puede conseguirse, en
sistemas basados en el modelo del espacio vectorial, operando sobre la fecuencia del
te´rmino en el documento, si se aplica un esquema de pesado basado en tf × idf . El
campo BODY es, obviamente, el ma´s potente desde el punto de vista de la recuperacio´n;
pero los ANCHORs de los backlinks que reciben las pa´ginas indizadas an˜aden una mejora
considerable a los resultados de la recuperacio´n. El contenido de las etiquetas META,
sin embargo, contribuyen poco a la mejora en la recuperacio´n.
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1 Introduccio´n
Este art´ıculo describe los trabajos efectuados por el grupo de Investigacio´n REINA en torno
a la posible mejora de los resultados en la recuperacio´n de pa´ginas web en base a la con-
sideracio´n de diversos campos o elementos de dichas pa´ginas. La coleccio´n de documentos
utilizada como base ha sido la conocida como EuroGov, utilizada ampliamente en trabajos
experimentales de este tipo [10]. En realidad, nuestros trabajos han utilizado la parte de
documentos que esta´n en castellano; tanto los que pertencen al dominio .es, como los que,
perteneciendo a otros dominios diferentes, esta´n tambien en esta lengua.
De otro lado, muchos documentos pertenecientes al dominio .es esta´n en otras lenguas.
Adema´s de las otras lenguas que tambie´n se hablan en Espan˜a (catala´n, euskera, gallego),
muchas de las pa´ginas tienen versiones o traduciones internacionales; especialmente en ingle´s,
pero tambie´n en otras como france´s o alema´n. Adicionalmente, y por parecidas razones,
pa´ginas pertencientes a otros dominios de EuroGov tambie´s estaban en castellano, por lo
que se decidio´ explorar la coleccio´n entera recolectando todas las pa´ginas cuyo idioma fuera
el castellano.
Lamentablemente, las cabeceras de las pa´ginas web ofrecen informacio´n muy poco fiable;
tanto sobre el idioma de las mismas como sobre otras cosas. En muchas ocasiones esas
cabeceras esta´n vac´ıas; mientras que en otros tienen contenidos que no se corresponden con
la realidad. As´ı pues, tuvimos que recurrir a un detector de lenguaje para seleccionar las
pa´ginas en castellano existentes en la coleccio´n EuroGov. El detector utilizado es TextCat
[7], un programa basado en la construccio´n de patrones de uso de n-gramas para cada lengua
contemplada; y la posterior categorizacio´n del texto cuya lengua se desea averiguar [2].
Por lo que se refiere a las consultas, se utilizaron las elaboradas en castellano durante
las campan˜as CLEF 2005 y 2006 [11], junto con los correspondientes juicios de relevancia.
Este art´ıculo esta´ organizado de la siguiente manera: en la pro´xima seccio´n se describe el
enfoque adoptado para abordar el problema; en la seccio´n siguiente se exponen los problemas
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y las opciones adoptadas en lo que se refiere a ana´lisis le´xico y extraccio´n de te´rminos de las
pa´ginas. A continuacio´n, se discute acerca de los campos o elementos de informacio´n u´tiles
en la indizacio´n y recuperacio´n. Ma´s adelante se muestran los experimentos llevados a cabo
y sus resultados. Finalmente, se extraen unas conclusiones.
2 Nuestro enfoque
La estrategia ba´sica seguida es: primero, encontrar las pa´ginas ma´s relevantes para cada
consulta y, de acuerdo con el tipo de consulta, reordenar la lista de los documentos ma´s rel-
evantes recuperados. As´ı, nuestro trabajo tiene dos partes fundamentales: encontrar pa´ginas
relevantes y despue´s ordenar de una forma u´til esas pa´ginas. La tarea de recuperacio´n de las
pa´ginas relevantes para una consulta determinada puede abordarse mediante un sistema con-
vencional de indizacio´n y recuperacio´n, como los basados en el modelo del espacio vectorial
[9].
Sin embargo, en una pa´gina web hay, adema´s del texto que el usuario ve en la ventana
de su navegador, otros elementos informativos que pueden resultar interesantes desde el
punto de vista de la recuperacio´n. Incluso dentro del propio texto podemos encontrar ciertas
estructuras que pueden ayudar, junto con esos otros elementos informativos, a mejorar los
resultados de la recuperacio´n.
Por ejemplo, algunos de esos otros lementos mencionados son el campo TITLE, algu-
nas etiquetas META, los anclas de los backlinks, etc. Dentro del campo body, que es lo que
se visualiza en la ventana del navegador, podemos diferenciar partes que usan diferentes ti-
pograf´ıas, por ejemplo. As´ı, tenemos diferentes fuentes de informacio´n que podemos fusionar.
En este sentido, se han propuesto dos estrategias ba´sicas de fusio´n: fusio´n o combinacio´n pre-
recuperacio´n y post-recuperacio´n [1], [6]. Ambas estrategias han sido probadas; la estrategia
post-recuperacio´n consistio´ en construir un ı´ndice para cada elemento de informacio´n a com-
binar. Cuando hay que resolver una consulta, e´sta es ejecutada contra cada uno de los ı´ndices
constru´ıdos; los resultados obtenidos con cada ı´ndice son fusionados despue´s en una u´nica
lista de documentos recuperados.
Tambie´n hemos probado la estrategia pre-recuperacio´n, que se ha concretado el la elab-
oracio´n de un u´nico ı´ndice con los te´rminos de todos los elementos o campos contemplados;
pero pesado de manera diferente. Una vez constru´ıdo este u´nico ı´ndice, las consultas son
ejecutadas normalmente contra e´l. Naturalmente, en la elaboracio´n de este u´nico ı´ndice
podemos buscar dar ma´s o menos valor a un te´rmino en funcio´n de que aparezca en un
campo o en otro. Esto nos permite utilizar una combinacio´n que, bien afinada, deber´ıa
proporcionar buenos resultados en la recuperacio´n.
La aplicacio´n de diferente peso a los diferentes componentes de la mezcla, en nuestro
caso, es fa´cil. Para la indizacio´n y recuperacio´n utilizamos nuestro software Karpanta [4],
basado en el conocido modelo vectorial, y, en consecuencia, no tenemos ma´s que operar sobre
la frecuencia de cada te´rmino en cada uno de los componentes de la combinacio´n.
En este caso hemols aplicado un esquema de pesado ATU (slope=0.2) [12], pero la idea es
similar para cualquier esquema de pesado basado en tf × idf . Podemos aplicar un multipli-
cador a tf en funcio´n del campo en que aparezca el te´rmino, de manera que haga aumentar
o disminuir el peso de dicho te´rmino, sin dejar de considerar la frecuencia del te´rmino y el
IDF .
2.1 Ana´lisis le´xico y extraccio´n de te´rminos
La primera opreacio´n, previa a cualquier otra, es la conversio´n de las pa´ginas web a texto
plano. Esto tambie´n era necesario para detectar la lengua de cada pa´gina, dado que se
decicio´ trabajar so´lo con las que estaban en castellano.La obtencio´n del texto plano no es
Actas de los Talleres de las Jornadas de Ingeniería del Software y Bases de Datos, Vol. 3, No. 6, 2009
ISSN 1988–3455 SISTEDES, 2009 31
trivial, y no esta´ exenta de problemas. Como se ha comentado antes, no se puede confiar
que en que se sigan los esta´ndares en todos los casos; ni siquiera es posible asegurar que
el contenido sea HTML, aunque el documento comience con las etiquetas apropiadas. En
algunas ocasiones podemos nos podemos encontrar directamento con co´digo binario, PDFs
y similares inmediatamente despue´s de un <HTML>. Con las etiquetas META sucede lo mismo;
incluso cuando esta´n presentes, no siempre ofrecen informacio´n correcta.
De hecho, muchas pa´ginas ni siquiera contienen texto; as´ı que lo primero es determinar el
tipo de contenido. El viejo y bien conocido comando file, bien afinado, puede ayudar a deter-
minar el contenido real de cada pa´gina. Adicionalmente, nos informara´ sobre otra cuestio´n
importante: el sistema de codificacio´n de caracteres utilizado. Para pa´ginas en castellano, lo
habitual es ISO 8859 o UTF-8 ; es necesario conocer esta informacio´n para tratar adecuada-
mente los caracteres especiales. La conversio´n a texto plano, cuando el documento parece
ser realmente HTML, la efectuamos con w3m. Hay otros conversores, pero despue´s de varias
pruebas los mejores resultados parecen ser los de w3m.
Una vez obtenido el texto plano, podemos determinar el idioma mediante TexCat. Se-
leccionados los documentos en castellano, es preciso extraer te´rminos y normalizarlos en
alguna manera. Ba´sicamente, los caracteres son convertidos a minu´sculas, los acentos son
eliminados, al igual que nu´meros, signos ortogra´ficos y similares. Se eliminan tambie´n pal-
abras vac´ıas, de acuerdo con una lista esta´ndar para el castellano; y los dema´s te´rminos se
pasan a trave´s de un s-stemmer mejorado [5].
2.2 Campos utilizados
Son varios los elementos o fuentes de informacio´n que podemos considerar en una pa´gina
web. La base es el campo BODY, obviamente, pero adema´s podemos usar el campo TITLE,
que parece claramente descriptivo, al igual que varias etiquetas META que habitualmente
son utilizadas para estos propo´sitos, en especial META content="Description" and META
content="Keywords". Sin embargo, como ya hemops indicado en otro lugar ([3]), estos
campos no esta´n presentes de una manera uniforme en todas las pa´ginas. Muchas no los
contienen y otros tienen valores META generados de manera automa´tica por los programas
que han producido esas pa´ginas web.
En otros casos, aunque los valores sean asignados de manera manual por los autores
de las pa´ginas, resultan poco operativos. Adicionalmente, podemos pensar que te´rminos que
aparecen con tipograf´ıa resaltada pueden ser ma´s representativos. Las etiquetas o campos H1,
H2, etc. son un ejemplo. Desgraciadamente, el uso de estas etiquetas tampoco es uniforme, y
ha evolucionado hacia la definicio´n de fuentes y taman˜os espec´ıficos de letra, ma´s complejos
de procesar.
Otro elemento importante es el de los anclas de los backlinks, o enlaces desde otros lugares
a la pa´gina en cuestio´n. De manera ma´s o menos breve, estos anclas describen la pa´gina con
la que conectan; esta descripcio´n es importante, porque esta´ hecha por alguien diferente
del autor de la pa´gina que queremos indizar. Podemos pensar que esta descripcio´n an˜ade
te´rminos distintos de los usados en la propia pa´gina. No obstante, muchos de estos anclas
pueden hacer referencia a partes muy concretas de la pa´gina apuntada; igualmente, hay
pa´ginas con muchos backlinks y anclas y otras con pocos o ninguno. Y, en cualquier caso,
tenemos el problema de obtener esos anclas. En nuestro caso, hemos procesado la totalidad
de la coleccio´n EuroGov para obtener todos los enlaces y sus correspondientes anclas que
apuntan hacia pa´ginas en castellano. Es evidente que fuera del la coleccio´n EuroGov hay
ma´s enlaces que apuntan hacia dichas pa´ginas, pero no tenemos forma de obtenerlos.
Finalmente, hemos construido ı´ndices con los siguientes elementos: BODY, TITLE, META
content=Title, META content=description, META content=keywords, H1, H2, ANCHORS.
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3 Experimentos
Apoya´ndonos en las estimaciones de relevancia que forman parte de la coleccio´n de docu-
mentos, hemos efectuados diversas pruebas con varias combinaciones de elementos o campos
en distintas proporciones. Hemos elegido como l´ınea base para comparaciones los resultados
con un ı´ndice formado exclusivamente por los te´rminos que aparecen en el campo BODY.
BODY(fd=1)
ANCHOR(fd=1)
TITLE (fd=1.5)
META-DESC (fd=1.5)
META-TITLE (fd=1)
META-KEY (fd=0.5)
H1 (fd=0.8)
H2 (fd=0.8)
Tabla 1. Combinacio´n ganadora
Fig. 1. Resultados con campo BODY y con Combinacio´n Ganadora
Como era de esperar, el uso de cualquiera de esos elmentos en adicio´n al campo BODY
mejora los resultados de la recuperacio´n. Pero algunos de esos elementos lo hacen de forma
notable y otros no tanto.
Tambie´n hemos efectuado pruebas con ı´ndices compuestos por uno solo de cada uno de los
campos. Esto nos permite observar la utilidad, desde el punto de vista de la recuperacio´n,
de cada uno de esos campos. El gra´fico muesta los resultados; cada curva representa los
obtenidos tras ejecutar la bater´ıa de consultas contra un ı´ndice elaborado con los te´rminos
de cada campo o elemento de informacio´n (fd = 1). Cada curva se refiere a uno solo
de esos campos, sin utilizar los te´rminso del BODY. Los campos H1 y H2 no aparecen en el
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gra´fico porque producen resultados extremadamente pobres. Es evidente que muchas pa´ginas
carecen de uno o varios de estos campos, razo´n por la cual nunca podra´n ser recuperados a
partir de esos campos; pero es una de verificar por separado la capacidad de recuperacio´n
de esos campos.
Como era esperable, cada campo por separado produce peores resultados que BODY, lo
cual es normal, pues este campo contiene la parte visualizable de la pa´gina web. Pero tras el
campo BODY el campo que parece ma´s interesante desde el punto de vista de la recuperacio´n
es el de los ANCHORs de los backlinks, aunque en muchos casos tales anclas sean muy breves.
Pero parece que, como se ha dicho, las descripciones que otros hacen de una pa´gina son muy
eficaces para su recuperacio´n.
Le sigue a corta distancia el campo TITLE, algo previsible. Sin embargo, los campos
basados en etiquetas META ofrecen resultados bastante pobres, a bastante distancia de
ANCHOR y TITLE; y eso a pesar de que son campos concebidos espec´ıficamente para la re-
cuperacio´n. Aunque hay poca diferencia entre los resultados de los tres META observados
(title, description y keywords) es e´ste u´ltimo, curiosamente, el que peores resultados
produce de los tres.
Fig. 2. Aportacio´n de campos individuales
4 Conclusiones
Hemos descrito algunos de los experimentos realizados sobre la recuperacio´n de pa´ginas web
a partir de determinados elementos. El uso de tales campos o elementos de informacio´n,
adema´s del texto dela zona BODY de las pa´ginas web permite mejorar los resultados de
la recuperacio´n de informacio´n. Una forma de hacerlo es elaborar un u´nico ı´ndice con los
te´rminos que aparecen en esos campos, junto con los que aparecen el el BODY; pero pesa´ndolos
de manera diferente, ajustable de forma emp´ırica.
De todos esos campos, parece que el ma´s eficaz es el de los ANCHORS de los backlinks que
recibe cada pa´gina. El campo TITLE tambie´n contribuye de manera importante a la mejora
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de la recuperacio´n. El contenido de las etiquetas META, sin embargo, parece de utilidad
reducida, desde el punto de vista de la recuperacio´n.
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