In this article we revisit the auxiliary variable method introduced in Smith and Kohn (1996) for the fitting of P -th order spline regression models with an unknown number of knot points. We introduce modifications which allow the location of knot points to be random, and we further consider an extension of the method to handle models with non-Gaussian errors. We provide a new algorithm for the MCMC sampling of such models. Simulated data examples are used to compare the performance of our method with existing ones. Finally, we make a connection with some change-point problems, and show how they can be 1 re-parameterised to the variable selection setting.
Introduction
This article examines methods for Bayesian curve fitting. Specifically, given observation pairs (x 1 , y 1 ), . . . , (x n , y n ), we are interested in fitting the regression model
where ǫ 1 , ..., ǫ n are independent draws from a Gaussian distribution N (0, σ 2 ) with σ > 0 unknown. The curve f , about which we wish to make inference, is a smooth real-valued function defined on some interval [a, b] . Later in this article, we consider the case where the Gaussian error assumption is relaxed.
A general and powerful non-parametric approach to the fitting of the curve f , is via spline functions of a given degree, P ≥ 1. In this setting, f can be written as the linear combination
where z + = max{0, z} and γ k , k = 1, . . . , K represent the locations of K knot points (see Hastie and Tibshirani 1990) . Typically, the degree P is set to equal 3, as cubic splines are known to approximate locally smooth function arbitrarily well. Under the representation (2), fitting the curve consists of estimating the number of knots K, the knot locations γ k , k = 1, . . . , K, and the corresponding regression coefficients α j , j = 0, . . . , P and η k , k = 1, . . . , K. See Ruppert et al. (2003) for an accessible exposition on non-parametric regression models using splines.
Several authors provide methods for Bayesian inference on this model.
One such method is to introduce a large number of potential knots, each with a fixed location, from which a significant subset can be selected (e.g. Friedman and Silverman 1989) .
If γ k , k = 1, ..., K max represent K max known potential knots, model (1) can be written as the linear model
where Y = (y 1 , . . . , y n ) ′ , β = (α 0 , α 1 , . . . , α P , η 1 , . . . , η Kmax ) ′ , ǫ = (ǫ 1 , . . . , ǫ n ) ′ , with design matrix
where x = (x 1 , . . . , x n ) ′ , and 1 = (1, . . . , 1) ′ . Smith and Kohn (1996) recognised that a Bayesian variable selection technique (e.g. George and McCulloch 1993) can be used to carry out inference on the curve. The variable selection they proposed only requires a Gibbs sampler (Gelfand and Smith 1990) , thus the curve fitting procedure is relatively straightforward and easy to compute. For the selection of the best potential knots, Denison et al. (1998) proposed to use a reversible jump Markov chain Monte Carlo (MCMC) algorithm (Green 1995 , Sisson 2005 ; their method avoids computation of the spline coefficients η k by substituting their least squares estimates. Biller (2000) provides an alternative reversible jump MCMC algorithm extending to the case for non-Gaussian errors.
All these methods are very efficient in practice for many types of applications. Nevertheless, in some cases, the need to define the discrete set of candidate knots can become a limitation. A common procedure is to use some of the sorted distinct values of the x i 's as potential knots; for example, Smith and Kohn (1996) recommend placing a potential knot each three to five sorted x i values when using cubic splines. Clearly, this can be problematic when the x i 's are non-regularly spaced. A solution consists of the placement of knots from a continuous proposal, as in DiMatteo et al. (2001) , who extended the approach taken by Denison et al. (1998) to a fully Bayesian treatment. They used conjugate priors for the regression parameters and integrated them out of the posterior, and proposed a reversible jump MCMC sampler that runs only on the number and locations of the knots.
In this article we consider a generalization of the auxiliary variable method, first introduced in similar context by Smith and Kohn (1996) , that allows the location of the potential knots to be unknown. This generalization is based on the introduction into the model of intervals in which the potential knots may lie. The proposed method is expected to offer a better fit of the curve to the data, since we consider knots from a continuous space, while retaining the simplicity of a Metropolis-within-Gibbs sampler for inference on the model.
More precisely, we give in Section 2 the general set up for our modelling strategy and discuss how inference is carried out. Section 3 extends the auxiliary variable modelling approach to the more general setting where we have nonGaussian errors, and suggests a new algorithm for MCMC sampling. In Section 4 we revisit some change-point detection problems and see that the use of an auxiliary variable setting is beneficial from a computational point of view.
Finally, we conclude with some discussion in Section 5.
Curve fitting via an auxiliary variable approach

The model and prior assumptions
We adopt an auxiliary variable approach by introducing a vector of binary
if there is a knot point γ k in the interval I k and η k = 0 0 if there is no knot point in the interval I k and η k = 0 where η k denotes the spline coefficients in model (3), and the intervals I k are defined on the range of the x i 's. Each interval I k contains at most one knot with unknown location γ k . In practice, such intervals can be defined either using prior information on regions where a knot is suspected or, in the absence of such prior information, an equal partition of the range may be adopted. We denote the vector (γ 1 , . . . , γ Kmax ) ′ by γ and consider the product of uniform distributions on the interval as the prior distribution on γ.
Each possible value for γ gives a model of the form (3). Let X z,γ denote the matrix constructed with the columns of X γ corresponding to non-zero entries in z, and let β z,γ denote the vector of corresponding regression coefficients.
We use the following decomposition of the joint prior distribution of all the unknown parameters
where
This conditional prior for β z,γ , related to g-priors (Zellner 1986) , has the advantage of conjugacy when ǫ is Gaussian, in which case the regression and variance parameters can be analytically integrated out. The case c = n corresponds to the unit information prior used by DiMatteo et al. (2001) , a default choice that has worked well in practice with large sample sizes. Smith and Kohn (1996) recommend values of c in the range 10 ≤ c ≤ 1000. For the variance parameter, we use the classical uninformative prior π σ 2 (σ 2 ) ∝ 1/σ 2 that leads to proper posteriors here (see for example Gelman et al. 2003, Chapter 2) . Finally, we need to define the prior distribution for z. We consider here the decomposition of this prior given by
where |z| = Kmax k=1 z k is the number of non-zero entries in z, i.e. the number of knots that are used in the corresponding model. We use as prior for |z| a righttruncated Poisson distribution with parameter λ, and maximum value L. The value of L ≤ K max corresponds to the maximum number of knots allowed.
We assume that, given the quantity L, all possible configurations for z have equal probabilities, so that
where 1 {A} is 1 if A is true and 0 otherwise. Under these prior and Gaussian error assumptions, the parameters β z,γ and σ 2 are easily integrated out of the posterior distribution. We finally get the joint posterior distribution for (z, γ)
of the form
Inference on the posterior distribution
An MCMC sampler is used for the inference on the model. Based on the posterior distribution (6), it uses the following successive updates for z and γ:
• Update z. This update involves two types of moves; with probability 0.5 we propose an add/delete step, otherwise a swap step is proposed.
Specifically, the two move steps involve -add/delete: randomly select a z k and propose to change its value;
-swap: randomly select two values z i and z j , and propose to exchange their values.
In both cases, proposed moves from current value z to proposed value z ′ are accepted with the usual Metropolis-Hastings acceptance probability
• Update γ. For each k = 1, . . . , K max , we differentiate the cases when z k = 0 and when z k = 1:
-if z k = 1, γ k is updated to a new value γ ′ k , according to the posterior distribution
An independence Metropolis-Hastings step can be used for this last type of updating, using the prior on γ k as a proposal, with the corresponding acceptance probability given by
Note that a rejection sampler may alternatively be used for this step, again using the prior on γ k as the sampling distribution. This may be desirable in certain circumstances as the rejection sampler produces i.i.d. draws from the conditional posterior distribution of γ k .
Once an MCMC sample {(
proceeds following one of the two methods commonly used in such settings.
The first method uses the maximum a posteriori (MAP) estimate for (z, γ)
and then calculate the corresponding least squares estimatesβẑ ,γ to give the curve estimatef
The second method uses a Bayesian model averaging approach (BMA) where the estimates forf (x) are averaged over different configurations of the auxiliary variable z and their corresponding γ values from the MCMC output.
Since the conditional posterior expectation for β given z and γ is, for large c,
whereβ z,γ is the least squares estimate for β given z and γ, then an estimate for the curve can be obtained bŷ
Simulation studies
We carry out simulation studies using the examples from Smith and Kohn (1996) , DiMatteo et al. (2001) and Denison et al. (1998) . We compare the performance of the methods of Smith and Kohn (1996) and Denison et al. (1998) with our proposed method, and also discuss the selection of intervals I k . In each example a cubic spline model is fitted by setting P = 3 in (2).
Example 1: In this example, taken from Smith and Kohn (1996) , the true function takes the form
where φ(x, µ, σ 2 ) denotes the value at x of the normal density with mean µ and variance σ 2 . Some n data points x are sampled from the uniform distribution U (0, 1), and a zero-mean Gaussian noise ǫ is added to the data, where
Sample sizes of n = 20 and n = 100 are studied.
Example 2: In this example taken from Denison et al. (1998) the true function is
This function is first rescaled so that the support is on the unit interval, and then evaluated at n points in [0, 1], generated from a U (0, 1) distribution. A zero-mean Gaussian noise ǫ is then added to the data, where ǫ ∼ N (0, 0.3 2 ).
Sample sizes of n = 20 and n = 200 are studied.
Example 3: This example is taken from DiMatteo et al. (2001) . The true function is
evaluated at n regularly spaced grid points, and the variance of the noise is taken as σ 2 = 0.3 2 . Again, we rescale to work on the unit interval for x. Sample sizes of n = 20 and n = 101 are studied.
To compare the different methods we use the mean squared error (MSE) as a measure of goodness of fit, given by
where f is the true function andf is the estimated function. For each example and for the three methods that are considered, MSEs for maximum a posteriori estimates and Bayesian model averaging estimates were calculated using Equations (7) and (8). Hereafter we refer to the data sizes of n = 100, 200, 101
as large data sets, and n = 20 as small data sets.
Concerning prior specifications, for each example the value c = n was used for the prior (4) when computing for the larger data sets, and c = 200 for smaller data sets. As stated in Smith and Kohn (1996) , the value of c should be between 10 to 1000, and in general we found values of around 100 to 500 to give very stable results. For the truncated Poisson prior (5) For these examples we consider the situation where there is no prior information on the knot locations and chose the intervals I k to correspond to the ranges given by every n x sorted x values. We found that n x = 4, 10 and 4 respectively were sufficient to provide a good fit in each of the three larger data set examples. For n = 20 we used n x = 2 in all three examples. In this case, the use of a B-spline basis to formulate the X γ matrix, as in DiMatteo et al. (2001) , is required to avoid numerical instability (see e.g. Ruppert et al. 2003) . In general, the choice of the size of the interval can depend on the data and there is a trade-off between computational time and accuracy, as sampler convergence is achieved more quickly for smaller number of intervals.
Finally, for the MCMC computation of all three examples, starting with an arbitrary set of initial values generated from the prior distributions, we ran a burn-in of 500 iterations, followed by 1,000 recorded iterations, where each iteration involves an update of 20 z update steps for each γ update step. Note that we found it to be more effective to increase the number of z updates, instead of increasing the total number of iterations, as γ updates had very good mixing properties. To assess convergence, we monitored the trace plots of posterior values. We also ran much longer chains of 10,000 iterations and found the results to be similar in terms of MSE calculations. This is perhaps not surprising since the posterior values suggested that the chains mixed very quickly. See Figure 1 for the fitted functions of the three examples using our method. Table 1 shows the MSEs for both the MAP and the BMA estimates using our method, the method of Smith and Kohn (1996) In all examples, particularly for the smaller sample size of n = 20, the method presented in this paper clearly out performed the method of Smith and Kohn (1996) in both the MAP and BMA estimates. Our method is also very competitive with the method of DiMatteo et al. (2001) . This is particularly noticeable in Example 1, where both our MAP and BMA estimates are marginally better, while in Examples 2 and 3 the MAPs generally performed better than BMA when compared to DiMatteo et al. (2001) . The differences between the three methods for larger data sets are smaller, with our method out performing the method of Smith and Kohn (1996) by an order of between 10 −3 to 10 −4 in MSE estimates.
Overall, our sampler clearly out performed the method of Smith and Kohn (1996) .
This gain in accuracy can be mainly attributed to the fact that our method allows a free knot selection procedure. Our sampler is also more efficient at finding the MAP estimate, resulting in smaller MSE estimates than DiMatteo et al. (2001) in general, while our corresponding BMA estimates are less accurate. This is perhaps unsurprising, since our algorithm contains more parameters, hence it would be difficult to visit every configuration the appropriate number of times. On the other hand, our algorithm is able to traverse the region of high density very quickly, hence obtaining an accurate MAP estimate in a relatively short number of iterations.
In terms of computation, there are two main differences between our method and that of Smith and Kohn (1996) . Firstly, for the update of z, while Smith and Kohn (1996) cycle through each component of the z vector systematically, we randomly update a number of its components. For example, in the implementation of Example 1 with n = 100, we update the z vector 20 times compared to 25 times using Smith and Kohn (1996) ; clearly, the computational gain is greater in Example 2 with n = 200 when the length of the z vector in Smith and Kohn (1996) is 50. Secondly, we have the additional update of the γ parameters. However, this is a quick procedure, since it involves a simple sample from the prior distribution for when there is no knot in the interval, and a Metropolis-Hastings update for when there is a knot, but the numbers in the latter are mostly small.
A comparison with the method of DiMatteo et al. (2001) 
Extensions to non-Gaussian error models
When the assumption of normality of ǫ i in (1) is relaxed we can consider a model of the form
where f (x) is still given by (2) and where σ * denotes a potential nuisance parameter. The methodology used to fit the regression model can be employed in this more general setting, with the exception that we can no longer integrate out the β z,γ parameters analytically. 
Inference on non-Gaussian error models
We need to add steps to update the values of the β z,γ parameters in the MCMC sampler of Section 2.2. Here z k = 0 corresponds to η k = 0, so we first propose to update the z and the β z,γ parameters simultaneously and then propose κ further updates of β to improve mixing. More precisely we use the following successive updates:
• update z and β z,γ :
-Propose to update z to z ′ via either an add/delete or a swap step as in Section 2.2. Table   1 for small sample sizes n = 20.
an independence Metropolis-Hastings sampler. We use a multivariate Normal distribution N (β z ′ ,γ , δ zΣz ′ ,γ ) as the proposal q z,z ′ , wherê β z ′ ,γ is the MLE estimate of β andΣ z ′ ,γ is the corresponding covariance matrix with respect to z ′ and γ. The move to (z ′ , β ′ z ′ ,γ ) is then accepted with probability
, otherwise, the chain remains at (z, β z,γ ).
• update β z,γ :
-If the update z and β z,γ move above is accepted, then perform κ ≥ 0 extra Metropolis-Hastings updates of β using the multivariate Normal distribution N (β z,γ , δ βΣz,γ ) as the proposal q β,β ′ . The moves from β to β ′ are accepted with probability
.
• update γ:
-The corresponding γ update step would remain the same as in Section 2.2.
The values δ z and δ β can be tuned to optimise the mixing of the MCMC sampler in the usual way (see Roberts and Rosenthal 2001) . In update β, we perform κ ≥ 0 further steps of MCMC moves if the chain has moved to a new model to further facilitate mixing of the Markov chain, this step can be omitted for a longer overall MCMC chain. Note that for some applications, the computational cost of estimating the MLE of the likelihood may be similar to estimating the maximum a posteriori estimator of the posterior distribution.
In this case we recommend the use of the latter to form the proposal distributions since this give higher acceptance probabilities, see Example 4.2.
When the posterior differ greatly from the likelihood, making q z,z ′ in the update model move a poor proposal choice. In this situation, one may delay the rejection of the move from z to z ′ by making the κ ≥ 0 additional update (β ′ → β * ) moves first with respect to some distribution π * , then carry out the accept/reject decision from (z, β z,γ ) to (z ′ , β * z ′ ,γ ) with acceptance probability
Note that such a strategy is only beneficial when the moves β ′ → β * are made with respect to a new distribution π * , where the distribution π * is chosen to facilitate moves towards the mode of the posterior distribution π, consequently increasing the acceptance probability in the update model move. See 
A simulated Poisson example
In this section, we generate n = 500 Poisson random variables y i , i = 1, . . . , n from
where x i is uniformly sampled on the interval [0, 1]. We fit the curve (2) for P = 1, 2, 3. We take the unit information prior c = n in (4) for the β parameter, setting c = 500, and for the truncated Poisson prior for z we take λ = 1 and L = 10. We set the intervals I k to be between consecutive numbers of the sequence (0.02, 0.1, 0.2, .0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.98).
Note that the first and last interval are bounded away from the limits of the observed points, in order to avoid numerical problems which can sometimes occur with the specification of the prior (4). Table 2 shows the average mean squared error calculations obtained from 50 simulated datasets, together with the corresponding standard deviation.
For each dataset, we ran our sampler for 5,000 iterations following 1,000 iterations of burn-in. Here, for each update γ step, 10 update z and β z,γ steps are performed to obtain good mixing. For each update of z and β z,γ we used κ = 10 MCMC moves for β z,γ . Scaling parameters of the covariance matrices in the proposal distributions for the update of β z,γ are δ z = δ β = 1/50. Note that the MAP and the BMA estimates here differ from Equations (7) and (8) since the values of β z,γ are not MLE plug-ins. Figure 3 shows the fitted curves using the two estimators. The BMA estimates give a smoother curve estimate, particularly for P = 1.
Two alternative methods of updating the β z,γ parameters have been used.
One is to use the MLE plug-in estimates for the β z,γ s as in Denison et al. (1998) , where β z,γ is not treated as a parameter in their Bayesian model. In implementing this method for this example, we found it is only slightly quicker than our MCMC update of β z,γ , since for each update of β z,γ the expense of estimating the MLEs is the same for both algorithms. Our method then includes an additional κ = 10 computationally inexpensive steps of Metropolis-Hastings updates using the existing MLE estimates. In an alternative method, DiMatteo et al. (2001) propose to use an importance sampler to calculate the expected values of the β z,γ s at each iteration. We implemented this method, using an importance sampling distribution based on the MLE estimates and the corresponding covariance matrix, to obtain 1,000 samples, and found this to be considerably slower than our method. The MSE estimates using both plug-in MLE and importance sampling were approximately the same as found in Table 2 . 
Applications in change-point modelling
Many change-point type problems can be converted to the curve fitting framework. In the following, we first show by example an explicit equivalence between a change-point model and a linear regression spline, where one is interested in retaining interpretation of the coefficients. We then give an example of change-point detection in the context of accurate seasonal modelling for an extreme rainfall problem.
Bayesian modelling of prehistoric tombs
Consider the modelling of prehistoric corbelled domes (late Minoan Tholos data collected from Dimini in Crete; Cavanagh and Laxton 1982) . Paired data arise in the form (d i , r i ), where d i represents the distance below the apex of the tomb with the corresponding radius r i measured at d i . These data are thought to approximately follow a log-linear model between a series of change-points.
The model is formulated as
where ∆ j is the distance between the apex of the tomb and the begining of the measurement of depth d j . The change-points 0 < γ 1 < . . . < γ K (with K unknown) and the parameters of the model are subject to the continuity constraints
∼ N (0, σ 2 ). We are interested in making posterior inference on the number and location of the change-points, as well as the coefficients a j and b j , while retaining their parametric interpretations.
Here, we restrict our interest only to the detection of the number and location of the change points. A more sophisticated model was considered from a Bayesian perspective by Fan and Brooks (2000) , where computation was carried out using the reversible jump MCMC algorithm of Green (1995) , using split/merge and birth/death proposals for the transdimensional moves.
The above representation of a change-point model can be equivalently reexpressed in our framework of Equation (2), where the function f (x) is given by
where x i = log(d i + ∆ j ), log(a 1 ) = α 0 and log(a j ) = α 0 − j−1 k=1 η k , j > 1 and where b 1 = α 1 and b j = α 1 + j−1 k=1 η k /γ k , j > 1. The corresponding design matrix is given by
This alternative design matrix allows us to retain interpretation on the regression coefficients. For simplicity, we set the value of ∆ j = 0.54, j = 1, . . . , K −1, the value of posterior mean for these parameters found in the model with the highest posterior probability in Fan and Brooks (2000) . Note that we could incorporate the updating of the ∆ j parameters into our current algorithm.
Since, in this example, the data consist of only n = 15 data points, we set the value of c = 500 in the prior specification of Equation (4) to reflect a vague prior. We take a truncated Poisson prior for the number of change points with λ = 1 and truncated at a maximum of L = 3 change points. Visual inspection of the data suggest that it would be sensible to place the interval for the occurrence of change points to be between the values 0.15, 0.8, 1.2, 1.6. We ran the MCMC sampler of Section 2.2 with 1,000 iterations of burn-in and 5,000
iterations of post burn-in samples. To increase mixing, for each update of the γ parameter, we updated the auxiliary variable z 20 times. Trace plots of the posterior values and number of knots over the iterations are shown in Figure   4 . Convergence appears to have been achieved after around 1,000 iterations in this example. Figure 5 shows the fitted curve using posterior modal estimates with a single change point found to be around γ 1 = 1.29. Fan and Brooks (2000) found that the model with the highest posterior model probability contained one change point, with mean 1.32 on the log scale. Similarly, our MLE estimates for the remaining parameters are log(a 1 ) = −0.15(−0.14), log(a 2 ) = 0.37(0.41), See also Sisson and Fan (2007) for related discussion on mixing. 
Modelling extreme rainfall
We now consider the modelling of extreme levels of a sequence {X t }, t = 1, . . . T , of daily rainfall measurements. Following standard arguments from extreme value theory (e.g. Coles 2001) for a large enough threshold, u, the distribution of threshold exceedances,
approximately follows a generalised Pareto distribution
defined on {y t : y t > 0 and (1 + ξ t y t /σ t ) > 0}. Time-dependent parameters σ t and ξ t respectively determine scale and shape (through the rate of tail decay).
We consider extreme daily rainfall levels recorded at Maiquetia Interna- Here we model within-year variations by expressing both σ t and ξ t as firstorder curves f (x) (Equation (9) (not used to fit model). Curves denote (pointwise) posterior means and 95% credibility regions for σ t and ξ t , and 50-year return levels (curves linearly scaled for visualisation purposes). Crosses denote MAP change-point estimates for two-season model under analysis of Sisson et al. (2006) .
temporal fluctuations in the distribution of rainfall extremes can reasonably be expected to affect both location and scale parameters simultaneously, we express both σ t and ξ t as functions of the same γ and z variables, but allow different β z,γ coefficients. Given that the last day in the year is temporally adjacent to the first day of the following year, the model requires curve continuity at the yearly end points. This is achieved by imposing the constraints σ 0 = σ 366 and the first derivatives dσt dt | t=0 = dσt dt | t=366 (and similarly for ξ t ). Specifically, this amounts to
for both σ t and ξ t (the indexing of β z,γ coefficients on σ t and ξ t is suppressed for clarity).
The non-Gaussianity of the model means we are unable to analytically integrate out the β z,γ coefficients, and so we implement the algorithm in Section 3.1. In all, 5,000 MCMC iterations were obtained following 1,000 iterations burnin, for each iteration we perform 10 updates of γ, and use κ = 10 each update of z. Here, as maximum likelihood estimates of β z,γ under the generalised Pareto distribution require numerical optimisation of the likelihood, we modified the MLE estimate to be the maximum a posteriori estimates for improved sampler efficiency for the same computational effort. The covariance matrix scaling factor for the β z,γ proposal updates was set to δ z = 1, δ β = 1/10.
Prior specification was λ = 1, c = n, L = 10, and 10 equally spaced intervals over the range 1 to 366 were used. where n y = 365.25 is the average number of observations per year and ζ u = Pr(X t > u) is the probability that an individual observation exceeds the threshold, u.
The low return level around the middle of the year (in the "wet" season) corresponds to relatively low shape and scale parameters for this period, while conversely the high return level (in the "dry" season) corresponds to relatively high σ t and ξ t . The timing of changes in the tail behaviour of the fitted Pareto density (as evidenced by variations in the 50-year return level) corresponds well with previously identified MAP changepoints (indicated by ×'s in Figure   6 ) for a two-seasonal model (Sisson et al. 2006) . The computation required for this inference was considerably less than for the earlier analysis.
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This article focuses on the auxiliary variable approach to the fitting of curves.
This approach allows us to compute for the unknown number and location of the knots, via a Metropolis-within-Gibbs sampler. We have adopted the use of a spline regression model of the form (2). However, more sophisticated expressions can be found for curves (see for example Denison et al. 1998) , to which the methods described here easily extend.
Our method depends, to some extent, on the specification of the intervals I k , k = 1, . . . K max in which knots γ may be found. The advantage of our approach over Smith and Kohn (1996) is that it gives a more accurate inference, particularly for small data sets. For instance in Example 4.1, the MAP change-point is found to be between two data points while the method of Smith and Kohn (1996) does not allow for this location. In all the examples presented in this paper we have only used non-overlapping intervals. However, it is possible to allow overlapping intervals using, for example, an ordering constraint on the values of γ. We have also shown via simulated data sets that our method compares well with the method of DiMatteo et al. (2001) which uses the reversible jump approach.
We have also provided a new Metropolis-within-Gibbs sampler algorithm to fit the regression model when the Gaussian error assumption is relaxed. In this case our sampler needs to include an additional step for the computation of the spline coefficients. In particular, we advocate the use of MLEs in the construction of a proposal distribution for the coefficients when moving to a new model. Finally, we revisited two real examples of Bayesian change point detection, and showed that these types of problems may be converted to the variable selection setting, hence making use of the auxiliary variable approach.
Many Bayesian change point analyses with unknown number and location of change points are computed with the use of complex implementations of the reversible jump algorithm (for example involving, split/merge and birth/death moves), as were the cases for the original analyses in Section 4. Although the reversible jump samplers can handle more complex, non-standard problems, we have found that our approach here is far simpler to implement. We were able to use standard statistical software R (Venables and Ripley 2005) to implement both examples very efficiently.
Supplemental materials
The following supplemental materials are made available online.
Data and Computer
Code R programs to run the algorithms described in this article. All simulated data sets and real data sets used in the examples are also included. Please refer to the README files in the relevant direc- 
