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Abstract
Modern biomedical research frequently involves testing multiple related hypotheses, while main-
taining control over a suitable error rate. In many applications the false discovery rate (FDR), which
is the expected proportion of false positives among the rejected hypotheses, has become the stan-
dard error criterion. Procedures that control the FDR, such as the well-known Benjamini-Hochberg
procedure, assume that all p-values are available to be tested at a single time point. However, this
ignores the sequential nature of many biomedical experiments, where a sequence of hypotheses is
tested without having access to future p-values or even the number of hypotheses. Recently, the
first procedures that control the FDR in this online manner have been proposed by Javanmard
and Montanari (Ann. Stat. 2018), and built upon by Ramdas et al. (NIPS 2017, ICML 2018).
In this paper, we compare and contrast these proposed procedures, with a particular focus on the
setting where the p-values are dependent. We also propose a simple modification of the procedures
for when there is an upper bound on the number of hypotheses to be tested. Using comprehensive
simulation scenarios and case studies, we provide recommendations for which procedures to use in
practice for online FDR control.
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1 Introduction
In modern biomedical experiments, it is now commonplace to make a large number of related data-
based decisions, formalised through statistical hypothesis testing. For example, in genomics it is
routine to test hundreds of thousands of genetic variants for an association with a particularly phe-
notypic trait. However, performing a large number of hypothesis tests naturally gives rise to the
problem of multiple comparisons [1]: given a collection of multiple hypotheses to be tested, the goal
is to distinguish which hypotheses are null and non-null, while controlling a suitable error rate. This
error rate is generally formed around the probability of incorrectly classifying a null hypothesis as
non-null. Typically, a p-value is calculated for each hypothesis and is then used to decide whether to
reject the hypothesis (and effectively declare it non-null). Multiple hypothesis testing is one of the
core problems in statistical inference, and has led to a wide range of procedures that can be used to
‘correct’ for multiplicity and ensure that a suitable error rate is controlled. In contrast, uncorrected
hypothesis testing contributes to serious concerns over reproducibility, publication bias and ‘p-hacking’
in scientific research [2, 3].
In confirmatory clinical contexts, where the aim is to provide definitive results, the familywise
error rate (FWER) is the typical error criterion. This ensures that the maximum probability of
falsely rejecting any of the hypotheses is controlled. However, the FWER is a stringent error rate
to control, and can lead to testing procedures with a substantially reduced power compared with
uncorrected testing, particularly when there is a large number of hypotheses. As well, the FWER is
most appropriate when the conclusion of an experiment is likely to be erroneous if at least one of the
individual rejections is erroneous (e.g. when taking forward a single treatment in a clinical trial). This
may not be the case in many trial designs. For example, in a screening study multiple genes may be
truly associated with a disease and the aim is to find as many of these genes as possible, without an
overall decision having to be made (with the candidate genes discoveries being validated in a follow-up
replication study).
To address these concerns about the FWER, the false discovery rate (FDR) was introduced by [4].
The FDR is the expected proportion of the discoveries (i.e. rejections) that are false. Hence it ‘scales’
as the number of hypothesis tested increases. The FDR is now the error criterion of choice for large-
scale multiple hypothesis testing, particularly in genomics and brain imaging. With the increase in
the multiplicity and complexity of the objectives and structure of modern clinical trials, there is much
scope to apply FDR in this context too.
Traditionally, multiple hypothesis testing is offline in nature, in the sense that a procedure for
testing N hypotheses will receive all of the p-values (p1, . . . , pN ) at once. Step-up and step-down
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multiple testing procedures (for example) order the p-values by size, and so require all p-values in
order to work. However, in many areas of biomedical research this offline paradigm is not appropriate,
as hypotheses are tested in a sequential manner. Two key examples (which are expanded upon in
Section 2) are public biological databases and perpetual platform trials. What is needed therefore
are procedures for online hypothesis testing. More precisely, the online hypothesis testing problem is
defined as follows [5, pg. 2]:
Hypotheses arrive sequentially in a stream. At each step, the analyst must decide whether to reject
the current null hypothesis without having access to the number of hypotheses (potentially infinite) or
the future p-values, but solely based on the previous decisions.
Until recently, it was not known how to provably control the FDR for online hypothesis testing.
The first work that guaranteed online FDR control was by Javanmard and Montanari [5, 6]. They
looked at a class of generalised alpha investing procedures proposed in [7], and proved that any rule in
this class controls the FDR in the online setting, provided that the p-values for the true null hypotheses
are independent from each other. They also proposed procedures that provably control the online FDR
under general p-value dependencies. Their work was the basis for further recently proposed procedures
for online FDR control by Ramdas et al. [8, 9], again in the setting with independent p-values.
The aim of this paper is to comprehensively compare and contrast the different proposed procedures
in [5, 6, 8, 9], with a particular focus on the performance (in terms of the FDR and power of the
procedures) under dependent p-values. This focus is because in practice, it is not appropriate to assume
independence between the p-values in many biomedical applications. For example, gene expression
data may be correlated due to linkage disequilibrium, while in the clinical trial setting, the estimates of
treatment differences will be correlated by definition when comparing with a common control. Hence,
it is important to explore how robust the procedures are under violations of independence, as well as
to see how they compare with the procedures designed for general dependencies.
Another area we focus on is how the procedures perform when the number of hypotheses N is
relatively small (i.e. N < 1000), since previous work has assumed N ≥ 1000. A relatively small N
would be a more relevant setting for clinical trials, for example. We also propose a simple modification
of the procedures for when it is possible to identify an upper bound for the number of hypotheses to
be tested, which can result in a substantial increase in the power of the procedure.
The structure of the rest of the paper is as follows. Section 2 describes two motivating examples
where online hypothesis testing would naturally be encountered. Section 3 presents formal definitions
of error rate control, and Section 4 describes the procedures for online FDR control in detail. Sec-
tion 5 presents a comprehensive simulation study of the procedures under dependent p-values, while
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Section 6 presents two case studies of applying online FDR control. We give our recommendations
and conclusions in Section 7.
2 Motivating examples
Online hypothesis testing is a naturally occurring phenomenon in biomedical research, and we present
two key examples below.
2.1 Public biological databases
Public databases and shared data resources are becoming increasingly pervasive and important in
modern biomedical research, particularly in the fields of genetics and molecular biology. Some well-
known examples include the 1000 genomes project [10], which resulted in a large public catalogue of
human variation and genotype data; the Wellcome Trust Case Control Consortium [11], which collects
large-scale data for whole-genome association studies and provides them to research groups upon
request; and ArrayExpress [12], which is a major repository that archives functional genomics data
from microarray and sequencing platforms. Another example is the International Mouse Phenotyping
Consortium database [13, 14], which we describe as one of our case studies in Section 6.
Multiple testing naturally occurs in this setting in two ways. Firstly, such databases can be accessed
by multiple independent researchers at different times. When a researcher or research group comes
up with a new hypothesis, they can simply fetch the relevant data from a database and perform a
statistical test. Secondly, in many databases the family of hypotheses to be tested grows over time as
new data is continually added. In both of these scenarios, the number of hypotheses being tested will
be unknown and potentially very large.
In order to control the number or proportion of false discoveries in this context, a procedure needs
to be sequential, allowing a researcher to decide whether to reject a current hypothesis with minimal
information about previous hypotheses, and without prior knowledge of even the number of hypotheses
that are going to be tested in the future. This is precisely the online hypothesis testing framework
described in Section 1.
2.2 Perpetual platform trials
A perpetual platform trial has a single master protocol that evaluates multiple treatments across one
or more patient types, and allows a potentially large number of treatments to be added during the
course of the trial [15]. Treatments are dropped from the trial after they have been formally tested
for effectiveness. Such a trial is (in theory) ‘perpetual’ in that new treatments can always continue to
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enter into the trial and be tested. Figure 1 gives a diagrammatic representation of a typical perpetual
platform trial.
T1 H1
T2 H2
T3 H3
T4 H5
T5 H4
T6 H6
T7 · · ·
T8 · · ·
...
...
...
C1
C2 · · ·
...
Time
...
...
Figure 1: Diagram of a perpetual platform trial, where T = experimental treatment, C = control and
Hi represents the i-th hypothesis to be tested.
In a platform trial, treatments are introduced at different time points by design. However, the
trial investigators will wish to make a decision on whether a treatment is beneficial as soon as the
data are ready. In particular, decisions are made without waiting for results from the other treatment
arms. Hence, the treatment effects are tested sequentially in an online manner, where the number of
treatments to be tested in the future is unknown. More formally, a platform trial generates a sequence
of null hypotheses (H1, H2, H3, . . .) which are tested sequentially. Hypothesis Hi tests the value of
some parameter θi, such as an estimate of the treatment difference compared to a control arm. Note
that the control arm could also change during the trial (like in Figure 1), for example due to one of the
previously evaluated experimental arms being confirmed as effective and becoming the new control.
Rejecting Hi would mean stopping treatment arm i for efficacy and ‘graduating’ the treatment to
a phase III confirmatory trial. Conversely, accepting (i.e. failing to reject) Hi would mean stopping
treatment arm i for futility. It is important to note that the p-values generated from the platform
trial described above will not in general be independent. Dependencies will primarily arise due to the
shared control data that is re-used to test multiple hypotheses.
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A current example of a long-running platform trial is the STAMPEDE trial [16, 17] for patients
with locally advanced or metastatic prostate cancer. In 2005, the trial started with five comparisons
against the standard-of-care, the results of which have now all been published. Since then, three
arms have been added which are now closed to recruitment, with an additional two arms currently
under evaluation. Conceivably, in the future further arms will be added to the trial as new treatments
become available.
3 Error rates
In this section, we formally define the FWER and FDR, and introduce the Benjamini-Hochberg
procedure for controlling the FDR. Let H(n) = (H1, . . . ,Hn) denote the first n hypotheses tested. A
general testing procedure provides a sequence of test levels αi with decision rule
Ri =

1 if pi ≤ αi (reject Hi)
0 otherwise (accept Hi)
Also let R(n) =
∑n
i=1Ri denote the number of rejected hypotheses in H(n), and V θ(n) denote the
number of incorrectly rejected hypotheses in H(n).
The FWER is the probability of falsely rejecting any null hypothesis from H(n):
FWER(n) ≡ P (V (n) ≥ 1)
The FDR is the expected false discovery proportion (FDP), i.e. the expected proportion of false
discoveries (incorrectly rejected hypotheses) among the rejected hypotheses in H(n):
FDR(n) ≡ E(FDP(n)) ≡ E
(
V (n)
max(R(n), 1)
)
The FWER can be controlled at level α in a simple manner by using a Bonferonni-type correction.
More precisely, we can choose different significance levels αi for Hi, such that
∑∞
i=1 αi = α. Examples
include setting αi = α/2
i or αi = 6α/i
2pi2. Note that this procedure only requires knowledge of the
number of tests performed before the current one. However, this method suffers from a low statistical
power, with the probability of the null hypothesis Hn being rejected tending to zero as n increases.
Benjamini and Hochberg developed the first procedure to control the FDR, assuming that all p-
values are known. Given p-values p1, p2, . . . , pN and a significance level α, the Benjamini-Hochberg
(BH) procedure is as follows [4]:
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1. Order the p-values from smallest to largest, giving ordered p-values p(1) ≤ . . . ≤ p(N), and define
p(0) = 0
2. Let i∗ be the maximal index such that p(i∗) ≤ iα/N
3. Reject Hj for every test with pj ≤ p(i∗)
In contrast to the Bonferonni-type procedure for controlling the FWER, the BH procedure requires
knowledge of all the p-values. Hence, it does not address the situation where we do not know the
number of hypotheses or future p-values, such as in the perpetual platform trial context. Instead,
what we require is online control of the FDR, where the test levels can only be functions of prior
decisions: αi = αi(R1, R2, . . . , Ri−1).
4 Online rules for controlling the false discovery rate
We now describe the proposed procedures for online control of the FDR, for both independent and
dependent test statistics. We also propose a simple modification to the procedures for when there is
an upper bound on the number of hypotheses to be tested. Some of these methods have recently been
implemented in the R package onlineFDR [18], which is is freely available through Bioconductor at
http://www.bioconductor.org/packages/onlineFDR.
4.1 LORD
LORD stands for Levels based On Recent Discovery, and was first conceptualised in the 2015 paper
by Javanmard and Montanari [5]. The LORD procedures are instances of generalised alpha-investing
(GAI) rules proposed by Aharoni and Rosset [7], and hence have an intuitive interpretation. Any GAI
rule begins with an error budget, or alpha-wealth, that is allocated to the different hypothesis tests
over time. That is, there is a price (or penalty) to be paid each time a hypothesis is tested. However,
when a new discovery is made (i.e. a hypothesis is rejected) some of the alpha-wealth is earned back,
which can be viewed as a return on the alpha-investment. Hence as long as discoveries continue to be
made, hypotheses can be tested indefinitely without the test levels tending towards zero.
We now introduce some notation for what follows. Let τk denote the time of the k-th rejection:
τk = min
{
j ∈ N :
j∑
i=1
Ri = k
}
where we set τ0 = 0. Also let τ˜i denote the last time a discovery was made before time i (where time i
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refers to the i-th hypothesis being tested):
τ˜i = max {l ∈ {1, . . . , i− 1} : Rl = 1}
where we set τ˜1 = 0, and if Rl = 0 for l ∈ {1, . . . , i− 1} then τ˜i = 0 also.
4.1.1 Independent test statistics
Javanmard and Montanari [6] presented three versions of LORD for independent p-values (or equiva-
lently, independent test statistics). Below we describe the two versions that have the highest power,
called LORD 2 and LORD 3. We first choose a non-increasing sequence of non-negative numbers
γ = (γi)i∈N such that
∑∞
i=1 γi = 1. In Section 4.3 we give some concrete examples of these sequences.
We also choose two constants w0 ≥ 0 and b0 > 0, such that w0 + b0 ≤ α, where more details on their
interpretation are given below.
LORD 2 The test levels are based on all previous discovery times, with
αi = γiw0 + b0
∑
j : τj<i
γi−τj (1)
Hence, up until the first discovery time, the test levels are a fraction γi of w0. After each discovery
time τj , all subsequent test levels are increased by a fraction γi−τj of b0.
LORD 3 The test levels depend on the number of hypotheses tested since the last discovery time,
and the alpha-wealth accumulated at that time, with
αi = γi−τ˜iW (τ˜i)
Here {W (j)}j≥0 represents the alpha-wealth available at time j, and is defined recursively:
W (0) = w0
W (j) = W (j − 1)− αj + b0Rj (2)
where w0 represents the initial alpha-wealth and b0 represents the amount earned for rejecting a
hypothesis.
Javanmard and Montanari proved that LORD 2 controls the FDR at level α for independent p-
values provided that w0+b0 ≤ α, where w0 ≥ 0 and b0 > 0. They also showed empirically (i.e. through
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simulation studies) that LORD 3 controls the FDR.
LORD++ Ramdas et al. [8] derived a modified version of LORD 2, called LORD++, which has
a uniformly higher power than the LORD 2 procedure. In LORD++, the test levels are chosen as
follows:
αi = γiw0 + (α− w0)γi−τ1 + α
∑
j : τj<i, τj 6=τ1
γi−τj (3)
The test levels for LORD++ will always be equal to or greater than those for LORD 2. This can be
seen by simply comparing equations (1) and (3) for LORD 2 and LORD++ respectively, and noting
that b0 ≤ α− w0 ≤ α.
SAFFRON Finally, Ramdas et al. [9] derived an adaptive version of LORD++ called SAFFRON
(Serial estimate of the Alpha Fraction that is Futilely Rationed On true Null hypotheses), which is
based on an estimate of the proportion of true null hypotheses. More precisely, SAFFRON sets the test
levels based on an estimate of the amount of alpha-wealth that is allocated to testing the hypotheses
that are truly null.
To this end, we specify a constant λ ∈ (0, 1) and define the candidate p-values as those that satisfy
pj ≤ λ. These candidates can be thought of as the hypotheses that are a-priori more likely to be
non-null. The SAFFRON procedure then proceeds as follows:
1. Set the initial alpha-wealth w0 < (1− λ)α
2. At each time i, define the number of candidates after the k-th rejection as
Ck+ = Ck+(i) =
i−1∑
j=τk+1
Cj
where Cj = 1{pj ≤ λ} is the indicator for candidacy.
3. SAFFRON starts with α1 = min{γ1w0, λ}. Subsequent test levels are chosen as αi = min{λ, α˜i},
where
α˜i = w0γi−C0+ + ((1− λ)α− w0) γi−τ1−C1+ + (1− λ)α
∑
j : τj<i, τj 6=τ1
γi−τj−Cj+ (4)
Hence, SAFFRON starts off with alpha-wealth w0 and does not lose any of this wealth when
testing candidate p-values [9]. It gains an alpha-wealth of ((1− λ)α − w0) at the first discovery, and
then (1− λ)α for each subsequent discovery. SAFFRON can make more rejections than LORD++ if
there is a significant fraction of non-nulls and the signals are strong.
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Upper bound on the number of hypotheses For all the LORD methods described above,
if there is an upper bound N on the number of hypotheses tested, then we can simply choose γ =
(γi)i∈{1,...,N} such that
∑N
i=1 γi = 1. A potential issue is that the upper bound N may need to be
changed to N ′ (say) as the trial progresses. For example, the experimenter may want to test more
hypotheses than originally planned. Suppose the change to an upper bound of N ′ happens immediately
after n < N hypotheses have been tested. The change can be accommodated in a straightforward
manner by choosing new coefficients γ′ = (γ′i)i∈{n+1,...,N ′} such that
∑N ′
i=n+1 γ
′
i = 1−
∑n
i=1 γi.
4.1.2 Dependent test statistics
Javanmard and Montanari [6] also described a modified LORD procedure that achieves FDR control
even under dependent p-values (or equivalently, dependent test statistics). We first fix a sequence of
non-negative numbers ξ = (ξi)i∈N, where further conditions on ξi are given below. This time the test
levels are set as follows:
αi = ξiW (τ˜i) (5)
where {W (j)}j≥0 represents the alpha-wealth and is defined recursively via equation (2) as before.
Hence the modified LORD procedure discounts the wealth W by a factor ξi that depends on the
number of hypotheses tested so far, while for LORD 3 the discount factor γi−τi depends on the
number of hypotheses tested since the last discovery.
For this rule, LORD controls FDR below level α under a general dependency structure if ξ = (ξi)i∈N
is chosen such that
∞∑
j=1
ξj(1 + log(j)) ≤ α/b0 if w0 ≤ b0 (6)
∞∑
j=1
ξj(w0 + b0 log(j)) ≤ α if w0 > b0 (7)
The derivation in [6] covered the case when w0 ≤ b0, and in Appendix A we carry out a similar
analysis for when w0 > b0 to give the result above. In Section 4.3 we give some concrete examples of
sequences of ξ.
Upper bound on the number of hypotheses If there is an upper bound N on the number of
hypotheses tested, then we can choose ξ = (ξi)i∈{1,...,N} such that
N∑
j=1
ξj(1 + log(j)) ≤ α/b0 if w0 ≤ b0
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N∑
j=1
ξj(w0 + b0 log(j)) ≤ α if w0 > b0
Suppose the upper bound N may need to be changed to N ′ immediately after n < N hypotheses have
been tested. This requires the choice of new numbers ξ′ = (ξ′i)i∈{n+1,...,N ′} such that
N ′∑
j=n+1
b0ξ
′
j(1 + log(j)) = α/b0 −
n∑
j=1
b0ξj(1 + log(j)) if w0 ≤ b0
N ′∑
j=n+1
ξ′j(w0 + b0 log(j)) = α−
n∑
j=1
ξj(w0 + b0 log(j)) if w0 > b0
4.2 LOND
LOND stands for Levels based On Number of Discoveries, and was proposed by Javanmard and
Montanari [5]. Given an overall significance level α, we first fix a sequence of non-negative numbers β =
(βi)i∈N, such that
∑∞
i=1 βi = α. We also let D(n) denote the number of discoveries in H(n), i.e.
D(n) =
∑n
i=1Ri.
For independent test statistics, the values of the test levels αi are chosen as follows:
αi = βi(D(i− 1) + 1) (8)
LOND can be adjusted to also control FDR under dependent test statistics. To do so, it is modified
so that the test levels are chosen as
αi = β˜i[D(i− 1) + 1)] (9)
where β˜i = βi/(
∑i
j=1
1
j ).
Since D(n) ≥ 0 for all n, it immediately follows that LOND is uniformly more powerful than the
equivalent Bonferroni procedure that tests the i-th hypothesis at test level βi. This guarantee does
not hold for LORD, as we shall see in the simulation studies in Section 5.
Upper bound on the number of hypotheses If there is an upper bound N on the number of
hypotheses tested, then we can choose β = (βi)i∈{1,...,N} such that
∑N
i=1 βi = α. If this upper bound
needs to be changed to N ′ immediately after n < N hypotheses have been tested, then we simply
choose new coefficients β′ = (β′i)i∈{n+1,...,N ′} such that
∑N ′
i=n+1 β
′
i = α−
∑n
i=1 βi.
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4.3 Example sequences
To use LORD or LOND, we need to specify the sequence of non-negative numbers γ = (γi)i∈N,
ξ = (ξi)i∈N or β = (βi)i∈N to use in the procedure. The choice of these sequences will affect the power
of the procedure since they directly affect the test levels αi.
Independent test statistics In [6], the following sequence for γ = (γi)i∈N was proposed for
LORD 2 and LORD 3:
γm = C
log(max(m, 2))
me
√
logm
(10)
with C ≈ 0.07720838. This choice of γ was loosely motivated by an asymptotically optimal sequence
under a mixture model (specifically, a mixture of Gaussians), where the sequence maximises a lower
bound on the power of LORD. When there is an upper bound N on the number of hypotheses to be
tested, we simply choose the value of C such that
N∑
i=1
γi = α (11)
When there is no upper bound, in order to make a fair comparison between LOND and LORD,
we set βi = αγi for the LOND procedure.
Dependent test statistics We now present some examples of sequences ξ for LORD under a
general dependency structure, since this was not considered in [6]. Considering the case when w0 ≤ b0,
the sequence ξ = (ξi)i∈N needs to satisfy equation (6). Examples of such a sequence are
ξj =
C(m)
jm
(12)
ξj =
C˜(ν)
j logν(max(j, 2))
(13)
where m > 1, ν > 2 and C, C˜ are chosen so that
∑∞
j=1 ξj(1 + log(j)) = α/b0. To give a specific
example, if we set m = 2 and ν = 3, then C(m) ≈ 0.387224α/b0 and C˜(ν) ≈ 0.139307α/b0.
If there is an upper bound N on the number of hypotheses to be tested, then C and C˜ can chosen
so that
∑N
j=1 ξj(1 + log(j)) = α/b0. However, unless N is small, this will not make much difference
to the values of C and C˜. For example, if m = 2, ν = 3 and N = 100, then C(m) ≈ 0.397344α/b0
and C˜(ν) ≈ 0.144134α/b0. Therefore, as an alternative approach with an upper bound N , we can set
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ξi = C¯, where
C¯ =

α
b0
∑N
j=1(1 + log(j))
if w0 ≤ b0
α∑N
j=1(w0 + b0 log(j))
if w0 > b0
(14)
For example, if w0 ≤ b0 then b0C¯/α ≈ 0.00215638, 1.44673×10−4 and 1.08567×10−5 for N = 102, 103
and 104 respectively.
4.4 Example of test levels
As an example of how the test levels for the different procedures change over time, we generate 1000
independent test statistics Zi ∼ N(θi, 1) where θi =
√
log 1000 ≈ 2.63 with probability 1/2 (and θi = 0
otherwise). We set α to the conventional level of 0.05, and compare the test levels for the LORD and
LOND procedures designed for independent test statistics, with the detailed specifications deferred to
Section 5.1. As benchmark comparisons, we also calculate the test levels for the Bonferroni procedure
(as specified in Section 5.1), as well as the uncorrected test level of 0.05.
Figure 2 gives the log adjusted test levels for the procedures assuming there is no upper bound on
the number of hypotheses to be tested. For all procedures (except the benchmark ones), we see how
the test levels increase each time a discovery is made, and otherwise decrease. In general, SAFFRON
has the highest test levels, which can even be above the nominal 0.05 level. LORD 3 tends to have
higher test levels than LORD++, which in turn always has test levels than LORD 2 (as discussed in
Section 4.1.1). The LOND procedure has lower test levels than any of the LORD procedures after
about 150 hypotheses have been tested. Finally, the Bonferroni procedure has substantially lower test
levels than any other procedure once the first few hypotheses have been tested, since it can never
increase its testing levels.
Figure 3 gives the log adjusted test levels for the procedures assuming there is an upper bound of
1000 hypotheses to be tested. SAFFRON has virtually the same test levels as before due to the choice
of γ (see Section 5.1), and again tends to have the highest test levels. The LORD 2/3/++ procedures
benefit from being able to assume an upper bound and have higher test levels than before. This time,
LORD++ tends to have a higher power than both LORD 3 and LORD 2. Meanwhile, the test levels
of LOND are substantially increased, and in fact become similar to those for LORD 2/3/++ as the
number of hypotheses tested increase. Finally, the Bonferroni procedure always has (substantially)
lower test levels than any other procedure.
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Figure 2: Log adjusted test levels for the different procedures, assuming there is no upper bound on
the number of hypotheses to be tested.
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Figure 3: Log adjusted test levels for bounded procedures, assuming an upper bound of 1000 hypothe-
ses to be tested.
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5 Simulation studies
In this section we compare the performance of the proposed LORD and LOND procedures with the
BH and Bonferroni-type procedures, in terms of the FDR and power. Our focus is on the performance
with dependent test statistics, since this was not considered for the LORD procedures in the simulation
studies in [6, 8, 9]. Of particular interest is whether any FDR inflation is observed with dependent
test statistics for the procedures that only provably control the FDR under independence.
5.1 Specification of the procedures
Independent test statistics
1. LORD: For LORD 2, LORD 3 and LORD++ (which for convenience, we refer to collectively
from now on as LORD 2/3/++), if there is no upper bound on the number of hypotheses to
be tested we use the sequence γ = (γi)i∈N as given in equation (10). When there is an upper
bound N , we use the sequence γ = (γi)i∈{1,...,N} as given in equation (11). For all the LORD-
based methods we set the initial wealth w0 = α/2 = 0.025, and for LORD 2 and LORD 3 we
set b0 = α− w0 = 0.025.
For SAFFRON, since it loses alpha-wealth when testing non-candidates, [9] suggest using
a more aggressive sequence (in the sense that more alpha-wealth is concentrated around the
beginning of the sequence). We choose γ = (γi)i∈N and γ = (γi)i∈{1,...,N} for the unbounded
and bounded cases respectively, such that γj ∝ j2 and
∑
j γj = 1. We follow the recommended
default value of λ = 0.5 (suggested in [9]) .
2. LOND: When there is no upper bound, we use the LOND procedure with β = (βi)i∈N set
so that βi = αγi, where γi is given in equation (10), to ensure a fair comparison with LORD.
Otherwise, we set βi = α/N , which we call ‘LOND (bounded)’.
3. Bonferroni: In order to be comparable to the LOND and LORD procedures described above,
when there is no upper bound on the number of hypotheses, we test hypothesis Hi at level
αi = αγi, where γi is given in equation (10). When there is an upper bound N on the number of
hypotheses, we set αi = α/N as per usual. We call this latter procedure ‘Bonferroni (bounded)’.
4. BH: We use the procedure described in Section 3. In contrast to the rules described above, the
BH procedure is an offline rule (and so in our simulation studies, it is applied to all the p-values
at once), but we use it as a ‘gold standard’ comparison.
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5. Uncorrected: As a comparison to all the previous rules which seek to control the FDR, we also
consider the rule which does not attempt to correct for multiple testing, and simply rejects Hi
if pi < α.
Dependent test statistics
1. LORD: If there is no upper bound on the number of hypotheses to be tested, and for w0 ≤ b0,
we use the LORD procedure as given by equation (13) with ν = 3. When there is an upper
bound N , we also consider the version given in equation (14), which we call ‘LORD (bounded)’.
2. LOND: When there is no upper bound, we use the LOND procedure for dependent test statistics
with β = (βi)i∈N set so that βi = αγi, where γi is given in equation (10). Otherwise, we set
βi = α/N , which we call ‘LOND (bounded)’.
3. Bonferroni: Since Bonferrnoi-type procedures are also valid under general dependency between
the test statistics, we leave the procedure unchanged.
4. BH: If the dependency of the p-values does not satisfy a positive dependency condition (see [19]),
the threshold for BH needs to be adjusted by replacing α with α/
∑N
i=1
1
i . We call this latter
variant ‘BH (adjusted)’.
5. Uncorrected: As before, we consider the uncorrected rule which rejects Hi if pi < α.
5.2 Multivariate normal simulation setup
We use a similar setup to that described in [5] in order to generate N dependent p-values. Consider
the hypotheses H(N) = (H1, H2, . . . ,HN ) concerning the means of normal distributions. The null
hypotheses are Hj : θj = 0. The mean parameters θj are set according to a mixture model:
θj ∼

0 w.p. 1− pi1
F1 w.p. pi1
For each simulation run, the test statistics Z = (Z1, . . . , ZN ) are generated according to Z ∼
N(θ,Σ), where θ = (θ1, . . . , θN ) and Σ ∈ RN×N is constructed as follows:
Σˆij =

1 if i = j
ρ otherwise
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Let Σ = ΛΣˆΛ, where Λ is a diagonal matrix with uniformly random signs on the diagonal (i.e. with
probability half of being −1 and half of being 1). Note that since Σ can have negative entries, it does
not satisfy the positive dependence condition and so (in theory) the adjustment to the BH procedure
as described in Section 5.1 is needed.
The individual one-sided p-values are given by pj = Φ(−Zj), and two-sided p-values by pj =
2Φ(−|Zj |), where Φ is the distribution function of a standard normal variable. We have the following
three choices of the non-null distribution:
1. Gaussian: F1 ∼ N(0, σ2), where σ2 = 2 logN (two-sided hypothesis testing).
2. Exponential : F1 ∼ Exp(λ), with mean λ =
√
2 logN (one-sided hypothesis testing).
3. Constant : F1 =
√
k logN (one-sided hypothesis testing), where k = 2 for N ≤ 100 and k = 1
otherwise.
In our simulations, we set α to the conventional level of 0.05, ρ = 0.5 and choose the number of
hypotheses N ∈ {50, 100, 1000}. We vary the fraction of non-null hypotheses pi1 from 0.01 to 0.09 in
steps of 0.01, and then from 0.10 to 1.00 in steps of 0.05. For each value of pi1, we run 10
4, 105 and
2× 105 independent replicates for N = 1000, N = 100 and N = 50 respectively.
5.2.1 Comparison of procedures designed for independent test statistics
Unbounded procedures We start with comparing procedures designed for independent test
statistics that are unbounded (i.e. no assumed upper bound on the total number of hypotheses to
be tested). Figure 4 shows the FDR and power for the unbounded procedures under the Gaussian
alternative for N ∈ {50, 100, 1000}.
For all values of N , the uncorrected test has an inflated FDR for pi1 < 0.6, with an inflation of more
than 100% for pi1 < 0.35. This highlights the critical importance of correcting for multiple testing,
particularly when there is a low proportion of non-nulls. As might be expected, for N ∈ {50, 100} the
uncorrected test has a higher power than any of the other procedures for all values of pi1. For N = 1000,
the uncorrected test has the highest power except for when pi1 > 0.8, where the SAFFRON procedure
has a higher power (we comment on this below). The greatest gain in power for the uncorrected tests
is for small values of pi1, which corresponds to the highest inflation in the FDR.
The BH procedure controls the FDR for all values of pi1 and N , even though the test statistics
violate the positive dependency condition requried for BH to provably control the FDR. This demon-
strates the robustness of the BH procedure under negative dependecies, which has also been observed
17
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Figure 4: Gaussian alternative (unbounded procedures) – FDR and power versus fraction of
non-null hypotheses pi1.
previously in the multiple testing literature (e.g. see [20, 21, 22, 23]). In terms of power (and ignoring
the uncorrected test), the BH procedure has the highest power for pi1 < 0.8, pi1 < 0.6 and pi1 < 0.5
when N = 50, 100 and 1000 respectively, with SAFFRON having a higher power otherwise. In par-
ticular, BH has a substantially higher power than the LOND and LORD 2/3/++ procedures for all
values of pi1, most noticeably when pi1 is small and N ∈ {50, 100}. This gain in power is to be expected
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given that BH is an offline procedure.
The LOND and LORD 2/3/++ procedures all control the FDR for all values of pi1 and N , even
though the test statistics are not independent. This shows that these procedures have some robustness
under dependencies. Indeed, for N ∈ {50, 100} the FDR of these different procedures are virtually
indistinguishable and very close to zero. For N = 1000, the FDR of the procedures has the following
ordering for all values of pi1: LORD 3 > LORD++ > LORD 2 > LOND, which is the same ordering
for the power of the procedures. For N = 50 and N = 100 we have the same ordering of power when
pi1 > 0.3 and pi1 > 0.15 respectively.
The Bonferroni procedure is (as expected) very conservative, with a FDR indistinguishable from
zero for all values of pi1 and N . It also has the lowest power of any of the procedures for all values of
pi1 and N , except when pi1 < 0.1 and pi1 < 0.15 for N = 100 and N = 50 respectively. In these latter
two cases, the power of the Bonferroni procedure is virtually indistinguishable from the powers of the
LOND and LORD 2/3/++ procedures. However, as noted in Section 4.2, LOND has a uniformly
higher power than the Bonferroni procedure in all cases.
Finally, the SAFFRON procedure controls the FDR for all values of pi1 when N = 50, but has a
slight inflation of the FDR above the nominal 5% level for pi1 ∈ (0.05, 0.35) when N = 100. When
N = 1000, the FDR is inflated for pi1 < 0.5, with a maximum FDR of around 8% when pi1 ≈ 0.05.
These results show that in contrast to the other FDR-controlling procedures, SAFFRON is not robust
to departures from independence for large values of N and smaller values of pi1. A likely explanation for
this behaviour is that (for smaller values of pi1) SAFFRON is effectively overestimating the proportion
of non-nulls due to the correlation between the test statistics, and hence the adjusted testing levels
are set too high.
In terms of power, SAFFRON has the highest power out of any of the proposed online procedures
for all values of pi1. As already mentioned, SAFFRON has a higher power than even BH when pi1
is large. More surprisingly, SAFFRON even has a higher power than the uncorrected test when
N = 1000 and pi1 > 0.8, while still controlling the FDR, which is because SAFFRON procedure can
have adjusted test levels above the nominal α, as seen earlier in Section 4.4.
Figures 11 and 12 in the Appendix show the results for the unbounded procedures under Expo-
nential and Constant alternatives respectively. The results are broadly similar to those above for the
Gaussian alternative, except that SAFFRON does not exhibit an inflated FDR in these settings.
Bounded procedures We now compare procedures designed for independent test statistics that
are bounded (i.e. have an upper bound N on the total number of hypotheses to be tested). Figure 5
shows the FDR and power for the bounded online procedures under the Gaussian alternative for
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N ∈ {50, 100, 1000}. The FDR and power for the uncorrected test and BH procedure are the same as
shown in Figure 4. Also, the bounded SAFFRON procedure has virtually identical FDR and power to
the unbounded procedure, due to the aggressive choice of the sequence γ (described in Section 5.1).
The FDR and power of these three procedures can thus be used as reference lines when comparing
the unbounded procedures with the bounded procedures in Figure 4 and Figure 5 respectively.
N = 50
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Figure 5: Gaussian alternative (bounded procedures) – FDR and power versus fraction of
non-null hypotheses pi1.
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The FDR and power of the bounded LORD 2/3/++, LOND and Bonferroni procedures is uni-
formly higher than the corresponding unbounded procedures (as would be expected given that the
test levels are uniformly higher). However, the FDR is still controlled for all values of pi1 and N , again
showing the robustness of the LORD 2/3/++ and LOND procedures to departures from independence.
In terms of power, a noticeable difference from the unbounded setting is that the bounded LOND
procedure now has a higher power than all other bounded procedures (apart from the uncorrected
and BH procedures), including SAFFRON, for pi1 < 0.4 and pi1 < 0.25 when N = 50 and N = 100
respectively. This demonstrates the benefit of using LOND when N and pi1 are relatively small.
Another noticeable difference is that bounded LORD++ procedure has a higher power than LORD
2/3 and LOND for pi1 > 0.4 and pi1 > 0.25 when N = 50 and N = 100 respectively. When N = 1000,
LORD++ has a higher power than LORD 2/3 and LOND for pi1 > 0.05 and in fact has a comparable
power to the offline BH procedure (as well as a higher power than SAFFRON for pi1 ∈ (0.05, 0.3) while
still controlling the FDR for all values of pi1.
Figure 5 also shows that for pi1 > 0.4 and pi1 > 0.25 when N = 50 and N = 100 respectively, there
is the ordering LORD++ > LOND > LORD 2 > LORD 3 in terms of power. When N = 1000 and
pi1 > 0.05, the powers of the LOND and LORD 2/3 procedures are very similar.
Figures 13 and 14 in the Appendix show the results for the bounded procedures under Exponential
and Constant alternatives respectively. The results show the same sort of patterns as discussed above
for the Gaussian alternative.
Focusing on the case when N = 50, Figure 6 shows the FDR and power for the bounded procedures
under Gaussian, Exponential and Constant alternatives. We again see that LOND has a higher power
than all other bounded procedures (apart from the uncorrected and BH procedures) when pi1 < 0.4,
pi1 < 0.3 and pi1 < 0.35 under Gaussian, Exponential and Constant alternatives respectively.
Under a Constant alternative F1 =
√
2 log(50), we see that the LORD 2/3/++ and SAFFRON
procedures suffer from a substantial loss of power for small values of pi1, and can have a noticeable
loss of power even compared to the Bonferroni procedure. This again shows the benefit of using the
LOND procedure for small values of pi1 when N is also relatively small.
5.2.2 Comparison of procedures designed for dependent test statistics
We now compare procedures designed for dependent test statistics. Figure 7 shows the FDR and
power for the procedures under a Constant alternative for N ∈ {50, 100, 1000}.
Starting with the FDR, apart from the uncorrected and unbounded LORD procedures, all other
procedures have a FDR virtually indistinguishable from zero for all values of pi1. The unbounded
21
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Figure 6: Bounded procedures forN = 50 – FDR and power versus fraction of non-null hypotheses
pi1.
LORD procedure has an increased FDR for pi1 close to zero, but is still always below the nominal 5%
level. In contrast, the uncorrected test has an inflated FDR for pi1 < 0.5, which increases dramatically
to above 60% as pi1 tends to zero. This again shows the importance of correcting for multiple testing
when the proportion of non-nulls is low. In what follows, we do not consider the uncorrected test any
further.
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N = 50, F1 = 2log(N)
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Figure 7: Constant alternative – FDR and power versus fraction of non-null hypotheses pi1.
In terms of power, the bounded Bonferroni procedure has a higher power than any of the other
procedures, including the (adjusted) BH procedure, for pi1 < 0.2 and pi1 < 0.1 when N = 50 and N =
100 respectively. Otherwise, the (adjusted) BH procedure has the highest power for N ∈ {50, 100}.
The bounded Bonferroni procedure also has a higher power than any of the other online procedures
(i.e. LORD and LOND) for pi1 < 0.4 and pi1 < 0.25 when N = 50 and N = 100 respectively. This
suggests that for smaller values of both pi1 and N , there is no benefit in terms of power in using the
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dependent LORD and LOND procedures instead of the bounded Bonferroni procedure.
The unbounded LORD and LOND procedures in particular suffer from a very low power, with
the unbounded LORD procedure having a noticeably lower power than the unbounded Bonferroni
procedure for all values of pi1 and N ∈ {50, 100, 1000}. The unbounded Bonferroni procedure in turn
has a substantially lower power than the bounded Bonferroni procedure. All this demonstrates that
(regardless of which procedure used), in the dependent setting there is a substantial benefit in using
a bounded instead of an unbounded procedure.
Figures 15 and 16 in the Appendix show the results for the procedures for dependent test statistics
under Gaussian and Exponential alternatives respectively. The result are similar to those discussed
above for the Constant alternative, with the LORD procedure in particular having a very low power.
Focusing on the bounded procedures, Figure 8 gives a further comparison between procedures
designed for independent and dependent test statistics under a Constant alternative, where ‘adjusted’
denotes the procedures designed for dependent test statistics. We see that there is a very substantial
price to pay in terms of power when using procedures designed for dependent instead of independent
test statistics. Figures 17 and 18 in the Appendix show the same patterns for Gaussian and Exponential
alternatives respectively.
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N = 50, F1 = 2log(N)
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Figure 8: Constant alternative (bounded procedures) – comparison of procedures designed for
independent and dependent test statistics under a Constant alternative F1, in terms of FDR and power
versus fraction of non-null hypotheses pi1. ‘Adjusted’ denotes the procedures designed for dependent
test statistics.
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5.3 Platform trial scenarios
We now consider a generic platform trial with normally distributed outcomes that ultimately evalu-
ates K experimental treatments against a common control. The outcome data for patient i on the
control arm is given by Yi0 ∼ N(θ0, σ2). The outcome data for patient i on an experimental arm j is
given by Yij ∼ N(θj , σ2), where
θj =

θ0 w.p. 1− pi
θ0 +
√
2 logK w.p. pi
At time τ , there are n0(τ) observed outcomes for patients on the control, and nj(τ) observed
outcomes for patients on experimental arm j. We let Y¯0(τ) and Y¯j(τ) denote the sample means at
time τ for the control arm and experimental arm j, respectively, where Y¯j(τ) is only defined when
nj(τ) > 0 (i.e. when experimental arm j is active).
Treatment arm j is compared with the control at a fixed time τj by testing the one-sided hypoth-
esis Hj : θj − θ0 ≤ 0, where it is assumed that all the control patients (including those from before
treatment j is added) are used to make the comparison. We use the test statistic
Zj(τj) =
Y¯j(τj)− Y¯0(τj)
σ
√
1
n0(τj)
+ 1nj(τj)
with corresponding one-sided p-value pj = Φ(−Zj(τj)). Due to the common control group, the test
statistics and hence p-values for the experimental treatments will be correlated.
For simplicity, the times τj (which can also be interpreted as the information fractions) are chose
uniformly at random in the interval [0.2, 1] for j = 1, . . . ,K. Given an overall sample size N0 for the
control, we set n0(τj) = bτjN0c. The nj(τj) are chosen from a Bin(Ntarget, 0.9) distribution in order to
introduce some variation in the number of patients in each arm, where Ntarget is the targeted sample
size for each of the experimental arms in the trial.
In our simulation study, we set α = 0.1, σ = 6, N0 = [Ntarget
√
K] and Ntarget = 70. We set α
higher than the usual 5% level to reflect the possibility of using a more relaxed error rate in a platform
trial (hence giving a higher power), given that treatments which ‘graduate’ from the trial will be tested
in a follow-up confirmatory study. We vary the fraction of non-null hypotheses pi1 from 0.01 to 0.09 in
steps of 0.01, and then from 0.10 to 0.50 in steps of 0.05 (we only go up to 0.50 since in most disease
areas, it is unlikely that more than half of new experimental treatments are truly beneficial). For each
value of pi1, we run 10
5 independent replicates. Figures 9 and 10 show the results for a platform trial
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that ultimately tests K = 25 experimental treatments.
Figure 9 shows the FDR and power for bounded procedures designed for independent test statistics.
We do not consider unbounded procedures since they suffer from a substantially lower power, as shown
in Section 5.2.1. All procedures (apart from the uncorrected test) control the FDR below the nominal
10% level, with the BH and SAFFRON procedures being the least conservative. In terms of power,
we see that LOND has a higher power than any of the other online procedures, and is also uniformly
more powerful than the Bonferroni procedure. In turn, the Bonferroni procedure has a higher power
than LORD 2/3/++ and SAFFRON when pi1 < 0.25.
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Figure 9: Bounded procedures designed for independent test statistics – FDR and power
versus fraction of non-null hypotheses pi1 for a platform trial that ultimately tests K = 25 experimental
treatments.
Figure 10 shows the FDR and power for procedures designed for dependent test statistics. Note
that since there is a positive correlation induced between the test statistics by having a common
control, the BH procedure does not need to be adjusted in this setting. Again, all procedures (apart
from the uncorrected) test control the FDR, with the BH and LORD procedures being the least
conservative. In terms of power, the bounded and unbounded Bonferroni tests are uniformly more
powerful than the corresponding LORD and LOND procedures, showing that there is no gain in terms
of power in this setting by using the online procedures.
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6 Case studies
6.1 Mouse phenotypic data
Our first case study uses high-throughput pheotypic data from the International Mouse Phenotyping
Consortium (IMPC) data repository, which aims to generate and phenotypically characterize knockout
mutant strains for every protein-coding gene in the mouse [13]. The IMPC database is an example of
a growing dataset mentioned in Section 2.1, since the family of hypotheses is constantly growing as
new knockout mice lines are generated and phenotyping data is uploaded to the data repository.
We focus on the analysis of IMPC data performed by Karp et al. [24], who looked at the influence
of sex in mammalian phenotypic traits in both wildtype and mutants. All data sets, scripts and
outputs for their paper can be found at www.mousephenotype.org/data/sexual-dimorphism. As
part of their analysis, Karp et al. analysed the role of sex as a modifier of the genotype effect (for
continuous traits) using a two stage pipeline. Stage 1 tested the role of genotype using a likelihood
ratio test comparing models (15) and (17). Similarly, stage 2 tested the role of sex using a likelihood
ratio test comparing models (15) and (16).
Y ∼ Genotype + Sex + Genotype ∗ Sex + Weight + (1|Batch) (15)
Y ∼ Genotype + Sex + Weight + (1|Batch) (16)
Y ∼ Sex + Weight + (1|Batch) (17)
The above procedure resulted in two sets of N = 172 328 distinct p-values. Note that these p-values
will not in general be independent, due to positive and negative associations between different genes
(caused for instance by linkage disequilibrium). In addition, multiple variables are being measured for
the same gene, and these can be aspects of the same phenotype or be biologically correlated. Table 1
below shows the number of traits that had a significant genotype effect or were classed as having a
significant sexual dimorphism (SD) using the unbounded procedures described in Section 5.1, which
were all carried out (with the exception of the uncorrected test) at a FDR level of 5%.
Looking first at the genotype effect, we have the following ordering of the procedures (in terms
of the number of rejections): Uncorrected  BH > SAFFRON > LORD 3 > LORD++ > LORD 2
 LOND  Bonferroni. We see that SAFFRON has almost as many (91%) rejections as BH, but
given the results of the simulation studies in Section 5, this may be the result of having an inflated
FDR. The LORD 2/3/++ procedures all have a somewhat smaller number of rejections compared to
BH (of between 62–75% of the number of rejections), but in contrast the LOND makes substantially
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Genotype SD
Uncorrected 35 575 20 887
BH 12 907 2 084
SAFFRON 11 705 760
LORD++ 8 543 1 193
LORD 3 9 685 1 343
LORD 2 8 049 1 088
LOND 2 905 206
Bonferroni 795 60
Table 1: Number of rejections made by the online FDR-controlling procedures for the IMPC datasets.
SD = Sexual Dimorphism
fewer (e.g. only 23% and 30% of the number of rejections for BH and LORD++, respectively). This
shows how the LORD 2/3/++ procedures gain substantial power over LOND for large N even when
there are a relatively low proportion of non-nulls, as can be seen in the simulation studies in Section 5
when comparing N ∈ {50, 100} with N = 1000.
For the SD data, we have the following ordering of the procedures: Uncorrected BH> LORD 3>
LORD++ > LORD 2 > SAFFRON  LOND  Bonferroni. This time, SAFFRON has a noticeably
lower number of rejections than the LORD 2/3/++ procedures. Also, the LORD 2/3/++ procedures
make a lower number of rejections compared to BH (of between 52%–65%).
This difference can be explained by looking at the proportion of non-nulls for both cases. Although
we do not know the proportion of traits that have a true genotype effect, we can use the uncorrected
test to give an upper bound of approximately 21%. Similarly, the uncorrected test gives an upper
bound of approximately 12% of traits truly having a significant SD (this bound is likely to be very
generous given that the uncorrected test has 10 times as many rejections than even BH). Since we are
in a scenario where there are far fewer non-nulls for SD compared to the genotype effect, we would
expect the power of both SAFFRON and the LORD 2/3/++ procedures to decrease, as demonstrated
in the simulation studies in Section 5.
6.2 Adaptive design for kidney cancer platform
Our second case study is based on a simplified version of a planned adaptive trial for kidney cancer
called WIRE. In the WIRE trial, (a maximum of) 20 patients are allocated to each experimental
treatment. The composite primary endpoint is tumour response to the treatment, which is binary.
The null hypothesis for each treatments is that the probability of tumour response is less than or
equal to 30%. The planned trial will also include interim decision points with the possibility of early
stopping for futility and efficacy based on a Bayesian statistical model, which we do consider in our
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case study for simplicity.
We assume that the outcome data for the control arm is given by Y0 ∼ Bin(n0, 0.3), where n0
is the number of patients allocated to the control. Denoting the total number of experimental arms
by K, the outcome data for experimental arm j (j = 1, . . . ,K) is given by Yj ∼ Bin(nj , pj), where
pj = p0 + δj and nj is the number of patients allocated to treatment j. For simplicity, we assume that
treatment arm j is compared with the control by testing the one-sided hypothesis Hj : pj > 0.3 using
a one-sided Fisher’s exact test.
Suppose that the trial has K = 10 experimental arms. We set n0 = 32, nj = 20 (j = 1, . . . , 10) and
the true treatment differences δ = (−0.01,−0.02, 0.23, 0.52,−0.04, 0.38,−0.03, 0.22,−0.02,−0.05). We
also set the target FDR level at 10%. Below are five trial realisations with these parameters:
1) Y0 = 19 , Y = (5, 5, 9, 19, 4, 15, 4, 10, 5, 6)
2) Y0 = 16 , Y = (7, 6, 13, 14, 8, 16, 7, 11, 6, 5)
3) Y0 = 13 , Y = (5, 13, 10, 15, 10, 15, 5, 11, 5, 3)
4) Y0 = 14 , Y = (10, 5, 9, 17, 10, 12, 10, 15, 7, 8)
5) Y0 = 14 , Y = (4, 10, 14, 17, 4, 16, 9, 9, 3, 3)
Table 2 gives the FDR and power of these trial realisations for the bounded procedures described
in Section 5.1. The results for scenarios 1 and 2 are typical of the trial realisations with the above
parameters. In these scenarios, there are no false discoveries for any of the procedures. In scenario 1,
all procedures have a the same power of 2/4, except for the uncorrected test which has a power of
3/4. In scenario 2, the Bonferroni and LORD 2/3 procedures have the lowest power of 3/4, while all
the other procedures have a power of 4/4.
Uncorr. Bonf. LORD 2 LORD 3 LORD++ SAFFRON LOND BH
1. FDR 0/3 0/2 0/2 0/2 0/2 0/2 0/2 0/2
Power 3/4 2/4 2/4 2/4 2/4 2/4 2/4 2/4
2. FDR 0/4 0/3 0/3 0/3 0/4 0/4 0/4 0/4
Power 4/4 3/4 3/4 3/4 4/4 4/4 4/4 4/4
3. FDR 2/6 1/4 2/5 2/6 2/6 2/6 2/5 2/6
Power 4/4 3/4 3/4 4/4 4/4 4/4 3/4 4/4
4. FDR 3/7 0/3 0/2 2/5 2/5 2/5 0/3 3/7
Power 4/4 3/4 2/4 3/4 3/4 3/4 3/4 4/4
5. FDR 2/6 0/3 0/3 0/3 1/5 0/3 0/3 2/6
Power 4/4 3/4 3/4 3/4 4/4 3/4 3/4 4/4
Table 2: FDR and power of five trial realisations based on the WIRE adaptive design for kidney cancer
platform. Uncorr. = Uncorrected, Bonf. = Bonferroni
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The other scenarios are more extreme, but have been chosen to illustrate some other possible
(albeit unlikely) results. In scenario 3, the Bonferroni procedure has the lowest FDR (of 1/4) while
still having the same power (of 3/4) as the LORD 2 and LOND procedures. All the other procedures
have a power of 4/4 but an increased FDR of 2/6. In scenario 4, both the Bonferroni and LOND
procedures have a FDR of 0/3 and a power of 3/4. The LORD 3/++ and SAFFRON procedures also
have a power of 3/4, but have a lower FDR of 2/5. LORD 2 has a lower power of 2/4 (and a FDR of
0/2), while both the uncorrected and BH procedures have a power of 4/4 but a higher FDR of 3/7.
Finally, in scenario 5 the LORD++ procedure has the lowest FDR (of 1/5) while still having the same
power (of 4/4) as the uncorrected and BH procedures. All other procedures have a FDR of 0/3 and
a power of 3/4.
These results illustrate the variability of the FDR and power of the different procedures when the
sample size is small and a relatively low number of hypotheses are tested (we return to this issue in
the discussion in Section 7). However, we can see that across all scenarios the uncorrected test has
the highest power and highest FDR (as would be expected), while the Bonferroni procedure has the
lowest FDR.
7 Recommendations and discussion
In this paper, we have explored the performance of recent proposed procedures for online FDR control
through simulation studies and two case studies, which together encompass a wide range of sample
sizes N , proportion of non-nulls pi1, and p-value distributions. Our focus has been on performance
under dependent test statistics, since we would not expect test statistics to be independent in many
biomedical applications. On the basis of our simulation results and case studies, we can make the
following recommendations for online control of the FDR in practice:
a) Across our simulation studies, there was no evidence of FDR inflation when using LORD 2/3/++
or LOND with dependent test statistics. This shows that empirically, these procedures are robust
to reasonable departures from independence (recall that we set the correlation ρ between the
test statistics at 0.5), and under the range of non-null distributions that we considered. This
is an important result, because there is a very substantial price to pay in terms of power when
switching from these procedures designed for independent test statistics to the adjusted LORD
and LOND procedures designed for general dependencies.
In contrast, with a two-sided test under a Gaussian alternative, the SAFFRON procedure had an
inflated FDR for smaller values of pi1. This inflation persisted and even increased as N increased
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from 100 to 1000. Hence, despite the high power of SAFFRON (particularly in the unbounded
setting where SAFFRON dominated the other procedures), it should be used with caution if the
test statistics are not independent.
b) Our simulation studies also showed the value of using the bounded versions of LORD 2/3/++
and LOND, as well as the adjusted LORD and LOND procedures. The bounded versions have a
uniformly higher power than the unbounded procedures, with a very substantial gain observed
for small N . Hence, in applications where N is likely to be relatively small (i.e. N < 1000)
we recommend that if possible, an upper bound for the number of hypotheses to be tested is
identified and used in the online FDR-controlling procedures (we return to this issue in the
discussion below).
c) We recommend the use of the bounded LOND procedure when N is small (i.e. N < 100) and
the proportion of non-nulls pi1 is likely to be low. In these scenarios, LOND dominates the other
procedures, as can be seen in the platform trial simulation study in Section 5.3. In contrast,
when N is large there can be a (substantial) loss in power when using LOND compared to the
other procedures, as can be seen in the IMPC case study in Section 6.1.
d) Across our simulation studies and case studies, we see that LORD++ has a comparable or higher
power to LORD 3, and in turn LORD 3 has a higher power than LORD 2 (also, it has been
shown in [8] that LORD++ always has a higher power than LORD 2). Hence, apart from when
both N and pi1 are small, we would recommend the use of the LORD++ procedure, particularly
since it also provably controls the FDR for independent test statistics (whereas this was only
shown empirically in [6] for LORD 3).
e) Focusing on procedures that provably control the FDR for dependent test statistics, we see that
the bounded Bonferroni procedure does surprisingly well. In particular, for small N it actually
does better than the (adjusted) LORD and LOND procedures for low values of pi1, such as in the
platform trial simulation study in Section 5.3. We return to this issue in the discussion below.
As noted in recommendation b) above, a higher power can be gained by using bounded procedures.
In practice, this requires some estimate of an upper bound, which may be criticised as being difficult
to obtain a-priori. However, in Section 4 we showed how to accommodate a change from an upper
bound of N to N ′ say in a straightforward manner, and hence the estimate of the upper bound can
be updated over time. As well, using a bounded procedure only has substantial benefits when N
is relatively small (i.e. N < 1000). Hence, in the public biological database setting (for example)
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an unbounded procedure can be used. An upper bound would be more relevant in the platform trial
setting, where it is more reasonable to assume some sort of upper bound (due to e.g. projected funding
limitations, or a projected number of drugs that can be tested each year).
Some of the recommendations above also depend on having an estimate of the proportion of non-
nulls pi1, which again may be criticised as difficult to obtain a-priori. However, by looking at historical
drug success rates or the hit rates in existing public biological databases (for example), it should be
possible to at least have an idea of whether pi1 is likely to be ‘low’ or ‘high’, which combined with
whether N is ‘large’ or ‘small’ should be enough to decide whether to use LOND or LORD++ (or even
SAFFRON, if the test statistics are independent). Another possibility may be to have an adaptive
framework to online FDR control which starts off with the LOND procedure (say), and calculates an
estimate of pi1 (using for example the estimate of the proportion of true nulls proposed by Storey et
al. [25]). If the estimate of pi1 starts to differ substantially from the initial assumed value, then a
different procedure (LORD++ say) could be used from that point onwards.
We empirically showed that the FDR was controlled when using LORD 2/3/++ and LOND even
under moderate dependencies between the test statistics. Further research is required in order to find
and more formally characterise the dependency structures under which FDR inflation does occur. As
a related issue, there is also much scope for further development of procedures that provably control
the FDR under dependent p-values, as the current proposals can suffer from a substantial drop in
power compared to the (adjusted) BH procedure and even the (bounded) Bonferroni procedure. It
would perhaps be beneficial and more natural to restrict to positive dependencies between the test
statistics, firstly because this is a commonly occurring framework for clinical trials with a common
control group, and secondly because the BH procedure is valid under a positive dependency condition.
Indeed, we see that there is a substantial loss in power for the adjusted BH procedure compared to
the usual BH procedure.
Much of our focus in this paper was on scenarios where a smaller number of hypotheses are being
tested (i.e. when N < 1000). Recall that the FDR is the expected proportion of false discoveries. Par-
ticularly when N is small and the test statistics are highly correlated, there is concern that controlling
the FDR does not prevent the FDP from varying, with the actual FDP possibly being far from its
expectation [6]. This can be seen in some of the results in Section 6.2. Instead, the False Discovery
Exceedance (FDX) may be a more meaningful metric to control, where the FDX is the probability
that the FDP is greater than some threshold t:
FDX(n) = P(FDP(n) ≥ t)
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In [6], procedures are also proposed that provide online control of the FDX for independent test
statistics. However, further research is needed to explore the properties of theses procedures, especially
given that the FDX can be a stricter criterion than the FDR, and that FDX control is much less widely
used than FDR control.
In our paper, we focused on the setting where online hypothesis testing arose due to a genuine
sequential nature in the testing of the hypotheses. However, another justification is when batches of
p-values (or even the entire set of p-values) are available, but the investigator chooses to process the p-
values sequentially in a particular order. By using some sort of prior knowledge or external information,
it is possible that online procedures could result in more discoveries than offline algorithms, as shown
in [5, 6]. We did not look at the effect of ordering the hypotheses when they arrive in batches, but
this would be a useful avenue of research, particularly if tailored to biomedical applications were prior
knowledge and/or independent information on the hypotheses exist.
Additionally, we did not explore the choice of the initial wealth w0, amount earned for rejecting a
hypothesis b0 or the constant λ in the specifications of LORD 2/3/++ and SAFFRON. However, pre-
liminary simulation results suggest that the choice of these parameters is not too crucial, particularly
for large N . In Section 1.3 of the Supplementary Material we carry out an analysis of the test levels
for the procedures in the limiting case when every hypothesis is rejected. The analysis indicates that
in scenarios where most hypotheses are expected to be rejected, b0 plays a more important role and
hence should be set larger (or equivalently, w0 should be set smaller) for LORD 2/3/++, while for
SAFFRON the constant λ should be set larger.
Finally, throughout the paper we have been assuming that different hypotheses are being tested
at every time. However, in many applications there is the possibility that the same hypothesis may
be tested repeatedly in time. This is closer to the classical group sequential framework of hypothesis
testing used in some clinical trial settings, for example. There is much scope for further research into
incorporating repeated testing of the same hypotheses (potentially with the option of early stopping)
within the online hypothesis testing framework.
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Appendix A Conditions on ξ for the modified LORD procedure
Substituting into equation (27) in [6], and letting x+ = max(0, x), we obtain the following inequality
for the FDR when w0 > b0:
FDR(n) ≤ w0ξ1 +
n∑
j=2
(
b0ξj +
∫ w0+b0(j−1)
b0
ξj
1 + ( s−w0b0 )+
ds
)
= w0ξ1 +
n∑
j=2
(
b0ξj +
∫ w0
b0
ξj ds+
∫ w0+b0(j−1)
w0
b0ξj
s− w0 + b0ds
)
= w0ξ1 +
n∑
j=2
ξj(w0 + b0 log(j))
=
n∑
j=1
ξj(w0 + b0 log(j))
Hence when w0 > b0, LORD controls the FDR below level α under a general dependency structure
if ξ = (ξi)i∈N is chosen such that ∞∑
j=1
ξj(w0 + b0 log(j)) ≤ α
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Appendix B Additional simulation results
B.1 Comparison of rules designed for independent test statistics
N = 50
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Figure 11: Exponential alternative (unbounded procedures) – FDR and power versus fraction
of non-null hypotheses pi1.
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N = 50, F1 = 2log(N)
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Figure 12: Constant alternative (unbounded procedures) – FDR and power versus fraction of
non-null hypotheses pi1.
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N = 50
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Figure 13: Exponential alternative (bounded procedures) – FDR and power versus fraction of
non-null hypotheses pi1.
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N = 50, F1 = 2log(N)
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
   
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 0.00
0.05
0.10
0.15
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
pi1
FD
R
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     
 
 
 
    
              
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                            
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
pi1
Po
w
e
r
N = 100, F1 = 2log(N)
 
 
 
  
  
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0.00
0.05
0.10
0.15
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
pi1
FD
R
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
        
                  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     
 
                
     
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
pi1
Po
w
e
r
N = 1000, F1 = log(N)
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
  
  
  
               
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 0.00
0.05
0.10
0.15
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
pi1
FD
R
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
   
 
 
 
 
  
  
 
  
 
 
 
      
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
    
 
 
 
 
 
    
  
 
 
 
   
   
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
pi1
Po
w
e
r
          Procedure              
 
  
 
 
BH
Bonferroni              
LORD 3              
LORD 2
LORD++
SAFFRON              
LOND
Uncorrected            
Figure 14: Constant alternative (bounded procedures) – FDR and power versus fraction of
non-null hypotheses pi1.
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B.2 Comparison of rules designed for dependent test statistics
N = 50
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Figure 15: Gaussian alternative – FDR and power versus fraction of non-null hypotheses pi1.
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N = 50
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Figure 16: Exponential alternative – FDR and power versus fraction of non-null hypotheses pi1.
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N = 50
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Figure 17: Gaussian alternative (bounded procedures) – comparison of rules designed for in-
dependent and dependent test statistics, in terms of FDR and power versus fraction of non-null
hypotheses pi1.
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N = 50
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Figure 18: Exponential alternative (bounded procedures) – comparison of rules designed for
independent and dependent test statistics, in terms of FDR and power versus fraction of non-null
hypotheses pi1.
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Appendix C Limits of test levels
C.1 LORD procedures
LORD 2 If Ri = 1 for all i, then
αi = γiw0 + b0
i−1∑
j=1
γj
Hence αi → b0 as i→∞.
LORD 3 If Ri = 1 for all i, then
W (i) = (1− γ1)iw0 + b0
γ1
[
1− (1− γ1)i
]
=⇒ αi = γ1(1− γ1)i−1w0 + b0
[
1− (1− γ1)i−1
]
Hence αi → b0 as i→∞.
LORD++ If Ri = 1 for all i, then
αi = γiw0 + (α− w0)γi−1 + α
i−2∑
j=1
γj
Hence αi → α as i→∞.
C.2 SAFFRON
If Ri = 1 and Ci = 1 for all j, then
Cj+ = Cj+(i) = i− j − 1
=⇒ α˜i = γ1w0 + ((1− λ)α− w0)γ1 + (1− λ)α
i−2∑
j=1
γ1
= (i− 1)(1− λ)αγ1
=⇒ αi = min{λ , (i− 1)(1− λ)αγ1}
Hence αi = λ for i ≥ 1 + λ(1−λ)αγ1 .
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C.3 LORD for dependent test statistics
If Ri = 1 for all i, then
W (i) =
i∏
j=1
(1− ξj)w0 +
1 + i∑
j=2
i∏
k=j
(1− ξk)
 b0
=⇒ αi = ξi
i∏
j=1
(1− ξj)w0 + ξi
1 + i∑
j=2
i∏
k=j
(1− ξk)
 b0
Hence as i increases αi is dominated by the contribution from ξi
[
1 +
∑i
j=2
∏i
k=j(1− ξk)
]
b0.
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