Line graphs that average response frequency over long periods obscure the major rate changes that indicate sources of behavioral control. A scatter plot can make patterns of responding identifiable and, in turn, suggest environmental features that occasion undesirable behavior. Use of scatter diagrams is illustrated in three cases.
It is customary to try to identify the stimuli that set the occasion for troublesome responses (Carr, Newsom, & Binkoff, 1976; Favell & Greene, 1981; Gaylord-Ross, 1980; Iwata, Dorsey, Slifer, Bauman, & Richman, 1982; Patterson, 1974) . Attempts to isolate such stimuli, however, often fail. The array of possible controlling stimuli in any applied setting may be too broad to test. Research has shown that the relevant environmental features may be neither simple nor intuitively obvious (Rincover & Koegel, 1975) . Thus, difficulties discovering functional controlling relations can render unworkable the elegant strategy of eliminating problem behavior by altering the stimuli that control it.
A scatter plot can help in identifying patterns of responding in natural settings. Ferster and Skinner (1957) pointed out that overall response rates were usually made up of ". . . short bursts of responding at a constant local rate alternating with periods of no responding" (p. 27) . Severe problem behavior typically conforms to this pattern. It virThis research was supported in part by grant HD-15781 from the National Institute of Child Health and Human Development.
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Paul E. Touchette is now at the University of California, Irvine. Reprints may be obtained from him at Department of Pediatrics, U.C.I. Medical Center, 101 The City Drive, Orange, California 92668 or from the other authors at E.R.I., 569 Salem End Road, Framingham, Massachusetts 01701. tually never occurs at a steady rate throughout the waking hours (Gaylord-Ross, Weeks, & Lipner, 1980; Plummer, Baer, & LeBlanc, 1977 Elements ofJoan's original program, previously associated with assaults, were then gradually reintroduced into her afternoon schedule. In the fifth week, Joan was scheduled to be present in a dassroom for 15 minutes of each hour. During the third and fourth months, demands were increased, and Joan engaged in dassroom activities in 15-minute blocks with each of the several teachers on her team. The duration of teaching sessions was then increased in 2-minute increments based on her successful performance with all of her teachers. By the fifth month, she was spending 30 minutes with each teacher and had been reintroduced for brief periods into her original group instruction setting. The duration of this activity was also increased in 2-minute increments based on her performance. There was no increase in assaultive behavior throughout.
After 12 months, Joan was participating in group dasses during 3 of the 4 hours between 1:00 and 5:00 p.m. and in structured individual activities during the fourth hour. Figures 2 and 3 show that only one assault occurred during a 14-day period 1 year after baseline. During the follow-up period, data on single hits and any minor assaultive acts in which Joan had previously engaged (e.g., pinching) were also recorded. One single hit occurred during the 14-day period and no other topographies of assaultive behavior were observed.
The scatter plot identified a pattern in Joan's aggression. The behavior was prevalent at certain times of day on certain days of the week. These times were correlated with one element of Joan's program. Eliminating that element drastically re- Figure 4 shows that id wounds. rescheduling the aides displaced self-abuse from iught to be late afternoon and evening to morning and early helmet and afternoon. After 2 days, the aides resumed their original schedule and Tom's self-hitting again ocany part of curred predominantly in the late afternoon and )dy against early evening. No dear explanation why one per-:k food was son was so successful and one so unsuccessful was interval in evident. The difference was something subtle which i') through-neither they nor we could identify. The group home plot. Tom managers subsequently solved the problem when Tom was accepted in a well-run sheltered workshop. With mornings and early afternoon spent at the workshop, the aide associated with low rates of self-hitting was rescheduled to work with Tom in the late afternoon and evening.
CASE ILUSTRATION 3
This case demonstrates that uninterpretable scatter plot data may reflect an unstable environment. Jim was a self-abusive student at a residential school for autistic adolescents. He hit his face with his -dosed fist and slammed his head into walls or furniture from 50 to 1,600 times a day. To prevent injury, he wore a protective helmet and mask He had a staff person in dose proximity around the dock and participated in few activities with his peers. Jim was 15 years old and his estimated MA (PPVT) was 3 years, 2 months. He was mute, except for a few words uttered only in a language training context. Jim had been placed in a residential program at age 9 when his behavior at home had become unmanageable.
Self-abuse was defined as any blow to his head with his hand or bringing his head into contact with a solid object. During the initial data collection period, Jim engaged in a loose schedule of activities that staff thought to be reinforcing (e.g., making hot chocolate, watching TV, taking short walks on the school grounds, listening to music, and making popcorn). During the first 5 days in Figure 5 , self-abuse produced a 5-minute period during which Jim was required to mop vigorously, an activity that he appeared to dislike. During the next 5 days in Figure 5 , each self-hit produced a water mist from a spray bottle directed toward Jim's face, another consequence that he appeared to dislike. The low-demand/high-reinforcement density schedule combined with mild aversive consequences did not reduce daily response frequency.
The scatter plot in Figure 5 shows (Marholin & Touchette, 1979; Stokes & Baer, 1977) . This phenomenon is so ubiquitous that it is assumed by widely used multiple baseline research designs (Barlow & Hersen, 1984, p. 210; Kazdin, 1982, p. 134 (Jenkins, 1965; Rilling, 1977; Terrace, 1966b) .
Stimulus conditions in school, home, or work environments vary with the time of day and day of the week. Each change in location, activity, contingency of reinforcement, or social setting creates an opportunity to evaluate the impact of these variables. When a change in setting systematically corresponds to a change in behavior, this suggests a controlling relation. Unfortunately, the process of identifying controlling relations precisely can be time consuming in both laboratory (Ray & Sidman, 1970; Terrace, 1966b) and field (Charlop, Schreibman, Mason, & Vesey, 1981; Patterson, 1974; Schroeder, Rojahn, & Mulick, 1978) . Precise identification of controlling relations may not be necessary. An alternative approach is to identify broadly defined control and to pursue a functional analysis in detail only if it proves essential to achieve the desired end.
A scatter diagram has inherently low resolution as a rate reporting device. Each cell can assume only two or three values corresponding to gross changes in rate within an observation interval. Patterns of presence and absence may, however, be sufficient to suggest control exerted by setting events. Shifts in rate of responding from high to low or low to high, corresponding to a change in setting, do not just suggest stimulus control, they define it (Terrace, 1966a ). An issue for extensive future investigation is the level of refinement of that definition necessary to achieve applied goals.
Controlling relations in the cases above were at best vaguely specified. It appears, however, that identifying functional control can be of practical value even though the controlling stimuli are not precisely defined. The three cases suggest that it is sometimes possible to eliminate problem behavior without understanding the variables that control it in detail. More exact analyses would definitely require an allocation of resources difficult to justify in most applied settings.
The data reported here serve only to illustrate the assessment method. They demonstrate how the scatter plot can be used as an assessment tool. Confounds and weak experimental evidence severely restrict any conclusions that might be drawn concerning the interventions that were implemented. This plotting method, however, does offer insights into patterns of responding not readily available from graphs of daily or weekly frequency. Questions remain to be resolved concerning the construction and use of scatter diagrams. It is not yet dear how best to select the values for filled and empty cells. Neither is it dear whether these diagrams are useful beyond an initial assessment. The production of this form of visual display may pay valuable dividends, and it makes minimal demands on staff time or skill. Many behavior analysts already record response frequency in 5-, 15-, or 30-minute blocks. For them, developing a scatter diagram simply means looking at available data in a different format.
