In this paper, a frequency-domain element-free method (EFM) for seismic modeling and reverse-time migration is presented. The application of time-domain EFM has been demonstrated successfully in seismic data processing and its advantages are shown. The absence of elements makes the EFM more flexible than the finite element method and it can be applied to more complex problems such as for irregular surfaces. Because of the utilization of the moving-least-squares fitting method, the dependent variable and its derivative are both continuous and precise in EFM. However, the large computation time of time-domain EFM limits its usefulness. We have developed an algorithm for frequency-domain EFM that reduces its computation time. Unlike time-domain propagators, the developed algorithm solves array equations to calculate a single-frequency wavefield. Without time iteration, there is very little accumulated error and, because of the spectrum of the source, we only need to calculate parts of the frequencies. The independence of each frequency makes it convenient to manipulate single-frequency wavefields and easy to accelerate computation with parallelization. For the frequency-domain algorithm feature, we can solve multiple shots at the same time. The implementation of frequency-domain EFM is shown for the full scalar wave equation. Based on this theory, numerical examples of seismic process and time acceleration are presented.
Introduction
The wave-equation-based method is widely used in seismic modeling and imaging. Various numerical algorithms such as the finite difference method (FDM) and the finite element method (FEM) have been developed (Claerbout 1971 , Marfurt 1984 . However, the low stability and precision of FDM and huge amounts of computation required by the FEM are major shortcomings. In recent years, meshless methods have become popular for solving partial differential equations because they are relatively economical and convenient to use (Melenk and Babuška 1996) . The element-free method (EFM) (Belytschko et al 1994) is a meshless method that could be a possible solution for seismic modeling and migration. The element-free precise integration method (Jia and Hu 2006) gives a useful way to apply EFM to seismic modeling and imaging. The numerical result depends on factors such as the basis functions, node distribution, node numbering, stabilization condition, and boundary condition. To reduce the computation memory and time required, several efficient improvements have been implemented (Fan and Jia 2013, Zhou et al 2018) . For example, large sparse linear system equations are solved instead of performing matrix inversion. Further, a decomposed element-free Galerkin method (Katou et al 2009) was shown to exhibit good performance in terms of computation time and numerical accuracy compared with the FDM for elastic wave propagation.
The EFM has several advantages over the FEM. For example, EFM only requires nodal data; however, more knowledge regarding the elements and mesh connections are needed in the FEM. Further, less pre-processing time and computer resources are required for the EFM. The absence of mesh also makes the EFM more flexible and applicable to more complex problems such as for irregular surfaces. It is also easy to generate shape functions in the EFM, with the only restraint being that of moving least-squares (MLS) (Lancaster and Salkauskas 1981, Levin 1998) , whereas the shape function in FEM has to satisfy many requirements. Furthermore, the shape function and its gradient in the EFM both have better continuity and smoothness (Jia et al 2005) .
The advantage of the EFM over the FDM is not in terms of efficiency, but rather in terms of accuracy and stability (Fan and Jia 2013). First, nodes are arranged more flexibly in the EFM than in the FDM. Second, the EFM can more easily deal with heterogeneous media and irregular boundary problems. Further, the dependent variable and its derivative are continuous and have higher precision owing to the MLS fitting.
Although the EFM has several advantages, the high computation time required limits its usefulness. The governing equation of the EFM contains matrices. For time-domain wavefield modeling, several array equations have to be solved at every time step. The cross-correlation imaging condition (Whitmore and Lines 1986) used in Reverse-time migration (RTM) (Baysal et al 1983) requires the forward-propagating source wavefield and the backward-propagating receiver wavefield to be available at the same time. This means that the array equations have to be solved at each time step again if RTM is performed. Multiple-shots data would result in the computation time being compounded.
Frequency-domain EFM is different from time-domain EFM and is also more efficient. For time-domain propagators, every time step wavefield is necessary; for the frequencydomain method, only single-frequency wavefields are needed. A single frequency is equivalent to a sinusoidal component in the time domain (Sirgue and Pratt 2004) . When a range of frequencies is used, the frequency-domain method is equivalent to the time-domain method when using the same range of frequencies. Because each frequency is independent, this method conveniently manipulates the single-frequency wavefield and conducts frequency analysis and also flexibly chooses the frequency range. Because there is no iteration, there is very little accumulated error. Therefore, the stability of the frequency-domain algorithm is better than that of the time-domain algorithm (Marfurt 1984) . In addition, it is easy to implement attenuation (Jo et al 1996) and deal with multiple shots. Another advantage of the frequency-domain RTM is that no wavefield-storage issue occurs as in the timedomain method (Symes 2007) because we calculate the forward-propagating wavefield and the backward-propagating wavefield at the same time.
The remainder of this paper is organized as follows. We first describe the theory of the frequency-domain EFM within the acoustic wave equation framework. Then, based on the theory, numerical examples are presented. The computation time of the time-domain EFM and frequency-domain EFM are then compared in detail. Subsequently, the process employed to deal with multiple shots is discussed. Further computation acceleration with parallelization is also applied.
Theory
Consider solving the following two-dimensional (2D) full scalar constant-density wave equation,
where u is the displacement field; t is the temporal coordinate; x and z denote the spatial coordinates; c is the media velocity; and f is the source term. To match the real displacement u, we define the MLS approximant as follows:
where P(x) is the m-dimensional basis vector. For the 2D case, P(x) usually has the form
3 (2) is an unknown coefficient that can be determined by MLS criterion. This means that the following function is minimized:
where N inf is the number of nodes in the influence domain of x; w(x−x I ) is the weight function. u I is the displacement at x I . Figure 1 shows the influence domain and weight function. For node x I , which is inside the influence domain, w(x−x I ) decreases with the increase in the distance from x I to x. For nodes that are outside the influence domain, w(x−x I )=0. We minimize the above norm J to obtain a(x) using
Substituting equations (6) into (2), we get
where j(x) is called the shape function.
Using the variational principle for equation (1) is equivalent to finding the minimum of the following function (Zienkiewicz and Taylor 1989) :
We minimize function J 0 using
This gives us,
where K is the stiffness matrix, M is the mass matrix, and G is the equivalent load source term. The matrices are defined by
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Equation (12) is the governing equation of EFM.
The acoustic wave euqation is also written as
J 0 can also be defined in the following form:
Following the same derivation, we have
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16) (which we hereafter call Method II) is different from equation (13) (which we hereafter call Method I), but they are both correct. The gradient of the velocity has a significant influence on the modeling result and makes Method II complex.
For the frequency-domain algorithm, we solve the governing equations to calculate the single-frequency wavefield. Fourier transform is applied to equation (12) to give the following new frequency-domain equation:
where ω is angular frequency; U(ω) is the vector of the wavefield in the frequency domain; and G(ω) is the source vector in the frequency domain. We assemble matrices K and M into a single matrix S(ω) for each ω, called the complex-valued impedance matrix, such that
In the frequency-domain EFM, there are several sparse matrices such as the mass matrix, the stiffness matrix and the complex-valued impedance matrix. The cost burden is mainly caused by improper storage of these sparse matrices and direct operations on them. In order to save computer resources and make the frequency-domain EFM more easily used, we compress sparse matrices by the compressed sparse column format (Duff et al 1989) , and solve the linear equations equation (18) with a linear equations solver. A variety of linear sparse solvers have been tested and it is found that PARDISO is usually the most efficient solver (Gould et al 2007) , which we employ here to solve the linear equations in our method. PARDISO is a memory efficient and easy-to-use software for solving large sparse linear systems of equations on shared-memory and distributed-memory multiprocessors.
For each frequency, we can solve equation (18) to get the single-frequency wavefield. For a given source, not all frequencies are needed. A frequency range that contains the most energy, for example, the dominant frequency range, is sufficient. The computation time of the frequency-domain method is directly proportional to the number of frequencies. Meanwhile, because of the independence of each frequency, parallelization can be easily implemented.
In the frequency-domain RTM, with governing equation (18), it is necessary to define the right-hand source term G(ω). For the forward-propagating problem, G(ω) is the true source signal at each shot location. For the backward-propagating problem, G(ω) is the virtual source associated with every receiver. For both the forward-propagating problem and the backward-propagating problem at frequency ω, the complex-valued matrix S(ω) is the same. For different shots, the complex-valued matrix S(ω) is also the same. This means that we can calculate the forwardpropagating wavefield and the backward-propagating wavefield of different shots at the same time if we use a direct sparse solver via LU decomposition.
In the time domain, the cross-correlation imaging condition has the following form:
where I is the image amplitude; T is total length of time; and u s (t) and u r (T−t) are the forward-propagating source wavefield and the backward-propagating receiver wavefield, respectively. Both wavefields are extrapolated in the same time-coordinate system. Transformation of the time-domain imaging condition to the frequency domain (Xu et al 2010) gives
where u s ŵ ( ) and u r ŵ ( ) are the corresponding forward-propagating source wavefield and backward-propagating receiver wavefield, respectively, at frequency ω. The imaging result can be obtained using equation (20) if every single-frequency wavefield needed is obtained.
Boundary condition
Every numerical method for wave modeling has the same drawback-the existence of an artificial boundary. To avoid this issue, in time-domain wavefield modeling, various methods can be used to enlarge the computation zone in order to delay the backward reflections or prevent the forward wavefront from reaching the boundary even at the maximum time. Although the computation time is increased, these methods are very useful. This approach does not apply to frequency-domain methods because each frequency implicitly contains information for all times. Another important reason is that finite-length inverse Fourier transform has time aliasing. Consequently, boundary reflections cannot be removed by simple time windowing.
A simple way to eliminate time aliasing is to utilize complex-valued frequency (Mallick and Frazer 1987, Sirgue and Pratt 2004 
where ω−iσ is the complex-valued frequency. However, a significant disadvantage of the complex-valued frequency is that the wavefield of the entire model damps over time.
To eliminate the artificial boundary reflection and preserve the amplitude of the wavefield, we employ the perfectly matched layer (PML) method (Berenger 1994) . With damping functions α and β incorporated into equation ( 
The damping function may assume different forms; we utilize the cosine type (Moreira et al 2014): In equation (23), L denotes the width of the PML layer; x pml is a local coordinate denoting the distance to the horizontal boundary; and z pml is a local coordinate denoting the distance to the vertical boundary. The scalar coefficient d pml depends on the width of the PML layer and i 1 = -. In the initial model zone, α=1 and β=1, such that equation (22) is equivalent to equation (1). To apply the PML boundary condition to the frequencydomain EFM, the matrices in equation (13) must be recalculated with new forms:
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Matrices K, M, and G are calculated by the respective Gaussian quadratures (Golub and Welsch 1969) . The integration points within the entire model, including the PML layer, are first partitioned. Then, we calculate the local matrices on the integration points. A summation of all local matrices is made to obtain global matrices K, M, and G. Because the matrices in equation (24) are obtained using the Gaussian quadratures, an efficient solver is used to obtain the single-frequency wavefield. When all single-frequency wavefields needed have been calculated, the time-domain snapshot and imaging result are easily obtained.
Numerical examples
In this section, several examples for seismic modeling and RTM are shown to verify the accuracy of the frequencydomain EFM. Comparison of the computation time with the time-domain EFM and other characteristics of frequencydomain algorithm are presented.
Modeling and imaging examples
Figure 3 To illustrate the accuracy of frequency-domain EFM, we compared the modeling result with that of the FDM. Figures 3(d) and (e) show that both the arrival time and the waveform of frequency-domain EFM are consistent with that of FDM.
Method II was also tested with different gradients of velocity. In the first test, the gradient of velocity was ignored. In the second and third tests, the gradient of velocity was calculated using the second-order difference and the eightorder difference, respectively. Figure 4 shows the results obtained. For Method II, all of the transmitted waves are correct; however, only the reflected wave with gradient of velocity calculated by the eight-order difference is consistent with that of FDM.
The frequency-domain EFM not only requires less time than the time-domain EFM, it returns high-quality results for RTM. We tested the 2D SEG/EAGE salt model depicted in figure 5(a) . This model has a 676×210 grid with grid interval 10 m. The imaging results of time-domain EFM, frequency-domain EFM and FDM are presented in figures 5(b)-(d) with 28 shots stacked, respectively. These three images are all show the main structures of the 2D SEG/ EAGE salt model clearly, except for the slight artifacts near the surface in the FDM result. The result for frequencydomain EFM, showing clear spike reflector and salt boundary with good resolution, is at the same level as that of timedomain EFM, with some sections even better than in the time domain. The subsalt section has less noise.
Acceleration of computation
The huge computation time is a major shortcoming of the timedomain EFM for seismic modeling and imaging. Time step iteration accounts for the majority of the time. The discrete equation, equation (12), is actually semi-discrete because it still contains acceleration Ü . The time recursion relations can be obtained by integrating Ü using the average acceleration algorithm (Jia and Hu 2006) . After this process, there are two array equations that should be solved and other matrix operations such as multiplication and addition in each time loop (Fan and Jia 2013) . In these matrix operations, solving the array equations requires the most amount of time. Considering backward-propagating wavefield, the number of time loops will double. The frequency-domain EFM has its specific advantage to save computation time. Matrix S(ω) is the same for forward-propagating wavefield as backward-propagating wavefield. We can solve equation (18) directly to obtain both forward-propagating single-frequency wavefield and backward-propagating single-frequency wavefield using a direct solver. The only problem is that matrix K contains ω. This means that we have to recalculate matrix K for every frequency loop. Table 1 compares the computation time of the timedomain EFM, the frequency-domain EFM and the FDM for RTM. The velocity model for this test is shown in figure 3(a) . The selected frequency range is 0-60 Hz for the frequencydomain EFM. The total number of time steps is N=8001 and time interval is Δt=0.0005 s.
We know that the computation efficiency in solving large sparse array equation systems depends on the matrix bandwidth and the number of non-zero coefficients (Hustedt et al 2004 , Liu et al 2013 . The PML boundary condition increases the matrix bandwidth and the number of non-zero coefficients, and also makes the impedance matrix S(ω) complex-valued. Therefore, the time required to solve an array equation once in the frequency-domain EFM is more than that required for the time-domain EFM. Recalculating matrix K in every loop also requires a lot of time. However, the reduction in the number of loop results in the frequencydomain EFM to be more efficient than the time-domain EFM. In this test, the total time taken by the time-domain EFM for the entire RTM is approximately 27 times that required by the frequency-domain EFM. The computation speed of FDM (an 8th-order classical finite difference scheme adopted) is much higher than both the time-domain EFM and the frequencydomain EFM. However, it is possible to make the frequencydomain EFM more efficient by some computation strategies.
There are two other ways to reduce the computation time for the frequency-domain EFM. Matrix S(ω) in equation (18) is the same for all shots. For a particular frequency, once a direct solver based on LU decomposition is used, the single-frequency wavefield for all shots can be calculated at the same time. Figure 6 (a) shows the relative computation time of multiple shots. It is clear that even when 32 shots are solved in one frequency loop, the computation time expended is virtually 1.45 times that of one shot.
The second method to reduce the computation time is parallelization. The wavefields of different frequencies are independent. We can calculate the wavefield of each frequency using a different thread on a multicore machine. Figure 6(b) shows the relative computation time with parallelization. It is obvious that parallelization reduces the computation time significantly. 
Conclusions
In this paper, we described the frequency-domain EFM using a 2D full scalar wave equation and applied it to seismic modeling and imaging. On the basis of this theory, we presented numerical examples and obtained accurate wavefield modeling results and high-quality imaging results. The frequency-domain EFM significantly reduces the computation time because it involves fewer array equations than the timedomain EFM. The characteristics of the frequency-domain algorithm enable us to deal with multiple shots at once, with only a small time penalty. Furthermore, the independence of the frequencies in the frequency-domain EFM means that parallelization can be implemented for different frequencies, which effectively reduces the computation time. The GPUaccelerated technical platform may provide the best method to implement parallelization in the future.
