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In this paper a general geometric formalism of thermodynamic non-equilibrium steady states
is developed within the framework of contact geometry. We show that the non-equilibrium steady
states are points on Legendre submanifolds generated by the Massieu potential of the system. These
submanifolds correspond to control parameter spaces of the system and are shown to be equipped
with a natural Riemannian metric structure which is compatible with the contact structure of
the ambient space. It is also pointed out that the Fisher information metric which defines the
thermodynamic length between two points on a parameter space, reduces to this natural Riemannian
metric on Legendre submanifolds when the thermodynamic limit is taken.
I. INTRODUCTION
Boltzmann and Gibbs formulated the prescription of
equilibrium statistical mechanics by providing the ap-
propriate density matrix of a system at temperature T
which is given by the celebrated Boltzmann distribution
[1]. For systems in weak contact with a thermal (and
particle) reservoir, the canonical (or grand-canonical)
distribution provides the statistical state of the system
and this prescription is the foundation stone of equilib-
rium statistical physics which governs the laws of classi-
cal thermodynamics. Further, for systems close to ther-
modynamic equilibrium, linear response theory produces
fluctuation-dissipation relationships [2, 3] and Onsager
reciprocity relationships [4, 5]. The scenario however,
is quite different for systems far away from equilibrium
and there is no general procedure to obtain the density
matrix. Such dynamical systems make up the majority
of biological, technological, and even cosmological sys-
tems. Non-equilibrium statistical mechanics is a field
of active research with tremendous importance in trans-
port phenomena (see, for example [10, 11]) and chemi-
cal transformations (see [12] and references therein). In
the recent times, there has been quite a lot of interest
in autonomous machines [13] both from a classical and
quantum mechanical perspective (see also [14]). Even
though out of equilibrium, such systems function in non-
equilibrium steady states [6, 15] which primarily differ
from the equilibrium states in respect to the fact that
there is a non-zero entropy production owing to fact that
they are not equilibrium states.
There has been notably large body of work in the
field of non-equilibrium steady states (NESS) recently [6–
9, 16–18]. Intriguing advancements in technologies and
experimental techniques enable us to manipulate single
molecules and the measurement of the thermodynamic
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properties of microscopic systems [19–22]. One may men-
tion the work of Collin et al. [23] who measure the work
performed on a single RNA hairpin using optical tweezers
as the hairpin makes folding and unfolding. They also
find the equilibrium free-energy change using the work
fluctuation relations from such out of equilibrium mea-
surements. In a variety of contexts, fluctuation theorems
have been derived, to relate the probability of an increase
to that of a comparable decrease in entropy during a fi-
nite time period [24–27], which are also experimentally
verified [28, 29]. Moreover, the Jarzynski equality which
relates different thermodynamic quantities for systems
driven far from equilibrium, has also been verified theo-
retically as well as experimentally [30, 31]. Interestingly,
some of these ideas of non-equilibrium statistical mechan-
ics find applications in machine learning [32], learning
and inference problems [33, 34]. A more profound prob-
lem in modern non-equilibrium thermodynamics is how
a molecular-scale machine performs useful work without
excessive dissipation [35]. The properties of optimal driv-
ing with minimum dissipation for macroscopic systems
are studied using thermodynamic length which is noth-
ing but a measure of the distance between pairs of ther-
modynamics states [36–39]. Further extensions of the
concept of thermodynamic length for microscopic sys-
tems involving a metric tensor of Fisher information is
done in [40, 41]. Recently, Sivak and Crooks formulated
a linear-response framework for optimal protocols that
minimize the dissipation during non-equilibrium pertur-
bations of microscopic systems [42]. In the linear re-
sponse regime, it is shown that the space of controllable
parameters contains a Riemannian geometric structure
induced by a generalized friction tensor [42].
Since the early seventies, contact geometry [54, 55]
which is the odd dimensional counterpart of symplectic
geometry [56] has been considered as a suitable frame-
work for the geometric formulation dissipative (open) me-
chanical systems [57, 58] thereby also leading to thermo-
stat problems [61]. However, it is best known for being
the geometric framework for equilibrium thermodynam-
ics [43–46, 59, 60], with varied motivations [47–49]. On
the other hand, the geometric definition and analysis of
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2NESS within the contact geometric framework has not
been taken up yet. The interconnection of NESS param-
eter space for analysis and control of composite thermo-
dynamic systems points towards the existence of a geo-
metric structure. In this paper, we exploit this geometric
insight to understand non-equilibrium steady states. For
a system in a non-equilibrium steady state, the exter-
nal baths impose upon the system some intensive control
parameters {λi} such as temperatures, chemical and elec-
tric potentials which are in turn associated with conju-
gate response variables {Xi} that are extensive variables
of the system. We restrict ourselves to situations where
the variables (λi, Xi) have no explicit dependence on
time. The system approaches a local equilibrium (LES) if
external gradients vanish. This means that an arbitrarily
small volume of the system is effectively homogenous i.e.
without an effective spatial structure. Such a local equi-
librium state is associated naturally with a Gibbs dis-
tribution. Interestingly, for the non-equilibrium steady
state, as long as a steady state is maintained and the
system-bath coupling is sufficiently weak, one can write a
generalized Gibbs distribution function of the McLennan-
Zubarev form [50–53],
ρness =
eδS−λ
iXi
Zness
, (1)
where Zness is the partition function in the non-
equilibrium steady state and δS denotes the entropy
production. The local equilibrium state simply corre-
sponds to the case with δS = 0. It should be remarked
that owing to the steady nature of the problem, δS is
time independent and also Poisson-commutes with the
Hamiltonian so that eqn (1) obeys the Liouville equa-
tion. Particularly of interest here is the Massieu poten-
tial, ψness = lnZness of the non-equilibrium steady state
being defined as the Legendre transformation of the en-
tropy,
ψness = S − λi〈Xi〉, (2)
where 〈Xi〉 denotes the steady state mean of the response
variable Xi. Local equilibration implies, ψness → ψles,
i.e. the Massieu potential corresponds to the local equi-
librium state. The bias parameters for the general case
are simply,
λi =
∂S
∂〈Xi〉 , (3)
and one can therefore write,
dψness = −〈Xi〉dλi. (4)
Eqn (4) is the first law of NESS thermodynamics and is
very general because it does not require thermodynamic
equilibrium. We remark, having made this identification
that the second law of NESS thermodynamics [9] is sim-
ply the statement that δS > 0.
II. THERMODYNAMIC GEOMETRY OF
NON-EQUILIBRIUM STEADY STATES
A. Contact geometry
We shall now briefly digress upon contact geometry. A
contact manifold is the pair (M,η) where M is a (2n+1)-
dimensional manifold and η is a one form that satisfies
the condition of complete non-integrability,
η ∧ (dη)n 6= 0. (5)
This means that the tangent bundle of M can be de-
composed in the following Whitney sum,
TM = ker(η)⊕ ker(dη), (6)
where ker(η) and ker(dη) are both regular distributions.
Moreover, there exists a unique global vector field ξ,
known as the Reeb vector field defined through,
η(ξ) = 1, dη(ξ, .) = 0. (7)
It is always possible to find local (Darboux) coordinates
in the neighbourhood of any point on M . In terms of a
local Darboux chart (s, qi, pi), it can be verified that the
one form η and the Reeb vector field ξ are expressed as:
η = ds− pidqi, ξ = ∂
∂s
. (8)
Further, a contact manifold is an example of a Jacobi
manifold, i.e. it is endowed with a bilinear Lie bracket
structure. Such a bracket has been called a Lagrange
bracket [62, 63] and the following relation holds,
{qi, pj} = δij . (9)
Unlike the Poisson bracket however, the Leibniz rule is
not obeyed by the Lagrange bracket and consequently,
the Lagrange bracket of a function with a constant does
not vanish in general. The coordinates qi and pi satisfy-
ing a non-trivial Lagrange bracket relationship are iden-
tified as conjugate variables. Of interest particularly in
thermodynamics are a very specific class of submanifolds
of M which are the submanifolds of the maximal dimen-
sion such that they don’t include a conjugate pair of local
coordinates or equivalently,
[ds− pidqi]L = 0. (10)
where L is the submanifold. Such submanifolds are
known as the Legendre submanifolds and are equivalent
to configuration spaces in classical mechanics. It follows
that all Legendre submanifolds are n-dimensional and it
can be shown that the local form is given by:
pi =
∂F
∂qi
, qj = − ∂F
∂pj
, s = F − pj ∂F
∂pj
, (11)
where i ∈ I, j ∈ J and I ∪ J is a disjoint partition of the
set of n indices. The function F = F (qi, pj) is known as
the generator of Legendre submanifold.
3Contact manifolds can also be associated with metric
structures that are in a sense compatible with the con-
tact structure. Such a compatible metric G is bilinear,
symmetric and non-degenerate. Taking the metric to be
of the form G = η2+dpidq
i, it follows that on a Legendre
submanifold L with a local form given by eqn (11), the
metric takes the form:
GL = dpidq
i|L = ∂
2F
∂qi∂qi′
dqidqi
′− ∂
2F
∂pj∂pj′
dpjdpj′ , (12)
where i, i′ ∈ I and j, j′ ∈ J with I ∪ J = {1, 2, ...., n}.
The metric therefore allows one to define the notion of a
length between two points, i.e. two different configura-
tions on the Legendre submanifold L.
B. Non-equilibrium steady states as points on
Legendre submanifolds
We now show that non-equilibrium steady states corre-
spond to points on Legendre submanifolds of an ambient
contact manifold specific to the system under consider-
ation. Rewriting the first law of NESS thermodynamics
[eqn (4)] as dψness+〈Xi〉dλi = 0 immediately leads to the
identification that (ψness, λ
i, 〈Xi〉) are local coordinates
on a contact manifold (M,η) with η = dψness + 〈Xi〉dλi.
The steady state condition [eqn (4)] demands η = 0 and
which means that a non-equilibrium steady state is sim-
ply a point on an appropriate Legendre submanifold with
the local form being given as,
s = ψness(λ
i), 〈Xi〉 = −∂ψness(λ
i)
∂λi
. (13)
Since a contact manifold of (2n + 1)-dimensions can lo-
cally be thought of as T ∗<n×< where T ∗<n is the cotan-
gent bundle of <n, it follows that {λi} are the coordinates
in <n while {〈Xi〉} are the cotangent fiber coordinates.
The Legendre submanifold is therefore locally, an open
set in <n with the local coordinates being the external
control variables. Different points correspond to different
values of the control variables and hence different non-
equilibrium configurations. Such a Legendre submanifold
will be called the manifold of steady states or simply a
control parameter space because the local coordinates are
all the external control variables. These can be thought
of as being embedded in the ambient space which assumes
the structure of a contact manifold where the following
Lagrange bracket relationship holds,
{λi, 〈Xj〉} = δij . (14)
Moreover, since the non-equilibrium steady states corre-
spond to points on Legendre submanifolds with the local
structure given by eqn (13), there is a natural Rieman-
nian metric structure of the Legendre submanifolds. The
metric defined in eqn (12) takes the following form,
gijdλ
idλj =
∂2ψness
∂λi∂λj
dλidλj ; i, j ∈ {1, 2, ...., n}. (15)
Since for particular values of the control variables, the
system reduces to a local equilibrium state, i.e. ρness →
ρles or equivalently, ψness → ψles. It therefore follows
that the local equilibrium states are also points on the
same control parameter space. The relative entropy dif-
ference between the two states can be calculated and is
related to the difference of Massieu potentials of the two
states. The metric [eqn (15)] not only defines the thermo-
dynamic length between different non-equilibrium steady
states on the control parameter space but also the length
between a non-equilibrium steady state and the corre-
sponding local equilibrium state. The farther apart two
states on the parameter manifold are, the less probable
is a fluctuation between the pair of states. For an affine
parameter t, the length of a curve between parameter
values a and b is simply the action,
l(a, b) =
∫ b
a
dt
√
gij
dλi
dt
dλj
dt
. (16)
It is known that the shortest distance between two points
are the geodesics. The metric can therefore be used to
study geodesics on the control parameter space. The
notion of congruence of non-intersecting geodesics can
be explored further by considering the variations of an
appropriate deformation vector that joins two points on
geodesics that are close.
FIG. 1: Schematic diagram of a two-terminal model set up
We consider as an example, the typical scenario of a
two terminal system as shown in figure-(1) in contact
with two baths (L and R) respectively at temperatures
βL and βR. Further, the chemical potentials of the baths
are µL and µR respectively. One defines the control vari-
ables as,
λ1 =
βL + βR
2
, λ2 =
βLµL + βRµR
βL + βR
,
λ3 = βL − βR, λ4 = βLµL − βRµR.
Under steady state conditions, the system’s state is repre-
sented by a single point on an appropriate 4-dimensional
Legendre submanifold L with coordinates (λ1, λ2, λ3, λ4)
embedded in a 9-dimensional ambient contact manifold
M . The response variables are obtained from the eqn
(13). In particular, the third and fourth response func-
tions are 〈X3〉 = 〈JE〉 and 〈X4〉 = 〈JN 〉 respectively be-
ing the average heat and particle currents in the NESS.
4Local equilibration occurs when βL = βR = β¯ and
µL = µR = µ¯. This gives, λ
1 = β¯, λ2 = µ¯ and
λ3 = λ4 = 0. Consequently, the local equilibrium state
corresponds to the point (β¯, µ¯, 0, 0) on L.
The metric defined in eqn (15) is conformally equiva-
lent to the metric of Ruppeiner [36] and Weinhold [64]
which have been studied quite extensively in the re-
versible thermodynamics of various systems from quan-
tum gases [65] to magnetic systems [66, 67] to black holes
(see [68] and references therein). However, a metric such
as the one defined in eqn (15) may not be well defined for
systems away from the thermodynamic limit where the
second derivatives of the Massieu potential are guaran-
teed to exist. It is therefore imperative to look at a more
fundamental description of the metric structure. From a
statistical viewpoint, the metric defined in eqn (15) can
be understood to be to covariance matrix [38],
gij = −∂〈Xi〉
∂λj
= 〈(Xi − 〈Xi〉)(Xj − 〈Xj〉)〉. (17)
In view of this, the notion of a more generalized metric
on the control parameter space is given by the Fisher
information metric being expressed as,
gij =
∑
x
ρness(x)
(
∂ ln ρness(x)
∂λi
∂ ln ρness(x)
∂λj
)
, (18)
where x = {Xi} is the set of all the response functions.
It is straightforward to show that eqn (18) is simply,
gij =
∑
x
ρness(x)
(
Xi +
∂ψness
∂λi
)(
Xj +
∂ψness
∂λj
)
, (19)
and is therefore equivalent to the metric in eqn (15) in the
thermodynamic limit. The metric defined by eqn (18) is
more general since it is defined statistically not necessi-
tating the thermodynamic limit. However, for classical
systems in the thermodynamic limit, the two metrics are
equivalent and it suffices to use the Riemannian metric
[eqn (15)] on the control parameter space arising out of
the contact geometry treatment.
III. REMARKS
Investigation of the geometry of the thermodynamic
state space, based upon a differential geometric approach
provides a deeper understanding of the structure of ther-
modynamics and statistical mechanics. For processes ar-
bitrarily far from equilibrium, we have established that
NESS are points on Legendre submanifolds which cor-
respond to the control parameter spaces of the system.
This holds even when the system evolves under a time-
inhomogeneous Markovian dynamics, making it applica-
ble to a broad class of non-equilibrium processes. Based
on the identification that the state space is a contact
manifold, we can demand that the control parameter
spaces are naturally equipped with Riemannian metric
structure. Even though the Riemannian structure of con-
trol parameter spaces in terms of the Fisher information
metric is well known in the literature, in the thermo-
dynamic limit, it follows that the Fisher metric which
is simply the covariance matrix is equivalent to the Rie-
mannian metric derived from contact geometry. The ma-
chinery of Riemannian geometry is successfully applied
to NESS and reveals a surprisingly rich geometric struc-
ture. Moreover, since the non-equilibrium steady states
do not require thermodynamic equilibrium, the contact
geometric picture for NESS is more general than the one
used in equilibrium thermodynamics. As our work gen-
eralizes the geometric formalism and includes the control
parameter spaces, it may open up new experimental av-
enues for testing the validity of the framework. Further,
the Riemannian metric structure has a natural connec-
tion with thermodynamic length which provides optimal
protocol of operations of molecular or macroscopic ma-
chines operating even far away from equilibrium. Hence-
forth, our results are encouraging in the sense that it
helps develop a better understanding of thermodynamic
non-equilibrium steady states and their geometric struc-
ture. One can therefore understand in a better way, the
optimal protocol and efficiency of biological systems, syn-
thetic molecular machines and also kinetic phenomena
such as (bio)chemical reactions.
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