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Abstract 
Let G be a graph and let c(x,y) denote the number of vertices in G adjacent to both of 
the vertices x and y. We call G quadrangular if c(x,y) ~ 1 whenever x and y are distinct 
vertices in G. Reid and Thomassen proved that IE(G)I >t 21V(G)I - 4 for each connected 
quadrangular g aph (7, and characterized those graphs for which the lower bound is at- 
tained. Their result implies lower bounds on the number of l's in m x n combinatorially 
orthogonal (0,1)-matrices, where a (0. I)-matrix A is said to be combinatorially orthog- 
onal if the inner product of each pair of rows and each pair of columns of A is never one. 
Thus the result of Reid and Thomassen is related to a paper of Beasley, Brualdi and 
Shader in which they show that a fully indecomposable, combinatorially orthogonal 
(0,1)-matrix of order n ~ 2 has at least 4n -4  l's and characterize those matrices for 
which equality holds. One of the results obtained here is equivalent to the result of Be- 
asley, Brualdi and Shader. We also prove that IE(G)I >I 2IV(G)I - I for each connected 
quadrangular nonbipartite graph G with at least 5 vertices, and characterize the graphs 
for which the lower bound is attained. In addition, we obtain optimal ower bounds on 
the number of l's in m x n combinatorially row-orthogonal (0,1)-matrices. © 1998 
Elsevier Science Inc. All rights reserved. 
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1. Introduction 
Two vectors x = (xl, . . . .  x,,) and y = (yl,. . .  ,Y,,) over a field Fare said to be 
combinatoriaily orthogonal if 1{i: x,v, ~ 0}1 ¢ 1. Let A = (a~j) be a matrix over 
/7, and let a(A) denote the number of nonzero enlries of A. If each pair of rows 
of A is combinatorially orthogonal then A is called combinatorially row-orthog- 
onaL and if each pair of rows and each pair of columns of A is combinatorially 
orthogonal then A is combinatoriaily orthogonal. We say that A is p-equivalent 
to a matrix B if there exist permutation matrices P and Q such that PA Q = B. 
We say that A is inseparable if A contains no zero row nor zero column, and A 
is not p-equivalent to a matrix of the form 
B O 
(O  C)"  
Since combinatorial orthogonality depends only on the zero pattern of a ma- 
trix, we will usually restrict our study to real (0, 1)-matrices. 
Let G be a graph with vertex-set V(G) and edge-set E(G). We define 
p(G) = I V(G)I and q(G) = IE(G)I. Let x ~ y denote xv E E(G). The neighbor- 
hood of a vertex x in G, N~s(x) (or simply N(x)), is the set of vertices in G ad- 
jacent o x. The closed neighborhood o fx  is Nix] = N(x) t.J {x}. The degree ofx  
is denoted by d~s(x) (or simply d(x)). The minimum degree of G is denoted by 
¢~(G). The co-degree of two distinct vertices x and y in G, denoted cc;(x,y) (or 
simply c(x, y)), is the number of vertices in N(x) n N(y). A graph G is said 
to be qua~b'anguktr ifc(x,y) # ! tbr any two distinct vertices x and ), in G. Reid 
and Thomassen [4] proved that q(G) >1 2p(G) - 4 for each connected quadran- 
gular graph G, and characterized those graphs Ibr which the lower bound is at- 
tained. (It should be pointed out that a quadrangular g aph is referred to as a 
graph with property p(2, 4) in [4]). The reader is referred to [2] for undefined 
graph terminologies used in this paper. 
Combinatoriaily orthogonal matrices and quadrangular g aphs are closely re- 
lated. If G is a graph with vertex-set {vj, v.,, . . . .  v,, } then the n x n (0, l)-matrix 
A = (a,j) with a,j = 1 if and only if v,r, E E(G) is the a~0"acemT matrix of G. It is 
easy to see that a graph with adjacency matrix A is quadrangular if and only if 
A is combinatorially orthogonal. If G is a blpartite graph with adjacency matrix 
A, then there exist a permutation matrix P and a (0, 1 )-matrix B such that 
(o ,) 
pr Ap = B r 0 " 
and we call B a bi-adjacemT matrix of G. it is easy to see that a bipartite graph 
with bi-adjacency matrix B is quadrandular if and only if B is combinatorially 
orthogona!. If C = (ci/) is an m x n matrix, it is convenient to let G(C) be the 
bipartite graph with partite sets ~ul.u2,....u,,} and {v],r2 . . . . .  l~,,} such that 
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u~e/is an edge of 6;(C) if and only if a~ i ~: 0. Clearly, if C is a (0, l~-matrix, then 
C is a bi-adjacency matrix for G(C). 
Cmr study ofcombinatorial orthogonal matrices and quadrangular g aphs has 
given us a better appreciation of the close relationship between combinatorial 
matrix theory and graph theory, and of the parallel development of concepts 
that occurs within the two areas. Beasley et al. [I] proved that if A is a fully 
indecomposable, combinatorially orthogonal (0, l)-matrix of order n ~> 2, then 
a(A) >t 4n-  4, and characterized the matrices for which the equality holds. 
They also obtained the optimal lower bound for a(A) when A is a fully inde- 
composable, combinatorially row-orthogonal matrix. Their resulr~s motivated 
us to consider lower bounds for the number of nonzero entries ir.~ inseparable 
combinatorially row-orthogonal matrices and in inseparable corabinatorially 
orthogonal matrices. Because of the correspondences between (0,, l)-matrices 
and graphs, we were led to investigate quadrangular graphs. Later we became 
aware that one of our results for quadr~ ngular graphs had been O~gtained some 
twenty years earlier by Reid and Thomassen [4]. 
In Section 2 we give preliminary results that will be useful in !proving some 
of our main results. In Section 3, we present he result of Reid and Thomassen 
on quadrangular graphs, and use it to show that o(A) >1 2(m + n) - 4 for each 
m × n inseparable combinatorially orthogonal (0, 1)-matrix A, and to charac- 
terize the matrices for which the ~quality holds. In Section 4, ~ ~ use a graph 
theoretic argument to show that q(G) >>. 2p(G) - 1 whenever G i~ a connected 
quadrangular nonbipartite graph other than the complete grapl:s K~ and K4, 
and to characterize the graphs for which equality holds. We then use a simple, 
and much shorter, argument o show that this bound ":!~o follows from our 
bound for inscparable combinatorially orthogonal matrices, in Section 5, we 
specialize our investigation to matching-covered quadrangular graphs. When 
such graphs are bipartite, this specialization yields a result that is equivalent 
to the result obtained by Beasley, Brualdi and Shader for fully indecomposable, 
combinatorially orthogonal matrices. Some open questions are presented in 
Section 6. Finally, in Section 7, we show that a(A)/> 2m + n - 2 whenever A 
is an inseparable combinatorially row-orthogonal m × n matrix with n/> 2, 
and characterize the matrices for which equality holds. 
2. Some preliminary results 
Given any two distinct vertices u and v in a graph G. we define a graph 
H = G ~::.;~ uv as follows: V (H) -  V(G), and E(H)= E(G) CI {uwlw~ v and 
w ¢ u} t_J {vwlw ,-~ u and w ¢ v}. For example, if u and v are two vertices of 
Ca, then (?4 !:~ ur = K4 when u ,-~ v, and C4 ~.! uv = C4 when u 7~ v. A vertex 
x of a graph G is said to be comlensahle if N(x) = {u. v}, N(u) = N(r), and 
d(u) >/3. A graph H is a comtensing of a graph G if H = G - v for some con- 
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densable vertex v of G. A graph H is a condensation of a graph G if there exist 
graphs H = Gi, (72,... ,Gk-i and Gk = G such that Gj is a condensing of Gj+! 
for 1 <~j~k-  1. 
We now list a few remarks, whose proofs are simple and omitted, that will 
be used later. 
Remark 2.1. The only connected quadrangular g aphs with at most five vertices 
are Ki, K2, K4, Ks, C4, K23, and/('5 - e (the subgraph of Ks with 9 edges). 
Remark 2.2. Q3 (the 3-cube) and K6-  C4 (the spanning subgraph of K6 
obtained from/(6 by deleting all edges of a 4-cycle) are both quadrangular. 
Moreover, no two distinct vertices in Q3 or K6-  (?4 have the same 
neighborhood. 
Remark 2.3. If G is a connected quadrangular graph with p(G) >. 3, then G is 2- 
connected (hence 6(G) >i 2). 
Remark 2.4. Let x be a vertex of degree 2 in a graph G other than C4. Then G is 
quadrangular if and only if x is condensable and G - x is quadrangular. 
Remark 2.5. Let H be a condensation of a graph G. Then we have: 
(i) H is quadrangular if and only if G is quadrangular; 
(ii) H is connected if and only if G is connected; 
(iii) H is bipartite if and only if G is bipartite; 
(iv) H is planar if and only if G is planar. 
Remark 2.6. If G is a connected quadrangular graph with d(x) = 3, then N(x) 
forms either an independent set or a Ka. 
3. Quadrangular bipartite graphs and combinatorially orthogonal matrices 
We first present he tbllowing result of Reid and Thomassen [4]. 
Theorem 3.1 [4]. Let G be a connected quadrangular graph. Then q(G) >t 
2p(G) - 4. Equality holds if and only if  G = Q3, or C4 is a condensation of  G. 
Observe that Theorem 3. l implic~ that the connected quadrangular graphs 
G for which q(G) = 2p(G) - 4 are all planar. It is interesting that they are max- 
imal planar bipartite graphs, that is, there do not exist distinct nonadjacent ver- 
tices u and v for such graphs G for which G + uv is both planar and bipartite. 
Theorem 3.1 and Remark 2.5 (iii) immediately imply the following result. 
Corollary 3.2. Let G be a connected quadrangular bipartite graph. Then q(G) >i 
2p(G) - 4. Equality holds if and only i f  G = Q3, or C4 is a condensation of G. 
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The m x n matrix of all l's is denoted by Jm,,,. In particular, Jn,, is abbreviated 
as J,. Since a bipartite graph G is quadrangular (connected) if and only if 
the bi-adjacency matrix of G is combinatorially orthogonal (inseparable), Cor- 
ollary 3.2 is equivalent to the following result, where a matrix B is said to be a 
condensation of a matrix A if G(B) is a condensation of G(A). 
Theorem 3.3. Let A be an m x n inseparable combinatorially orthogonal (0, 1)- 
matrix. Then tr(A) >>. 2(m + n) - 4. Equality holds if and only if .]2 is a 
condensation of A, or m = n = 4 and A is p-eqtdvalent to J4 - 14. 
4. Quadrangular nonbipartite graphs 
Corollary 3.2 gives an optimal owei "bound on q(G) for a bipartite graph G. 
The analogous bound for nonbipartite graphs is somewhat larger. 
Theorem 4.1. Let G be a connected quadrangular nonbif)artite graph other than 
KI and K4. Then q( G) >t 2p(G) - 1. Equality holds if and only if G = K6 - Ca, 
or 1(,5 - e is a condensation of G. 
This theorem immediately follows from Remarks 2.2, 2.4, and 2.5, and the 
following. 
Lemma 4.2. Let G be a connected quadrangular nonbipartite graph other than Ki 
and K4. Then q(G) >i 2p(G) - I. Equality holds" only if G = K5 - e or K6 - C4, 
or ~( G) = 
Proof. We use induction on p = p(G). The result is clearly true for p(G) <~ 5 by 
Remark 2.1. Thus the result easily follows from Remark 2.4 when cS(G)= 2. Let 
G be a connected, quadrangular, and nonbipartite graph such that 
p(G) >i 6, G ~ K6 - -  C4, and ~(G) = 3. It suffices to prove that q(G) >f 2p(G). 
Clearly the result holds for 6(G) >1 4, so we assume 6(G) = 3. The proof is 
divided into seven cases. In each case, we assume that none of the previous 
cases applies. 
Case 1. G contains a vertex x of degree 3 such that the co-degree of every 
pair of vertices in N(x) is at least 3. 
In this case, H = G - x is a connected quadrangular nonbipartite graph oth- 
er than K4 since p(G) >1 6. Thus, by induction, we have 
q(G)=q(H)+3>~[2(p -1) -1 ]  +3 :-: 2p. 
Case 2. G contains a vertex x of degree 3 such that N(x) = {u, v, w} forms a 
complete s~bgraph. 
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Assume c6(u, v)= 2 for convenience, and define H = (G • uv) -  x -  w. 
Then u and c are in the same component of H. Hence H is connected, otherwise 
w would be a cut-vertex of G, which is impossible by Remark 2.3. For any 
ver texysuchthaty  ¢ Na[x] and NO,) A N(x) ~ O, wehavey, - ,  wandy isad-  
jacent to exactly one of u and v, say y ,-.- u. This implies that there exists a vertex 
z :/: w adjacent o both u and y since c~(u,y) :fi 1. Therefore, H is quadrangular. 
Clearly, H is nonbipartite and H -~//4 since G # K6 - Ca. This yields 
q(G) = q(H) + 5 t> [2(p-  2) - 1] + 5 = 2,o. 
Case 3. G contains two vertices x and y such that N(x) = {u, v, w} C_ N(y) 
and d(y) > 3. 
Define H = (G Guv)  - x - w. it can be easily shown that H is a connected 
quadrangular nonbipartite graph other than K4, or K6 - Ca. We can also prove 
that 6(H) >i 3 and H # Ks - e. Thus, by induction, we have 
q(G) = q(H) + 4 ~, 2 (p -  2) + 4 = 2p. 
Case 4. G contains two vertices x and y such that N(x) = N(y) = {u, v, w}. 
Let H = G -x  -y .  Then H is connected. If there exist two vertices in H 
whose co-degree is I, then both vertices must be from Nix), say tit(u, ~') = 1. 
This implies that exactly one of u and v, say u, has degree 3 in G, and 
N(u) C N(v), which is impossible by Case 3. Thus H is quadrangular, it 
can be easily shown that H is nonbipartite and H ¢://4. Therefore, 
q(G) =q(H)  +6 >i [2(/ , -  2 ) -  I] + 6 - 2p + I. 
Case 5. G contains two adjacent vertices x and y of degree 3 each. 
Assume N(x) = {.v,u,r}, N(y) = {x.a,b}, and/ /= G-x-v .  Then we 
have q(G) = q(H) + 5. We see that v ~ a or v ,--, b, so we assume that v ~ a. 
This implies that t, ,/, b, u ,,, b, and u 96 a, by Cases 3 and 4. Since G is quadran- 
gular, it tbilows that there exists a vertex in H adjacent o both u and e. There- 
tore, vertices..,¢, v, a, and b are all contained in the same component of H, which 
implies that H is connected. We can also easily see that H is nonbipartite and 
H ~ K4. l fct l(a,b) >1 2 and cti(u, l,) i> 2, then H is quadrangular, which yields 
q(G) >f 2p. Without loss of generality, suppose c11(a.b) = 1 and 
Nit(a) N Nn(b)= {w}. Notice that c~;(v,w)= tit(v, w)I> 2. Theretbre, there 
exists a vertex z :/: a adjacent o both v and w in H, which implies that - ,,~ u. 
If oH(u, r) = I, then this implies that p(GJ = 8 and G= Q~, which is impossible. 
Therelbre, cn(u, v) > !. Let H' = H - a - b. Then H' is connected, quadrangu- 
lar, and nonbigartite. Hence. by induction, we have 
q(G) = q(H ' )+ 9 I> [2 (p -4 ) -  !] + 9= 2p. 
Case 6. G contains two vertices x and y of degree 3 each such thai x 96 y and 
c(x y) = "~ 
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Assume N(x) = {a, u, v}, N(y) = {b, u, v}, and H = (G • uv) - a - x - y. 
Notice that da(b) > 3 a~d a ~ b since co.(x,b) ¢- 1. This yields that d,(b) >1 3 
and every vertex in NH (b) is adjacent o both u and v. Hence, H is a connected 
quadrangular graph with 6(H) i> 3. It can be easily shown that H is a nonbi- 
partite graph other than K4, K5 - e, or K6 - Ca. This yields 
q(G) = q(H) + 6 >/2(p - 3) + 6 = 2p. 
Case 7. None of Cases I to 6 applies. 
If x and y are both vertices of degree 3, then we have x~y and 
N(x) O N(y)= 0. Notice that for any vertex x of degree 3, each vertex in 
N(x) has degree at least 4. In fact, it can be easily seen that at least one vertex 
in N(x) has degree more than 4. Thus, the sum of degrees of vertices in N[x] is 
at least 16. This implies that 
q(G) = ~ d(x) ~> 2p(G). [] 
kx _ ' (G~ / 
Since Reid and Thomassen did not give a proof of the equality part of The- 
orem 3. I in [4], perhaps it should be noted that both Theorem 3.1 and Corol- 
lary 3.2 can be easily proved by modifying our proof of Theorem 4.1. Since 
Theorem 4. I is equivalent o a result about symmetric, primitive, combinatori- 
ally orthogonal n x n (0, I)-matrices A = (au) with a, = 0 for 1 ~< i ~< n, it is nat- 
ural to wonder whether Theorem 3.3 can be used to prove Theorem 4.1. We 
now show that indeed Theorem 3.3 can be used in a simple proof of the lower 
bound on q(G) that is given in Theol-em 4.1. 
Let G be a connected quadrangular nonbipartite graph, and let A be the ad- 
jtlcency matrix of G. Then A is a symmetric ombinatorially orthogonal (0, l)- 
matrix of order p(G). Suppose that A is not inseparable. Then there exist per- 
mutation matrices P and Q such that 
("o o) 
where B is an r x s matrix. Let U be the set of vertices of G that correspond to 
the first r rows (and columns) of PAP t, and let W = {v E V(G): v ~ U}. Since 
G is nonbipartite, there exist distinct vertices u and v such that ur E E(G), and 
either u,v E U oru,  v E W. We may assume that u,v E U. Let w E W. 
Since G is connected, there is a path in G joining u to w, and it follows that 
there exist distinct vertices x, 3' and z such that x,y E U, z E W, 
andxy , ) , -E  E(G). Therefore, there is a path of length 2 joining 
x E Utoz  E W. However, since 
(PAPt) 2 = PAAtp  T = (PAQ) (PAQ) t = ( BBrO o) 
CC t ' 
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there can be no path in G of length 2 joining a vertex in U to a vertex in W. 
Hence, A must be inseparable, and it follows from Theorem 3.3 that 
2q(G) = a(A) >1 2((2p(G))-4,  
and thus that 
q(G) >i 2p(G) - 2 (4.1) 
We now show by induction on p(G) that in fact 
q( G) >i 2p(G) -  1. (4.2) 
for p(G)>t 5. Remark 2.1 implies that Eq. (4.2) holds for p(G)=5. Let 
p(G) >t 6, and suppose that equality holds in Eq. (4.1). Then Theorem 3.3 im- 
plies that some row of the adjacency matrix A of G contains precisely two l's. 
Let v be a vertex of G corresponding to such a row of A, and let H = G - v. It 
follows from Remarks 2.5 and 2.4 that H is a connected quadrangular nonbi- 
partite graph with p(H) = p(G) - I and q(H) = 2p(H) - 2, which contradicts 
our inductive assumption. Hence, Eq. (4.2) holds whenever p(G) ~ 5. 
Thus we see that Theorem 3.3 can be used to prove the lower bound on q(G) 
that is given in Theorem =1.1. However, it appears to be very difficult, or per- 
haps impossible, to use Theorem 3.3 to characterize the connected quadrangular 
nonbipartite graphs G for which q(G) = 2p(G) - I. 
5. Matching-covered quadrangular graphs 
A connected graph G is said to be matching-covered ifE(G) ¢: 0 and for each 
edge e of G there exists a perfect matching M of G such that e is an edge of M. 
Clearly, if G is a matching-covered graph, then G has at, even number 
of vertices. The reader is referred to [3] for properties of mal~3ing-covered 
graphs. 
Lemma 5.1. Let G be a matching-covered graph such lhat 1(,5- e is a 
condensation of G. I f  IV(G)I >1 8, then there exists a condensable vertex x of G 
such that N(x) = {u, v} with d(u) = 3. 
Proof. Let {xl ,x2 . . . . .  xk } be the set of condensable vertices of G, and let 
N(x,) = {u,, c,} for i -- 1,2, . . . .  k. Since G is r~atching-covered, it follows that 
N(x~) n N(X/) = ~ whenever i ~ j. Suppose that d(u~) >t 4 for i - 1,2, . . . ,  k. 
Then K5 - e is a condensation of H = G - {xl, x2 . . . .  , xk }, where 6(H) t> 3 and 
IV(H)l ~>2k. Hence, H=Ks-e  and k~<2. Therefore, IV(G)I = IV(H)l+ 
k<~7. [] 
P.M. Gibson, G.-H. Zhang I Linear Algebra and its Applications 282 (1998) 83-95 91 
For each integer n i> 2, we define a graph F, with 2n vertices {vt, v2,..., v2~} 
as follows. Let F2 = K4. For n/> 3, let F~ be the graph with F, - v,., - v2,_ i = 
Fn-i, N(v2n-I)= N(v2n-2), and N(v2, )= {I)2n-I, lY2n_2}. 
Theorem 5.2. Let G be a matching-covered, quadrangular, and nonbipartite graph 
other than 1(4. Then q(G) >~ 2p(G) - I. Equality holds if and only if G is 
isomorphic to 1(6 - C4 or to F,~ for some n >t 3. 
Proof. The inequality follows from Theorem 4.1. If G is isomorphic to/(6 - C4 
or to F~ for some n i> 3, then it is not difficult to see that G is a matching- 
covered, quadrangular, and nonbipartite graph such that q(G)= 2p(G) -  I. 
Conversely, suppose that G is a matching-covered, quadrangular, and 
nonbipartite graph such that q(G) = 2p(G) - 1. It follows from Theorem 4.1 
that G is isomorphic to/(6 - -  C4 or that Ks - e is a conden~'~tion f  G. Suppose 
that K5 - e is a condensation of G. Since G is matching-covered, G has an even 
number 2n >~ 6 of vertices. We prove by induction on n that G is isomorphic to 
F~. It is easy to see that this is true for n = 3. Let n >~ 4. Lemma 5.1 implies that 
there exists a con~eaza.ble vertex x of G such that N(x) = {u, v} with d(u) = 3. 
Let H=G-x -u .  We see that H is matching-covered and Ks -e  is a 
condensation of H. Therefore, the inductive assumption implies that H is 
isomorphic to F,_ t. It now follows that G is isomorphic to F,. [] 
It is easy to modify the proof of Lemma 5. I to obtain the following. 
Lemma 5.3. I f  G # C4 is a matching-covered graph such that C4 is a condensation 
of G. then there exists a condensable vertex x of G such that Nix) = {u, v} with 
d(u) = 3. 
For each integer n ~ 2, we define a bipartite graph H,, with partite sets 
{ul,u2,...,u~} and {vl,v2, . . . .  v,,} as follows. Let H, = (74. For n/> 3, let H, 
be the graph with H , -u , -  v,, =H,,-i such that N(u,)= {v,,_l.v,} and 
N(v,,) = N(v,-i) when n is odd, and N(v,) = {u~_l,u,} and N(u~) = N(u~-I) 
when ~ is even. For each integer n t> 3, let L, be the bipartite graph with partite 
sets ~ui,,ul,...,u,,-i} and {vo, v l , . . . ,v ,  i} such that L , -uo -vo :H~- i ,  
N(Uo) = {v0, Vl } and N(vo) = N(vi). 
Lemma 5.4. For each integer n >1 3, L. is isomorphic to H,. 
Proof. Define F: V(L , )~ V(H,,) by letting F(ui)= t,i.~ and F ( r , )=  ui+l for 
i = 0, l , . . . ,n  - I. it is easy to see that F is an isomorphism. [] 
Theorem 5.5. Let G be a matching-covered, quadrangular, and bipartite graph. 
Then q( G) >f 2p(G) - 4. Equality holds iJ'and only iJ" G is isomorphic to Q3 or to 
H, for some n >~ 2. 
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Proof. The inequality follows from Corollary 3.2. If G is isomorphic to Q3 or to 
H, for some n t> 2, then it is not difficult to see that G is a matching-covered, 
quadrangular, and bipartite graph such that q(G)= 2p(G) -  4. Conversely, 
suppose that G is a matching-covered, quadrangular, and bipartite graph such 
that q(G) :-: 2p(G) - I. It follows from Corollary 3.2 that G is isomorphic to Q3 
or that Ca is a condensation of G. Suppose that C4 is a condensation of G. 
Since G is matching-covered, G has an even number 2n/> 4 vertices. We prove 
by induction on n that G is isomorphic to H,. Obviously this is true for n = 2. 
Let n t> 3. Lemma 5.3 implies that there exists a condensable v rtex x of G such 
that N(x)= {u,v} with d(u)= 3. Let F = G-x -u .  We see that F is a 
matching-covered graph such that C4 is a condensation of F. Therefore, the 
inductive assumption implies that F is isomorphic to H,,_ I. Therefore, using 
Lemma 5.4, we see that G is isomorphic to H,,. [] 
For each integer n >1 2, let B,, be the bi-adjacency matrix of 11,,. Then 
B2 - -  
B, ,  = 
[' '] 
I I ' 
Bn- I 
0 ... 0 I 
B,, 
!1 
when n t> 3 is c/d, 
Bn i 
0 ... 0 I 
J 0 
I I! 
when n >/4 is even. 
A matrix M of order n is called lidly indecomposabh, if M is not p-equivalent to 
a matrix of the form 
where A is a matrix of order k, I <~ k <~ n - I. Since a bipartite graph is a match- 
ing-covered quadrangular g aph if and only if its bi-adjacency matrix is a fully 
indecomposable, combinatorially orthogonal matrix, Theorem 5.5 is equiva- 
lent to the following result of Beasley et al. [I]. 
Theorem 5.6 [!]. Let A he a fidly indecomposabh,, combinatoHaily orthogonal 
(0, l )-matrix of'order n >1 2. Then a(A) >. 477 - 4. Equolity hoMs (['and onb' (['A 
is p-equivak,nt to B, or B T or It - -  4 and A is" p-equivah'nt to J4 - 14. I I  q 
Since q(K4) = 2p(K4) - 2, Theorems 5.2 and 5.5 imply the following. 
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Theorem 5.7. Let G be a match#lg-covered quadrangular graph. Then 
q(G) >1 2p(G) - 4. Equality holds" iJ and only if G is isomorphic to Q3 or to 1t,, 
for some n >>, 2. 
6. Open questions 
A connected quadrangular graph G is said to be minimal if G cont~ins no 
proper spanning subgraph that is both connected and quadrangular. Theorem 
3. I implies that a minimal connected quadrangular graph of order p must have 
at least 4p - 4 edges. However, there exist such graphs with many more edges. 
Proposition 6.1. For each i,'Tteger p >1 8, there exists a mh~hnal connected 
quadrangula'r graph G of order p such that q(G) = [(p + 3)2/8] - 3. 
Proof. Let G be the bipartite graph with the bi-adjacency matrix 
A= dj.., 0 Jl., . 
L/, J , , J , ,  
where s >I 2 and t = p - 2s - 3 >/ 1. Then we can easily check that G is a min-  
imal  connected quadrangular graph of order p. In particular, if we let 
then q(G) = [~ l  - 3. [] [p/4], s= 
Question 6.2. What is the optimal upper bound on q(G) it,, terms of p(G) for a 
minimal connected quaOrangular graph G? 
Question 6.3. Which of the minimal connected quadrangular graphs are nonbi- 
partite? 
A matching-covered quadrangular graph is said to be critical if G contains 
no proper spanning subgraph H such that H is a matching-covered quadran- 
gular graph. Theorem 5.7 implies that a critical matching-covered quadrangu- 
lar graph of order p must have at least 4p - 4 edges. However, there exist such 
graphs, both nonbipartite ones and bipartite ones, with more edges. 
Proposition 6.4. For each hm'ger n >~ 3, there exists a critical matching-covered 
quadranguko" graph G of order 2n such that G is nonhipartite ami q( G) = 5n - 4. 
Proof. This proposition follows by consideration of the gra'~h G with vertex-set 
{vl, v2,..., v2,,} obtained by adding the n edges t,i r'2, It3 !,4,...,/'2,,-ltr2n to the 
complete bipartite graph K,_.2,,-2 with partite sets {vl.r2} and 
{v3, v4,. . . ,  v2,,}. [] 
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Proposition 6.5. For each integer n >>. 4, there exists a critical matching-covered 
quadm,,gular graph G of  order 2n such that G is bipartite and q(G) = 5n - 8. 
Proof. rfhis proposition follows by consideration of the bipartite graph G with 
bi-adjacency matrix 
12 J2,n-2 ]. 
J,-2,2 I,-2 J 
Quest!on 6,6. What is the optimal upper bound on q(G) in terms ofp(G) for a 
critical matching-covered quadrangular nonbipartite graph ty~ 
Question 6.7. What is the optimal upper bound on q(G) in terms ofp(G) for a 
critical matching-covered quadrangular bipartite graph G? 
7. Combinatorially row-orthogonal matrices 
Let A be an m x n matrix and B be an s x t matrix, where m, s i> 2. Assume 
A=(d ' ) 'whereA2 is the las t r °w° fA 'andB=(B ' )  h e r e B l i s t h e f i r s t A 2  B2 
row of B. Define A ® B to be the (m + s - I ) x (n + t) nlatrix 
A®B= BI . 
B2 
Then it can be easil3 ~een that ,4 ® B is inseparable and combinatorially row- 
orthogonal if and only if both ,4 and B are inseparable and combinatorially 
row-orthogonal. An m x n matrix B with m, n >I 2 is said to be a basic matrix 
if either B = Jm,2, or B is p-equivalent to Jr.2 ® C for some basic matrix C with 
2 ~< t < m. Note that if B is a basic matrix, then we have (i) B is beth insepara- 
ble and combinatorially row-orthogonal; (ii) each column of B contains at least 
two I's; (iii) B has an even number of columns; and (iv) at least two rows of B 
contain exactly two l's. 
Theorem 7.1. Let A be an inseparabh,, cambinatorially row-orthogonal m x n 
matrix with n >>. 2. Then we have a(A) >>, 2m + n - 2. Equality holds if and only if 
A is p-equivalent to a matrix of the form (Q B) where each column of Q contains 
exactly one l, and B is a basic matrix. 
Proof. We use induction on m + n. The result is clearly true for m ~< 2 or n = 2. Let 
m, n ~> 3. We may assume that for some 0 ~< k ~< n - 2, .4 = (Q B) where Q is an 
m x k matrix with exactly one I in each column, and each column of Bcontains at 
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least two l's. Without loss of generality we may assume that the first row of B 
contains a minimum number Wl of l 's among all the rows in B. For convenience 
we assume that the first two rows of B have the follo,ving format: 
(1 . . .1  l - . . l  O.. .O 0 . - :~)  
1. - .1  0 - - .0  1 . . . !  0.  " 
We also assume that the first two rows of B contain exactly w0 l's in common, 
where w0 >I 2, and the second row of B contains exactly w2 l's. Now obtain a 
submatrix B* from B by deleting the first row and replacing the second row by 
a row ( 1 . . .  I 0 . . .  0) with exactly w~ + w2 - w0 l's. Then it can be easily seen 
that B* is an (m-  1) x (n -  k) inseparable, combinatoriaily row-orthogonal 
matrix. Therefore, by induction it ¢,bllows that 
a(A) = a(Q) + wo + a(B*) >/k + 2 + (2(m - 1) + n - k - 2) 
=2re+n-2 .  
Hence, the inequality holds for A. Now suppose that a(A) = 2m + n - 2. Then 
w0=2 and a(B*)=2(m- I )+n-k -2 .  Since m/>3,  there exists 
0 ~<j ~< n-  k -  2 such that B* is p-equivalent o a matrix of the form (P C) 
where P is an (m - 1) × j matrix with exactly one 1 in each column, and C 
is a basic matrix. First suppose that j />  I. It follows that j = 2, and that the 
columns of P correspond to the first two columns of B. Hence, since wt is min- 
imal, we see that w~ = 2 and thus that B ~s p-equivalent to Jr., ¢-~ C. Now sup- 
pose that j=  0. Since w~ is minimal, we gee that w~ = 2 an0 thus that B is p- 
equivalent o ,, t,a~,-~c matrix. [] 
Recall that if A is a combinatorially orthogonai matrix of order n that is ei- 
ther fully indecomposable or inseparable, then a(A) >/4n-  4. However, the 
lower bounds are different for combinatorially row-orthogonal ma.trices ac- 
cording to whether they are fully indecomposable or inseparable. Beasley 
et al. [1] proved that if A is a fully indecomposable combinatorially row-or- 
thogonal matrix of order n t> 6 then a(A) >i 3n or 3n + I depending on whether 
n is even or odd, which is larger ~han the lower bound 3n - 2 for inseparable 
matrices given in Theorem 7. i. 
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