Abstract. Recent results on Dirichlet series n a n 1 n s , s ∈ C with coefficients a n in an infinite dimensional Banach space X show that the maximal width of uniform but not absolute convergence coincides for Dirichlet series and for m-homogeneous Dirichlet polynomials. But a classical non trivial fact due to Bohnenblust and Hille shows that if X is one dimensional, this maximal width heavily depends on the degree m of the Dirichlet polynomials. We carefully analyze this phenomenon, in particular in the setting of p -spaces.
Introduction
Based on our results from [13] we continue the recent study of ordinary Dirichlet series from [11] . Let X be some Banach space and m ∈ N. We call a series n a n 1 n s , s ∈ C a Dirichlet series in X if all its coefficients a n belong to X. We call it an m-homogeneous Dirichlet polynomial in X whenever a n = 0 for all indices n which have not precisely m prime divisors (counted according to their multiplicity). Here the Banach space p of all absolutely p-summable scalar sequences will be of special interest. As in the case of Dirichlet series with complex coefficients each vector valued Dirichlet series has associated with it an abscissa of uniform convergence and an abscissa of absolute convergence. More precisely, let σ a = σ X a = σ a ( n a n 1 n s ) := inf r and σ u = σ X u = σ u ( n a n 1 n s ) := inf r be the infimum taken over all r such that on the half plane [Re s ≥ r] the series converges absolutely and uniformly, respectively. In other terms, [Re s ≥ σ a ] is the largest half plane such that n a n The theory of Dirichlet series plays an important role in analytic number theory (see e.g. Apostol's books [1, 2] ), and results of the preceding type have a long history. Bohr in [5, 6] defined the number T , the supremum of all width σ a − σ u taken over all scalar Dirichlet series, and proved that T ≤ 1/2 . Eighteen years later Bohnenblust and Hille [4] showed that in fact
(see the beautiful survey [3] of Boas, and also [17] ). They implicitly defined the number T m replacing in the definition of T all scalar Dirichlet series by all scalar m-homogeneous Dirichlet polynomials, and proved that
here T m denotes the supremum of all width σ a −σ u with respect to all m-homogeneous Dirichlet polynomials in C. Then letting m tend to ∞ leads to (2) since T m ≤ T for all m. For another deep study of the Bohr-Bohnenblust-Hille equalities from (2) and (3) see also [18] and [22] . Although our techniques are very different from those of Bohnenblust and Hille in the scalar case, an easy analysis of our proof of Theorem 1.1 (see section 4.1) also shows that the Dirichlet polynomial attaining the maximal width can even be chosen to have complex coefficients if and only if p = 1 and 2 ≤ q ≤ ∞.
More recently, in [11] a similar question for Dirichlet series n a n 1 n s , s ∈ C with coefficients a n in a fixed Banach space X is addressed. Clearly, the definition of the maximal width T (X) and T m (X) then again follows the same lines but considerably different phenomena occur. It turns out that still T (X) = 1/2 and T m (X) = m−1 2m whenever X is finite dimensional. However, if X is infinite dimensional, then both numbers coincide and depend only on the geometry of the underlying Banach space X. More precisely, the main result from [11] states that for an infinite dimensional Banach space X and for each m we have T (X) = T m (X) = 1 − 1/ cot(X) , where cot(X) is the optimal cotype of X (see below for definitions). For special Banach spaces this optimal cotype is computable which e.g. gives (4) T
This means that in infinite dimensions Bohr's strips do not distinguish between arbitrary Dirichlet series and m-homogeneous Dirichlet polynomials. A careful study of this phenomenon for p -spaces lead to Theorem 1.1 which shows how to 'find the polynomials back' in our more general setting. Moreover, this result still covers (3) (take p = 1 and q = 2, and consider scalar series only) and (4) (take p = q) as special cases.
Using results and techniques of Bohr [5, 6] , Bohnenblust-Hille [4] and [11, 13] , the proof will be given in Sections 3, 4 and 5.
Preliminaries
In all what follows, capital letters such as X, Y will denote Banach spaces over C, whose duals will be denoted X * , Y * , . . .. By a Banach sequence space we will mean a Banach space X ⊆ C N of sequences in C satisfying 1 ⊆ X ⊆ ∞ and: if x ∈ C N and y ∈ X with |x| ≤ |y| , then x ∈ X and x ≤ y . For each n ∈ N we denote X n = span{e 1 , . . . , e n } in X. Examples of such Banach sequence spaces are the p -spaces, whose norm will be denoted · p ; c 0 as usual stands for the Banach space of all zero sequences. The conjugate of a real number γ > 1, is the number γ such that the set of all sequences of natural numbers (multi indices) whose entries are all zero except for a finite number; the length of such a multi index α is defined as the biggest k such that α k = 0. Throughout the paper (p k ) k denotes the sequence of prime numbers.
of length k, then we write p α = p
For any natural number n with prime decomposition n = p
k , following standard notation we write Ω(n) = α 1 + α 2 + · · · + α k . As a consequence, the symbol p will have along the paper two different meanings: either the sequence of primes or the index of an p -space.
The Banach space of all (bounded and linear) operators between two Banach spaces X and Y is denoted by L (X, Y ) , and the Banach space of all (bounded) m-linear mappings from
this is a Banach space. A continuous mapping between Banach spaces P : X → Y is called an m-homogeneous polynomial if there exists a continuous m-linear mapping A from X to Y such that P (x) = A(x, . . . , x) for every x ∈ X. The space of m-homogeneous polynomials between X and Y is denoted by P( m X, Y ), and with the norm P = sup x ≤1 P (x) it is a Banach space. If Y = C then P( m X, C) is simply denoted by P( m X). We will make use of the fact that if X is a finite dimensional Banach space then we have the following identifications
by identifying each element x * ⊗ · · · ⊗ x * ⊗ y with the polynomial x x * (x) m y; as usual the projective and injective tensor norms are denoted by π and ε, respectively, and the symmetric projective and injective tensor norms by π s and ε s . Detailed studies of the theory of polynomials, tensor products and symmetric tensor products can be found in [9, 15, 16] . If X is a Banach sequence space, then every P ∈ P( m X, Y ) has a monomial series expansion
where as usual
2 · · · ; if α is a multi index of length n then the coefficient c α (P ) = c α is simply defined through the monomial expansion of the restriction of the polynomial to X n = span{e 1 , . . . , e n } (which clearly can be identified with C n ). It is not in general true that (6) converges pointwise to P . A deep and complete study of when this happens in the scalar-valued case, can be found in [12] .
Following [20, Def. 1.e.12]), a Banach space X is said to have cotype q (with 2 ≤ q < ∞) whenever there is some constant C > 0 such that for each choice of finitely many vectors
, where r i stands for the i-th Rademacher function on [0, 1]; as usual, the best such C is denoted by C q (X). It is well known that p has cotype max{p, 2}. By cot(X) we denote the infimum over all possible q such that X has cotype q.
The proof: Part I. The upper bound
We begin the proof of Theorem 1.1 by obtaining the upper bound for T m (p, q). In the classical theory of Dirichlet series the corresponding abscissas of convergence of a given Dirichlet series can be computed by means of the Hadamard Formulas (see e.g. [2, Chapter 8] , [22, (I.4 
)])
. A straightforward modification of the proofs gives the following vector valued version of the Hadamard Formulas for a Dirichlet series n a n 1 n s with coefficients in a Banach space X provided n a n is divergent:
One of Bohr's main contributions was to relate Dirichlet series with power series in infinitely many variables. This relation can nowadays be treated from the point of view of holomorphic functions on infinite dimensional Banach spaces, and carries to vector valued Dirichlet series, in the so called 'Bohr's trick' (see [11, Lemma 5] ): If a 1 , . . . , a N ∈ X and we write c α = a p α then (9) sup
Let us point out that if a 1 , . . . , a N are so that a n = 0 whenever Ω(n) = m, what we have on the left-hand side of (9) is an m-homogeneous Dirichlet polynomial. On the right-hand side we have an m-homogeneous polynomial, therefore
This suggests that there must be a close relation between the uniform convergence of Dirichlet polynomials in X and polynomials on c 0 with values in X. More precisely, for every mhomogeneous Dirichlet polynomial Ω(n)=m a n /n s we have
this follows from an analogous formula [11, Corollary 2] for general Dirichlet series where the polynomials P have to be replaced by holomorphic functions, and the fact that if all coefficients of a holomorphic function with |α| = m vanish, then it is an m-homogeneous polynomial.
We can now prove the upper bound in Theorem 1.1. Let us consider
By the main result in [13] (Theorem 4) there exists c > 0 such that
for every P ∈ P( m c 0 , p ). Then if a 1 , . . . , a N ∈ p are all 0 whenever Ω(n) = m, and if we denote Λ N,m = {α ∈ Λ N : |α| = m}, then we can apply (11), Hölder's inequality and (9), to get
By (7) and (8) we have for every m-homogeneous Dirichlet polynomial such that n a n is divergent in q
If n a n is convergent in q we consider two different cases. On one hand if a n /n s is convergent in q for every s, then it is easily proved that it also converges absolutely for every s; in other words, σ q a ( a n /n s ) = −∞. Then (13) trivially holds. On the other hand, if a n /n s 0 diverges in q for some s 0 then it also diverges in p . Let then b n = a n /n s 0 and we have
But by the definition, σ q a ( n b n /n s ) = σ q a ( n a n /n s ) + s 0 and similarly for σ p u ; this finally gives that (13) holds for every m-homogeneous Dirichlet polynomial and implies
The proof: Part II. The lower bound
Since T m (p, q) is defined as a supremum, it is clear that if in each case we produce an mhomogeneous Dirichlet polynomial for which σ q a − σ p u is exactly the number in (1) we will have the desired lower bound for T m (p, q). To do that we need the following technical result. We adopt now a general approach, using operators between Banach spaces. Later we will apply Proposition 4.1 to the inclusion v = id : p → q ; also by taking v = id C we recover the results in Sections 4 and 5 of [4] . Proposition 4.1. Let v : X → Y be a non-zero linear operator. Let us fix ρ ∈ N, ρ > 1 and m ∈ N. If there exist γ, β with m ≥ γ − β > 0 and constants K, C > 0 so that for each n there exists P n ∈ P(
Proof. Let us note first that if m = γ − β the statement is trivial since in this case 1/q = 0 and we are simply saying that there exists some Dirichlet polynomial for which σ
We can assume then m > γ − β; first of all we divide each x ∈ c 0 into blocks x 1 , x 2 , . . . so that the block x n has length ρ n ,
and define the following polynomial blockwise
Clearly by our assumption on P n we have P ∈ P( m c 0 , X). Let now Ω(n)=m a n 1 n s be the Dirichlet polynomial in X associated to P (i.e. a p α = c α ). By (10) this satisfies σ u ≤ 0; let us show now that for every fixed 0 < δ < 1 we have
. This will give σ a ( va n /n s ) ≥ 1/q and complete the proof. Given 0 < δ < 1 we choose b < 1 so
On the other hand, by our assumption on the lower bound for c α (vP n ),
and is decreasing, we have for every n
On the other hand, by the prime number theorem, p n ≤ D 1 n log n ≤ D 2 n 1+δ for some constants
Hence there is some D 3 such that
Then for the Dirichlet polynomial Ω(n)=m va n 1 n s the following holds
We know that the last term does not converge; this implies σ a ( va n /n s ) ≥
Taking v = id : p → q we have that in order to prove the remaining inequality in (1) it is enough to find in each case sequences of polynomials P n ∈ P( m ρ n ∞ , p ) satisfying the conditions in Proposition 4.1. Let us point out that if P ∈ P( m c 0 , p ) then vP ∈ P( m c 0 , q ). Then the conditions in Proposition 4.1 read as P n P( m ρ n
We consider three different cases and treat each one separately. Lemma 4.2. Let E = (C n , E ) and F = (C N , F ). Then there exists a constant K > 0 depending only on m such that for every choice of scalars (λ α ) |α|=m we have
where (g j ) j and (g α,k ) α,k are families of independent standard gaussian random variables.
Proof. Let us choose independent Gaussian random variables g α,k , g α and g j for |α| = m, k = 1, . . . , N and j = 1, . . . , N ; by Chevét's inequality [23, (46. 3)] and (5) we have
By [10, Corollary 3.2] there exists some constant K > 0 such that
Here we have sup 
Note that for N = 1 we again have [10, Corollary 3.2] . Letting E = n ∞ and F = n p for some 1 ≤ p ≤ 2 we have id :
Also, for every 1 ≤ r < ∞ there exists a constant C so that (see [23, 
where K > 0 is a constant depending only on m.
Proof. From what we just mentioned we have
It is a well known fact that the Bernouilli averages are dominated by the Gaussian averages (see e.g. [14, 12.11] ); hence if ε α,k are independent Bernouilli random variables, then
This means that there exist choices of signs ε α,k = ±1 so that
Letting c α = n k=1 ε α,k e k ∈ E the conclusion finally follows. We can now use the polynomials we just produced to obtain a Dirichlet polynomial whose strip of uniform but not absolute convergence has maximal width. For a fixed ρ > 1 we have from the preceding corollary polynomials P n ∈ P( m ρ n ∞ , ρ n p ) whose coefficients have entries all equal to ±1 satisfying P n ≤ K(ρ n ) m/2+1/p and clearly c α (P n ) q = (ρ n ) 1/q . By Proposition 4.1 there exists an m-homogeneous Dirichlet polynomial Ω(n)=m a n /n s such that σ
. On the other hand, we already know σ
and this gives
4.2.
The case 1 ≤ p ≤ 2 ≤ q. In this second case we use a totally different technique following [4, Section 3] . Let us first note that if P ∈ P( m c 0 , p ) is such that inf c α (P ) ∞ ≥ K ρ n β we automatically have the same inequality for inf c α (P ) q . It is therefore enough to obtain polynomials that satisfy the desired inequality for · ∞ . Let us choose a prime number ρ > m and consider the ρ × ρ matrix M 1 = (m rs ) r,s with m rs = e 2πi(r−s)/ρ . Starting from this we define matrices
It is easily seen that M n = (a rs ) r,s=1,...,ρ n satisfies first that t a rt a st = ρ n δ rs , second that |a rs | = 1 and third a ρ rs = 1. We then consider the m-linear
We know from [13, Section 3.2] that this mapping satisfies A n ≤ (ρ n ) m/2 (ρ n ) 1/p−1/2 . We symmetrize it and consider the associated m-homogeneous polynomial P n (z) = |α|=m c 
is a ρ-th root of unity; hence if we put ξ = e 2πi/ρ there is some j 0 such that
is a sum of elements of this form and we can write α!c
is just the number of times that the ξ j is repeated in the sum of α!c j 's is the total number of terms in the sum, i.e.
Again, each λ j ∈ N is the number of times that the term ξ j appears in the sum. Let us show now that the last term cannot equal 0. If this were the case we would have (recall that the sum of all the ρ-th roots of unity equals 0)
Since {ξ, ξ 2 , . . . , ξ ρ−1 } is linearly independent over Q this would imply λ 0 = λ 1 = . . . = λ ρ−1 = λ. But then m! = ρ−1 j=0 λ j = ρλ and, because λ ∈ N, this contradicts the fact that ρ is prime and > m.
From this we have c 
, n ∈ N} > 0 and
This gives γ = m/2 + 1/p − 1/2 and β = 0 in Proposition 4.1; hence there exists an mhomogeneous Dirichlet polynomial Ω(n)=m a n /n s that satisfies
4.3.
The case 2 ≤ p. Let us consider the m-homogeneous Dirichlet polynomial Ω(n)=m e n /n s .
We know that σ
It is a well known fact that the scalar valued Dirichlet series 1/n s (the Riemann's ζ-function) satisfies σ u = σ a = 1. Using this fact it is not difficult to prove that this is also the case of the corresponding m-homogeneous Dirichlet polynomial Ω(n)=m 1/n s . It is then clear that σ a ( Ω(n)=m e n /n s ) = 1. On the other hand we have
Using (8) If a n /n s and b n /n s are two Dirichlet series in a Banach space X for which σ a ( a n /n
Indeed, this is implied by the fact that a sum of two series cannot be an absolutely convergent series if one is absolutely convergent and the other is not. Also, if σ u ( a n /n
We take again a general approach, using operators.
Lemma 5.1. Let v : X → Y be a non-zero operator, a n /n s a Dirichlet series in a Banach space X and x 0 ∈ X such that vx 0 = 0. Let σ Y a be the abscissa of absolute convergence of va n /n s and σ X u be the abscissa of uniform convergence of a n /n s . Then for each 0 < σ < σ
If moreover a n /n s is an m-homogeneous Dirichlet polynomial, then
defines an m-homogenous Dirichlet polynomial for which we have
Proof. It is easily seen, using the fact that the Riemann's ζ-function and its corresponding m-homogeneous polynomials have abscissas of absolute and of uniform convergence equal to 1, that 
The operator point of view
Let us come back now to our original question about why for finite dimensional spaces the maximal width of uniform but not absolute convergence for homogeneous Dirichlet polynomials heavily depends on the degree of the polynomial, but for infinite dimensional spaces this dependence disappears. Our aim was to analyze and, if possible, understand this phenomenon. We have seen in Theorem 1.1 that if for a n /n s in p we take the abscissa of absolute convergence in a bigger q , then again the dependence on the degree appears. Let us point out that if we take p = q in 1.1 we again have (4) and that T m (p, q) = m−1 2m if and only if p = 1 and q ≥ 2. We change now slightly our point of view adopting a new one hoping that this helps in bringing more light to our original question of the 'invisible polynomials'. We want to look now at the problem from the point of view of operators, inserting T m (p, q) in a more general framework.
Let v be a non zero operator between two Banach spaces X and Y . If n a n 1 n s is a Dirichlet series in X with abscissa of uniform convergence σ u then n a n 1 n σu+T (X)+ε by definition converges absolutely, but depending on the operator v the half plane on which the series n v(a n ) 1 n s converges absolutely might be very different. Our main aim now is to look at the number
where the sup is taken with respect to all m-homogeneous Dirichlet polynomials n a n 1 n s in X, the abscissa σ X u of uniform convergence of n a n 1 n s is taken in X but the abscissa σ Y a of absolute convergence is taken with respect to the Dirichlet series n v(a n ) 1 n s in Y . Note that T m (v) can also be seen as the infimum over all r > 0 so that if Ω(n)=m a n
gives an idea of how much does the operator v improve (or at least modify) the summability of m-homogeneous Dirichlet polynomials. With this notation (3) and its counterpart for finite dimensional X can be rewritten using the notation T m (id C ) and T m (id X ). Clearly for each v the sequence (T m (v)) m is non-increasing and
The situation exposed in [11] (that gave rise to our problem) can be rewritten now as 
Proof. The proof of the last inequality follows exactly the same steps as in Section 3, using (12) . To prove the first equality, let us choose r > T 1 (v) and show that r ≥ 1/BH 1 (v) . If q = 1/r this is equivalent to q ≥ BH 1 (v). We take then A ∈ L (c 0 , X) and c n := A(e n ). Let us show in a first step that n vc n x n is finite for every x ∈ q . We take x ∈ q and σ a permutation so that (|x σ(n) |) n is the decreasing rearrangement of x. Then sup n |x σ(n) |n 1/q = K < ∞. On the other hand, by the prime number theorem there exists C > 0 such that p n ≤ Cn log n for all n. Then for ε :=
, and hence for every n,
We consider now the 1-homogeneous Dirichlet polynomial
Clearly, (c n ) n is weakly 1-summable (i.e., x (c n ) n is summable for each x ∈ X), which implies thatÃ(e n ) := c σ(n) defines a bounded, linear operator from c 0 to X (see e.g. [14, Theorem 1.9] ) and, by (10), the Dirichlet polynomial has an abscissa of uniform convergence σ
Altogether we have shown that n vc n x n = n vc σ(n) x σ(n) < ∞ for every x ∈ q . By Hölder's inequality, ( vc n ) n ∈ q and the mapping L (c 0 , X) → q (Y ) (the space of qsummable sequences in Y ) that maps A to (vc n ) n is well defined, and a simple closed-graph argument shows that it is continuous. This gives q ≥ BH 1 (v) and completes the proof. ) .
An easy computation now gives the estimation. Let us finally go back to our original problem (re)formulated in (17); we re-prove (17) in a systematic way that we feel helps in clarifying the subject. At this stage it is clear that the maximal width of the corresponding strip for a given operator is very much related with its summability properties (see e.g. Proposition 6.1).
By the Dvoretzky-Rogers Theorem (see e.g. [14, Theorem 2.18]), the identity of a Banach space is summing if and only if it is finite-dimensional. Then Theorem 6.2 explains why in (17) only the finite dimensional spaces have precisely T (id X ) = m−1 2m
. Again by the Dvoretzky-Rogers Theorem (see e.g. [14, Theorem 10.5] ) the identity on an infinite dimensional Banach space is not (r, 1)-summing for any 1 ≤ r < 2. Hence it is now no surprise that cot(X) appears, since by [21, Théorème 1.1] (see also [14, page 304] ) this is exactly the infimum over all r so that id X is (r, 1)-summing (then the 'best summability' we can expect from id X ); in other words BH 1 (id X ) = cot(X). From [7, Theorem 3 .2] we have BH m (id X ) ≤ cot(X) for every infinite dimensional Banach space X (even equality by [13, Proposition 7] ). With Proposition 6.1 this altogether yields that for infinite dimensional Banach spaces,
.
