We study spatial clustering in a discrete, one-dimensional, stochastic, toy model of heavy particles in turbulence and calculate the spectrum of multifractal dimensions Dq as functions of a dimensionless parameter, α, that plays the role of an inertia parameter. Using the fact that it suffices to consider the linearized dynamics of the model at small separations, we find that Dq = D2/(q − 1) for q = 2, 3, . . .. The correlation dimension D2 turns out to be a non-analytic function of the inertia parameter in this model. We calculate D2 for small α up to the next-to-leading order in the non-analytic term.
I. INTRODUCTION
Heavy particles in turbulent flows occur frequently in nature. Examples are small rain droplets in turbulent rain clouds [1] , microscopic sand grains in the turbulent gas surrounding growing stars [2, 3] , and microscopic plankton in ocean turbulence [4] [5] [6] [7] . These turbulent aerosols show strong inhomogeneities in the spatial distribution of particles, in particular at small spatial scales [8] . Such small-scale spatial clustering was observed in experiments [1, 9] , and in direct numerical simulations [10, 11] .
Heavy particles may detach from the turbulent flow, so that their trajectories can cross. Tracer particles that are constrained to follow a velocity field, on the other hand, cannot cross paths, since any velocity field must be single-valued. The crossing of trajectories, therefore, is an inertial effect where particle phase-space manifolds fold back upon themselves, causing multi-valued particle velocities that can give rise to large collision velocities [12] [13] [14] [15] [16] [17] . The loci in space that delineate the multi-valued regions are referred to as 'caustics' [18] [19] [20] .
It is a challenge to describe turbulent aerosols from first principles because its analysis must take into account the underlying turbulence, a non-linear, out-ofequilibrium problem, with an infinite number of strongly coupled degrees of freedom [21] . Instead, a statistical approach to model particles in turbulence has been developed [8, 22] . In such statistical models one replaces the deterministic fluid velocity field by a smooth random function with prescribed statistics. In particular, statistical models of particles in turbulence have been useful in the study of small-scale clustering [23] [24] [25] [26] caustic formation [14, 27] , and have significantly advanced our understanding of heavy-particle dynamics in turbulence.
However, two important issues remain unresolved. First, inertial particles in turbulence have been numerically shown to cluster on multifractal sets [11] , characterized by their multifractal dimensions D q . The multifractal dimensions D q measure the degree of inhomogeneity in the distribution of the particles as power-laws to the q−th mass moments [28, 29] . While the correlation dimension D 2 and the Lyapunov dimension (related to D 1 ) have been studied in quite some detail [8] , little is known about general multifractal dimensions D q . They have been calculated in the case of tracer particles in compressible flows [30] . This study, however, excludes trajectory crossings, since the velocities of tracer particles are single-valued. Second, the dependence of the correlation dimension D 2 on the inertia parameter (the Stokes number St) is not well understood. The correlation dimension D 2 shows a minimum as a function of St, an effect that is not captured by perturbation theory [31, 32] . Recently, it was argued that the formation of caustics could be the reason for the failure of perturbation theory in D 2 [33] .
In this paper, we analytically calculate the spectrum of multifractal dimensions D q and investigate the effect of the rate of trajectory crossings J on the multifractal dimensions D q . We consider a statistical toy model to study the clustering of particles suspended in a turbulent flow. The model is a one-dimensional, discrete-time random walk model [34] [35] [36] , which describes the discrete dynamics of an ensemble of random walks immersed in a flow field. The flow is taken to be a smooth, random velocity field to model turbulence in the dissipative range. Due to the flow field, random walks that are spatially close to each other are correlated and may travel together for some time. The model includes effects that are similar to particle inertia and the turbulent flow, other effects such as particle size and particle-particle interactions are disregarded. The dimensionless number α plays the role of an inertia parameter (the Stokes number St for heavy particles in turbulence). It is defined as the ratio of the mean-squared displacement and the correlation length. The long-time distribution of random walks in this model exhibits a statistical steady state with multifractal clustering. This behavior is similar to that of heavy inertial particles in incompressible turbulence, where the correlated displacement of nearby particles results in smallscale spatial clustering.
The motivation for considering the one-dimensional, discrete-time random walk model as a playground is twofold. Firstly, this model can be seen as a discretization of an over-damped, continuous, one-dimensional model of particles in turbulence. Secondly, we can analytically compute observables like D q and J, which is not possible in the continuous-time models in two and three spatial dimensions. This analytical control allows us to find exponentially small non-analytic contributions which could give insights into the physical phenomenon affecting clustering.
We find that the multifractal dimension spectrum D q is related to the way in which particle trajectories cross and derive a relation between the multifractal dimensions and the correlation dimension, D q = D 2 /(q − 1) for q = 2, 3, . . .. The same relation holds for deterministic hyperbolic systems [37, 38] . For small α, we use an implicit equation for the correlation dimension D 2 to derive a non-perturbative, asymptotic expansion of D 2 for small α.
We note that the multifractal dimensions are defined in the mathematical limit of vanishing particle separations. This is an unrealistic assumption for physical systems where the finite particle size sets a lower limit on smallest relevant length scale of the system. Therefore to match with experiment one must be able to describe clustering at finite separations between particles, and non-divergent average densities.
The paper is organized as follows: In Section II we motivate the random-walk model from the continuous onedimensional stochastic model of particles in turbulence and discuss the details of the random-walk model. Next, in Section III we discuss the multifractal dimensions, and in Section IV we present the non-perturbative expansion of the correlation dimension D 2 in the limit α → 0. In Section V we derive the rate of trajectory crossings in the linearized, as well as in the full non-linear model, and compare with results obtained from simulations. In Section VI we use trajectory crossings to derive a relation between the multifractal dimensions D q and the correlation dimension D 2 . Section VII contains conclusions and discussions of the presented work. Technical details on finite-time Lyapunov exponents and the Mellin-Barnes transform are discussed in the appendices.
II. MODEL
We start with the equation of motion for an inertial particle in a one-dimensional continuous random flow [18] ,ẋ
where x and v are the particle position and velocity respectively, and u(x, t) is the fluid velocity at position x and time t. Taking the overdamped limit γ → ∞ reduces the two equations (1) to a single equation,
the dynamics of tracer particles. Eq. (2) shows that the continuous overdamped model is non-inertial and has no trajectory crossings since the particle follows the singlevalued fluid field u(x(t), t). However, discretizing this model at a non-infinitesimal time step ∆t reintroduces inertial effects. We obtain
Fixing ∆t = 1, we end up with the discrete, iterative dynamics
where x n ≡ x(t n ) and f n (x t ) ≡ u(x(t n ), t n ). In order to model the spatial smoothness and the dynamics of the flow field u(x(t), t) we take f n (x) to be a Gaussian random function with zero mean and correlation function
which defines the mean-squared displacement σ, and correlation length η. The brackets . . . denote an average taken over a large ensemble of walkers with different initial conditions. The system size L introduces an additional length scale in the system. We impose periodic boundary conditions with period L on the equations of motion. The equation of motion can be dedimensionalized with the correlation length η by changing coordinates according to x → ηx and f n → ηf n . We find that the model depends on the dimensionless parameters
The multifractal steady-state distribution of particle positions is obtained by iterating an initial density of N walkers. {x
. . , N } a large number of times n 1 according to the dynamics (4).
III. MULTIFRACTAL DIMENSIONS
The fractal dimension spectrum D q , where q ∈ R, quantifies the nature of singularities of the spatial distribution P (x n ) of the set of walkers S n and describes the inhomogeneity of the fractal [37, 38] . For instance, a fractal set with a homogeneous distribution of points has for all q, q , [39, 40] . The fractal dimensions are defined by the scaling relation
in the limit of ε → 0, where m x,ε is the number of walkers in an ε-interval around a reference walker located at x, and · · · is an average obtained by using all walkers as reference walkers. For integer values of q larger than one, q = 2, 3, . . ., D q may alternatively be defined, and more efficiently calculated from simulations, by following the positions {x (k) n , k = 1, . . . , q} of q walkers, given that n 1. We have [30, 39] where the Y (q) n are defined as
In the limit of small separations it follows from Eq. (7) that
In Section VI we use Eq. (10) to find a relation between the correlation dimension D 2 and the multifractal dimensions D q .
IV. CORRELATION DIMENSION
The (fractal) correlation dimension D 2 is of particular physical importance. As Eq. (10) suggests, D 2 measures the power-law singularity of the probability density of separations, P (|δx n | = ε), at small separations [37, 41] . More precisely, we obtain by using Eq. (10) the relation
The authors of Ref. [36] calculated D 2 for the present model, using a a short-time approximation for the Liouville operator. They derived the implicit formula
It was shown that this relation admits a solution with 0 < D 2 < 1 for all α > α c ≈ 1.56, which is in line with the requirement that P (|δx n |) be normalizable. In turn, for α < α c , Eq. (12) still has a non-trivial solution but with negative correlation dimension D 2 < 0. Fig. 1 shows D 2 (α) as predicted by the relation (12) as the red solid line. A negative correlation dimension seemingly results in a non-normalizable density P (|δx n | = ε) due to the divergence at small separations according to Eq. (11) .
As discussed in Refs. [33, 42, 43] one can make sense of the correlation dimension also for D 2 < 0 by regularizing the dynamics at small separations. This is done by adding a weak additional random 'noise' to Eq. (4) according to
Here, ξ n are independent identically distributed Gaussian random variables with zero mean and variance ξ 2 n = κ 2 . As the noise ξ n is purely auxiliary, we choose κ small, in particular, κ α. Therefore, ξ n cuts off the power law in (11) at small ε, which results in a uniform distribution at scales up to ε ≈ κ. For κ ε 1, on the other hand, the distribution of separations now follows the power law (11) with negative correlation dimension D 2 < 0 [43] . A negative D 2 is not in contradiction with P (|δx| = ε) being normalizable because of the small-scale cut-off at ε ≈ κ. A noise term similar to the one in Eq. (13) has been shown to arise naturally in turbulent suspensions of heavy particles of different sizes [25, 33, 44] . The white symbols in Fig. 1 are results of numerical simulations for D 2 obtained by measuring the scaling of P (|δx n | = ε) for κ ε 1, using the regularized dynamics (13) . We observe excellent agreement with the prediction provided by Eq. (12) for both positive and negative D 2 .
The numerics and the simulations shown in Fig. 1 suggest that D 2 ∼ −1 for α 1. Corrections to this relation are found by making the ansatz D 2 ∼ −1 + β(α) with β(α) α 1 in Eq. (12) and solving for β(α). We find the asymptotic expansion
where γ denotes the Euler-Mascheroni constant. The details of the calculation that lead to Eq. (14) can be found in Appendix B. The asymptotic expansion for D 2 in Eq. (14) is shown in Fig. 1 as the blue dash-dotted line, and is seen to be an excellent approximation up to α ≈ 0.4. The subleading asymptotic terms of the order exp(−1/α 2 ) and logarithmic contributions in Eq. (14) have been obtained by using the Mellin-Barnes technique, which is described in more detail in Appendix C.
Previous calculations of the correlation dimension performed using perturbation theory did not capture the non-analytic terms of the form exp(−1/(2α 2 )). The leading order non-analytic contributions for D 2 in the continuous one-dimensional model were obtained in [33] . In Eq. (14) we have calculated the corresponding nonanalytic contributions to next-to-leading order for the present model. Series of the form in Eq. (14) occur in
2. An illustration of crossing trajectories:
n+1 . For close-by particles this occurs where F n < 0. The thick solid red line shows a realization of the random function Fn(xn). The dashed line shows xn+1 = xn.
quantum mechanics and quantum-field theory, and are referred to as 'trans series' [45] [46] [47] [48] .
V. CROSSING TRAJECTORIES
The iterative dynamics defined by Eq. (4) allows for trajectory crossings of nearby random walkers. Crossings occur when the random map that generates the iterations,
has realizations that are not one-to-one. Since the realizations F n are smooth, a necessary condition for F n to be one-to-one is that its derivative is positive everywhere, F n > 0. In turn, trajectories of nearby walkers may cross if there are finite regions in x for which this derivative is not positive, F n (x) ≤ 0. Fig. 2 schematically depicts a realization F n (x) that is multivalued and two walkers whose trajectories cross. The crossing rate J for two infinitesimally close walkers can be obtained by linearizing the dynamics of separations of two particles. The separation δx n = x
of two close-by walkers obeys the asymptotic dynamics
where A n are identically distributed Gaussian random variables with zero mean and variance A 2 n = α 2 , see Appendix A for a related discussion of the calculation of Lyapunov exponents from the linearized dynamics. Crossings occur when the separation δx n changes sign between two subsequent time steps of (16) . Thus a sufficient condition for a crossing in the linearized dynamics is that A n < −1. At each time step, the probability P (A n < −1) and, hence, the rate of crossing J at small separation is given by
where erfc is the complementary error function. For small α, J is exhibits an exponential activation according to
The rate of trajectory crossing J is the analogue to the rate of caustic formation J in the corresponding one-dimensional continuous model for inertial particles in turbulence [8, 27] . Interestingly, J shows a similar activation in the weak-inertia limit. Furthermore, using the leading-order term in Eq. (14) and Eq. (18) we find
In the regime α 1 the Lyapunov exponent is negative, λ < 0 so a pair of trajectories converge towards each other. If the rate of trajectory crossings was identically 0, the trajectories would eventually fuse together giving D 2 = −1. A non-zero value of J leads of the trajectories oscillating around each other and causing a spread in the distribution of particles, thereby reducing clustering i.e. forcing D 2 > −1. A similar relation between D 2 and J has recently been found in the corresponding continuous white-noise model, namely D 2 ∼ −1 + 2J [33] .
The expression for J given in (17) is a good approximation for the rate of trajectory crossings in the full (non-linear) model as long as most crossings occur between nearby trajectories. That is the case if α < α c , when the Lyapunov exponent of the system is negative and trajectories spend most of their time close together (see Appendix A) regardless of the size of l. For α > α c , in turn, trajectories spend most of their time far apart so that crossings are more likely to occur at larger separations. Moreover the likelihood of two trajectories traveling away from each other increases as l increases. This leads to an increase in deviations from the linearized rate of crossings as l increases. Crossings at larger separation are not described by the linearized model, Eq. (16). Fig. 3 shows the probability of trajectory crossing in the linearized dynamics J (black dashed line) and numerical simulations of the full model (markers) as functions of α for different values of l. The data suggests that Eq. (17) is an excellent approximation to the exact probability of trajectory crossing up to values α ≈ α c .
The rate of trajectory crossings in the full non-linear model can be obtained as follows. The equation of motion for the separation between two particles δx n is
where
n ). The probability of a trajectory crossing is given by the probability of the separation changing sign between two subsequent time steps. That means
where P (A; B) is the joint probability of events A and B. Using particle-interchange symmetry, Eq. (20) , and factorization of the joint probability due to the independence of δf n and δx n , we can write Eq. (21) as
Because δf n is a sum of two Gaussian random functions, it is itself a Gaussian random function, with zero mean and variance
so that P (δf n < −ε) = erfc(ε/ 2v(α, ε))/2. Using integration by parts, this gives
Note first that for ε 1 the term erfc(ε/ 2v(α, ε)) has the asymptotic form
Using this, we infer from Eq. (24) that J = erfc(1/ √ 2α 2 )/2 as in the linear model (see Eq. (17)) if
Fn ( P (|δx n | = ε) is concentrated at ε = 0. That is the case when α < α c , so that the rate of crossings in the full model reduces to the one obtained from the linearized model for α < α c , as expected. For α > α c , P (|δx n | ≤ ε) is a non-trivial function of ε so that J differs from the rate of trajectory crossings in the linearized model Eq. (17) . More precisely, we see that J ≤ erfc(1/ √ 2α 2 )/2 for all α since P (|δx n | ≤ ε) ≤ 1. In order to evaluate J for α > α c we need an expression P (|δx n | ≤ ε) that is valid for any value of ε. Eq. (11), however, is valid only at small ε. Including the smallscales noise and because we expect particles to be uncorrelated at larger ε, we make the following ansatz for the cumulative probability distribution:
Here x 0 is a small length scale related to the regularizing noise in Eq. (13), and x * is an arbitrary matching scale of order unity for the transition between the power law behavior of P (|δx n | ≤ ε) and the large-scale uniform behavior. For |δx n | < x 0 the dynamics is dominated by the noise term, and so the distribution is uniform. The solid lines in Fig. 3 show results of numerical integration of Eq. (24) using Eq. (26) with x * = 3. We observe excellent agreement with simulations.
In what follows, we denote the crossings that are governed by the linearized model Eq. (16) 'linear crossings'. Since we expect non-linear terms to play a role at larger α, we call crossings that are not described by Eq. 
VI. A RELATION BETWEEN MULTIFRACTAL DIMENSIONS USING TRAJECTORY CROSSINGS
Having discussed the multifractal dimensions and trajectory crossings in our model we now turn to the effects of trajectory crossings on clustering. We find that arguments about trajectory crossings lead to a relation between the multifractal dimensions D q .
First, consider how multifractal dimensions D q as defined in Sec. III are related for q = 2, 3, . . .. As Eq. (18) suggests the probability of trajectory crossings is exponentially small for α 1. As a first approximation let us assume that there are no crossings for small α. This approximation has interesting consequences for the Y (q) n defined in Eq. (9). Namely, if particle trajectories do not cross, the particle pair that has the largest separation at time step n will have the largest separation also at any later time step, thus Y
n , where Y (2) n is obtained by considering only the two particles which initially had the largest separation. This means that we may follow the trajectories of the walker pair with the largest separation, without considering the other walkers. As a consequence we get for Y (q) n , n 1:
Now consider the possibility of linear crossings as defined in the end of Sec. V. To that end, we name the walkers according to their order at step n, i.e. here and in the following,
It follows that at step n, Y 1 for all n 1. Using Eqs. (27) and (10) gives the following relation between D 2 and D q :
Note that one can show that D q ≥ 1/(1 − q), see Appendix A. Using Eq. (29) it is trivial to generalize the relations (14) and (19) to all D q with q = 2, 3, . . .. Note that the argument above holds true for any finite value of α because we may always take ε in Eq. (27) small enough so that Y (q) n 1 for all n 1. In practice this means, however, that as α becomes larger and the Lyapunov exponent λ increases, it becomes increasingly hard to verify Eq. (29) numerically. Fig. 5a shows a comparison of D q in Eqs. (29) and (12) to D q evaluated from the scaling exponent in Eq. (10) using numerical simulations. We observe good agreement within the limits of numerical accuracy if α is not too large or if q = 2. For q > 2 and α > α c the convergence of the simulations to theory is slow and very small scales must be resolved, see Fig 5b and discussion below.
We remark that we have not considered non-linear crossings in our discussion. This kind of crossing in general does not leave the outermost walker pair invariant. In our simulations it was possible to observe non-linear crossings already at small but finite values of ε. In Fig 5b  the scaling exponent (q−1) D q is measured numerically as a function of ε for α > α c . For q = 2 the expected value (q − 1)D q = D 2 from Eq. (29) is obtained for moderately large separations ε. For q > 2, the simulation data converge slowly towards this value as ε decreases and we observe a significant deviation from Eq. (29) already at small but finite ε, which we attribute to the occurrence of non-linear crossings in the model.
Physical systems are typically equipped with a natural cutoff scale ε 0 that may be, for example, a finite walker size or a regime where small-scale diffusion dominates. We expect the physically relevant observables in realistic systems to be not the ε → 0 scaling exponents D q but suitably defined, finite size counterparts D q (ε 0 ). A more detailed study of D q (ε 0 ) is left for future work.
VII. CONCLUSIONS
We studied clustering of heavy particles in turbulence by means of a simple one-dimensional discrete-time model. As the main result, we derived an intriguing relation between the multifractal dimensions D q and the correlation dimension D 2 , D q = D 2 /(q − 1) and verified it for different values of q by numerical simulations. A related expression for D q has been previously derived for hyperbolic systems without trajectory crossings in [30] . We show here that it is valid also for the present model, which is non-hyperbolic and allows for trajectory crossings. Furthermore, the derivation of Eq. (29) However, to observe the relation D q = D 2 /(q − 1) in real systems one would need to have an large number of particles in a given volume. In contrast, systems of interest such as turbulent aerosols typically contain only a small number density of particles, of the order of a few of particles per Kolmogorov length cubed [49] . This leads to the conclusion that it would be interesting to study clustering for small average particle densities. Due to the natural small scale cut-off imposed by the particle size, a relevant quantity to calculate would be multifrac-1
Generalized fractal dimensions determined from numerical simulations using Eqs. (7) and (8) . Panel a shows Dq as functions of α. The solid lines represent the theoretical predictions obtained using Eqs. (12) and (29) tal dimensions at non-zero separation, D q (ε), instead of the usual D q defined at infinitesimal separations.
Further, we analyzed the correlation dimension D 2 in the limit α → 0. We found that naive perturbation theory fails because D 2 is non-analytic at α = 0. Our results indicate that the small-α expansion of D 2 is a trans-series of the general form
An intensively studied example of a trans-series is the quantum-mechanical energy spectrum of a particle in a double well [50, 51] . There, the exponential contributions have a clear physical interpretation in terms of instantons, that is, collective excitations due to the presence of the degenerate potential minima. The corresponding power-series, in turn, are related to fluctuations around these instantons whereas logarithmic corrections are due to so called quasi-zero-modes [48] . In the present model, Eq. (19) suggests that the multi-valuedness caused by crossing trajectories gives rise to similar instanton contributions. We expect that perturbation expansions for heavy-particle dynamics in turbulence have a similar structure, for expansions in the Stokes number, and also for related perturbation expansions in the white-noise limit [8, 33] . This would explain why the perturbation calculations of the correlation dimension in Refs. [31, 52] appear to miss important contributions. More generally, our results give novel insight into the mathematical structure that links fractal clustering with caustic formation in the dynamics of heavy particles in turbulence, since the singularities that make crossing of trajectories possible in the random-walk model correspond to caustic singularities in turbulent aerosols.
Appendix A: Finite-Time Lyapunov exponents
The probability density function P (λ n ) of finite-time Lyapunov exponents λ n characterizes the leading asymptotic behavior of particle pairs after a large number of time steps n 1 of the dynamics (4). This distribution is assumed to have the large deviation form [53] 
where I(λ n ) is called 'rate function'. The infimum of I(λ n ) determines the most likely value, λ, that λ n takes after n 1 iterations. We call this value λ such that I(λ) = inf λn I(λ n ) the (ordinary) Lyapunov exponent. It is defined in the strict limit n → ∞ according to
where δx n is the n th iteration of the initial separation δx 0 . As shown in [36] , λ can be evaluated explicitly in the present model by considering the equation of motion for separations δx n = x
n of the momentary position of the two particles after n iterations, x (1) n and x (2) n , respectively. In this section, we extend the calculation in [36] by providing an analysis of the distribution of finitetime Lyapunov exponents. We start out by using Eq. (4) to derive an equation for δx n given by
Linearizing the smooth function f n for small separations δx n 1 we readily obtain
Because f n and f m are uncorrelated for n = m, we can neglect the dependence of the right-hand side on x
n . This way, f n (x (1) n ) ≡ A simplifies to a single Gaussian random variable with A = 0 and variance A 2 = α 2 . Using this, we solve the iteration in Eq. (A4) and get
By assuming ergodicity, we can replace the ensemble average over initial separations in Eq. (A2) by the sample mean of log |1 + A|. We find a simple equation for the finite-time Lyapunov exponent given by
We use the Varadhan method [53] to obtain the rate function for the sample mean in Eq. (A6). To this end, we first calculate the moment generating function of log |1 + A| according to
where Γ is the gamma function and 1 F 1 is the Kummer hypergeometric function. According to Varadhan's theorem, the cumulant generating function Λ(k) = log e k log |1+A| and the rate function I(λ n ) are related by Legendre transform. We have
Because Λ(k) is a smooth function, we can replace the supremum in Eq. (A8) by the maximum and the relation λ n = Λ (k) holds. The Lyapunov exponent λ given in Ref. [36] is recovered from the moment generating function:
Evaluation of the integral shows that λ < 0 for small α and that it changes sign at α c ≈ 1.56 to become positive at larger α. This transition was called 'path-coalescence transition' [18, 36] , because all paths coalesce in the limit of n → ∞ for α < α c . Below we derive a relation between the distribution of finite-time Lyapunov exponents λ n and the fractal dimension spectrum D q for our model. From arguments based on large-deviation theory, Pikovsky [42] derived an expression for the correlation dimension D 2 that applies directly to our model.
In terms of the cumulant generating function Λ(k) the author showed that
Using Eq. (29) we can generalize this relation to q = 2, 3, . . . according to
Condition (A11) is equivalent to
Related expressions were first derived for deterministic hyperbolic systems [37, 38] , and for particles advected in compressible random velocity fields [30] . The discussion given here shows that the relations (A10) and (A12) also apply to the present system which includes trajectory crossings and is not deterministic and non-hyperbolic. Eq. (A11) can alternatively be written as an integral fluctuation relation for the random quantity (q − 1)D q log |1 + A| according to e −(q−1)Dq log |1+A| = 1 .
Using Jensen's inequality and λ = log |1 + A| (see Eq. (A9)), it follows directly that
for q = 2, 3, . . .. This clearly shows that if λ < 0, we must have D q < 0 and vice versa, in accordance with observation. Furthermore, using Eq. (A12), we now show that D q is bounded from below by (1 − q) −1 , which can be observed in Fig. 5 . Consider the 'time-reversed' linearized dynamics (compare Eq. (16))
where A is the Gaussian random variable defined above. For this time reversed process, the distribution of finite time Lyapunov exponents, Eq. (A6), is identical to the 'time-forward' case but with an overall minus sign. Eq. (A12) thus implies that the fractal dimension for the reversed process flips sign compared to the time-forward process. As all fractal dimensions, including that of the time-reversed process, are bounded above by one, this observation together with Eq. (29), leads to −D q (q−1) ≤ 1. We thus find the lower bound
for the time forward process.
Appendix B: Non-analyticity of D2
We start from Eq. (A10). A direct perturbation expansion of the correlation dimension yields that D 2 = −1 for α = 0, and that all other perturbation coefficients vanish. The same happens in the one-dimensional white-noise models for turbulent aerosols analyzed in Refs. [33, 43, 52] . The main issue with local perturbation theory in this case is that if D 2 (α) near α = 0 is a nonanalytic function, then a perturbative expansion would naturally fail. One must use non-perturbative methods to analyze Eq. (A10). To extract this non-analytic dependence we write D 2 = −1 + β(α). We assume that the β-term is small, insert this ansatz into Eq. (A10), and expand the condition (A10) in β:
The integrals I k are given by
Let us first consider the linear order in β. Solving Eq. (B1) for β we find to this order
To compute the expansion in α we require the asymptotics of I 0 and I 1 . I 0 is given by the exact expression
and its series expansion reads:
The expansion of I 1 is more difficult. We obtain the asymptotic expansion of I 1 up to the special function 1 F 1 (1,0,0) (a, b, z) (the superscript (1, 0, 0) denotes a derivative in the first argument a, see main text)
where γ is the Euler-Mascheroni constant. We use the Mellin-Barnes integral representation of the Confluent Hypergeometric function 1 F 1 to obtain the asymptotics of 1 F 1 (1,0,0) to exponential accuracy, see Appendix C. We obtain . The expansions of I 0 , I 1 , and I 2 along with Eqs. (B1) and (B3) gives D 2 to the next-to-leading-order nonanalytic term, Eq. (14) . In this expansion of D 2 , each non-analytic term is multiplied by an alternating, divergent series in α. We use Padé-Borel resummation with Padé approximants of order (32, 32) to extract meaningful information from these series [8] . 2 ) for a → 0 can be calculated using its Mellin-Barnes representation. The MellinBarnes representation is well known in the fields of Finite Temperature Quantum Field Theory where it is used to find asymptotics of infinite sums, and Conformally invariant Quantum Field Theories where it is the natural substitute for the Fourier representation due to its scale invariance properties. The discussion in this introductory section closely follows [54] .
The Mellin transform F (s) of a function f (x) is defined as
and the transform can be inverted to give
where C is a contour in the complex s plane. C is typically a line parallel to the y−axis, a curve asymptoting as |s| → ∞ in the second and third quadrant and intersecting the x−axis at a finite value of Re(s), or a combination of the two. Assuming for f (x), with δ > 0,
the integral (C1) is absolutely convergent and F (s) is an analytic function in the strip a < Re(s) < b, referred to as the strip of analyticity of F (s). Typically, the function c lm (log x) l x −bm , x → ∞.
F (s) may be continued to, at worst, a meromorphic function outside it's strip of analyticity, and the singular terms in the Laurent expansion of F (s) near the poles, if any, can be determined solely in terms of the constants appearing in (C4), the asymptotic expansion of f (x) [55] . 
where the contour of integration is a line parallel to the y−axis, possibly with kinks to separate the poles of Γ(−s) from those of Γ(s+a). One can obtain an asymptotic expansion of the 1 F 1 by shifting his contour to the left over the poles of Γ(s + a) [54] . Here we'll use the same procedure to obtain the asymptotic expansion of 1 F
(1,0,0) 1
. We use the Kummer transformation,
