We obtain an almost sure bound for oscillation rates of empirical distribution functions for stationary causal processes. For short-range dependent processes, the oscillation rate is shown to be optimal in the sense that it is as sharp as the one obtained under independence. The dependence conditions are expressed in terms of physical dependence measures which are directly related to the data-generating mechanism of the underlying processes and thus are easy to work with.
Introduction
Let ε ′ 0 , ε i , i ∈ Z, be independent and identically distributed (iid) random variables on the same probability space (Ω, A, P). For k ∈ Z let X k = g(. . . , ε k−1 , ε k ), (1.1) where g is a measurable function such that X k is a well-defined random variable. Then {X k } k∈Z forms a stationary sequence. The framework (1.1) is very general. See [12, 15, 19, 23] among others. The process (X k ) is causal or non-anticipative in the sense that X k does not depend on future innovations ε k+1 , ε k+2 , . . .. Causality is a reasonable assumption in practice. The Wiener-Rosenblatt conjecture says that, for every stationary and ergodic process X k , there exists a measurable function g and iid innovations ε i such that the distributional equality (X k ) k∈Z = D (g(. . . , ε k−1 , ε k )) k∈Z holds; see [13, 20] . For an overview of the Wiener-Rosenblatt conjecture see [9] .
Let F be the cumulative distribution function of X k . Assume throughout the paper that F has a square integrable density f with square integrable derivative f ′ . In this paper we are interested in the oscillatory behavior of empirical distribution function
In particular, we shall obtain an almost sure bound for the modulus of continuity for the function G n (x) = √ n[F n (x) − F (x)]: Under the assumption that X i are iid, there exists a huge literature on the asymptotic behavior of ∆ n (·); see Chapter 14 in [14] and the references cited therein. A powerful tool to deal with the empirical distribution F n is strong approximation [1] . In comparison, the behavior of ∆ n (·) has been much less studied under dependence. In this paper we shall implement the new dependence measures proposed in [23] and obtain an almost sure bound for ∆ n . For a recent account of empirical processes for dependent random variables see the monograph edited by Dehling et al [4] .
The rest of the paper is structured as follows. Main results on ∆ n (b) are presented in Section 2 and proved in Section 3. Section 4 contains comparisons with results obtained under independence. Some open problems are also posed in Section 4.
Main results
We first introduce some notation. For a random variable
and for k ≥ 0 let ξ * k be a coupled process of ξ k with ε 0 replaced by ε ′ 0 , i.e.,
We shall write X * k = g(ξ * k ). Let k ≥ 1 and define the conditional cumulative distribution function F k (·|ξ 0 ) by
Note that (X i , ξ i ) is stationary. Then for almost every ξ ∈ · · · × R × R with respect to P we have
for all i ∈ Z. In other words, F k (·|ξ) is the cumulative distribution function of the random variable g(ξ, ε i+1 , . . . , ε i+k ). Assume that for all k ≥ 1 and almost every ξ ∈ · · · × R × R with respect to P that F k (x|ξ 0 = ξ) has a derivative f k (x|ξ 0 = ξ), which is the conditional density of X k at x given ξ 0 = ξ. By (2.2), for any i ∈ Z, f k (x|ξ i ) is the conditional density of X k+i at x given ξ i . Let the conditional characteristic function
where √ −1 is the imaginary unit. Our dependence condition is expressed in terms of the L 2 norm ϕ k (θ|ξ 0 ) − ϕ k (θ|ξ * 0 ) . Theorem 2.1. Assume that b n → 0, log n = O(nb n ) and that there exists a positive constant c 0 for which
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Roughly speaking, (2.5) is a short-range dependence condition. Recall that 
By the Jensen and the triangle inequalities,
In certain applications it is easier to work with (2.9). In Theorem 2.2 below we show that (2.9) holds for processes (X k ) with the structure
It is also a large class. The widely used linear process X k = ∞ i=0 a i ε k−i is of the form (2.10). Nonlinear processes of the form
also fall within the framework of (2.10) if (2.11) has a stationary solution. A prominent example of (2.11) is the threshold autoregressive model [19] 
where a and b are real parameters. For processes of the form (2.10), condition (2.5) can be simplified. Let ϕ be the characteristic function of ε 1 .
Condition (2.12) does not appear to be overly restrictive. It is satisfied if |ϕ(t)| = O(|t| −η ) as |t| → ∞, where η > (3 + α)/2. It is also satisfied for symmetric-α-stable distributions, an important class of distributions with heavy tails. Let ε k have standard symmetric α stable distribution with index 0 < ι ≤ 2. Then its characteristic function ϕ(t) = exp(−|t| ι ) and (2.12) trivially holds. We now discuss Condition (2.13). Recall X * k = g(ξ * k ). Note that X * k and X k are identically distributed and X * k is a coupled version of X k with ε 0 replaced by ε ′ 0 . If we view (1.1) as a physical system with ξ k = (. . . , ε k−1 , ε k ) being the input, g being a filter or tranform and X i being the output, then the quantity X k −X * k α measures the degree of dependence of g(. . . , ε k−1 , ε k ) on ε 0 . In [23] it is called the physical or functional dependence measure. With this input/output viewpoint, the condition (2.13) means that the cumulative impact of ε 0 is finite, and hence suggesting shortrange dependence. In many applications it is easily verifiable since it is directly related to the data-generating mechanism and since the calculation of X k − X * k α is generally easy [23] . In the special case of linear process
which is a classical condition for linear processes to be short-range dependent. It is well-known that, if the latter condition is barely violated, then one enters the territory of long-range dependence. Consequently both the normalization and the bound in (2.7) will be different; see [8, 21] .
For the nonlinear time series (2.11), assume that ε k ∈ L α and ρ = sup x |m ′ (x)| < 1. Then (2.11) has a stationary distribution and X k − X * k α = O(ρ k ) (see [24] ). Hence (2.13) holds.
Proofs
Lemma 3.1. Let H be a differential function on R. Then for any λ > 0,
Proof. By the arithmetic mean geometric inequality inequality, for all x, y ∈ R,
If inf y∈R |H(y)| > 0, then R H 2 (x)dx = ∞ and (3.1) holds. If on the other hand inf y∈R |H(y)| = 0, let (y n ) n∈N be a sequence such that H(y n ) → 0. So (3.2) entails (3.1).
Lemma 3.1 is a special case of the Kolmogorov-type inequalities [18] . The result in the latter paper asserts that sup x∈R
For the sake of completeness, we decide to state Lemma 3.1 with a simple proof here.
Recall that F k (·|ξ 0 ) is the conditional distribution function of X k given ξ 0 (cf (2.1) and (2.2)). Introduce the conditional empirical distribution function
where
is a martingale with respect to the filtration σ(ξ n ) and the increments d i (x) = 1 Xi≤x − E(1 Xi ≤x |ξ i−1 ) are stationary, ergodic and bounded. On the other hand, if the conditional density f 1 (·|ξ i ) exists, then G * n is differentiable. The latter differentiability property is quite useful.
Proof. Let k ≥ 1. Recall that f 1 (x|ξ k−1 ) is the one-step-ahead conditional density of X k at x given ξ k−1 . By (2.3), we have
By Parseval's identity, we have
By (2.8) and Jensen's inequality,
. ., are stationary martingale differences with respect to the filtration σ(ξ i−l ). By the Cauchy-Schwarz inequality and Doob's maximal inequality, since
Similarly, since
By Lemma 3.1 with λ = 1, we have
By the Borel-Cantelli lemma, sup
| and ι(n) is slowly varying. So (3.6) follows. Lemma 3.3. Assume log n = O(nb n ) and X k ∈ L α for some α > 0. Then for any τ > 2, there exists C = C τ > 0 such that
Proof. We can adopt the argument of Lemma 5 in [22] . Let x 0 = n (3+τ )/α . Then for any C > 0, by Markov's inequality,
It is easily seen that the preceding inequality also holds if F n is replaced by F *
By Freedman's inequality in [6] , if |x − y| ≤ b n , we have
Let Θ n = {−x 0 + k/n 3 : k = 0, . . . , ⌊2x 0 n 3 ⌋}. Since log n = O(nb n ), it is easily seen that there exists a C = C τ such that
For every x ∈ [−x 0 , x 0 ], there exists a θ ∈ Θ n such that θ < x ≤ θ + 1/n 3 . So (3.10) implies that
in view of the monotonicity of F n (·) and the fact that, if
Combining (3.9) and (3.11), we have (3.8).
Proof of Theorem 2. 
Since ε k and Y k−1 are independent,
Note that
Hence (2.5) follows from (2.13).
Conclusion and open problems
Let X i be iid standard uniform random variables. Stute [16] obtained the following interesting result. Assume that b n → 0 is a sequence of positive numbers such that log n = o(nb n ) and log log n = o(log b n , the bound asserted by (4.2). It is unclear whether there exists an almost sure limit for ∆ n (b n )/ b n log b −1 n if the dependence among observations is allowed. Mason et al [11] considered almost sure limit for ∆ n (b n )/ b n log b −1 n when (4.1) is violated. Deheuvels and Mason [3] (see also [2] ) proved functional laws of the iterated logarithm for the increments of empirical processes. Local empirical processes in high dimensions have been studied in [5, 7, 17] . It is an open problem whether similar results hold for stationary causal processes. We expect that our decomposition (3.4) will be useful in establishing comparable results.
