The Phylogenetic Ornstein-Uhlenbeck Mixed Model (POUMM) allows to 11 estimate the phylogenetic heritability of continuous traits, to test hypotheses of neutral 12 evolution versus stabilizing selection, to quantify the strength of stabilizing selection, to 13 estimate measurement error and to make predictions about the evolution of a phenotype 14 and phenotypic variation in a population. Despite this variety of applications, currently, 15 there are no R-packages supporting POUMM inference on large non-ultrametric 16 phylogenetic trees. Large phylogenies of that kind are becoming increasingly available, 17 predominantly in epidemiology, where transmission trees are inferred from pathogen 18 sequences during epidemic outbreaks, but also in some macroevolutionary studies 19 1 incorporating fossil and contemporary data. In this article, we propose the R-package 20 POUMM, providing Bayesian inference of the model parameters on large phylogenetic 21 trees. We describe a novel breadth-first pruning algorithm for fast likelihood calculation, 22 enabling highly parallelizable likelihood calculation on multi-core systems and GPUs. We 23 report simulation-based results proving the technical correctness and performance of the 24 software. 25 inference 27 The past decades have seen active developement of phylogenetic models of 28 continuous trait evolution, progressing from null neutral models, such as single-trait 29 Brownian motion (BM), to complex multi-trait models incorporating selection, interaction 30 between trait-values and diversification, and co-evolution of multiple traits (O'Meara 2012; 31 Manceau, Lambert, and Morlon 2016). Fitting these models to data has become possible 32 thanks to a growing collection of software packages, many of which written in the R 33 language of statistical computing (R Core Team 2013) and freely available on the 34 Comprehensive R Archive Network (CRAN) (O'Meara 2016).
i.e. under the assumption of Brownian motion, the same concept applies to any phylogenetic tree T with N tips indexed by 1, ..., N and a root node, 0 ( Fig. 1) . Without restrictions on the tree topology, non-ultrametric trees (i.e. tips have different time-distance 68 from the root) and polytomies (i.e. nodes with any finite number of descendants) are 69 accepted. Internal nodes are indexed by the numbers N + 1, .... Associated with the tips is 70 a N -vector of observed real trait-values denoted by z. We denote by T i the subtree rooted 71 at node i and by z i the set of values at the tips belonging to T i . For any internal node j, 72 we denote by Desc(j) the set of its direct descendants. Furthermore, for any i ∈ Desc(j), 73 we denote by t ji the length of the edge connecting j with i and by t 0i the sum of 74 edge-lengths (time-distance) from the root to i. For two tips i and k, we denote by t 0(ik) 75 the time-distance from the root to their most recent common ancestor (mrca), and by τ ik 76 the sum of edge-lengths on the path from i to k (also called phylogenetic/patristic distance 77 between i and k). We use the simbolt to denote the mean root-tip distance in the tree. 78 For converting branch-lengths in time-units into absolute time, by convention, the origin of 79 time, 0, is assumed to be at the root, and the time is increasing positively towards the tips. Figure 1: Breadth-first pruning on a tree with N = 10 tips. Each tree from left to right depicts one pruning iteration; black: non-tip nodes at a current pruning step; red: tip nodes to be pruned; grey: pruned nodes. Letters 'a' and 'b' next to branches denote the order in which the coefficients a ji , b ji , c ji are added to their parent's a j , b j and c j (algorithm 1). 
The stochastic differential equation 2 defines the OU-process, which represents a random 96 walk tending towards the global optimum θ with stronger attraction for bigger difference 97 between g(t) and θ (Ornstein and Zernike 1919; Uhlenbeck and Ornstein 1930). The model 98 assumptions for e are that they are iid normal with mean 0 and standard deviation σ e at 99 the tips. Any process along the tree that gives rise to this distribution at the tips may be 100 assumed for e. For example, in the case of epidemics, a newly infected individual is 101 assigned a new e-value which represents the contribution from its immune system and this value can change or remain constant throughout the course of infection. In the case of 103 macroevolution, e may represent the ecological (non-genetic) differences between species.
104
In particular, the non-heritable component e does not influence the behavior of the 105 OU-process g(t). Thus, if we were to simulate trait values z on the tips of a phylogenetic 106 tree T , we could first simlate the OU-process from the root to the tips to obtain g, and 107 then add the white noise e (i.e. an iid draw from a normal distribution) to each simulated g 108 value at the tips. the trait values at the tips. Note that the trait expectation and variance for a tip i depends 114 on its time-distance from the root (t 0i ), and the trait covariance for a pair of tips (ij) 115 depends on the time-distance from the root to their mrca (t 0(ij) ), as well as their patristic 116 distance (τ ij ) (table 1) . 117 We note that the expressions for the expected variance-covariance matrix of the 118 POUMM are only defined for strictly positive α. We obtain the limit for PMM by noting 119 that lim α→0 α/(1 − e αt ) = −1/t.
120
Phylogenetic heritability
121
The phylogenetic heritability is defined as the expected proportion of 122 phenotypic variance attributable to g at the tips of the tree, 
variance, σ 2 (g), and, therefore, the phylogenetic heritability, are functions of time. The
127
POUMM package reports the following three types of phylogenetic heritability (see table 1 128 for simplified expressions):
129
• Expectation at the mean root-tip distance :
130
• Expectation at equilibrium of the OU-process: H 2 ∞ := limt →∞ H 2 t ;
132
• Empirical (time-independent) version of the heritability based on the sample 133 phenotypic variance s 2 (z) : H 2 e := 1 − σ 2 e /s 2 (z).
134
Algorithm 135 For a fixed tree, T , the log-likelihood of the observed data is defined as the function:
where f denotes a probability density function (pdf) and Θ =< g 0 , α, θ, σ, σ e >. 
where a 0 < 0, b 0 and c 0 are real coefficients. We denote by u(α, t) the function:
Then, the coefficients in eq. 4 can be expressed with the following recurrence relation: 2. For j > N (internal nodes) or j = 0 (root):
. Algorithm 1: Breadth-first pruning Data: T , z; α, θ, σ, σ e Result: max g 0 (g 0 , α, θ, σ, σ e ; z, T ) initialization: for tips i ∈ {1, ..., N }, set a i , b i , c i (eq. 6); for nodes j > N or j = 0, set a j , b j , c j to 0; set {< ji >} to the set of edges < ji > in T , where i ∈ {1, ..., N }; while {< ji >} = φ do for < ji >∈ {ji} do // vectorized operations set a <ji> , b <ji> , c <ji> to the sub-summands in eq. 7 ; add a <ji> , b <ji> , c <ji> to a j , b j , c j (see branch labels on Fig. 1) ; end pruning: set T to the tree obtained upon removal of i ∈ {< ji >}; set {i} to to the subset of parent nodes in {< ji >}, which have become tips after the pruning (Fig. 1) ; set {< ji >} to the edges leading to {i}; end set g 0 := − 0.5 b 0 /a 0 ; set (Θ) := a 0 g 2 0 + b 0 g 0 + c 0 .
(Eddelbuettel and Sanderson 2014). While slightly slower, the R implementation can Values tending to 1 indicate that the true value dominates the inferred posterior sample for most of the replications. This means that the model fit tends to underestimate the true parameter. The number n at the top of each histogram denotes the number of replications out of 2000 which reached acceptable MCMC convergence and mixing at the by the one milionth iteration. An asterisk indicates significant uniformity violation (Kolmogorov-Smirnov Pvalue < 0.01).
significant deviation from uniformity of the posterior quantiles for the parameters H 2 t , g 0 , provided in the supplementary file CompareOUPackages.html. The user manual for the
