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Abstract
In this paper we prove the rationality of the vertex operator algebra V +L for a
rank one positive definite even lattice L whose generator has a prime half length.
1 Introduction
Let L = Zα be a rank one even lattice defined by 〈α, α〉 = 2k for a positive integer k.
Then it is known that the lattice vertex operator algebra VL is rational (see [D1]). The
vertex operator algebra VL has an automorphism induced from the −1-isometry of L, and
the fixed point set V +L is a simple vertex operator algebra (cf. [DN]), which is called the
charge conjugation orbifold in the literature [DVVV] and [KT]. In this paper we show
that the vertex operator algebra V +L is rational when k is a prime integer.
The rationality of V +L with k = 3 may help to study the construction of moonshine
module. The moonshine vertex operator algebra V ♮ has a vertex operator subalgebra
isomorphic to the tensor product U = (V +L )
⊗24 of V +L with k = 3 which has the same
Virasoro element of V ♮ ([Sh]). As proved in [FHL], the tensor product V = ⊗ni=1V
i of
rational vertex operator algebras V i is also rational and any irreducible V -modules are
isomorphic to tensor products ⊗ni=1M
i of some irreducible V i-module W i. Therefore by
the rationality of V +L with k = 3, one knows that V
♮ is decomposed into a direct sum
of irreducible U -modules which are tensor products of 24 irreducible V +L -modules. The
similar decompositions of V ♮ as a direct sum of irreducible modules of the tensor product
L(1/2, 0)⊗48 of the Virasoro vertex operator algebra L(1/2, 0) are known (cf. [DMZ]
and [DGH]), and these decompositions are used to compute the characters of elements
of the Monster simple group (see [M4]). More precisely, Miyamoto [M2] constructed a
vertex operator algebra MD associated to an even linear binary code D in Z
n
2 for n ∈ N,
which is called a code vertex operator algebra. The vertex operator algebra MD contains
L(1/2, 0)⊗n as a vertex operator subalgebra, and each irreducible components of MD as
an L(1/2, 0)⊗n-module corresponds to a codeword of D. In [M4], the moonshine vertex
operator algebra is reconstructed as an induced module, which is introduced and studied
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in [DLi], of some code vertex operator algebra, and the characters of 2A, 2B and 3C
elements of the Monster are calculated explicitly. On the other hand, in [Sh] the Mckay-
Thompson series for 4A elements of the Monster are calculated by using a decomposition
of V ♮ as a (V +L )
⊗24-module. Thus this decomposition may shed light on another aspects
of the actions of the Monster on the moonshine vertex operator algebra.
In [M3], the structures of modules for code vertex operator algebras are studied in
detail, and there the rationality and fusion rules of L(1/2, 0) play an important role.
The fusion rules for charge conjugation orbifolds V +L are completely determined in [A].
Together with the rationality of V +L with k = 3, we hope that the analogue of the repre-
sentation theory for code vertex operator algebra can be developed for the vertex operator
algebra V +L with k = 3. For example, as been studying by Lam and Shimakura ([LS]),
the induced module construction from V +L may be explained by means of the language of
code.
Let V be a vertex operator algebra. In [Z], an associative algebra A(V ) associated with
V is introduced. Zhu’s algebra A(V ) has many information on modules for V , for example,
there is a bijection between the set of equivalence classes of irreducible V -modules and
that of irreducible A(V )-modules. Furthermore if V is rational, then Zhu’s algebra A(V )
is semisimple.
Suppose that Zhu’s algebraA(V ) is semisimple. Then we can prove that any admissible
V -module M has a generalized eigenspace decomposition for L(0) = ω(1), where ω is the
Virasoro element of V (see Theorem 3.3). This follows from the fact that if A(V ) is
semisimple, then the lowest degree space of an admissible V -module M is a direct sum of
irreducible A(V )-modules and then L(0) acts semisimply on the V -submodule generated
by the lowest degree space. Let P(V ) be the set of lowest weights of all irreducible
admissible V -modules. Then we prove that for any admissible V -module and any complex
number λ, the direct sum ⊕n∈ZM
(λ+n) of generalized eigenspace M (λ+n) of eigenvalue
λ + n (n ∈ Z) is an admissible V -submodule of M . We also show that if µ 6∈ P(V ) + N
then the generalized eigenspaces M (µ) is zero. These imply that M is a direct sum of
admissible submodules of the form ⊕∞n=0M
(λ+n) for some λ ∈ P(V ). Thus in order to
prove that V is rational, it suffices to show that for any λ ∈ P(V ) every admissible
V -module of the form ⊕∞n=0M
(λ+n) are completely reducible. If λ ∈ P(V ) satisfies the
condition (λ + Z+) ∩ P(V ) = ∅, then it is not hard to see that any admissible modules
M = ⊕∞n=0M
(λ+n) are completely reducible. Hence if we show that for any λ ∈ P(V ) not
satisfying (λ+Z+)∩P(V ) = ∅, every admissible V -module of the formM = ⊕
∞
n=0M
(λ+n)
is completely reducible, then we have the rationality of V .
Since Zhu’s algebra A(V +L ) is semisimple (see [DN]), we can use the results explained
in the previous paragraph to prove the rationality of the vertex operator algebra V +L .
The classification of irreducible V +L -modules in [DN] shows that the set of lowest weights
for V +L is P(V
+
L ) = { 0, 1, r
2/4k, 1/16, 9/16 }. Under the assumption that k is prime, all
numbers 0, 1, 1/16, 9/16 and r2/4k for 1 ≤ r ≤ k are distinct and that lowest weights λ
except 0 satisfy the condition (λ+Z+)∩P(V
+
L ) = ∅ (see Lemma 4.3). Thus to show that
V +L with a prime integer k is rational, it suffices to prove that every admissible V
+
L -module
of the form M = ⊕n∈NM
(n) is completely reducible. We will prove that the submodules
of M generated by M (0) and M (1) are completely reducible because we can easily see that
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M is generated by M (0) and M (1).
The organization of this paper is as follows: In Section 2.1, we review definitions of
modules for a vertex operator algebra, and recall some results related to Zhu’s algebra
in Section 2.2. In Section 3, we prove that for a vertex operator algebra V whose Zhu’s
algebra is semisimple, every admissible module is a direct sum of generalized eigenspaces
for L(0). The constructions of the vertex operator algebra V +L and its irreducible modules
are explained in Section 4.1, and in Section 4.2 we prove that the rationality of V +L with
a prime integer k = 〈α, α〉/2 by using results in Section 3.
Throughout the paper, N is the set of nonnegative integers and Z+ is the set of positive
integers.
2 Preliminaries
In Section 2.1, we recall the definition of modules over a vertex operator algebra, following
[FLM], [FHL]. We also review the definition of Zhu’s algebra and some related results in
Section 2.2.
2.1 Modules for a Vertex Operator Algebra
Let (V, Y, 1, ω) be a vertex operator algebra (cf. [FLM] and [FHL]). We write Y (a, z) =∑
n∈Z a(n)z
−n−1 for a ∈ V . Then V has an eigenspace decomposition V = ⊕n∈ZV (n) for
L(0) = ω(1), where V (n) is the eigenspace of eigenvalue n for n ∈ Z. A vector a in V (n)
is called to be homogeneous of weight n. We denote the weight of a ∈ V (n) by n = wt(a).
Definition 2.1. A weak V -module is a pair (M,YM) of a vector space M and a linear
map
YM : V → (EndM)[[z, z
−1]],
a 7→ YM(a, z) =
∑
n∈Z
a(n)z−n−1, (a(n) ∈ EndM)
such that the following conditions are satisfied for a, b ∈ V and u ∈ M :
(1)
YM(a, z)v ∈M((z)), (2.1)
(2) (The Jacobi identity).
z−10 δ
(
z1 − z2
z0
)
YM(a, z1)YM(b, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
YM(b, z2)YM(a, z1)
= z−12 δ
(
z1 − z0
z2
)
YM(Y (a, z0)b, z2), (2.2)
(3)
YM(1, z) = idM .
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Set YM(ω, z) =
∑
n∈ZL(n)z
−n−2. Then as proved in [DLM2], one have the commuta-
tion relations of the Virasoro algebra
[L(m), L(n)] = (m− n)L(m+ n) +
m3 −m
12
δm,−n cV idM ,
for m,n ∈ Z, where cV is the central charge of V . We also have the L(−1)-derivative
property
YM(L(−1)a, z) =
d
dz
Y (a, z), for all a ∈ V . (2.3)
A weak V -module (M,YM) is often denoted byM . A weak V -submodule of a weak module
M is a subspace N of M such that a(n)N ⊂ N hold for all a ∈ V and n ∈ Z.
By the Jacobi identity (2.2), we have the following commutation relations for a, b ∈ V
and m,n ∈ Z:
[a(m), b(n)] =
∞∑
i=0
(
m
k
)
(a(k)b)(m+ n− k) (2.4)
Now we set a˜(n) = a(wt(a) + n− 1) for a homogeneous vector a ∈ V and n ∈ Z, and
extend it to every a ∈ V by linearity. Set
Ω(M) = { u ∈M | a˜(n)u = 0 for any a ∈ V and n ∈ Z+ }.
By the commutation relation (2.4), we see that Ω(M) is preserved under the action of
o(a) = a˜(0) for a ∈ V .
For a weak V -module M and u ∈ M , we denote by 〈u〉 the weak submodule of M
generated by u. Then the following lemma holds:
Lemma 2.2. ([Li]) Let M be a weak V -module and u ∈M . Then
〈u〉 = spanC{a(n)u | a ∈ V and n ∈ N }.
Definition 2.3. An admissible V -module M is a weak V -module equipped with an N-
grading M = ⊕∞n=0Mn such that the condition
a(n)Mm ⊂Mwt(a)+m−n−1 (2.5)
holds for any homogeneous vector a ∈ V and m,n ∈ Z, where Mm = 0 for n < 0.
For an admissible V -module M , we have the linear map d : M → M defined by
d|Mn = n idMn (n ∈ N), which is called the degree operator of M . By (2.5), we have
commutation relation
[d, a˜(n)] = −n a˜(n) (2.6)
4
for a ∈ V and n ∈ Z.
A d-invariant weak V -submodule N of an admissible V -module M is called an admis-
sible V -submodule of M . Then N is decomposed into a direct sum of eigenspaces for d as
N = ⊕n∈NNn, where Nn = N ∩Mn for n ∈ N. For an admissible V -module M and its
admissible V -submodule N , the quotient space M/N has a natural admissible V -module
structure; the homogeneous space of degree n is given by
(M/N)n = (Mn +N)/N. (2.7)
Now we recall the definition of the rationality of a vertex operator algebra. An ir-
reducible admissible V -module M is an admissible V -module which has no admissible
V -submodule except 0 and M . When M is a direct sum of irreducible admissible sub-
modules, M is called to be completely reducible.
Definition 2.4. A vertex operator algebra V is said to be rational if any admissible V -
module is completely reducible.
2.2 Zhu’s Algebra A(V )
In this subsection we review the definition of Zhu’s algebra A(V ) associated to a vertex
operator algebra V and recall some related results in [Z] and [DLM2].
Let (V, Y, 1, ω) be a vertex operator algebra. For homogeneous vectors a ∈ V and
b ∈ V , we define
a ◦ b = Res z
(1 + z)wt(a)
z2
Y (a, z)b. (2.8)
Let O(V ) be the subspace of V spanned by all vectors a ◦ b for homogeneous vectors
a, b ∈ V , and set A(V ) = V/O(V ). We denote the image of a ∈ V in A(V ) by [a]. For
any homogeneous vector a ∈ V and b ∈ V , define
a ∗ b = Res z
(1 + z)wt(a)
z
Y (a, z)b
and extend it on V for a by linearity. The following theorem is due to [Z] and [DLM2]:
Theorem 2.5. (1) The operation ∗ induces an associative algebra structure on A(V ),
and the image [ω] is contained in the center of A(V ).
(2) For any admissible V -module M , the linear map V → EndΩ(M) defined by a 7→
o(a)|Ω(M) for a ∈ V induces an A(V )-module structure on Ω(M).
(3) The map M 7→ Ω(M) induces a bijection from the set of all equivalence classes of
irreducible admissible V -modules to the set of all equivalence classes of irreducible A(V )-
modules.
(4) If A(V ) is semisimple, then there are only finitely many inequivalent irreducible
admissible V -modules.
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It is known that for any irreducible admissible V -module M , there exists a complex
number λ ∈ C such that M is decomposed into a direct sum of L(0)-eigenspaces as
M = ⊕∞n=0M(λ + n), where M(λ+ n) is the L(0)-eigenspace of eigenvalue λ+ n (see [Z,
Lemma 1.2.1]). We call the complex number λ a lowest weight of M . We denote by P(V )
the set of lowest weights of all irreducible admissible V -modules.
Proposition 2.6. (1) For an admissible V -module M , if a subspace W of Ω(M) is in-
variant under the action of o(a) for any a ∈ V , then W is A(V )-submodule of Ω(M).
(2) Let W be a completely reducible A(V )-module. Then every eigenvalues for [ω] on
W are in P(V ).
Proof. The assertion (1) follows from Theorem 2.5 (2). We shall prove (2). Since W
is completely reducible as an A(V )-module, it is decomposed into a direct sum of irre-
ducible A(V )-submodules. Since [ω] is in the center of A(V ), [ω] acts on each irreducible
component by a scalar. By Theorem 2.5 (3), any irreducible A(V )-module is isomorphic
to Ω(M) for some irreducible admissible V -module M . Since [ω] acts on Ω(M) as L(0),
we see that the eigenvalues for [w] on irreducible components of W are lowest weights.
This proves (2). 
3 Generalized Eigenspaces Decompositions
of Admissible V -Modules
Let V be a vertex operator algebra. For a weak V -module M , we denote the generalized
eigenspace for L(0) with eigenvalue λ ∈ C by M (λ), i.e.,
M (λ) = { u ∈M | (L(0)− λ)ku = 0 for some k ∈ N }.
The purpose of this section is to show the following theorem:
Theorem 3.1. Let V be a vertex operator algebra. Suppose that Zhu’s algebra A(V )
is semisimple. Then any admissible V -module M is decomposed into a direct sum of
generalized eigenspaces for L(0) as follows:
M = ⊕si=1(⊕n∈NM
(λi+n))
for some λi ∈ P(V ) (i = 1, 2, · · · , s). Moreover, for each λi, the subspace ⊕n∈NM
(λi+n) is
an admissible V -submodule of M .
Till end of this section, we assume that Zhu’s algebra A(V ) is semisimple.
Lemma 3.2. Let M be an admissible V -module. For λ ∈ C, the subspace ⊕n∈ZM
(λ+n)
is an admissible V -submodule of M . Therefore, N = ⊕λ∈CM
(λ) is also an admissible
V -submodule of M.
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Proof. Set W = ⊕n∈ZM
(λ+n). We have to prove that
a˜(n)W ⊂W for all a ∈ V and n ∈ Z (3.1)
and that
d(W ) ⊂W, (3.2)
where d is the degree operator of M . First we prove (3.1). For a ∈ V and n ∈ Z, we have
a commutation relation
[L(0), a˜(n)] = −n a˜(n). (3.3)
Hence for any u ∈M ,
(L(0)− λ+ n)a˜(n)u = L(0)a˜(n)u− (λ− n)a˜(n)u
= a˜(n)L(0)u− na˜(n)u− (λ− n)a˜(n)u
= a˜(n)(L(0)− λ)u.
This implies that if u ∈M (λ), then a˜(n)u ∈M (λ−n). Thus we see that a˜(n)u ∈ W for any
u ∈ W . Next we show (3.2). Let u ∈M (λ), and choose k ∈ Z+ so that (L(0)− λ)
ku = 0.
Since [d, L(0)] = 0 by (2.6), we have
(L(0)− λ)kdu = d(L(0)− λ)ku = 0.
Hence du ∈ M (λ). This shows that W is invariant under the action of d. Thus we have
(3.2). 
Now we can prove the following proposition.
Proposition 3.3. Let V be a vertex operator algebra, and suppose that Zhu’s algebra
A(V ) is semisimple. Then any admissible V -module M is decomposed into a direct sum
of generalized eigenspaces for L(0), i.e., M = ⊕λ∈CM
(λ).
Proof. Set N = ⊕λ∈CM
(λ). By Lemma 3.2, N is an admissible submodule of M .
We need to prove that M/N = 0. Thus we show that (M/N)n = 0 for any n ∈ N by
induction on n. First we prove (M/N)0 = 0. By Proposition 2.6 (1), M0 is an A(V )-
submodule of Ω(M). Since A(V ) is semisimple, L(0) acts on M0 diagonally. Hence M0 is
contained in N . This implies that (M/N)0 = 0. Let n be a positive integer, and assume
that (M/N)m = 0 for any m < n. We prove (M/N)n = 0. By the induction hypothesis,
we see that the subspace (M/N)n is contained in Ω(M/N) and is invariant under the
action of o(a) for any a ∈ V . Hence by Proposition 2.6 (2), (M/N)n is an A(V )-module,
and L(0) acts on (M/N)n diagonally. Therefore, it suffices to show that u ∈ N for any
L(0)-eigenvector u+N ∩Mn ∈ (M/N)n.
Let u + N ∩Mn be an L(0)-eigenvector with eigenvalue λ. Then there exists v ∈ N
such that L(0)u = λu+v. Since v ∈ N , we can write v =
∑d
i=1 vi for some vi ∈M
(λi). For
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1 ≤ i ≤ d, choose ki ∈ N so that (L(0)− λi)
kivi = 0, and set f(x) =
∏d
i=1,λi 6=λ
(x−λi)
ki ∈
C[x]. Then it is obvious that
(L(0)− λ)kf(L(0))v = 0 (3.4)
for some k ∈ N. Thus it follows from (3.4) that
(L(0)− λ)k+1f(L(0))u = f(L(0))(L(0)− λ)k+1u
= f(L(0))(L(0)− λ)kv
= 0.
This implies that f(L(0))u ∈M (λ) ⊂ N . On the other hand, we have f(L(0))u−f(λ)u ∈
N because L(0)u − λu = v ∈ N and N is L(0)-invariant. Since f(λ) is nonzero, we see
that u ∈ N . This implies (M/N)n = 0. 
Let M be an admissible V -module. Then by Lemma 3.2, for λ ∈ C, the subspace
⊕n∈ZM
(λ+n) is an admissible V -submodule of M . We next prove that there is an integer
m ∈ Z such that M (λ+n) = 0 for all integer n < m, more precisely we have:
Proposition 3.4. Let M be an admissible V -module. If λ ∈ C − (P(V ) + N), then
M (λ) = 0.
Proof. Set P ′ = P(V ) + N. For λ ∈ C, we have a direct sum decomposition M (λ) =
⊕∞n=0M
(λ) ∩Mn, since M
(λ) is d-invariant. Set M
(λ)
n = M (λ) ∩Mn. By using induction on
n, we prove that M
(λ)
n = 0 for any λ ∈ C− P ′ and n ∈ N. First we show that M
(λ)
0 = 0
for any λ ∈ C − P ′. By Proposition 2.6 (1), M
(λ)
0 is an A(V )-submodule of Ω(M) for
any λ ∈ C. The semisimplicity of A(V ) implies that L(0) acts on M
(λ)
0 by the scalar λ.
Thus by Proposition 2.6 (2), we see that M
(λ)
0 is zero if λ ∈ C − P
′. Let n0 ∈ Z+, and
assume that M
(λ)
n = 0 for all λ ∈ C − P ′ and n < n0. Then we show that M
(λ)
n0 = 0 for
any λ ∈ C− P ′. By (2.6) and (3.3), we have
a˜(m)M (λ)n0 ⊂M
(λ−m)
n0−m (3.5)
for a ∈ V , m ∈ Z and λ ∈ C. If λ ∈ C−P ′ then λ−m ∈ C−P ′ for any m ≥ 1. Hence by
induction hypothesis, we see that a˜(m)M
(λ)
n0 = 0 for m ≥ 1 and λ ∈ C− P
′. This implies
that M
(λ)
n0 ⊂ Ω(M). By (3.5), the space M
(λ)
n0 is invariant under the action of o(a) for all
a ∈ V . Thus by Proposition 2.6 (1), M
(λ)
n0 is an A(V )-submodule of Ω(M). By the same
reason as in the case n = 0, we have M
(λ)
n0 = 0 for any λ ∈ C − P
′. This completes the
proof. 
Let us prove Theorem 3.1.
proof of Theorem 3.1. By Proposition 3.3 and Proposition 3.4, we see that any admissible
V -module M is decomposed as follows:
M = ⊕λ∈I(⊕n∈NM
(λ+n)),
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where I is an subset of P(V ). Since P(V ) is a finite set by Theorem 2.5, the subset I is
also finite. If we set I = {λ1, . . . , λs}, then we have the decomposition
M = ⊕si=1(⊕n∈NM
(λi+n)).
By Lemma 3.2 and Proposition 3.4, we see that ⊕n∈NM
(λi+n) is admissible V -submodule
of M for each λi. This completes the proof. 
Let V be a vertex operator algebra V whose Zhu’s algebra is semisimple. By Theorem
3.1, we see that if any admissible V -module of the form M = ⊕n∈NM
(λ+n) is completely
reducible for any λ ∈ P(V ), then V is rational. Now we prove the following proposition.
Proposition 3.5. If λ ∈ P(V ) satisfies a condition (λ + Z+) ∩ P(V ) = ∅, then any
admissible V -module of the form M = ⊕n∈NM
(λ+n) is completely reducible.
To show this proposition, we first prove the following lemma.
Lemma 3.6. Let λ and M be as in Proposition 3.5. If M (λ) = 0, then M = 0.
Proof. Assume that M 6= 0. Then we can easily see that Ω(M) is nonzero. By
Proposition 2.6 (2) and the assumption that (λ+Z+)∩P(V ) = ∅, we have Ω(M) =M
(λ).
Therefore, M (λ) is nonzero. 
As a corollary of Lemma 3.6, we have:
Corollary 3.7. Let λ and M be as in Proposition 3.5. Then the following hold:
(1) Let N be an admissible submodule of M . If N contains M (λ), then N = M .
(2) M is irreducible as an admissible V -module if and only if M (λ) is irreducible as
an A(V )-module.
Proof. It is clear that ifM (λ) ⊂ N , then N (λ) = M (λ). Thus the quotient moduleM/N
is zero by Lemma 3.6. This proves (1). Next we prove (2). As in the proof of Lemma 3.6,
we see that Ω(M) = M (λ). Thus by Theorem 2.5 (3) if M is an irreducible V -module,
then M (λ) is irreducible as an A(V )-module. Conversely, assume that M (λ) is irreducible
as an A(V )-module. Let N be a nonzero admissible submodule of M . By Lemma 3.6,
N (λ) is nonzero. Hence N (λ) is a nonzero A(V )-submodule of M (λ). Therefore, by the
irreducibility of M (λ), N (λ) = M (λ). Then (1) implies that N =M . 
By using Corollary 3.7, we prove Proposition 3.5.
Proof of Proposition 3.5. Since M (λ) is an A(V )-module, it is a direct sum of irreducible
A(V )-modules as
M (λ) = ⊕i∈IWi,
where I is an index set and Wi is an irreducible component of M
(λ). Let ui ∈ W
i be a
nonzero element, and set N i = 〈ui〉. By Lemma 2.2, it is clear that
(N i)(λ+n) = spanC{ a˜(−n)ui | a ∈ V }
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for all n ∈ N. In particular, we see that (N i)(λ) is a nonzero A(V )-submodule of W i.
Hence (N i)(λ) = W i. Thus it follows from Corollary 3.7 (2) that N i is irreducible. Put
N =
∑
i∈I N
i. Then N is completely reducible as an admissible V -module. Since N
contains M (λ), Corollary 3.7 (1) shows that N =M . Thus M is completely reducible. 
By Theorem 3.1 and Proposition 3.5, we have:
Corollary 3.8. Let V be a vertex operator algebra. Suppose that Zhu’s algebra A(V ) is
semisimple. If (λ+ Z+) ∩ P(V ) = ∅ for any λ ∈ P(V ), then V is rational.
We shall give a remark on similar results for admissible twisted modules.
Let V be a vertex operator algebra, and let g be an automorphism of V . In [DLM2],
Dong, Li and Mason introduced an associative algebra Ag(V ),which is a generalization
of Zhu’s algebra A(V ). It is known that all statements in Theorem 2.5 hold for Ag(V )
and admissible g-twisted V -modules, instead of A(V ) and admissible V -modules. Since
in the proofs of Theorem 3.1 and Proposition 3.5 we use only Theorem 2.5 and results
which follow from Theorem 2.5, we see that the similar statements in Theorem 3.1 and
Proposition 3.5 hold for any g-twisted V -modules:
Theorem 3.9. Let V be a vertex operator algebra, and let g be an automorphism of
order T . Suppose that the associative algebra Ag(V ) is semisimple. Then any admissible
g-twisted V -module M is decomposed into a direct sum of generalized eigenspaces for L(0)
as follows:
M = ⊕si=1(⊕n∈NM
(λi+n/T ))
for some λi ∈ Pg(V ) (i = 1, 2, · · · , s), where Pg(V ) is the set of the lowest weights
of all irreducible admissible g-twisted V -modules. Moreover, for each λi the subspace
⊕n∈NM
(λi+n/T ) is an admissible g-twisted submodule of M .
Proposition 3.10. Let V , g and T be as in Theorem 3.9. If λ ∈ Pg(V ) satisfies a
condition (λ + (1/T )Z+) ∩ Pg(V ) = ∅, then any admissible g-twisted V -module of the
form M = ⊕n∈NM
(λ+n/T ) is completely reducible.
Therefore, as a corollary of Proposition 3.10 we have:
Corollary 3.11. Let V , g and T be as in Theorem 3.9. If the condition (λ+(1/T )Z+)∩
Pg(V ) = ∅ holds for any λ ∈ Pg(V ), then V is g-rational.
4 Main Results
In this section we prove that the vertex operator algebra V +L for a rank one even lattice
L = Zα is rational if k = 〈α, α〉/2 is a prime integer. In Section 4.1, we recall the
construction of the vertex operator algebra V +L and its irreducible modules. In Section
4.2, we show the rationality of V +L for a prime integer k by using the results in the previous
section.
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4.1 The Vertex Operator Algebra V +
L
Let L = Zα be a rank one even lattice with a Z-bilinear form 〈· , · 〉 defined by 〈α, α〉 = 2k
for a positive integer k. Set h = C⊗Z L and extend the form 〈· , · 〉 to a C-bilinear form
on h. Let L◦ be the dual lattice of L, and let C[L◦] = ⊕λ∈L◦Ceλ be the group algebra of
L◦. For a subset M of L◦, we set C[M ] = ⊕λ∈MCeλ.
Let hˆ = h⊗ C[t, t−1]⊕ CK be a Lie algebra with the commutation relations given by
[X ⊗ tm, X ′ ⊗ tn] = mδm+n,0〈X,X
′〉K and [K, hˆ] = 0, (X,X ′ ∈ h, m, n ∈ Z).
Then hˆ+ = h ⊗ C[t] ⊕ CK is a subalgebra of hˆ, and the group algebra C[L◦] becomes a
hˆ+-module by the actions
(X ⊗ tn).eλ = δn,0〈X, λ〉eλ and K.eλ = eλ (λ ∈ L
◦, X ∈ h, n ∈ N).
For a subset M of L◦ and µ ∈ L◦, we set
VM = U(hˆ)⊗U(hˆ+) C[M ] and M(1, β) = U(hˆ)⊗U(hˆ+) Ceβ ,
where U(g) denotes the universal enveloping algebra of a Lie algebra g. Let pi be the
representation of hˆ on VL◦ , and X(n) = pi(X ⊗ t
n) (X ∈ h, n ∈ Z). We set 1 = 1 ⊗ e0
and ω = (1/2)h(−1)2e0, where h is a vector of h with 〈h, h〉 = 1. Then it is known that
there exists a linear map Y : VL → VL◦ [[z, z
−1]] such that (VL, Y, 1, ω) has a simple vertex
operator algebra structure, and (Vλ+L, Y ) becomes an irreducible VL-module for λ ∈ L
◦
(see [FLM]). We remark that (M(1, 0), Y, 1, ω) is an vertex operator subalgebra of VL.
We write M(1) = M(1, 0) for simplicity. The vertex operator Y (eβ, z) for β ∈ L on VL◦
is given by
Y (eβ, z) = exp
(
∞∑
n=1
β(−n)
n
zn
)
exp
(
−
∞∑
n=1
β(n)
n
z−n
)
eβz
β(0), (4.1)
where eβ in the right-hand side means the left multiplication of eβ on the group algebra
C[L◦], and zβ(0) is an operator on VL◦ defined by z
λ(0)u = z〈λ,µ〉u for µ ∈ L◦ and u ∈
M(1, µ). The operator L(0) = ω1 is given by
L(0) =
1
2
h(0)2 +
∑
n∈Z+
h(−n)h(n).
It is known that VL is a rational vertex operator algebra and every irreducible VL-module
is isomorphic to Vλ+L for some λ ∈ L
◦ (see [D2]).
Let θ be a linear isomorphism of VL◦ defined by
θ(X1(−n1)X2(−n2) · · ·Xℓ(−nℓ)⊗ eλ) = (−1)
ℓX1(−n1)X2(−n2) · · ·Xℓ(−nℓ)⊗ e−λ
for Xi ∈ h, n ∈ Z+ and λ ∈ L
◦. Then θ induces an automorphism of VL of order 2.
For a θ-invariant subspace W of VL◦ , we denote by W
± the (±1)-eigenspaces of W for θ.
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Then (V +L , Y, 1, ω) is a simple vertex operator algebra, and V
±
L , V
±
α/2+L and Vrα/2k+L for
1 ≤ r ≤ k − 1 become irreducible V +L -modules (see [DN]).
Another irreducible V +L -modules come from θ-twisted VL-modules. We briefly review
the constructions of θ-twisted VL-modules (see [FLM] and [D2] for more detailed con-
struction). Let hˆ[−1] = h ⊗ t1/2C[t, t−1] ⊕ CK be a Lie algebra with the commutation
relation given by
[X ⊗ tm, X ′ ⊗ tn] = mδm+n,0 〈X,X
′〉K and [K, hˆ[−1]] = 0 (X,X ′ ∈ h, m, n ∈
1
2
+ Z).
Then hˆ[−1]+ = h⊗ t1/2C[t]⊕ CK is a subalgebra of hˆ[−1]. Let T1 and T2 be irreducible
C[L]-modules on which eα acts as 1 and −1 respectively. We define the action of hˆ[−1]
+
on Ti by the actions
(X ⊗ t1/2+n).u = 0 and K.u = u (X ∈ h, n ∈ N, u ∈ Ti).
Set
V TiL = U(hˆ[−1])⊗U(hˆ[−1]+) Ti (i = 1, 2),
then V TiL has the irreducible θ-twisted VL-module structure.
Now we define the action of the automorphism θ on V TiL (i = 1, 2) by
θ(X1(−n1) · · ·Xℓ(−nℓ)u) = (−1)
ℓX1(−n1) · · ·Xℓ(−nℓ)u,
for Xi ∈ h, ni ∈ 1/2 +N and u ∈ Ti, and set V
Ti,±
L the ±1-eigenspaces of V
Ti
L for θ. Then
V Ti,±L (i = 1, 2) become irreducible V
+
L -modules (see [DN]).
All irreducible V +L -modules are completely classified in [DN]. Their result is as follows:
Theorem 4.1. The set
{V ±L , V
±
α/2+L, V
Ti,±
L , Vrα/2k+L | i = 1, 2, 1 ≤ r ≤ k − 1 } (4.2)
is the complete list of all inequivalent irreducible admissible V +L -modules.
The following result is also found in [DN];
Proposition 4.2. Zhu’s algebra A(V +L ) is semisimple.
It is known that V +L is rational when k = 1, 2. In fact, if k = 1, then V
+
L is isomorphic
to the lattice vertex operator algebra VL′ , where L
′ = Zβ is an even lattice with 〈β, β〉 = 8
(see [DG]). If k = 2, then V +L is isomorphic to the vertex operator algebra L(1/2, 0) ⊗
L(1/2, 0), where L(1/2, 0) is the minimal vertex operator algebra of central charge 1/2
(see [DGH]).
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4.2 Proof of the rationality of V +
L
for a prime integer k
First we consider the set of lowest weights of V +L . By the construction of irreducible
V +L -modules, we have the following table.
V +L V
−
L Vλr+L (1 ≤ r ≤ k − 1) V
±
α/2+L V
T1,+
L , V
T2,+
L V
T1,−
L , V
T2,−
L
0 1 r2/4k k/4 1/16 9/16
Table 1. The lowest weights of irreducible V +L -modules.
Hence we have
P(V +L ) = { 0, 1, r
2/4k, 1/16, 9/16 | 1 ≤ r ≤ k }. (4.3)
Now we shall apply the results in Section 3 to the case that V = V +L . Since 0, 1 ∈ P(V
+
L ),
we can not use Theorem 3.8 to prove the rationality of V +L . But in the case k = 〈α, α〉/2
is a prime integer, we have the following lemma:
Lemma 4.3. Suppose that k is a prime integer. Then the lowest weights 0, 1, 1/16, 9/16
and r2/4k for 1 ≤ r ≤ k are all distinct. Furthermore, for any λ ∈ P(V +L )−{0}, we have
(λ+ Z+) ∩ P(V
+
L ) = ∅.
Proof. We have to prove that r2/4k, r2/4k − 1/16, r2/4k − 9/16 6∈ Z for 1 ≤ r ≤ k
and that (r2 − s2)/4k 6∈ Z for any 1 ≤ r 6= s ≤ k. We first show that r2/4k is not integer
for 1 ≤ r ≤ k. If r2/4k is an integer, then k|r because k is prime. So r = k and then
r2/4k = k/4 is an integer. This is contradiction. Next we assume that r2/4k − 1/16 is
an integer. Then 4r2 − k ≡ 0 (mod 16). Hence k ≡ 0 (mod 4). This is contradiction.
We can also prove that r2/4k − 9/16 is not integer in the same way. Finally we show
that (r2 − s2)/4k is not in Z if r 6= s. Assume that (r2 − s2)/4k is an integer for some
1 ≤ r < s ≤ k. Then k|(r+ s) since k is prime and 1 ≤ s− r ≤ k− 1. Furthermore since
3 ≤ r + s ≤ 2k − 1, we have r + s = k and k ≥ 3. Hence (r2 − s2)/4k = (2s − k)/4. It
contradicts with the fact that k is an odd prime integer. 
Thus we see that if k is prime then any nonzero lowest weights for V +L satisfies the
condition in Proposition 3.5. Therefore, we have:
Proposition 4.4. If k is prime and λ ∈ P(V +L ) is nonzero, then any admissible V
+
L -
module of the form M = ⊕∞n=0M
(λ+n) is completely reducible. In particular, if M (λ) is
irreducible as an A(V +L )-module, then M is irreducible as an admissible V
+
L -module.
Remark. If k is not prime, then there exist integers r, s with 0 ≤ r < s ≤ k such
that r2/4k − s2/4k ∈ Z. In fact, when k is not prime, k can be written as k = pqn for
two positive prime integers p, q (q ≤ p) and n ∈ Z+. Then we see that 0 ≤ np − nq <
np+ nq ≤ npq = k, and that (np+ nq)2/4k − (np− nq)2/4k = n ∈ Z.
Here and further we suppose that k is prime. By Proposition 4.4 and Theorem
3.1, to show that V +L is rational, it suffices to prove that every admissible V
+
L -module M
of the form M = ⊕∞n=0M
(n) is completely reducible.
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Let W be the admissible V -submodule generated by M (0) and U the admissible V -
submodule generated by M (1). Since the sum W + U contains M (0) ⊕M (1), the quotient
module M/(W + U) is decomposed as M/(W + U) = ⊕∞n=2(M/(W + U))
(n). Thus by
Lemma 3.6 and Lemma 4.3, we see thatM/(W +U) = 0, that is, M = W +U . Therefore,
to prove thatM is completely reducible, it is enough to show that U andW are completely
reducible.
We first show that the admissible V +L -submodule W is a direct sum of copies of V
+
L .
To prove this we need the following proposition:
Proposition 4.5. For any admissible V +L -module of the form M = ⊕
∞
n=0M
(n), we have
L(−1)M (0) = 0.
Proof. Let u ∈M (0), and suppose that L(−1)u 6= 0. We see that for any homogeneous
vector a ∈ V +L with positive weight, o(a)u = 0 since M
(0) is a direct sum of copies of
the irreducible A(V +L )-module Ω(V
+
L ) = C1. Hence we have
˜(L(−1)a)(n)u = 0 for any
a ∈ V +L and n ≥ 0. This shows that for a ∈ V
+
L and n ≥ 0,
a˜(n + 1)L(−1)u = L(−1)a˜(n+ 1)u− ˜(L(−1)a)(n)u
= 0.
Thus L(−1)u ∈ Ω(M) ∩M (1). We note that the subspace Ω(M) ∩M (1) is an A(V +L )-
module on which L(0) acts by the scalar 1. By Table 1 and Lemma 4.3, the subspace
Ω(M)∩M (1) is a direct sum of copies of the irreducible A(V +L )-module Ω(V
−
L ) = Cα(−1)1.
This implies that CL(−1)u ∼= Cα(−1)1 as A(V +L )-modules. Set N = 〈L(−1)u〉. Then we
see that N is an admissible V -submodule of M such that N (0) = 0 and N (1) = CL(−1)u.
Hence by Proposition 4.4, N is an irreducible V +L -module isomorphic to V
−
L . Put
E = eα + e−α ∈ V
+
L and F = eα − e−α ∈ V
−
L . (4.4)
By direct calculations, we have E(0)α(−1)1 = −2kF and E(n)α(−1)1 = 0 for all n ≥ 1.
Hence we see that
E(0)L(−1)u 6= 0 and E(n)L(−1)u = 0 for all n ≥ 1. (4.5)
Since [L(−1), E(n)]u = −nE(n − 1)u for any n ∈ Z, L(−1)E(n)u = −nE(n − 1)u for
n ≥ 1. Thus E(k− 1)u = 0 implies that E(0)u = 0. Then E(0)L(−1)u = L(−1)E(0)u =
0. This contradicts with (4.5). Therefore we conclude that L(−1)u = 0. 
Let u be a nonzero vector in M (0). Then 〈u〉 is an admissible V +L -submodule of
M such that 〈u〉(0) = Cu. Now we show that 〈u〉(1) = 0. Since 〈u〉(1) is spanned by
vectors of the form a(wt(a) − 2)u for homogeneous vectors a ∈ V +L , it is enough to
prove that a(wt(a) − 2)u = 0 for any homogeneous vector a ∈ V +L . We may assume
that wt(a) 6= 1 because (V +L )1 = 0 unless k = 1. Then by Proposition 4.5 we have
a(wt(a) − 2)u = −(wt(a) − 1)−1[L(−1), o(a)]u = 0. Thus 〈u〉(1) = 0. Therefore we have
〈u〉 = Cu ⊕ (⊕∞n=2〈u〉
(n)). Let N be a nonzero admissible V +L -submodule of 〈u〉. By
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Proposition 2.6 (2) and Lemma 4.3, we see that N (0) 6= 0. This implies that N = 〈u〉.
Hence 〈u〉 is an irreducible V +L -module, and is isomorphic to V
+
L by Table 1. Hence we
have the following proposition:
Proposition 4.6. The admissible V +L -submodule W is a sum of irreducible submodules
isomorphic to V +L . Thus W is completely reducible. In particular, W
(1) is zero.
Next we show that the admissible V -submodule U , which is the admissible V +L -
submodule of M generated by M (1), is a sum of copies of the irreducible V +L -module
V −L . To prove this we have to show the following proposition.
Proposition 4.7. For any admissible V +L -module of the form M = ⊕
∞
n=0M
(n), we have
L(1)M (1) = 0.
Before giving the proof of Proposition 4.7, we prove some lemmas.
Lemma 4.8. (1) If a ∈M(1, 0)+ is homogeneous, then
Y (E, z)a ∈ z−wt(a)(V +L )[[z]].
(2) For any homogeneous vector a ∈ V +L with wt(a) < k, we have E(2k − 2)a = 0.
Proof. First we show the assertion (1). Let a be a homogeneous vector in M(1). Then
we have
Y (eα, z)a = exp
(
∞∑
n=1
α(−n)
n
zn
)
exp
(
−
∞∑
n=1
α(n)
n
z−n
)
a⊗ eα. (4.6)
Now set
exp
(
−
∞∑
n=1
α(n)
n
z−n
)
=
∞∑
n=0
pn(α)z
−n.
Then pn(α)a⊗eα ∈M(1, α) for n ≥ 0. Since the weight of pn(α)a⊗eα is wt(a)−n+wt(eα),
we see that if n > wt(a), then pn(α)a⊗ eα = 0. Thus we have
exp
(
−
∞∑
n=1
α(n)
n
z−n
)
a⊗ eα ∈ z
−wt(a)(VL)[z],
hence Y (eα, z)a ∈ z
−wt(a)(VL)[[z]]. By the same way, we have Y (e−α, z)a ∈ z
−wt(a)(VL)[[z]].
Therefore if a ∈ M(1)+ is homogeneous, then Y (E, z)a ∈ z−wt(a)(V +L )[[z]]. This proves
(1). Next we show the assertion (2). It is clear that for a homogeneous vector a ∈ V +L , if
wt(a) < k, then a ∈ M(1)+. Hence by (1), E(n)a = 0 for n ≥ wt(a). In particular, we
see that E(k − 1)a = 0. 
Lemma 4.9. For any v ∈ W (k−1), E(2k − 2)v = 0.
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Proof. By Proposition 4.6, W is a direct sum of copies of the irreducible V +L -module
V +L . Thus W
(k−1) is a direct sum of (V +L )k−1. Hence by Lemma 4.8 (2), E(2k − 2)u = 0
for any u ∈ W (k−1). 
Proof of Proposition 4.7. Consider the quotient module M/W . Since M (0) = W (0),
we have M/W = ⊕∞n=1(M/W )
(n). Hence by Proposition 4.4, M/W is completely re-
ducible and is a direct sum of copies of the irreducible V +L -module V
−
L . Since W
(1)
vanishes, M (1) is embedded in M/W . So a nonzero u ∈ M (1) generates an irreducible V +L -
submodule ofM/W isomorphic to V −L such that Cu
∼= Cα(−1)1 as A(V +L )-modules. Since
E(0)α(−1)1 = −2kF and E(2k − 2)F = −2α(−1)1, we have E(2k − 2)E(0)α(−1)1 =
4kα(−1)1. We have also E(1)α(−1)1 = 0. These imply that E(2k − 2)E(0)u = 4ku and
E(1)u ∈ W . Therefore we have
4kL(1)u = L(1)E(2k − 2)E(0)u
= E(2k − 2)L(1)E(0)u
= E(2k − 2)(E(0)L(1)u+ 2(k − 1)E(1)u). (4.7)
Then the fact that E(0)L(1)u,E(1)u ∈ W (k−1) and Lemma 4.9 prove that the right hand
side in (4.7) is zero. Hence L(1)u = 0. 
Now suppose that u ∈ M (1). Let a ∈ V +L be a quasi-primary vector, i.e., a homo-
geneous vector which satisfies L(1)a = 0. It is clear that a˜(n)u = 0 for n ≥ 2. By the
commutation relation (2.4) and (2.3) we have [L(1), o(a)]u = (wt(a) − 1)a˜(1)u. Thus
Proposition 4.6 shows that (wt(a)−1)a˜(1)u = 0. Since (V +L )1 = 0, we see that a˜(1)u = 0.
Hence a˜(n)u = 0 for any quasi-primary vector a ∈ V +L and n ∈ Z+. By L(−1)-derivative
property (2.3), we have
˜(L(−1)ma)(n+ 1)u = (−1)mm!
(
wt(a) +m+ n
m
)
a˜(n+ 1)u = 0
for m,n ∈ N. On the other hand, since (V +L )1 = 0, we see that V
+
L is spanned by vectors
of the form L(−1)ma for m ∈ N and quasi-primary vectors a ∈ V +L . Thus we see that
a˜(n)u = 0 for any a ∈ V +L and n ∈ Z+. This implies that u ∈ Ω(M). Therefore, we have
M (1) ⊂ Ω(M). By Lemma 2.2, we have U (0) = 0. Therefore it follows from Proposition
4.4 that U is completely reducible. Furthermore by Lemma 4.3 and Table 1, we have:
Proposition 4.10. The admissible V -submodule U is a direct sum of copies of the irre-
ducible V +L -module V
−
L .
Consequently, by Proposition 4.6 and Proposition 4.10, we see that M = W + U is
completely reducible. Thus we have:
Proposition 4.11. Any admissible V +L -module M = ⊕
∞
n=0M
(n) is completely reducible.
The following theorem follows from Proposition 4.4, Proposition 4.11 and Theorem
3.1:
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Theorem 4.12. If k = 〈α, α〉/2 is a prime integer, then the vertex operator algebra V +L
is rational.
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