We propose decentralized primal-dual methods for cooperative multi-agent consensus optimization problems over both static and time-varying communication networks, where only local communications are allowed. The objective is to minimize the sum of agent-specific convex functions over conic constraint sets defined by agent-specific nonlinear functions; hence, the optimal consensus decision should lie in the intersection of these private sets. Assuming the sum function is strongly convex, we provide convergence rates for sub-optimality, infeasibility and consensus violation in terms of the number of communications required; examine the effect of underlying network topology on the convergence rates.
network having undirected or directed links, one common characteristic shared by today's bigdata networks is that the network size is usually prohibitively large for centralized optimization, which requires a fusion center that collects the physically distributed data and runs a centralized optimization method. This process has expensive communication overhead, requires large enough memory to store and process the data, and also may violate data privacy in case the agents are not willing to share their data even though they are collaborative [8] .
In this paper, from a broader perspective, we aim to study constrained distributed optimization of a strongly convex function over time-varying communication networks G t = (N , E t ) for t ≥ 0; in particular, from an application perspective, we are motivated to design an efficient decentralized solution method for constrained LASSO (C-LASSO) problems [9] with distributed data. C-LASSO, having the generic form min x {λ x 1 + Cx − d 2 2 : Ax ≤ b}, is an important class of problems, which includes fused LASSO, constrained regression, and generalized LASSO problems as its special cases [9] [10] [11] to name a few. In the rest, we provide our results for a more general setting of constrained decentralized optimization. We assume that i) each node i ∈ N has a local conic convex constraint set χ i , for which projections are not easy to compute, and a local convex objective function ϕ i (possibly non-smooth) such that i∈N ϕ i (x) is strongly convex, and ii) nodes are willing to collaborate, without sharing their private data defining χ i and ϕ i , to compute an optimal consensus decision minimizing the sum of local functions and satisfying all local constraints; moreover, iii) nodes are only allowed to communicate with the neighboring nodes over the links in the network. Although we assume that i∈N ϕ i (x) is strongly convex, it is possible that none of the local functions {ϕ i } i∈N are strongly convex. This kind of structure arises in LASSO problems; in particular, let ϕ i : R n → R such that ϕ i (x) = λ x 1 + C i x − d i and DPDA-TV are both based on the accelerated primal-dual (APD) algorithm, our recent work [12] on convex-concave saddle-point (SP) problems which will be discussed in detail in Section I-A. In the rest, · denotes the spectral norm, which reduces to the Euclidean-norm when the argument is a vector. Definition 1. Suppose G : R n → R m is differentiable on R n and m ≥ 1. The Jacobian, JG : R n → R m×n , is L G -Lipschitz if there exists L G ∈ R p×n for some p ∈ Z ++ such that
moreover, when L G = L I n for some L > 0, abusing the notation we say JG is L-Lipschitz.
Given a pointed convex cone K ⊂ R m , G is K-convex if λG(x) + (1 − λ)G(x) ≥ K G(λx +
(1 − λ)x) for all x,x ∈ R n and λ ∈ [0, 1] where a ≥ K b if and only if a − b ∈ K.
Remark I.1. If G : R n → R m is differentiable on R n and K-convex, then G(x) ≥ K G(x) + JG(x)(x −x) ∀x,x ∈ R n .
Problem Description. Let {G t } t∈R + denote a time-varying graph of N computing nodes. More precisely, for all t ≥ 0, the graph has the form G t = (N , E t ), where N {1, . . . , N } is the set of nodes and E t ⊆ N × N is the set of (possibly directed) edges at time t. Suppose that each node i ∈ N has a private (local) cost function ϕ i : R n → R ∪ {+∞} such that
where ρ i : R n → R ∪ {+∞} is a possibly non-smooth convex function, and f i : R n → R is a smooth convex function.
Assumption I.1. For i ∈ N , f i is differentiable on an open set containing dom ρ i with an
; and we assume the prox map prox ρ i (·) is efficiently computable, where
Consider the following minimization problem:
local iterates at all nodes are within an -ball of the optimal solution after at most O( √ κ log(1/ ))
iterations, where κ = L max (f )/μ, L max (f ) max i∈N L f i andμ min i∈N {µ i }; on the other hand, since each iteration requires exact minimization of an augmented function involving f i at each i ∈ N , iterations can be very costly depending on f i . In [33] , Chang et al. considered the composite convex minimization problem, min x i∈N ρ i (x) + f i (C i x), over a static undirected network G, where ρ i is merely convex and f i is strongly convex with a Lipschitz continuous gradient for i ∈ N . A method based on ADMM taking proximal-gradient steps, IC-ADMM, is
proposed to reduce the computational burden of ADMM due to exact minimizations required in each iteration. Under the assumption that the smallest eigenvalue of the un-oriented Laplacian of G is known to all agents, it is shown that IC-ADMM sequence converges when each f i is strongly convex -no rate result is provided for this case; on the other hand, linear convergence is established in the absence of the merely convex (possibly non-smooth) term ρ i and assuming each C i has full column-rank in addition to the previous assumptions required for establishing the convergence result. In a similar spirit, to overcome the costly exact minimizations required in ADMM, an exact first-order algorithm (EXTRA) is proposed in [27] for minimizingf over an undirected static network G. Whenf is smooth and strongly convex with modulusμ > 0, it is shown that the algorithm has linear convergence without assuming each f i to be strongly convex provided that the step-size α > 0, constant among all the nodes, is sufficiently small, i.e., α = O(μ/L 2 max (f )). In a follow up work, Extra-Push [28] has been proposed that extends EXTRA to handle strongly connected, directed static networks using push-sum protocol. Convergence of Extra-Push, without providing any rate, has been shown under boundedness assumption on the iterate sequence; moreover, under the assumption that the stationary distribution, φ ∈ R |N | , of the column-stochastic mixing matrix that represents the static directed network is known,
i.e., each node i ∈ N knows φ i > 0, they relax the boundedness assumption on the iterate sequence, and show that a variant of Extra-Push converges at a linear rate if each f i is smooth and strongly convex with µ i > 0 for i ∈ N -note that assuming each node i ∈ N knows φ i exactly is a fairly strong assumption in a decentralized optimization setting. In [29] , Xi et al.
also combined EXTRA with the push-sum protocol to obtain DEXTRA to minimize strongly convexf over a static directed network. In addition to assumptions on {f i } i∈N in [28] , by further assuming that ∇f i bounded over R n for i ∈ N , which implies boundedness of the iterate sequence, it is shown that the iterate sequence converges linearly when the constant step-size α, fixed for all i ∈ N , is chosen carefully belonging to a non-trivial interval [α min , α max ] such that α min > 0 -note that the boundedness on each ∇f i is a strong requirement and clearly it is not satisfied by commonly used quadratic loss function. In a follow up paper [30] , Xi and Khan proposed Accelerated Distributed Directed Optimization (ADD-OPT) where they improved on the nontrivial step-size condition of DEXTRA and showed that the iterates converge linearly when the constant step-size α is chosen sufficiently small -assuming that the directed network topology is static and each f i is strongly convex with Lipschitz continuous gradients (without assuming boundedness as in [29] ). In a more general setting, Nedić and Olshevsky [31] proposed a stochastic (sub)gradient-push for minimizing strongly convexf on time-varying directed graphs without assuming differentiability when the stochastic error in subgradient samples has zero mean and bounded standard deviation. When µ i > 0 for all i ∈ N , choosing a diminishing step-size sequence, they were able to show O(log(k)/k) rate result provided that the iterate sequence stays bounded -the boundedness assumption on the iterate sequence can be removed by assuming that functions are smooth, having Lipschitz continuous gradients. In [32] , Nedić et al. proposed distributed inexact gradient methods referred to as DIGing and Push-DIGing for time-varying undirected and directed networks, respectively. Assuming f i is strongly convex with a Lipschitz gradient for i ∈ N , it is shown that the iterate sequence converges linearly provided that the constant step-size α, fixed for all i ∈ N , is chosen sufficiently small.
For constrained consensus optimization, other than few exceptions, e.g., [20] [21] [22] [23] [24] [25] , the existing methods require that each node compute a projection on the local set χ i in addition to consensus and (sub)gradient steps, e.g., [18] , [19] . Moreover, among those few exceptions, only [22] [23] [24] [25] can handle agent-specific constraints without assuming global knowledge of the constraints by all agents. However, no rate results in terms of suboptimality, local infeasibility, and consensus violation exist for the primal-dual distributed methods in [22] [23] [24] when implemented for the agent-specific conic constraint sets χ i = {x ∈ R n : g i (x) ∈ −K i } studied in this paper. In [22] , a consensus-based distributed primal-dual perturbation (PDP) algorithm using a diminishing step-size sequence is proposed. The objective is to minimize a composition of a global network function (smooth) with the sum of local objective functions (smooth), i.e., F( i∈N f i (x)), subject to local compact sets and inequality constraints on the summation of agent specific constrained functions, i.e., i∈N g i (x) ≤ 0, over a time-varying directed network. They showed that the local primal-dual iterate sequence converges to a global optimal primal-dual solution; however, no rate result was provided. The proposed PDP method can also handle non-smooth constraints with similar convergence guarantees. In a recent work [23] , the authors proposed a distributed algorithm on time-varying directed networks for solving SP problems subject to consensus constraints. The algorithm can also solve consensus optimization problems with inequality constraints that can be written as summation of local convex functions of local and global variables. It is shown that using a carefully selected decreasing step-size sequence, the ergodic average of primal-dual sequence converges with O(1/ √ k) rate in terms of saddle-point evaluation error; however, when applied to constrained optimization problems, no rate in terms of either suboptimality or infeasibility is provided. In [24] , a proximal dual consensus ADMM method, PDC-ADMM, is proposed by Chang to minimizeφ subject to a coupling equality and agent-specific constraints over both static and time-varying undirected networks -for the time-varying topology, they assumed that agents are on/off and communication links fail randomly with certain probabilities. Each agent-specific set is assumed to be an intersection of a polyhedron and a "simple" compact set. More precisely, the goal is to solve 
Assuming f i is smooth, O(1/k) ergodic rate is shown for suboptimality and infeasibility. In this paper, We aim to improve on this rate by further assuming i ϕ i is strongly convex to achieve O(1/k 2 ) ergodic rate for (3) by extending our preliminary results in [13] , [14] to nonlinear conic constraints -in [13] , [14] , we assume g i 's are affine.
Finally, in a related recent work of ours [34] , we consider distributed resource allocation problems of the form min{ i∈N ρ i (
works where a distributed primal-dual algorithm DPDA-D is proposed and O(1/k) convergence rate for the ergodic iterate sequence is shown under the merely convex setting. It should be noted that DPDA-D cannot be implemented to solve the dual of (3) since the dual function,
, is not differentiable and does not have a simple Moreau map. Moreover, we exploit the strong convexity of the sum function in (3) to introduce non-constant step-sizes which leads to a faster rate of O(1/k 2 ).
Although our focus is on the convex setting, it is worth emphasizing that distributed constrained non-convex consensus optimization is another area of active research, e.g., [35] , [36] . In these papers, the objective is to minimize the sum of agent specific smooth non-convex functions subject to a globally known closed convex set over a time-varying communication network.
Under certain assumptions, it is shown that agents' iterates converge to a stationary point.
Contribution. To the best of our knowledge, only a handful of methods, e.g., [22] [23] [24] [25] can handle consensus problems, similar to (3), with agent-specific local constraint sets {χ i } i∈N without requiring each agent i ∈ N to project onto χ i . However, no rate results in terms of suboptimality, local infeasibility, and consensus violation exist for the distributed methods in [22] [23] [24] when implemented for conic sets {χ i } i∈N studied in this paper; moreover, none of these four methods exploits the strong convexity of the sum functionφ = i∈N ϕ i . We believe DPDA and DPDA-TV proposed in this paper are one of the first decentralized algorithms to solve (3) with O(1/k 2 ) ergodic rate guarantee on both sub-optimality and infeasibility which matches with the optimal rate for the centralized setting -see [37] for the lower complexity bound of O(1/k 2 ) associated with first-order primal-dual methods for bilinear SP problems.
More precisely, we show that whenφ is strongly convex and each ϕ i is composite convex with smooth f i for i ∈ N , our proposed method reduces the suboptimality and infeasibility with O(1/k 2 ) rate as k, the number of primal-dual iterations, increases, and it requires O(k) and O(k log(k)) local communications for all k iterations in total when the network topologies are static and time-varying, respectively. To the best of our knowledge, this is the best rate result for our setting. Moreover, the proposed methods do not require the agents to know any global parameter depending on the entire network topology, e.g., the second smallest eigenvalue of the Laplacian. It is worth noting that, our results imply that DPDA-TV can compute a point in the intersection of closed convex sets with O(1/k) rate for the solution error i∈N x k i − x * -in a decentralized way over time-varying directed communication networks, which is faster than O(1/ √ k) rate of Dykstra's algorithm -see [38] .
Notation. Throughout · denotes either the Euclidean norm or the spectral norm. Given a convex set S, σ S (·) denote its support function, i.e., σ S (θ) sup w∈S θ, w , I S (·) denote the indicator function of S, i.e., I S (w) = 0 for w ∈ S and is +∞ otherwise, and P S (w) argmin{ v − w :
v ∈ S} denote the projection onto S. For a closed convex set S, we define the distance function
• and is +∞ otherwise. Given a convex function g : R n → R∪{+∞}, its convex conjugate is defined as g * (w) sup θ∈R n w, θ −g(θ). ⊗ denotes the Kronecker product, 1 n ∈ R n be the vector all ones, I n is the n × n identity matrix. S n ++ (S n + ) denotes the cone of symmetric positive (semi)definite matrices. For Q 0, i.e., Q ∈ S n ++ , Q-norm is defined as z Q z Qz. Given Q ∈ S n + , λ + min (W ) denotes the smallest positive eigenvalue of Q. Π denotes the Cartesian product. Finally, for θ ∈ R n , we adopt (θ) + ∈ R n + to denote max{θ, 0} where max is computed componentwise. g(n) = Θ(f (n)) means ∃n 0 ∈ Z + and c 1 , c 2 
A. Preliminary
In this section, we briefly present our recent work [12] , where we proposed an accelerated primal-dual (APD) algorithm for solving convex-concave saddle-point (SP) problems. As it is shown in [12] , APD can be viewed as an extension of the primal-dual algorithm proposed in [39] , for solving bilinear SP problems, to a more general setting with a non-bilinear coupling term.
Let X ⊆ R nx and Y ⊆ R ny be finite-dimensional vector spaces. Here we present a slightly extended version of APD [12] to solve the following problem:
where ψ x and ψ y are, possibly non-smooth and convex, φ x and φ y are convex and differentiable on open sets containing dom ψ x and dom ψ y , with R px×nx L φx -and R py×ny L φy -Lipschitz gradients, respectively-for some p x , p y ∈ Z ++ ; and H : X × Y → R is a continuously differentiable function that is convex in x for any y ∈ Y and concave in y for any x ∈ X .
We assume ψ x and ψ y have convexity moduli µ x ≥ 0 and µ y ≥ 0, respectively. Moreover, for
L yy -Lipschitz for some p yy ∈ Z ++ , and for any y ∈ Y,
the slightly extended version 2 of APD iterations consists of
Based on the discussion in [12] , if Q k x , Q k y , η k are chosen such that there exist some c ≥ 1,
and
In [12, Theorem 2.1. Part II], it is shown that when
for all k ≥ 0 satisfy the conditions in (6) for {δ k x , δ k y , η k } k≥0 generated using the update rule:
, y where g : ) for all k ≥ 0. However, arguing the existence of a uniform bound through induction is not clear for the current algorithmic form using the two tools at hand: (i) one can get a bound on the Lipschitz constant of ∇ x H(·, y) using y ; (ii) conversely, if one knows a bound on the Lipschitz constant of ∇ x H(·, y k+1 ), one can also obtain a bound on y k+1 as a byproduct of the analysis in [12] . The reason why simple induction technique for constructing a uniform bound on { y k } k≥0 fails is that one needs the Lipschitz constant of ∇ x H(·, y k+1 ) to bound y k+1 ; but, it depends on y k+1 at iteration k. One way to break this circular argument is to perform an x-update first followed by a y-update. Thus, at iteration k, one will need a bound on the Lipschitz constant of ∇ x H(·, y k ) which can be obtained using y k . Therefore, the induction can be used to get a bound on y k+1 in terms of y k ; consequently, one can get a uniform bound on the dual iterate sequence. In this paper, we will use this idea to prove the desired convergence properties of the proposed algorithm for distributed constrained optimization.
First, in Section II, we develop a decentralized variant of APD (DPDA) for solving (3) and provide a convergence result in Theorem II.3 for static communication networks. Next, in Section III, we propose a decentralized algorithm DPDA-TV to solve (3) when the network topology is time-varying, and we extend our convergence results to time-varying case in Theorem III.2.
The results in Theorem III.2 cannot be obtained from the results in [12] since the consensus constraint cannot be simply encoded as a single constraint. To remedy this issue, DPDA-TV is designed as an inexact variant of APD when the the topology is time-varying or when the edges are directed. Finally, in Section IV, we test the performance of the proposed methods for solving distributed constrained LASSO problems.
II. A DISTRIBUTED METHOD FOR STATIC NETWORKS
We discuss how APD, stated in (5), can be implemented to compute an -optimal solution to For i ∈ N , let N i {j ∈ N : (i, j) ∈ E or (j, i) ∈ E} denote the set of neighboring nodes and
In the rest, we use N = |N |.
Let x i ∈ R n denote the local decision vector of node i ∈ N . By taking advantage of the fact that G is connected, we can reformulate (3) as a consensus optimization problem:
where λ ij ∈ R n and θ i ∈ R m i are the corresponding dual variables. Let
is a block matrix such that M = H ⊗ I n where H is the oriented edge-node incidence matrix,
i.e., the entry H (i,j),l , corresponding to edge (i, j) ∈ E and node l ∈ N , is equal to 1 if l = i,
, and equal to 0 otherwise.
is strongly convex with modulus µ. That said, althoughf (x) = i∈N f i (x) is strongly convex with modulusμ > 0, f may not be whenμ = 0.
Inspired from Proposition 3.6. in [27] , we show in the following lemma that by suitably regularizing f , one can obtain a strongly convex function whenμ = 0.
Remark II.2. Whenμ > 0, i.e., all f i 's are strongly convex, the parameter α can be set to zero;
hence, f α (x) = f (x) is strongly convex with modulus µ =μ. Otherwise, whenμ = 0, α should be chosen according to Lemma II.1; hence, f α (x) is strongly convex with modulus µ = µ α .
The condition α >
is similar to the one in [27] , where α should be greater
for some W ∈ S N + which is a parameter for their algorithm satisfying certain conditions and
We define some notation to facilitate the upcoming analysis.
where m i∈N m i , and m 0 n|E|.
where
Ω⊗In , and let h :
Since x * is the unique solution to (3), and since
can reformulate (7) as an SP problem. Indeed, for any α ≥ 0, one can compute a primal-dual solution to (3) through computing a saddle point of
As discussed in Lemma II.1 and Remark II.2, for some properly chosen α ≥ 0, the function f α is µ-strongly convex for some µ > 0. Therefore, (8) is a special case of (4) where
According to the discussion in Section I-A, to have a bound on dual iterates {θ k } through an induction argument, one needs to compute x-update first. Multiplying (4) by −1 leads to min y max x L(x, y), one can implement APD in (5) on this equivalent formulation, which in effect can be obtained by interchanging the roles of x-variable with y-variable in (5). The resulting algorithm, which can solve (4), is given below:
and (9) on (8) leads to the following iterations:
−1 , (12b) can be equivalently written as follows:
The following lemma specifies a particular choice of parameters satisfying the step-size conditions in (10).
Lemma II.2. Let α and µ be as in Remark II.2. Given δ, γ 0 > 0, let {τ k , γ k } k≥0 and {κ k i } k≥0 for i ∈ N be the step-size sequences for (12) 
for some B > 0 and generated by using the update rule,
for all k ≥ 0. If G is affine, then BL max (G) term disappears and the rule in (14) satisfies (10) with Q k x and Q k y as in (11) for k ≥ 0, and
Proof. For k ≥ 0, replacing the Lipschitz parameters in (10) with their bounds discussed in the paragraph after (10), setting c = 2, t k = γ k /γ 0 and β k = BL max (G) within (10) and bounding
, we obtain sufficient conditions on the step-size sequences of (12), i.e.,
α k+1 d max which are satisfied by choosing α k+1 = 2γ k (δ + 2d max ). Therefore, the last three conditions clearly hold for the update rule in (14) . Next, (14) implies η k+1 = 1/ 1 + µτ k andτ k+1 = η k+1τ k ; hence, 
Suppose G is not affine, we now show there exists B > 0 such that if {τ k , γ k } k≥0 and {κ k i } k≥0 for i ∈ N are selected as in Lemma II.2, then θ k ≤ B holds for k ≥ 0. As discussed in Section I-A, the idea is to use induction. Due to the limited space we shortly give the proof sketch and refer the reader to the proof of Theorem III.2 which shows the result for the dynamic network
and this information is sufficient to show a result analogous to (7), corresponding to the problem in (8) , and is obtained by switching x and y in (7). Evaluating the resulting inequality at (x, y) = (x * , y * ), where
Therefore, θ K ≤ B holds for B > 0 such that
where (15) is a quadratic inequality, there existsB > 0 such that (15) and θ k ≤ B for k ≥ 0 hold for any B ≥B.
Therefore, the conclusion of Lemma II.2 holds for allτ
From (12d) one can observe that
which we can write λ k as a partial summation of primal iterates {x }
. Let λ 0 ← 0, and define
. Thus, the iterations given in (12) for the static G can be computed in a decentralized way, via the node-specific computations as in distributed primal dual algorithm (DPDA) displayed in Fig. 1 .
Step k:
Next, we quantify the suboptimality and infeasibility of the DPDA iterate sequence. The results follows from (7).
Theorem II.3. Suppose Assumption I.2 holds, α, µ are as in Remark II.2, andτ is given in (16).
Let {x k , θ k } k≥0 be the sequence generated by Algorithm DPDA, displayed in Fig. 1 , initialized from an arbitrary x 0 and θ 0 = 0. Then {x k } k≥0 converges to x * = 1 ⊗ x * such that x * is the optimal solution to (3); moreover, the following bounds hold for all K ≥ 1:
, and
Remark II.3. Note that the result in Theorem II.3 can be extended to weighted graphs by replacing the Laplacian matrix Ω in f α , with the weighted Laplacian W , and also replacing
Remark II.4. It is important to note that when the constraint functions g i 's are affine, then L max (G) = 0; therefore, the primal step-sizeτ 0 is independent of a bound B on {θ k }.
III. A METHOD FOR TIME-VARYING NETWORKS
In this section we develop a distributed primal-dual algorithm for solving (3) when the communication network topology is time-varying. We will adopt the following definition and assumption for the time-varying network model. Assumption III.1. Suppose that {G t } t∈R + is a collection of either all directed or all undirected graphs. When G t is an undirected graph, node i ∈ N can send and receive data to and from j ∈ N at time t only if j ∈ N t i , i.e., (i, j) ∈ E t or (j, i) ∈ E t ; on the other hand, when G t is a directed graph, node i ∈ N can receive data from j ∈ N only if j ∈ N t,in i , i.e., (j, i) ∈ E t , and can send data to j ∈ N only if j ∈ N t,out i , i.e., (i, j) ∈ E t .
We assume a compact domain, i.e., let ∆ i max x i ∈dom ϕ i x i and ∆ max i∈N ∆ i < ∞.
Let B 0 {x ∈ R n : x ≤ 2∆} and B Π i∈N B 0 ⊂ X Π i∈N R n ; and let C C ∩ B be a set of bounded consensus decisions, where C is the consensus cone defined as: 
Similar to Lemma II.1, in the next lemma, we show that by suitably regularizing f , one can obtain a strongly convex function on X even whenμ = 0 -see Remark II.1. Let x * be the unique solution to (3),
is equivalent to (3) for any α ≥ 0. Next, consider the following reformulation of (18) as an SP problem: min
where θ = [θ i ] i∈N and λ ∈ R n|N | . Therefore, for any given α ≥ 0, one can compute a primal-dual optimal solution to (3) through computing a saddle-point to (19) . Note that (19) is a special case of (4) where
In the rest, similar to Section II, we consider an implementation of APD in (9) for solving (19) .
This does not immediately result in a decentralized method; thus, we subsequently discuss how to modify it so that it works in a distributed fashion over time-varying communication networks.
Given the initial iterates
where Figure 2 . For k ≥ 0, using extended Moreau decomposition for proximal operators, λ k+1 in (20e) can be
for k ≥ 0. Moreover, ∇f α for the x-step in (20b) can be computed as
For any x ∈ X , P C (x) and P C (x) can be computed as
, and P C (x) = 1 ⊗ p(x), where p(x)
Although θ-step in (20) can be computed locally at each node, computing x-step and λ-step require communication among the nodes to evaluate P C (ω k ) and P C (ξ k ). Indeed, evaluating the average operator p(·) is not a simple operation in a decentralized computational setting which only allows for communication among the neighbors. To overcome this issue, we will approximate the average operator p(·) using multi-communication rounds, and analyze the resulting iterations as an inexact primal-dual algorithm. We define a communication round at time t as an operation over G t such that every node simultaneously sends and receives data to and from its neighboring nodes according to Assumption III.1 -the details of this operation will be discussed shortly. We assume that communication among neighbors occurs instantaneously, and nodes operate synchronously; and we further assume that for each iteration k ≥ 0, there exists an approximate averaging operator R k (·) which can be computed in a decentralized fashion and it approximates P C (·) with decreasing approximation error as k, the number of iterations, increases. This inexact version of APD using approximate averaging operator R k (·) and running on time-varying communication network {G t } t∈R + will be called DPDA-TV.
Assumption III.2. Given a time-varying network {G
Suppose that there is a global clock known to all i ∈ N . Assume that the local operations required to compute Π −K i as in (20d), and prox ρ i and ∇f i as in (20b) can be completed between two ticks of the clock for all i ∈ N and k ≥ 0; and every time the clock ticks a communication round with instantaneous messaging between neighboring nodes takes place subject to Assumption III.1. Suppose that for each k ≥ 0 there exists
can be computed with local information available to node i ∈ N , and decentralized computation of R k requires q k communication rounds. Furthermore, we assume that there exist Γ > 0 and β ∈ (0, 1) such that for all k ≥ 0,
Now we briefly talk about such operators. Let V t ∈ R |N |×|N | be a matrix encoding the topology of G t = (N , E t ) in some way for t ∈ Z + . We define W t,s V t V t−1 ...V s+1 for any t, s ∈ Z + such that t ≥ s + 1. For directed time-varying graph G t , set V t ∈ R |N |×|N | as follows: for each i ∈ N ,
Let t k ∈ Z + be the total number of communication rounds before the k-th iteration of DPDA-TV, and let q k ∈ Z + be the number of communication rounds to be performed within the k-th iteration while evaluating R k . For ω ∈ X , define
to approximate P C (·). Note that R k (·) can be computed in a distributed fashion requiring q k communication rounds -R k is nothing but the push-sum protocol [41] . Assuming that the digraph sequence {G t } t∈Z + is uniformly strongly connected (M-strongly connected), it follows from [41] , [42] that R k satisfies Assumption III.2. When {G t } t∈Z + is undirected, suppose the edge union of every M consecutive graph is connected. Under this assumption, if one chooses
satisfies Assumption III.2 with Γ = Θ(
-for details see [43] .
for ω ∈ X due to non-expansivity of P B . Consider the k-th iteration of the algorithm in (20) .
Instead of computing λ k+1 and x k+1 as shown in (20e) and (20b), which require computing P C , we propose replacing (20e) and (20b) with similar update rules using the inexact averaging operator R k to approximate P C . Hence, we obtain an inexact variant of (20) replacing (20f) and (20c) with
Step k: where
Thus, the updates in (20) can be computed inexactly, and in a decentralized way for any timevarying connectivity network {G t } t∈Z + , via the node-specific computations as in the distributed primal-dual algorithm displayed in Fig. 2 . Indeed, the iterate sequence {ξ
by DPDA-TV displayed in Fig. 2 is the same sequence generated by the recursion in (20d), (25a), and (25b). However, due to inexact computations, the result in (7) is not applicable anymore.
Next, we quantify the suboptimality and infeasibility of the DPDA-TV iterate sequence. and arbitrary ξ 0 , let {ξ k , θ k , ν k } k≥0 be the iterate sequence generated by Algorithm DPDA-TV in Fig. 2 for {q k } k≥0 such that C 0 ∞ k=1 β q k−1 k 4 < ∞ and B > 0 chosen sufficiently largeif {g i } i∈N are affine, one can set B = 0. Then {ξ k } k≥0 converges to x * = 1 ⊗ x * such that x * is the optimal solution to (3). Moreover, the following bounds hold for all K ≥ 1:
and the parameters satisfy
Remark III.2. As in Remark II.4, when the constraint functions g i 's are affine, the primal stepsize τ 0 is independent of B and one can take B = 0. In general, the results hold for any B > 0 sufficiently large -for details see the proof of Theorem III.2.
Remark III.3. It is worth mentioning that the summability condition in Theorem III.2 can be reduced to ∞ k=1 β q k−1 k 3 (at the cost of larger O(1) constant in rate result) with a tighter analysis exploiting the boundedness of {ν k } k similar to the Theorem 3.1 in [34] . Note that the condition in that paper is ∞ k=1 β q k−1 k < +∞ and the stronger condition here is due to the fact that the accelerated methods are more fragile to inexact computation errors -see [44] .
Remark III.4. Note that, at the K-th iteration, the suboptimality, infeasibility and consen-
in the ergodic sense, and the distance of iterates to
where Λ(K) denotes the error accumulations due to average approximation. Moreover, Λ(K) can be bounded above for all
), and the total number of communication rounds right before the K-th iteration is equal to
Remark III.5. Choosing the number of communications as q k = O(log 1/ς (k)), for some (0, 1) ς ≥ β, requires the knowledge of global information β. In the case where such global information is not available, one can let q k = (k + 1) 1/p , for any p ≥ 1. Therefore, using Lemma V.1, we have Λ(K) < +∞. This choice of q k leads to
On other hand, a practical way to estimate β ∈ (0, 1) is to run an average consensus iterations with a random initialization until iterates stagnate around the average; this leads to a rate coefficient β i for i ∈ N . Next, nodes can do a max consensus to computeβ = max i∈N β i and use it to set [25] impliesÕ(N 4 / ) number of communications to achieve -suboptimality/infeasibility when g i 's are affine functions while in this paper we derived the improved rate ofÕ(N 3.5 / √ ) for strongly convex objective.
IV. NUMERICAL SECTION
In this section, we illustrate the performance of DPDA and DPDA-TV for solving synthetic
C-LASSO problems. We first test the effect of network topology on the performance of proposed algorithms, and then we compare DPDA and DPDA-TV with other distributed primal-dual algorithms, DPDA-S and DPDA-D, proposed in [25] for solving (3) -it is shown in [25] that both DPDA-S and DPDA-D converge with O(1/K) ergodic rate whenφ is merely convex. In fact, whenφ is strongly convex with modulus µ > 0, using the fact that ϕ(
We consider an isotonic C-LASSO problem over network G t = (N , E t ) for t ≥ 0. This problem can be formulated in a centralized form as x * argmin x∈R n 1 2
where the matrix
, and A ∈ R n−1×n . In fact, the matrix A captures the isotonic feature of vector x * , and can be written explicitly as, A( , ) = 1
and A( , + 1) = −1, for 1 ≤ ≤ n − 1, otherwise it is zero. Each agent i has access to C i , d i , and A; hence, by making local copies of x, the decentralized formulation can be expressed as
where C is the consensus set -see (17) .
In the rest, we set n = 20, m = n + 2, λ = 0.05 and K i = R Generating static undirected network: G = (N , E) is generated as a random small-world network. Given |N | and the desired number of edges |E|, we choose |N | edges creating a random cycle over nodes, and then the remaining |E|−|N | edges are selected uniformly at random.
Generating time-varying undirected network: Given |N | and the desired number of edges |E 0 | for the initial graph, we generate a random small-world G 0 = (N , E 0 ) as described above.
Given M ∈ Z + , and p ∈ (0, 1), for each k ∈ Z + , we generate G t = (N , E t ), the communication network at time t ∈ {(k − 1)M, . . . , kM − 2} by sampling p|E 0 | edges of G 0 uniformly at random and we set
In all experiments, we set M = 5, p = 0.8 and the number of communications per iteration is set to q k = 10 ln(k + 1).
A. Effect of Network Topology
In this section, we test the performance of DPDA and DPDA-TV on undirected communication Testing DPDA on static undirected networks: We generated the static small-world networks G = (N , E) as described above for (|N |, |E|) ∈ {(10, 15), (10, 45) , (40, 60) , (40, 180 )} and solve the saddle-point formulation (8) corresponding to (27) using DPDA. For DPDA, displayed in Fig. 1 
,τ 0 =τ as in (16) which
, and κ 0 = γ
In Fig. 3 , we plot max i∈N x k i − x * / x * and max i∈N (Ax k i ) + statistics for DPDA versus iteration number k. Note that compared to average edge density, the network size has more influence on the convergence rate, i.e., the smaller the network faster the convergence is. On the other hand, for fixed size network, as expected, higher the density faster the convergence is.
Testing DPDA-TV on time-varying undirected networks: We first generated an undirected graph G u = (N , E u ) as in the static case, and let G 0 = G u . Next, we generated {G t } t≥1 as described above by setting M = 5 and p = 0.8. For each consensus round t ≥ 1, V t is formed For DPDA-TV, displayed in Fig. 2 , we chose δ = 1, which lead to the initial step-sizes
, and κ 0 = 1 2 A 2 . In Fig. 4 , we plot max i∈N ξ k i − x * / x * and max i∈N (Aξ k i ) + statistics for DPDA-TV versus iteration number k -we used {ξ k } to compute the error statistics instead of {x k } as x k is never actually computed for DPDA-TV. Note that network size and average edge density have the same impact on the rate as in the static case.
B. Comparison with other methods
We also compared our methods with DPDA-S and DPDA-D, in terms of the relative error and infeasibility of the ergodic iterate sequence, i.e., max i∈N x k i − x * / x * and max i∈N (Ax k i ) + . We further report the performance of our algorithms in terms of relative error of the actual iterate sequence.For DPDA-D and DPDA-TV, we used {ξ k } sequence to compute the error statistics instead of {x k } as x k is never actually computed. In this section we fix the number of nodes to |N |= 10 and the average edge density to |E|/|N |= 4.5 -we observed the same convergence behavior for the other network scenarios discussed in the previous section.
Static undirected network:
We generated G = (N , E) and chose the algorithm parameters as in the previous section. Moreover, the step-sizes of DPDA-S are set to the initial steps-sizes of DPDA. As it can be seen in Fig. 5 , DPDA has faster convergence when compared to DPDA-S. Time-varying undirected network: We generated the network sequence {G t } t≥0 and chose the parameters as in the prvious section. Moreover, the step-sizes of DPDA-D are set to the initial steps-sizes of DPDA-TV. Fig. 6 shows that DPDA-TV has faster convergence when compared to DPDA-D. Time-varying directed network: In this scenario, we generated time-varying communication networks similar to [32] . Let G d = (N , E d ) be the directed graph shown in Fig. 8 where it has |N |= 12 nodes and |E d |= 12 directed edges. We set G 0 = G d , and we generate {G t } t≥0 generated as in the undirected case with parameters M = 5 and p = 0.8; hence, {G t } t≥0 is M -strongly-connected. Moreover, communication weight matrices V t are formed according to rule (22) . We chose the initial step-sizes for DPDA-TV as in the time-varying undirected case, and the constant step-sizes of DPDA-D is set to the initial steps-sizes of DPDA-TV. In Fig. 7 we compare DPDA-TV against DPDA-D. We observe that over time-varying directed networks DPDA-TV again outperforms DPDA-D for both statistics. The following lemma is a slight extension of Proposition 3 in [45] , where it is stated for p = 1; its proof is omitted.
Lemma V.1. Let β ∈ (0, 1), p ≥ 1 is a rational number, and
. . , d} denote the set of polynomials of k with degree at most d. Let
A. Proof of Lemma II.1
, where x * is the solution to (3) forf strongly convex with modulus
Using Null(W ) = Span{1}, any x ∈ R |N | can be decomposed into u ∈ Span{1} and v ∈ Span{1} ⊥ where x = u + v and
/N , where N |N |. The inner product on the rhs of (28) can be bounded by using Lipschitz differentiability and strong convexity of f as follows:
Thus, from (28) and the fact that x − x * 2
Next, fix ω > 0. We consider two cases: (29), we get
and (ii) if v ≥ ω u − x * , then we get
Combining (30) and (31) we conclude that
Since ω ≥ 0 is arbitrary, f α is strongly convex with modulus µ α = max ω≥0 min
, which implies that
+ 4 . Moreover, µ α =μ N − 2Lω α is the value given in the statement of the lemma, and we haveμ N > µ α > 0 for any α >
2 . It is worth mentioning that µ α is a concave increasing function of α over R ++ , and sup α>0 µ α = lim α ∞ µ α =μ N .
Due to the limited space and similarity between the proofs of Lemmas II.1 and III.1, we only provide a sketch of the proof of LemmaIII.1 -see the supplementary material for details.
B. Proof sketch of Lemma III.1
Since C is a closed convex cone, x can be decomposed into u = P C (x) and v = P C • (x), i.e.,
The desired result follows from the strong convexity of f and considering the cases: v ≤ ω u − x * and v ≥ ω u − x * , similar to the proof of Lemma II.1.
C. Key lemmas for the proof of Theorem III.2
We first define the proximal error sequences {e
, and {e k 3 } k≥1 which will be used for analyzing the Algorithm DPDA-TV displayed in Fig. 2 . For k ≥ 0, let
since (20e) is replaced with (25a), and
since (20b) is replaced with (25b). In the rest, we set ν 0 to 0.
The following observations are useful for proving error bounds for DPDA-TV iterate sequence:
(i) Note that (25a) and boundedness of domain of ϕ i implies for each i ∈ N , ν
Thus, we trivially get the following bound on ν k+1 :
(ii) Moreover, for any ν and λ we have that
Definition 8. Given α, µ, δ, B > 0, and positive sequences {τ
To prove Theorem III.2, we first need Lemmas V.2 and V.3 describing a proper choice for the step-size sequences. Fig. 2 for some B > 0, then the following relations hold for all k ≥ 0:
Proof. The conditions (36b), (36d), and (36e) trivially hold from the step-size update rules of η k+1 and κ k+1 i
for i ∈ N . The condition (36a) can be equivalently written as
, which holds with equality since 1/η k+1 = 1 + µτ k ; moreover, (36c) and (36f) hold if
, which can be shown through induction and using
Lemma V.3. For any x ∈ dom ρ and any positive step-size sequences {τ
F for any z,z ∈ R n . Using this inequality twice, we get
where in the first inequality we used F = D Next, we appropriately bound L(x K , y) − L(x * ,ȳ K ) for all y ∈ Y and ξ K − x * for all K ≥ 1, and we also accounts for the approximation errors for the time-varying case, arising due to use of R k which allows for distributed computation.
Lemma V.4. Let {ξ k , y k } k≥0 be the iterate sequence generated by Algorithm DPDA-TV using positive step-size sequences, Fig. 2 for some B > 0 where 
for k ≥ 0.
It follows from (20e) that using strong convexity of
2 in ν and the fact that λ k+1 is its minimizer, we conclude that
According to (33) ,
for all k ≥ 1; hence, from (35) we have
where the inequality follows from Cauchy-Schwarz and
Summing the above inequality over i ∈ N , then summing the resulting inequality with (38) and using (39) , lead to
Strong convexity of the objective in (20b) implies that
The optimality condition of (25b) implies there
which together with (33) implies that
Moreover, since ρ(·) is a convex function and s k+1 ∈ ∂ρ(ξ k+1 ), using (33) we obtain
Now, using (33) and (43) within (41), we conclude that
where the error term S k+1 2 is given as follows
Note that using (42) , the definition of S k+1 2 can be simplified:
where we used
has a 1-Lipschitz gradient, we have for any x andx that
It follows from strong convexity off that choosing α ≥ 0 according to Lemma III.1, we conclude that for any µ ∈ (0, max{μ, µ α }) we have
where the last inequality follows from (47). Next, summing inequalities (44) and (48), and using (46), we get
Next, summing (40) and (49), and rearranging terms, we obtain
Recall
Π i∈N K i and note that G(·) is K-convex. Therefore, using Remark I.1 and the fact that θ k+1 ∈ K * , we can bound the two inner products in (50):
Moreover, the last inner product in (51) can be bounded as
where in the first inequality we used Lipschitz continuity of JG, the fact that
, and B k−1 = θ k−1 , and the last inequality follows from Lemma V.3
and using the fact that δγ
. Therefore, using (52) within (51) and substituting the result in (50) lead to the desired result. 
is a primal-dual solution to (3) and λ * ∈ C • , i.e., i∈N λ * i = 0. Therefore, through computing a saddle point to (19) , we indeed solve (3). It is also worth
We use induction to show that there exists some B > 0 such that
In fact, since θ 0 = 0, the bound holds trivially for k = 0 for any B > 0. Given some K ≥ 1 we assume that B k ≤ B holds for some B > 0 for all 0 ≤ k ≤ K − 1, and we will show it also holds for
Moreover, note the step-sizes chosen as in Fig. 2 satisfies the conditions in (36) for any B ≥ 0. Therefore, multiplying both sides of (37) by γ k γ 0 and using Lemma V.2, for
We sum (53) from k = 0 to K − 1; using Jensen inequality, and the fact ξ −1 = ξ 0 and y
The last inequality in (54) follows from B K−1 ≤ B and (36f), and we use (52) for k = K after ξ k+1 is replaced with x * in (52).
Note that E k+1 1 (ν) and E k+1 2 appearing in (54) are the error terms due to approximating P C with R k in the k-th iteration of the algorithm for k ≥ 0. Furthermore, dropping the non-positive terms in (54) and usingτ k > τ k for k ≥ 0 lead to the following bound on the Lagrangian measure
As discussed at the beginning of the proof, given a primal-dual solution (x
such that λ * = 0 and x * = 1 ⊗ x * is a saddle-point for L in (19) . Thus, θ * i ∈ K * i for i ∈ N and from Definition 7, we have f α (x
, where ϕ is defined in Definition 4. Next, letting y = y * in (54), dropping the last non-positive term, and the fact that
Next we bound T K (x * , θ * , λ * ) and show θ K ≤ B for B sufficiently large.
Using (21) and the non-expansivity of projection, P B (·), we conclude that
for all x and k ≥ 0. Moreover, since we assumed that each ρ i has a compact domain with diameter at most ∆, we immediately conclude that
Hence, from (33) and using non-expansivity of prox operator together with (20b) and
Similarly, for k = 0, . . . , K − 1, (33) and (34) imply
Thus, (34) implies that
Moreover, using (57), we obtain
Finally, let Λ 3
, the inequality is quadratic in B; hence, there existsB > 0 such that any B ≥B satisfies the condition. This completes the induction which ensures θ k ≤ B for k ≥ 0. Next, we show the rate result in (26) .
Fix any K ≥ 1, and defineθ
Note that C is a closed convex cone, and P C (x) = 1⊗p(x) where p(x)
• , where C • denotes polar cone of C. Hence, it can be verified that
• implies that σ C (ν) = 0; moreover, we also have C ⊆ C;
hence, σ C (ν) ≤ σ C (ν) = 0. Therefore, we can conclude that σ C (ν) = 0 since 0 ∈ C. Together with (58), we get
Since x * ∈ C, we also have that
For any i ∈ N ,θ and the fact ν 0 = 0 and θ 0 = 0, we get
which follows from and x ∈ R n|N | . Since C is a closed convex cone, x can be decomposed into u = P C (x) and v = P C • (x), i.e., x = u + v and x 2 = u 2 + v 2 . From the definition of f α ,
which follows from the fact that ∇r(x) = x − P C (x); hence ∇r(x * ) = 0. Let N |N | and
. Since x * , u ∈ C and f is convex, Lipschitz differentiable, and strongly convex, the same discussion in V-A implies:
Note that u−x * ∈ C; hence, u − x * , v = 0 since v ∈ C • . Thus, x − x * , v = v 2 . Therefore, using (64) and and the previous inequality implies that
Next, fix some arbitrary ω ≥ 0. Then either (i) v ≤ ω u − x * , or (ii) v ≥ ω u − x * holds. Using the same arguments to obtain (32), we can conclude that
Since ω ≥ 0 is arbitrary, f α is restricted strongly convex with respect to x * with modulus 2 . It is worth mentioning that µ α is a concave increasing function of α over R ++ , and sup α>0 µ α = lim α ∞ µ α =μ N .
B. Additional Numerical Experiments
In this section, we consider a variant of C-LASSO problem such that the centralized formulation is strongly convexμ > 0, while the distributed formulation (27) is merely convexμ = 0, i.e., one needs to set α = 0 so that f is strongly convex with modulus µ α > 0. To this end, we generate C i ∈ R m×n as follows: after mn enteries i.i.d. with standard Gaussian distribution are sampled, the condition number of C i , for i ∈ {1, . . . , N − 1}, are normalized by sampling the singular values from [1, 3] uniformly at random and the singular values of C N has a minimum of zero. Thus, the central formulation of C-LASSO problem is strongly convex whileμ = 0 for (27) and we regularized the problem as in Lemmas II.1 and III.1.
1) Effect of Network Topology: Following the same setting as in section IV-A we test the effect of the network topology on the performance of the proposed algorithms.
Testing DPDA on static undirected networks: We generated the static small-world networks G = (N , E) as described in section IV for (|N |, |E|) ∈ {(10, 15), (10, 45) , (40, 60) , (40, 180 )} and solve the saddle-point formulation (8) corresponding to (27) /μ where = 0.1 and for DPDA, displayed in Fig. 1 , we chose δ = L max (f ), γ 0 = (2d max +L max (f )) −1 ,τ 0 =τ as in (16) , and κ 0 = γ 0 δ A 2 . In Fig. 9 , we plot max i∈N x k i − x * / x * and max i∈N (Ax k i ) + statistics for DPDA versus iteration number k. Note that the smaller the network size faster the convergence is. Moreover, for a fixed size network, as expected, higher the density faster the convergence is. Fig. 9 . Effect of network topology on the convergence rate of DPDA Testing DPDA-TV on time-varying undirected networks: We first generated an undirected graph G u = (N , E u ) as in the static case, and let G 0 = G u . Next, we generated {G t } t≥1 as described in section IV by setting M = 5 and p = 0.8. In Fig. 10 , we plot max i∈N ξ k i − x * / x * and max i∈N (Aξ k i ) + statistics for DPDA-TV versus communication number t k -we used {ξ k } to compute the error statistics instead of {x k } as x k is never actually computed for DPDA-TV. Note that network size has the same impact on the rate as in the static case. Static undirected network: We generated G = (N , E) and chose the algorithm parameters as in the previous section. Moreover, the step-sizes of DPDA-S are set to the initial steps-sizes of DPDA. As it can be seen in Fig. 11 , DPDA has faster convergence when compared to DPDA-S. Time-varying undirected network: We generated the network sequence {G t } t≥0 and chose the parameters as in the prvious section. Moreover, the step-sizes of DPDA-D are set to the initial steps-sizes of DPDA-TV. Fig. 12 shows that DPDA-TV has faster convergence when compared to DPDA-D. Time-varying directed network: In this scenario, we generated directed time-varying communication network similar to Section IV-B -see graph shown in Fig. 8 . We chose the initial step-sizes for DPDA-TV as in the time-varying undirected case, and the constant step-sizes of DPDA-D is set to the initial steps-sizes of DPDA-TV. In Fig. 13 we compare DPDA-TV against DPDA-D. We observe that over time-varying directed networks DPDA-TV again outperforms DPDA-D in both statistics. 
