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a′ . . . . . . . . . . . . . . fokussierte Bildweite
c . . . . . . . . . . . . . . . Kamerakonstante
f . . . . . . . . . . . . . . . objektseitige Brennweite
f ′ . . . . . . . . . . . . . . bildseitige Brennweite
y . . . . . . . . . . . . . . . Ortskoordinate
y′ . . . . . . . . . . . . . . Bildkoordinate
z . . . . . . . . . . . . . . . Objektabstand
z′ . . . . . . . . . . . . . . Bildabstand
Pv, Ph . . . . . . . . . . Nah- und Fernpunkt
av, ah . . . . . . . . . . Nah- und Fernpunktdistanz
h . . . . . . . . . . . . . . . Aufnahmeentfernung, also Abstand Objekt zur Linsenhauptebeneg
h∗ . . . . . . . . . . . . . . mittlere Aufnahmeentfernung
t . . . . . . . . . . . . . . . Scha¨rfentiefe
u′ . . . . . . . . . . . . . . Unscha¨rfekreis
AV . . . . . . . . . . . . . Auflo¨sungsvermo¨gen
D . . . . . . . . . . . . . . Durchmesser der Aperaturblende
δ . . . . . . . . . . . . . . . Beugungsauflo¨sung
k . . . . . . . . . . . . . . . Blendenzahl
Mb . . . . . . . . . . . . . Bildmaßstab
v
β′ . . . . . . . . . . . . . . (lateraler) Abbildungsmaßstab
mb . . . . . . . . . . . . . Bildmaßstabszahl
Iu,v . . . . . . . . . . . . . Grauwertintensita¨t an der Bildposition u und v
δy′ . . . . . . . . . . . . . Fehler radial-symmetrischer Verzeichnung im Bild
τ bzw. τ ′ . . . . . . . Einfalls- und Ausfallswinkel des Hauptstrahles in Linsenhauptebene
r . . . . . . . . . . . . . . . Abstand eines Lichtstrahls zur optischen Achse
Dyn . . . . . . . . . . . . Dynamikumfang einer Kamera
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bi . . . . . . . . . . . . . . Bina¨rcodewert am Bit i
ci . . . . . . . . . . . . . . Lichtgeschwindigkeiten im Medium i
gi . . . . . . . . . . . . . . Graycodewert am Bit i
n, ni . . . . . . . . . . . Brechungsindex, bzw. Brechungsindex im Medium i
x . . . . . . . . . . . . . . . allgemeine homogene Koordinate
~x . . . . . . . . . . . . . . . Richtungsvektor in Form einer homogenen Koordinate
M und Mi . . . . . Transformationsmatrizen
P3x1 . . . . . . . . . . . . 1x3-Untermatrix zur Beschreibung von perspektivischer Projektion
Pzp . . . . . . . . . . . . Transformationsmatrix zur Punktabbildung
R3x3 . . . . . . . . . . . 3x3-Untermatrix zur Beschreibung von Rotationen, Spiegelungen und Ska-
lierungen
S1x1 . . . . . . . . . . . . 1x3-Untermatrix zur Beschreibung von homogener Skalierung
T1x3 . . . . . . . . . . . 1x3-Untermatrix zur Beschreibung von Translationen
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d kd . . . . . . . . . . . . Wichtung des diffusen Reflexionsanteils
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Rdiff . . . . . . . . . . . diffuser Reflexionsanteil
Rspec . . . . . . . . . . . gla¨nzender Reflexionsanteil (specular)
δ . . . . . . . . . . . . . . . Winkel zwischen Lichteinfalls- und Fla¨chennormalenvektor
~L . . . . . . . . . . . . . . Vektor vom Objektpunkt zur Lichtquelle
~V . . . . . . . . . . . . . . Vektor vom Objektpunkt zum Beobachter
~l . . . . . . . . . . . . . . . Lichteinfallsvektor auf Fla¨chenelement
~n . . . . . . . . . . . . . . Fla¨chennormalenvektor auf Fla¨chenelement
Iab . . . . . . . . . . . . . abgestrahlte Lichtsta¨rke
Ian . . . . . . . . . . . . . aufgenommene Lichtsta¨rke
λ . . . . . . . . . . . . . . . Wellenla¨ngenbereich
n . . . . . . . . . . . . . . . materialabha¨ngige Glanzintensita¨t (Phong-Blinn)
H und W . . . . . . Bildho¨he und Bildbreite (in Pixel)
N . . . . . . . . . . . . . . Anzahl der im Streifenprojektionssensor verbauten Kameras
θh, θhorizontal . . . horizontaler Kamerao¨ffnungswinkel
θv, θvertikal . . . . . vertikaler Kamerao¨ffnungswinkel
hfield . . . . . . . . . . . Messfeldho¨he
cp . . . . . . . . . . . . . . Kameraposition
~cf . . . . . . . . . . . . . Kamera-Forward Vektor
~cr . . . . . . . . . . . . . . Kamera-Right Vektor
~cu . . . . . . . . . . . . . Kamera-Up Vektor
Aist . . . . . . . . . . . . Durch den Erfassungsplan aufgenommener Fla¨cheninhalt des Objektes
Asoll . . . . . . . . . . . . Fla¨cheninhalt der zu erfassenden Oberfla¨che des Objektes
EerfP . . . . . . . . Erfassungsplan
dk . . . . . . . . . . . . . . Kleinster Abstand zwischen zwei Drehwinkeln im Erfassungsplan
dmin . . . . . . . . . . . . Mindestabstand zwischen zwei Drehwinkeln im Erfassungsplan
fInd . . . . . . . . . . . . Fitnessfunktion eines Erfassungsplanes
ngesamt . . . . . . . . . Anzahl an Aufnahmen pro Erfassungsplan
noben . . . . . . . . . . . Anzahl an Aufnahmen des Erfassungsplans im oberen Drehkreis
nunten . . . . . . . . . . Anzahl an Aufnahmen des Erfassungsplans im unteren Drehkreis
p . . . . . . . . . . . . . . . Populationsgro¨ße (Anzahl an Individuen in einer Population)
tg . . . . . . . . . . . . . . Schwellwert zur Bina¨rbildberechnung





In vielen Bereichen der industriellen Qualita¨tssicherung werden zum Pru¨fen von La¨ngen, Win-
keln sowie Form- und Lagetoleranzen neben klassischen, gro¨ßtenteils taktilen bzw. beru¨hrend-
en Messmitteln [DK05] versta¨rkt Streifenprojektionssensoren eingesetzt. Diese arbeiten be-
ru¨hrungslos mittels strukturierter Beleuchtung unterschiedlicher Wellenla¨ngen und ermo¨g-
lichen das großfla¨chige Erfassen von Bauteiloberfla¨chen mit hinreichender Genauigkeit.
Moderne Sensoren erlauben die Aufnahme von mehreren Millionen Oberfla¨chenpunkten in
sehr kurzer Zeit. Dank der hohen Rechenleistung und dem immensen Speicherplatz her-
ko¨mmlicher Computer ist dabei die Verarbeitung großer Datenmengen und somit eine immer
dichtere Beschreibung der Oberfla¨chen mo¨glich. Optische 3D-Digitalisierverfahren ermo¨glich-
en nicht nur das indirekte Pru¨fen einzelner Maße und Formen, vielmehr ko¨nnen durch das
Digitalisieren der vollsta¨ndigen Oberfla¨che eines Objektes ganze Bauteilgeometrien gepru¨ft
und mit einem Sollteil verglichen werden. Selbst die Erfassung von Freiformfla¨chen mit ho-
her Punktdichte in kurzer Zeit stellt kein Problem mehr dar. Die Aufnahme erfolgt durch
das Zusammensetzen einzelner Scanaufnahmen verschiedener Positionen des Sensors. Diese
Positionen werden in einem Plan zusammengefasst, welcher gro¨ßtenteils manuell erstellt wird.
In dieser Arbeit wird der Aufnahmeprozess beim Streifenprojektionsverfahren und die da-
mit verbundene Mo¨glichkeit einer Optimierung von Erfassungspositionen untersucht. Dabei
geht es nicht um die Abbildung des Prozesses hinsichtlich der Fehlereinflu¨sse und der Qua-
lita¨t aufgenommener Messpunkte. Vielmehr wird ein Zusammenhang zwischen den einzelnen
Aufnahmepositionen des Sensors und der daraus resultierenden erfassten Oberfla¨che eines
Objektes hergestellt, untersucht und bewertet.
1.2 Optische Messtechnik in Qualita¨tssicherung und Reverse
Engineering
Immer ha¨ufiger finden optische 3D-Digitalisierverfahren im Bereich klassischer Messaufgaben
Verwendung. Durch eine Kalibrierung dieser triangulationsbasierter Systeme mittels geeichter
bzw. kalibrierter Ko¨rper und Platten la¨sst sich eine Maßverko¨rperung (siehe [DK05]) bestim-
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men, anhand derer Oberfla¨chenpunkte maßstabsgerecht errechnet werden. Durch die Angabe
des Messbereichs und der dazugeho¨rigen Messunsicherheit des Messverfahrens ko¨nnen auf-
gabenspezifische Geometriepru¨fungen mithilfe der oberfla¨chenbeschreibenden Daten durch-
gefu¨hrt werden. Aufgrund der Skalierbarkeit der betrachteten optischen Messmethoden sind
diese in nahezu allen Bereichen des Maschinenbaus nutzbar. So kommen Streifenprojektions-
scanner im Bereich des Stro¨mungsmaschinenbaus [DPG08, Bre00] oder zum Pru¨fen von Ka-
rosserieblechen im Automobilbau [Men09] zum Einsatz. Photogrammetrische Systeme finden
bei besonders großen Bauteilen (Schiffsru¨mpfe und Windra¨der [BS09]) in der Industrie Ver-
wendung.
Zur Pru¨fung von freigeformten Bauteilen werden ha¨ufig oberfla¨chenerfassende 3D-Messsys-
teme genutzt. Diese ermo¨glichen eine dichte, diskrete und je nach verwendetem System eine
hinreichend genaue Beschreibung der zu messenden Geometrie. Besonders die hohe Mess-
punktdichte (bis zu mehreren Millionen Punkten [Via11, Gom12a]) pro Aufnahme gegenu¨ber
tastenden oder 1D/2D Laserschnittverfahren (siehe Schreiber [Sch11]), bietet hier besonde-
re Vorteile. Ferner kann bei Streifenprojektionssensoren eine genaue Fu¨hrungsmechanik des
Sensors entfallen, wenn einzelne Aufnahmen beispielsweise mittels Passmarken photogram-
metrisch zueinander referenziert werden [Rei99].
Roboterunterstu¨tze Messzellen in Kombination mit Streifenprojektionsscannern erlauben die
Messung komplexer Geometrien und Bauteile vollsta¨ndig automatisiert [gom12b]. Des Wei-
teren wurde in [HSS09] ein programmierbarer Streifenprojektionsscanner [IVB06] zum auto-
matisierten Digitalisieren einer Serie (Stu¨ckzahl > 1000) von Verdichterschaufeln eingesetzt.
In den genannten Bereichen werden alle Aufnahmepositionen des Sensors durch manuelles
Teach-in1 festgelegt. Dabei ist vor allem die Positionierung des Sensors im Raum, sowie das
Know-how des Programmierers fu¨r ein qualitatives Messergebnis entscheidend.
Ein aufgenommener, digitaler Datensatz kann bei ausreichender Vollsta¨ndigkeit der erfassten
Oberfla¨chengeometrie als Grundlage einer parametrischen Beschreibung d. h. zur Fla¨chen-
ru¨ckfu¨hrung in ein natives CAD-Format dienen. Dieser Prozess, vom Erfassen eines Objektes,
der mathematischen Beschreibung der Oberfla¨chen sowie der U¨berfu¨hrung in ein parametri-
sches Fla¨chen- oder Volumenmodell, wird Reverse Engineering genannt. Zusammenfassend
wird festgestellt, dass leistungsfa¨hige Scantechnik sowohl fu¨r messtechnische Aufgaben als
auch zur Digitalisierung der Geometrie eingesetzt werden.
1Teach-In: englisch fu¨r Einlernen. Steht hier im Zusammenhang mit dem Vorgeben diskreter oder kontinu-
ierlicher Positionen eines Roboters oder einer Werkzeugmachine um eine definierte Mess- oder Digitalisier-
aufgabe zu erfu¨llen.
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1.3 Stand der Technik
Nachfolgend wird der Stand der Technik in den Bereichen der erfassenden Verfahren, der
Simulation des Streifenprojektionsverfahrens sowie der Erfassungsplanung aufgefu¨hrt.
1.3.1 Erfassende Verfahren
Das Ziel fu¨r ein Reverse Engineering und Grundlage zum Pru¨fen anhand eines Bauteilmodelles
ist eine digitale Beschreibung der Bauteilgeometrie. Diese kann, wie eben beschrieben, so-
wohl optische 3D-Digitalisierverfahren als auch durch eine Vielzahl anderer Verfahren ge-
wonnen werden. Ein exemplarischer U¨berblick u¨ber 3D Digitalisier- bzw. Meßverfahren ist
in Abbildung 1.1 dargestellt. Neben zersto¨render Datenerfassung wie z. B. durch schicht-
weises Abtragen von Material und anschließender Digitalisierung, spielen in der industriellen
Qualita¨tssicherung und beim Reverse Engineering zersto¨rungsfreie Digitalisierverfahren die
gro¨ßere Rolle.
Abb. 1.1: U¨bersicht u¨ber 3D Digitalisierverfahren nach Beyer [Bey02]
Schnittbild- oder volumenerfassende Verfahren wie CT (Computertomographie) oder MRT
(Magnetresonanztomographie) ermo¨glichen die Geometriemodellgewinnung hauptsa¨chlich in-
nerer Strukturen. Diese Verfahren sind neben der klassisch medizinischen Diagnostik in vie-
len Bereichen der Industrie verbreitet. Hier geht es vorrangig um die Untersuchung von
Materialkonsistenzen (Abbildung 1.2a) [HFHS09, WGS07, Yxl12]. Im Bereich der Medi-
zin erlauben CT-Schichtbilder menschlicher Skelettteile (Abbildung 1.2b) eine Geometrie-
rekonstruktion. Daraus resultierend, ist beispielsweise die individuelle Implantatkonstruktion
im Bereich des Zahn- und Knochenersatzes [LTD04, Bel06, Fig07] mo¨glich. Mithilfe ver-
schiedener Methoden der Bildverarbeitung und Computergrafik lassen sich aus Schichtbil-
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dern durch geeignete Schwellwertbildung Isofla¨chen extrahieren. Der bekannteste Algorith-
mus zur Fla¨chengenerierung ist der von Lorensen und Cline vorgestellte Marching Cubes
[LC87, Sei11].
(a) CT-Bild einer gelo¨teten Rohrverbindung zur Lun-
kerinspektion
(b) Ausschnitt eines menschlichen Kiefers als Grund-
lage zur Geometrierekonstruktion
Abb. 1.2: Beispieldatensa¨tze fu¨r verschiedene CT-Anwendungsgebiete [SHS13, DHSS14]
Oberfla¨chenerfassende Systeme lassen sich in taktile und in optische Digitalisierverfahren ein-
teilen. Besonders im klassischen Maschinenbau erfolgt die Maßkontrolle in besonders dafu¨r
ausgeru¨steten Messlaboren. Hier kommen in der Regel hochpra¨zise Koordinatenmessmaschi-
nen zum Einsatz, welche einzelne Oberfla¨chenpunkte von Bauteilen mit hinreichender Ge-
nauigkeit antasten ko¨nnen [CN06]. Die Genauigkeit von Koordinatenmessgera¨ten, spezifische
Kenngro¨ßen und deren Pru¨fung sind durch Regelwerke wie VDI/VDE 2617 1986-2004 fest-
gelegt. Die Anzahl der erreichbaren Messpunkte pro Bauteil bei taktilen Verfahren ist jedoch
begrenzt, da das Antasten lange Laufzeiten und einen enormen Einricht- und Programmier-
aufwand beno¨tigt. Somit sind diese Verfahren zum Digitalisieren großer Fla¨chen oder kom-
plizierter Geometrien nur begrenzt einsetzbar.
Optisch messende 3D-Sensoren arbeiten beru¨hrungslos und ermo¨glichen die Aufnahme von
Oberfla¨chenpunkten durch die Verwendung der optischen Eigenschaften von sichtbarem Licht.
Nicht optische Verfahren wie Radar oder Ultraschall spielen in der klassischen Mess- bzw. 3D-
Erfassungstechnik eine untergeordnete Rolle. Laufzeitbasierte Verfahren nutzen die Ausbrei-
tungsgeschwindigkeit von Licht oder Lichtbestandteilen in einem lichtdurchla¨ssigen Medium.
Dabei ist die Zeit vom Aussenden eines Impulses und dem Empfangen des reflektierten Lichtes
proportional zur Entfernung zum beobachten Objekt. Interferometrische Verfahren bestim-
men die Entfernung zu einem Messpunkt durch die Phasenverschiebung von koha¨rentem Licht
zwischen einem Objektstrahl und einem Referenzstrahl in einem Detektor [Kau11, JFJ00].
Nach Zacher [Zac03] lassen sich optische Digitalisierverfahren alternativ in 1D-Verfahren
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(z. B. Laserfokusverfahren), in 2D-Verfahren (z. B. mikroskopische oder Fokusierverfahren)
und in 3D-Verfahren (z. B. triangulationsbasierte Verfahren) einteilen.
Fu¨r die Digitalisierung von Bauteilen sind triangulationsbasierte und laufzeitbasierte 3D-
Erfassungsverfahren entscheidend. Laufzeitverfahren, englisch: time of flight - TOF, werden
ha¨ufig fu¨r mobile Roboteranwendungen oder, in Kombination mit industrieller Bildverarbei-
tung, in Bereichen wie Fahrassistenzsysteme genutzt (siehe Abbildung 1.3a). Zur Bestimmung
der Flugzeit werden verschiedene Modulationsverfahren (Pulsmodulation, Periodische Modu-
lation oder pseudozufa¨llige Modulation) verwendet [Wio01].
(a) TOF Kamera CamCube von PMD Technologies
[Tec12]
(b) ATOS II von GOMmbH
Abb. 1.3: Beispiele fu¨r optische Digitalisiergera¨te kommerzieller Hersteller
Triangulationsbasierte Systeme, insbesondere Verfahren, welche mit strukturierter Beleuch-
tung (Streifenprojektion) arbeiten, ermo¨glichen die Aufnahme einer hohen Anzahl an Mess-
punkten in sehr kurzer Zeit. Ferner ko¨nnen die Sensoren frei im Raum positioniert und
orientiert, und somit an die Geometrie eines Objektes angepasst werden. In Kombination mit
maschinellen Positioniereinrichtungen (Roboter, Drehteller, etc.) weisen diese Verfahren ein
hohes Maß an Automatisierbarkeit auf. Aus der hohen Punktanzahl pro Einzelaufnahme, der
vielen Freiheitsgrade in der Sensorpositionierung und der Mo¨glichkeit der Automatisierung
la¨sst sich ein hohes Optimierungspotential ableiten!
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1.3.2 Simulation von Erfassungsverfahren, speziell Streifenprojektionsverfahren
Im Bereich der Simulation von Streifenprojektionssystemen und anderer optischer Erfas-
sungsverfahren gibt es eine Reihe von Arbeiten. Je nach Entstehungsumfeld weisen diese
verschiedenartige Schwerpunkte auf. Besonders ausgepra¨gt sind Forschungen im Bereich der
Messunsicherheitsanalyse solcher Systeme [Bo¨t08, Bo¨t09, HKGR11, SRT11, WHW08]. Dabei
spielt die genaue Beschreibung von Unsicherheiten und deren Gro¨ßenabscha¨tzung eine große
Rolle wobei der Erzeugungsweg eines Messpunktes nachempfunden wird.
Fu¨r die Berechnung der Teilansichten einer Streifenprojektionsaufnahme sind verschiede-
ne Methoden denkbar. Weickmann erarbeitete eine Methode, die schwerpunktma¨ßig zur
Messunsicherheitsanalyse bei einer Messung dient [Wei10]. Dabei wird von diskreten Ober-
fla¨chenpunkten ausgehend, die Lage zu Projektor und Kamera berechnet. Anhand der La-
geinformation eines Punktes als auch der Winkelinformation der Oberfla¨chennormale zum
Projektor wird anhand einer U¨bertragungsfunktion die Phasenintesita¨t bestimmt. Durch Ver-
wendung von Kalibrierdaten, also von Informationen u¨ber innere und a¨ußere Orientierung
des Kamera-Projektor-Systems, wird anschließend trianguliert und eine Punktkoordinate er-
rechnet. Bei den Teilschritten werden einzelne Messunsicherheiten durch geeignete Verfahren
abgebildet und zu einer Gesamtmessunsicherheit des Oberfla¨chenpunktes zusammengefasst.
Nachteilig ist, dass bei steigender Anzahl diskreter Punkte auf der Objektoberfla¨che, durch
z. B. detailreiche Beschreibung der Oberfla¨chenelemente, der Rechenaufwand erheblich steigt.
Andere Verfahren, wie [LFD13, HXC06] arbeiten a¨hnlich und haben ihren Fokus auf der Ab-
bildung der erreichbaren Messunsicherheiten. Ferner ist die Unterstu¨tzung der simulierenden
Verfahren durch Raytracing-Verfahren denkbar [Pen07].
1.3.3 Erfassungsplanung
Die Planung einer Bauteilerfassung mittels eines Assistenzsystems am Beispiel eines Strei-
fenprojektionssystems wurde in der oben bereits erwa¨hnten Arbeit [Wei10] grundlegend erar-
beitet. Allerdings ist diese Berechnungsmethode insbesondere bei Verdeckungsberechnungen
komplizierter Objekte ineffizient. Ferner ist sie und die dafu¨r notwendigen Parameter auf ein
zugeschnittenes Sensorsystem angepasst, was eine Portierung auf andere Systeme erschwert.
Fu¨r andere Erfassungssysteme - im Speziellen fu¨r den Microsoft-Sensor Kinect - existieren
Verfahren zum unterstu¨tzten Scannen von Geometriepattern [KMHG13]. Hier wird der Nut-
zer des Systems kontinuierlich u¨ber sein Scanergebnis informiert und erha¨lt somit die Chance
korrigierend einzuwirken (Stichwort: Scan-Guide).
A¨quivalente Arbeiten sind auch in anderen Disziplinen zu finden, bei denen geometrische Ver-
deckungen und Reflexionen zu beru¨cksichtigen sind. Beispielsweise werden im Bereich der De-
flektometrie (der Sichtpru¨fung und Rekonstruktion spiegelnder Fla¨chen) Verfahren genutzt,
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um Lichtquellen und Beobachter zu positionieren [LSG13]. Bei Ausleuchtungsproblemen sind
a¨hnliche Fragestellungen denkbar, deren Focus in der optimalen Positionierung von Licht-
quellen u¨ber definierten Szenen und Objekten liegt. Auch bei speziellen Fertigungsverfahren
exsistieren Problemstellungen, bei denen eine optimale Werkzeugfu¨hrung aufgrund der Geo-
metrie des Objektes notwendig ist. Hier ist z. B. die Simulation auf Materialauftragsverfahren
zu nennen (bspw. Farbauftrag im Bereich Lackierung ) [Bu¨c08].
Auch die Anordnungen von Aufnahmepositionen sind fu¨r viele Anwendungen entscheidend.
Im Bereich der Forschung zum automatisierten Erfassen von unbekannten Objekten gibt es
Arbeiten, die sich z. B. mit Next-Best-View -Algorithmen bescha¨ftigen [MF98], also Arbei-
ten, bei denen die na¨chste notwendige Einzelaufnahme prognostiziert wird, um iterativ ein
(unbekanntes) Objekt zu scannen.
1.4 Motivation und Zielstellung
Optische, insbesondere lichtschnitt- bzw. triangulationsbasierte Erfassungsverfahren ko¨nnen
in Kombination mit Automatisierungstechnik (z. B. Industrieroboter oder programmierba-
ren Messmaschinen) zur Stichprobenkontrolle einer Fertigungsserie eingesetzt werden. Dabei
werden immer gleiche, bekannte Bauteile erfasst und mittels geeigneter nachgelagerter Aus-
wertung im Sinne der Qualita¨tssicherung untersucht und bewertet. Grundlage der wieder-
holenden Messung ist die immer gleiche Abfolge der Positionierung des Sensors, bzw. das
gleiche Abtasten des Objektes im Messraum um reproduzierende Ergebnisse zu erhalten.
Insbesondere sind hier die Arbeiten von [HSS09, Hei09, HV08] zu nennen.
Bei steigender Komplexita¨t des zu pru¨fenden Bauteils mit der Anforderung nahezu vollsta¨ndig
die Oberfla¨che zu digitalisieren, wird eine Erfassungsplanung erforderlich. Gemeint ist damit
die Planung der Konfiguration sowie die Positionierung und Orientierung von optischen Er-
fassungssystemen (z.B. Streifenprojektionssensoren), um die geforderten Daten zur Erfu¨llung
der gestellten Messaufgabe zu generieren. Diese Planung ist ebenfalls notwendig, um bei
komplizierten Geometrien, zum einen eventuell das Kollidieren des Sensors mit dem Bau-
teil zu verhindern, zum anderen um bestimmte Aufnahmeperspektiven auf das Objekt zu
ermo¨glichen.
Ziel der vorliegenden Arbeit ist es, durch eine geeignete Modellierung des Digitali-
sierungsprozesses am Beispiel von Streifenprojektionsscannern, Vorhersagen u¨ber das
Aufnahmeergebnis in Hinsicht auf die erfasste Oberfla¨che und der dafu¨r notwendigen
Erfassungszeit zu treffen. Zum einen soll durch die vorgeschlagene Methode die Ein-
richtungszeit wa¨hrend des Erfassungprozesses verku¨rzt werden, indem das manuelle
Teach-in der Scan-Automaten bezu¨glich des Digitalisierprozesses ersetzt wird. Zum




Zur Berechnung einer erfassten Oberfla¨che werden einzelne Aufnahmepositionen des Sensors
relativ zum Objekt in einem Erfassungsplan zusammengefasst. Dieser wird anschließend be-
rechnet und bewertet. Als Beschreibungsmodell zur Scanergebnissimulation soll dabei eine
Methode verwendet werden, die ohne tiefgreifende Systemkenntnis (Bspw. u¨ber Datenfilter
oder Bildverarbeitungsalgorithmen) fu¨r verschiedene Streifenprojektionssensoren anwendbar
ist. Der Schwerpunkt wird hierbei nicht auf die Untersuchung von erreichbaren Genauig-
keiten und Fehlerquellen der speziellen Sensoren gelegt. Vielmehr wird von kommerziellen
Streifenprojektionssensoren und deren Herstellerangaben zu Messfeld, Punktdichte, Wieder-
holgenauigkeit, etc. ausgegangen.
Bei der Berechnung des Scanergebnisses soll insbesondere die Mo¨glichkeit bestehen, komplexe
Verdeckungssituationen aufgrund komplizierter Geometrien der zu erfassenden Objekte sowie
durch die Verwendung verschiedener Scanner-Systeme, zu beru¨cksichtigen (Tabelle 1.1). Die
notwendige Anpassung von Modellparametern an ein reales Objekt sowie an ein ausgewa¨hltes
Scansystem soll betrachtet und am Beispiel verifiziert werden.
Tab. 1.1: Situationen verschiedener geometriebedingter Verdeckung ohne nachfolgender
Punktaufnahme. Am Beispiel stellt Cam eine Kamera, Prj einen Projektor und
P einen betrachteten Objektpunkt dar.
Selbstverdeckt Teilweise verdeckt Komplett verdeckt
Die Verdeckung eines Objekt-
punktes P fu¨r einen, mehrere
oder alle Beobachter (hier Kame-
ra Cam) erfolgt durch das Ob-
jekt selbst.
Der Objektpunkt ist von einem
zusa¨tzlichen Objekt fu¨r mindes-
tens einen Beobachter verdeckt.
Der Objektpunkt ist durch ein
Objekt vollsta¨ndig vor den Beob-
achtern verdeckt.
Durch variieren von Modellparametern soll aufgezeigt werden, ob, und in welcher Form ein
Erfassungsplan hinsichtlich der Anzahl an Einzelaufnahmen (indirektes Maß fu¨r die Erfas-
sungszeit) und der Vollsta¨ndigkeit der Daten fu¨r nachfolgende Prozesse, optimiert werden
kann. Auch hier ist ein Nachweis an einem realen Bauteil von Interesse.
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Grundlagen
Fu¨r das zu beschreibene Berechnungsverfahren zur Erfassungssimulation am Beispiel der
Streifenprojektion werden im folgenden die notwendigen Grundlagen na¨her erla¨utert. Ne-
ben der Verfahrenseinordnung, den Grundlagen der triangulationbasierten Verfahren und der
optischen Abbildung wird auch die Abbildungstransformation und deren Adaption auf der
Grafikkarte beschrieben. Ferner erfolgt eine Beschreibung des Streifenprojektionsverfahrens
und der dabei verwendeten Aufnahme- und Beleuchtungstechnik sowie der wichtigsten Ein-
flussfaktoren.
2.1 Triangulationsverfahren
Triangulationsbasierte Verfahren ko¨nnen nach Abbildung 2.1 in passive und aktive Verfahren
eingeteilt werden.
Abb. 2.1: Einteilung der Triangulationsverfahren nach Schwarte [SHM00]
Bei der passiven Triangulation wird ein Objekt mehrmals mit einer (zeitlich hintereinander)
oder mit mehreren Kameras (zeitlich hintereinander oder zeitgleich) aufgenommen ohne da-
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bei gezielt Energie (z.B. in Form von projiziertem Licht) in die Aufnahmeszene einzubringen.
Die Bestimmung von Werkstu¨ckkoordinaten erfolgt im Bild. Dabei mu¨ssen Objektmerkma-
le des Messobjektes eindeutig identifiziert und in mehreren Aufnahmen detektiert werden.
Durch Mehrbild-Triangulation (auch Bu¨ndelblockausgleichung) ko¨nnen die Raumpositionen
der Werkstu¨ckkoordinaten anhand der Einzelbildpunkte errechnet werden [Bre93, Luh10b]. In
einem System aus zwei Matrixkameras (Abbildung 2.2) wird ein Punkt C von beiden Kame-
ras beobachtet. Ausgehend von einer bekannten Orientierung beider Kameras (vgl. Abschnitt
Mathematische Beschreibung der Zentralprojektion) kann der Punkt anhand beider Bildko-
ordinaten u1, v1 und u2, v2 und dem, den Bildpunkt und den Punkt A bzw. B schneidenden
Strahl eindeutig bestimmt werden. Dieser Fall wird auch als Stereoskopie bezeichnet.
Abb. 2.2: Prinzip der passiven Triangulation. Ein identifizierter Punkt C wird von beiden
Kameras erkannt. Anhand der Bildkoordinaten kann der Schnittpunkt der Strahlen
(Brennpunkt zu Kameramatrix- Durchstoßpunkt)) bestimmt werden [Wio01]
Die Identifizierung des selben Punktes in verschiedenen Bildern kann durch korrelierte Ob-
jektmerkmale wie Kanten, Bohrungen oder andere nichtperiodische Elemente erfolgen. Zur
Bestimmung einzelner Positionen finden ferner maschinell erkennbare, i. d. R. codierte Marker
Verwendung (auch Passmarken genannt). Eine weitere Mo¨glichkeit bietet die Grauwertkorre-
lation (vgl. [AM97]), bei der objektspezifische Grauwertfolgen von Bild zu Bild identifiziert
und zugeordnet werden. Die Erkennung korrelierender Objektpunkte in einer Anzahl von
Bildern wird in der Literatur als Korrespondenzproblem behandelt [Gu¨h02, Luh10b].
Bei der aktiven Triangulation wird der Szene Energie zugefu¨hrt. Im einfachsten Fall ist das
projiziertes, sichtbares Licht mit welchem Oberfla¨chenpunkte (hier Punkt C) beleuchtet wer-
den. Am Beispiel eines Punktlaser-Triangulationssensors ist das Erfassungsprinzip in Ab-
bildung 2.3 abgebildet. Ist die Basisstrecke c und die Ausrichtung des Laser bekannt, la¨sst
sich der Schnittpunkt des Laserstrahles mit dem Objekt, beginnend bei Punkt A, mit dem
Blickstrahl B zu C am Durchstoßpunkt der Matrixkamera am Pixel u und v errechnen.
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Abb. 2.3: Prinzip der aktiven Triangulation. Ein Laserpunkt wird auf das zu messende Objekt
projiziert und von der Matrixkamera erfasst.
Durch die Verwendung spezieller Linsen oder von Linienlasern ist es mo¨glich, statt eines
Punktes, Linien auf ein Objekt zu projizieren. Dieses, als Lichtschnitt bekannte Verfahren
ermo¨glicht die Aufnahme eines Ho¨henprofils (Abb. 2.4) mit einer Kamera. Weiterhin ist das
Projizieren von speziellen, ortsaufgelo¨sten zweidimensionalen Lasermustern denkbar. Dabei
kommen leistungsfa¨hige Galvanometerspiegel zum Einsatz, die den Laserstrahl mit bis zu
15MHz ablenken ko¨nnen [Luh10b]. Durch die, im Vergleich dazu, langsame Aufnahmege-
schwindigkeit der Kamera erscheint im Bild ein kontinuierliches fla¨chenhaftes Muster.
Abb. 2.4: Lichtschnittverfahren - Statt nur eines Punktes wird eine Laserlinie verwendet und
durch die Kamera erfasst.
Eine andere Mo¨glichkeit aktiver Triangulationsverfahren ist die Projektion von fla¨chigen Mus-
tern mittels strukturiertem Licht. Dabei werden analoge Diaprojektoren, LCD-Projektoren
oder DMD-Projektoren verwendet, um Muster orts- und/oder zeitcodiert zu projizieren
[Asw12, Luh10b, Zac03].
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2.2 Allgemeine Funktionsweise der aktiven Triangulationsverfahren
Beim Steifenprojektionsverfahren kommen Methoden zum Einsatz, welche fu¨r andere aktive
Triangulationsverfahren ebenfalls gu¨ltig sind. Im Folgenden sind das Triangulationsprinzip,
das Korrespondenzproblem und der ra¨umliche Vorwa¨rtsschritt na¨her erla¨utert.
2.2.1 Triangulationsprinzip
Bei triangualtionsbasierten 3D-Digitalisierverfahren wird bei einer bekannten Basisstrecke c
und zwei bekannten anliegenden Winkeln α und β zu einem Bezugspunkt A die Entfernung
zu einem Punkt C bestimmt. Die prinzipiellen geometrischen Beziehungen fu¨r den zweidi-
mensionalen Fall sind in Abbildung 2.5 dargestellt.
Abb. 2.5: Triangulationsprinzip am Dreieck
Zur Berechnung der unbekannten Position C ist der Sinussatz (2.1) sowie der Innenwinkelsatz










α+ β + γ = π (2.2)
Durch Umstellen der Gleichungen und Einsetzten der gegebenen Gro¨ßen la¨sst sich der Ab-















sin(π − α− β)
· sin(β) (2.5)
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2.2.2 Korrespondenzproblem und Codierung
Wie beschrieben, ist die Lo¨sung des Korrespondenzproblems entscheidend fu¨r den Einsatz von
Triangulationsverfahren. Tatsa¨chlich bescha¨ftigen sich seit Jahrzehnten viele Forschungsar-
beiten mit diesem Thema (siehe [Bre93, AM97, Sal98] uvm.). Das Zuordnen von Bildpunkten
verschiedener Aufnahmen zu einem Objektpunkt ist fu¨r die Triangulation und damit zur 3D-
Punktbestimmung entscheidend. Zur Vereinfachung des Korrespondenzproblems kann die
Kernstrahl- oder Epipolargeometrie verwendet werden. Dabei spannen die Triangulations-
basis c, welche die direkte Verbindung zwischen den Projektionszentren A und B zweier
Kameras darstellt, sowie der Bildpunkt C′ eines Objektpunktes C in einem Kamerabild eine
Ebene auf. Diese Epipolarebene schneidet beide Bildebenen in den Schnittlinien k′ und k′′.
Abb. 2.6: Epipolarebene, aufgespannt durch die Projektionszentren A und B sowie dem Ob-
jektpunkt C bzw. Bildpunkt C′ nach [Luh10b]
Folglich gilt, dass ein PunktC′ einen korrelierenden BildpunktC′′ besitzt, der auf der Schnitt-
linie k′′ liegen muss. Somit reduziert sich der abzusuchende Bereich eines Bildes erheblich,
da nur auf den Schnittlinien nach Korrelationen gesucht werden muss. Ein Punkt D, der im
linken Kamerabild in Abbildung 2.6 im selben Bildpunkt wie Punkt C erscheint (C′=D′),
wird von einer anderen Beobachterposition (hier die rechte Kamera) als auf der Schnittlinie
k′′ zum Punkt C verschoben wahrgenommen. Diese scheinbare Verschiebung eines Punktes
auf einer Schnittlinie wird als Parallaxe bezeichnet.
Eine weitere Vereinfachung zur Korrespondenzfindung ist die Verwendung von codiertem
Licht [AAT79, Wah86]. Dabei wird durch einen Projektor eine Folge codierter Muster auf
das Objekt projiziert, mit dem Ziel, jedes Kameramatrixpixel eindeutig zu identifizieren.
Somit la¨sst sich fu¨r einen Objektpunkt eine eindeutige Zuordnung in den Kameras errei-
chen. Die einfachste Mo¨glichkeit ist die Projektion eines Linienmusters. La¨sst sich in den
Beobachtungskameras die Nummerierung der Streifen eindeutig vornehmen, ko¨nnen Punkte
eindeutig codiert werden. Jedoch ist die Indexierung der Streifen bei komplexerer Geome-
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trie nicht mehr eindeutig, weshalb andere spezielle Codierungsverfahren verwendet werden.
Es wird dabei zwischen der Codierung durch eine zeitliche Vera¨nderung des Musters, der
Codierung durch eindeutige Nachbarschaftsbeziehungen lokaler Projektionstexturen und der
direkten Codierung unterschieden [Sal98, YD, PSa03, PS05, ZCS02].
Zeitcodierte Verfahren projizieren nacheinander verschiedene Muster auf das Objekt. In der
Regel sind das bina¨r- oder graycodierte Streifenmuster. Durch ortsinvariante Beobachtung der
Objektoberfla¨che kann einem Bildpixel pro Kamera eine eindeutige Codierung (z. B. hell/-
dunkel Wechsel wird zu 0 zu 1 Wechsel) zugeordnet werden, welche fu¨r den entsprechenden
Objektpunkt in allen beobachtenden Kameras gleich ist. Um subpixelgenau korrelierende
Objektpunkte detektieren zu ko¨nnen, werden Verfahren wie Phase-Shift oder Line-Shift ver-
wendet [Gu¨h02].
Die Nachbarschaftscodierung pru¨ft die direkte Umgebung eines Pixels nach Mustermerkma-
len, welche eindeutig im Muster definiert sind und nimmt anhand dieser die Identifizierung
vor. Dabei ist es aber oft schwierig ein lokales Muster eindeutig zu bestimmen, da komplexe
Geometrien oder wenig optisch kooperative Oberfla¨chen (vgl. Abschnitt Fotometrische Eigen-
schaften von Oberfla¨chen, Seite 43) die projizierten Muster nur lu¨ckenhaft erkennen lassen.
Auch die Codierungsdichte, also die Anzahl der gefundenen korrespondierenden Punkte pro
Aufnahme, ist deutlich niedriger als bei zeitcodierten Projektionsverfahren.
Bei der direkten Codierung wird jedem Pixel ein eindeutiger Farb- oder Grauwert zugeordnet.
Allerdings sind diese Verfahren bei unterschiedlichen Objektoberfla¨chen oder bei schwieriger
Beleuchtungssituation nicht robust genug. Projizierte Farben werden durch texturierte, un-
gleichma¨ßig beleuchtete oder farbige Oberfla¨chen unterschiedlich reflektiert bzw. transmis-
siert1, was ein eindeutiges Zuordnen der codierten Farbe zu einem beleuchteten Objektpunkt
erschwert. Direkte Verfahren sind i. d. R. ungenauer als zeitcodierte, oder nachbarschaftsco-
dierte Verfahren [SPB04].
2.2.3 Ra¨umlicher Vorwa¨rtsschritt
Ist ein Punkt in mindestens zwei verschiedenen Bildern detektiert, erfolgt die Berechnung
seiner Position im Raum. Dies erfolgt nach dem ra¨umlichen Vorwa¨rtsschritt. In Abbildung
2.8 sind die Projektionszentren A und B durch die Triangulationsbasis c verbunden und in
ihrer Lage (Position, Verdrehung) definiert. Ebenfalls bekannt sind die inneren Orientierun-
gen der Kameras. Die Raumstrahlen r′ und r′′ gehen von ihren Bildpunkten C′ bzw. C′′
durch die Projektionszentren zum detektierten Objektpunkt C. Die Kalibrierabweichung so-
wie die Detektierungenauigkeiten werden dadurch abgebildet, dass sich beide Raumstrahlen
nicht genau in einem Punkt treffen. Vielmehr wird die ku¨rzeste Verbindung beider Raum-
1Transmission ist das Wiederabstrahlen von Wellen von Objekten. Transmission wird auch als Remission
bezeichnet.
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Abb. 2.7: Ausgewa¨hlte Codierungsverfahren mittels strukturierter Beleuchtung. Dargestellt
sind bina¨re und gray-code Verfahren als Vertreter der zeitlichen Codierung. De Bru-
jin Sequenzen und M-Arrays sind nachbarschaftscodierte Verfahren. Die Codierung
durch Grauwert- und Farbverla¨ufe sind direkte Codierungsverfahren.
strahlen gesucht. Diese ist durch die Punkte CA und CB abgebildet, in deren Schwerpunkt
der eigentliche Punkt C liegt.
Abb. 2.8: Ra¨umlicher Vorwa¨rtsschritt: Die Punkte A und B bilden die Projektionszentren
der beiden Matrixkameras, wobei die Kante c die Triangulationsbasis bildet. In
beiden Bildern wird der PunktC detektiert und mittels Strahlverfolgung der beiden
Raumvektoren r′ und r′′ die Position gescha¨tzt.
CA = A+ λr
′ (2.6)
CB = B+ µr
′′ (2.7)
Mit den Geradengleichungen (2.6) und (2.7) und der Bedingung, dass der Vektor CA - CB
orthogonal auf den Hauptstrahlen liegen muss (vergleiche Gleichungen (2.8) und (2.9)), la¨sst
sich ein Gleichungssystem aufstellen, mit welchem die Punkte CA und CB bestimmt werden.
(CA −CB) · r
′ = 0 (2.8)
(CA −CB) · r
′′ = 0 (2.9)
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Durch Schwerpunktbildung la¨sst sich der eigentliche Objektpunkt C errechnen. Die Angabe
der a¨ußeren und inneren Orientierung der Kameras durch die Transformationsmatrizen RA
und RB, sowie der Bildpunkte C






Unter der Annahme, dass die Orientierungswerte einer Kamera vernachla¨ssigbare Unsicher-
heiten aufweisen, ist fu¨r die Punktbestimmung die Messgenauigkeit der Bildpunkte entschei-
dend. Folglich spielt die Anordnung der Kameras eine entscheidende Rolle. Der Bereich, in
dem ein Objektpunkt bei angegebener Bildpunktgenauigkeit liegen kann, beschreibt im Raum
einen Ellipsoiden. Die Gro¨ße ha¨ngt, wie in Abbildung 2.9 skizzenhaft dargestellt, zum einen
von der Gro¨ße der Bildpunktungenauigkeit sowie dem Bildmaßstab, zum anderen von der
Position beider Kameras zum Objektpunkt ab. So tritt bei senkrecht zueinander stehenden
Kameras (Abbildung 2.9 - links) ein sehr kleiner Ellipsoid auf. Man spricht von einer guten
Schnittgeometrie. Im rechten Bild in Abbildung 2.9 liegen die Kameras nah beieinander. Dies
hat zu Folge, dass der Tiefenfehler bei der Punktbestimmung steigt und ein lang gezogener
Ellipsoid entsteht. Diese Konstellation wird als schleifende Schnittgeometrie bezeichnet.
Abb. 2.9: Bei gleicher Bildpunktgenauigkeit und einer Kameradrehung von 90◦ um den Ob-
jektpunkt entsteht eine gute Schnittgeometrie mit einem kleinstmo¨glichen Fehlerel-
lipsoiden (linkes Bild). Bei flachen Kameraanstellwinkeln entsteht eine schleifende





Die genannten Kamerasysteme werden i. d. R. mit einem Objektiv genutzt. Dieses besteht aus
lichtbu¨ndelbegrenzenden Blenden und einer Vielzahl von fixierten und beweglichen Linsen mit
unterschiedlichen optischen Eigenschaften. Die Abbildung eines Objektpunktes P auf seinen
Bildpunkt P′ soll nach der Gauß’schen Optik erfolgen. Der Lichteinfall erfolgt dabei achsen-
nah und anna¨hernd parallel zur optische Achse der Linse [DMG12, DIN03]. Das geometrische
Modell der optischen Abbildung ist in 2.10 dargestellt.
Abb. 2.10: Optische Abbildung fu¨r du¨nne Linsen nach DIN 1335 [DIN03]
Mit:
P,P′ Objekt- und Bildpunkt
F, F′ objekt- und bildseitiger Brennpunkt
H, H′ objekt- und bildseitiger Hauptpunkt
Strecke PH bzw. H′P′ Hauptstrahl
Strecke PF bzw. P′F′ Brennstrahl
a und a′ fokussierte Ding- bzw. Bildweite
f und f ′ ding- bzw. bildseitige Brennweite
z und z′ Objekt- und Bildabstand
Ebene durch H bzw. H′ und objekt- und bildseitige Hauptebene
senkrecht zur optische Achse
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Aus dem Verha¨ltnis von Bildgro¨ße y′ zu Objektgro¨ße y ergibt sich der (laterale) Abbildungs-







= 1 : mb (2.12)
Des Weiteren la¨sst sich die Linsengleichung anhand der Abbildungsverha¨ltnisse zwischen










wobei gilt: |f | =
∣∣f ′∣∣
Ist das Aufnahmeobjekt unendlich weit vom Kamerasystem entfernt, also a→∞ gilt: a′ = f ′.




2.3.2 Mathematische Beschreibung der Zentralprojektion
Das eben erla¨uterte Modell eines optischen Systems kann zu einer mathematischen Beschrei-
bung der Zentralperspektive zusammengefasst werden. Dabei wird die Abbildung eines Objek-
tes in einer Bildebene beschrieben. A¨hnlich wie bei einer Lochkamera liegt das Projektions-
zentrum im Hauptpunkt der Linse. Der Abstand zur Bildebene wird mit der Kamerakonstante
c beschrieben.
Zur Formulierung sollen homogene Koordinaten im dreidimensionalen Raum verwendet wer-
den. Diese Form der Beschreibung ermo¨glicht eine einfache Berechnung von Koordinaten-
transformationen und Projektionen. Im ra¨umlichen Fall (Dimension n = 3) wird eine Dimen-









 allgemeine homogene Koordinate x (2.14)


















wa¨hrend fu¨r eine Richtung im kartesischen Raum w = 0 gilt. Am Beispiel (2.16) ist der


























Die in (2.14) eingefu¨hrten homogenen Koordinaten lassen sich mit (4 × 4)-Matrizen multi-
plizieren, wodurch sowohl Transformationen wie Translationen, Rotationen, Scherungen und
Skalierungen, als auch perspektivische Projektionen mathematisch abgebildet werden.
Gleichung (2.17) zeigt die Basistransformation eines Punkte x1 zu x2 mit der Transformati-
onsmatrix M:
x2 =M · x1 (2.17)
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Der Aufbau einer solchen Transformationsmatrix (2.18) besteht aus Untermatrizen die mit
R3x3 Rotationen, Spiegelungen und Skalierungen, mit T1x3 Translationen (Verschiebungen),




a1,1 a1,2 a1,3 a1,4
a2,1 a2,2 a2,3 a2,4
a3,1 a3,2 a3,3 a3,4













Der Vorteil ist die einfache Bildung von Transformationsketten durch Multiplizierung einzel-
ner Transformationsmatrizen Mi zu einer Matrix M sowie die Umkehr einer Transformation
durch Bildung der inversen Matrix2.
Zur Transformation (vgl. [Luh10b, HZ04]) der Objektpunktkoordinate x in seine Bildkoor-

















Diese setzt sich aus der sog. Kalibrierungsmatrix K und der Position der Kamera, bestehend






Abb. 2.11: Innere Orientierung einer Kamera (ohne Beru¨cksichtigung der Verzeichnung)
2Diese Eigenschaft ist hauptsa¨chlich in der Robotik und Computergrafik von Bedeutung.
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In Abbildung 2.11 ist ein Objektpunkt P, die Lage des Projektionszentrums O u¨ber der
Bildebene der Kamera, sowie die Lage des Bildkoordinatensystems dargestellt. Der Bild-
hauptpunkt H ist in der Praxis nicht exakt im Zentrum des Bildes, sondern um x0 und y0




T , einem Scherungsfaktor s′ sowie einem achsspezifischen Maßstabsfaktor mx und





















mx · c s
′ x′0






Mit Annahme einer 3x3-Rotationsmatrix R kann die vollsta¨ndige Transformation wie folgt

























mx · c s
′ x′0















1 0 0 −tx
0 1 0 −ty












Ein Punkt mit dem Abstand a zum objektseitigen Hauptpunkt H der Linse wird in einer
Sensor- bzw. Bildebene mit Abstand a′ im Bildraum scharf abgebildet. Praktisch werden
aber Objekte auch dann als scharf wahrgenommen, wenn diese in bestimmten Grenzen vor
oder hinter diesem Punkt liegen. Dies ist vom Durchmesser u′ des Unscha¨rfekreises (auch Zer-
streungskreis) abha¨ngig, welcher bei optischen, digitalen Systemen mit etwa 1 bis 3Pixeln an-
genommen werden kann [Luh10b]. In Abbildung 2.12 ist der Sensor mit dem Unscha¨rfekreis u′
dargegestellt. Ausgehend davon la¨sst sich die Nahpunktdistanz av sowie die Fernpunktdistanz
ah bestimmen. Der Bereich zwischen Nahpunkt Pv und Fernpunkt Ph wird als Scha¨rfentiefe
t bezeichnet.
3Die innere Orientierung wird als intrinsische; die a¨ußere Orientierung auch als extrinsische Orientierung
bezeichnet.
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Abb. 2.12: Scha¨rfentiefe t nach Luhmann [Luh10b]
Grundlegenden Einfluss auf die Scha¨rfentiefe hat die Gro¨ße der Lichtbu¨ndelbegrenzung des
Objektives. Damit ist zum einen die Chipabmessung (Feldblende) des Sensors sowie die Lin-
seneinfassung, zum anderen auch mechanische Elemente wie die Aperturblende zusammenge-
fasst. Ferner regeln die Bu¨ndelbegrenzungen auch die auf den Sensor eintretende Lichtmenge.
Im Folgenden wird als Blende die mechanisch einstellbare Aperturblende gemeint. Des Wei-
teren gilt, dass die Eintrittspupille EP sowie die Austrittspupille AP , also die objekt- und
bildseitigen Bilder der Aperturblende, gleich groß (Durchmesser D) und mit den Ebenen
durch die Hauptpunkte H und H′ zusammenfallen. Dies gilt bei symmetrisch aufgebauten
Objektiven [Hec05, Luh10b]. Die O¨ffnung der Blende la¨sst sich mit der Blendenzahl k aus-





Kameraobjektive haben i. d. R. definierte, einstellbare Blendenzahlen von z. B. 1; 1.4; 2; 2.8;
4; 5.6; 8; 11 usw. Der Einfluss der Blendenzahl auf die Scha¨rfentiefe, sowie die Lage von Nah-














Die Scha¨rfentiefe la¨sst sich mit ah − av berechnen. Mit (2.24) und (2.25) ergibt sich:







Folglich ko¨nnen Bu¨ndelbegrenzungen dahin gehend Einfluss auf die Scha¨rfentiefe nehmen,
als dass große Blendenzahlen (kleine Blendeno¨ffnungen, vgl. Gleichung (2.23)) die Scha¨rfen-
tiefe erho¨hen. Dadurch sinkt aber auch die einfallende Lichtmenge auf den Sensor, was
la¨ngere Belichtungszeiten nach sich ziehen kann. In Abbildung 2.13 ist der Unscha¨rfekreis
in Abha¨ngigkeit der Blende dargestellt. Der Abstand der Schnittpunkte der Brennstahlen im
Bildraum der jeweiligen zula¨ssigen Scharfabbildungen nennt man Fokustiefe.
(a) kleine Blendenzahl - große Blendeno¨ffnung (b) große Blendenzahl - kleine Blendeno¨ffnung
Abb. 2.13: Verschiedene Blendeno¨ffnungen vera¨ndern die Fokus-, und damit auch die
Scha¨rfentiefe. In Abbildung 2.13a verringert eine große Blendeno¨ffnung die
zula¨ssige Fokustiefe im Vergleich zu Abbildung 2.13b.
2.3.4 Auflo¨sungsvermo¨gen
Das Auflo¨sungsvermo¨gen eines Aufnahmesystems wird von verschiedenen Faktoren beein-
flusst. Zum einen besitzt das Objektiv in Abha¨ngigkeit von der Beugung und Bu¨ndelbegrenzung
eine begrenzte Auflo¨sung δ. Diese entspricht in etwa dem Radius der Airy-Scheibe (vgl. Ab-
schnitt Physikalische Grundlagen: Beugung, Brechung und Reflexion im Anhang, Seite 139),
die bei kreisrunden Lochspalten durch Beugung des Lichtes entsteht (2.27). Zwei Lichtpunk-
te ko¨nnen folglich im Bild nur von einander unterschieden werden, wenn ihr Abbild weiter





Zum anderen besitzt jeder Film oder Sensor ein geometrisches Auflo¨sungsvermo¨gen (Orts-
auflo¨sung), welches die Detailwidergabe des Sensors beschreibt. Die Angabe erfolgt in Linien
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pro Millimeter L/mm oder in dots per inch (dpi) und ist somit ein Maß fu¨r den u¨bertragenen
Informationsgehalt. In Abbildung 2.14 ist die U¨bertragung eines Testmusters mit variabler
Linenbreite (variablen Ortsfrequenzen) dargestellt. Je nach Sensor und Auflo¨sungsvermo¨gen
sinkt die Fa¨higkeit, das Muster des Originales zu empfangen. Das hat zur Folge, dass bei
hohen Ortsfrequenzen die U¨bertragungsintensita¨t der Information und somit der Informati-
onsgehalt sinkt.
Abb. 2.14: Linenmuster mit variabler Linienauflo¨sung wird vom Bildsensor empfangen. Je
nach Auflo¨sung treten verschiedene Intensita¨ten der u¨bertragenen Funktion auf.
Die Bestimmung des Auflo¨sungsvermo¨gens erfolgt visuell durch Abbildung verschiedener
Testmuster. In Abbildung 2.15 ist ein sogenannter Siemensstern abgebildet. Durch das be-
grenzte Auflo¨sungsvermo¨gen des Sensors kann das Zentrum des Kreises nicht mehr aufgelo¨st
werden und es entsteht ein unscharfer, grauer Fleck. Mit dem Durchmessers des Flecks sowie
durch die Anzahl der im Kreis dargestellten Schwarz-Weiß-Streifen la¨sst sich das Auflo¨sungs-




n ... Anzahl der Streifen (2.28)
d ... Durchmesser des grauen Fleckes




Des Weiteren beschreibt die Strukturauflo¨sung die Mo¨glichkeit einzelne Strukturen so ab-
zubilden, so dass diese mess- bzw. pru¨fbar sind. Diese Angaben sind wesentlich gro¨ber, als
das optische Auflo¨severmo¨gen des Sensors und ha¨ngt vom Verha¨ltnis des zu detektierenden
Merkmals zur Menge der aufgenommenen Messpunkte ab. Im Verha¨ltnis von oberfla¨chenerfas-
senden Streifenprojektionssensoren zu Koordinatenmessmaschinen ist die Strukturauflo¨sung
Letzterer aufgrund der niedrigen Messpunktanzahl deutlich kleiner.
2.3.5 Bildmaßstab
In Gleichung (2.12) wurde der Abbildungsmaßstab β′ als Verha¨ltnis von Bild zu Objektgro¨ße
eingefu¨hrt. Dieser Wert wird auch als Bildmaßstab Mb oder als transversale Vergro¨ßerung
bezeichnet und kann auch durch die Angabe der Kamerakonstante c und der Aufnahmeent-






In Abbildung 2.16 ist die Abha¨ngigkeit der Kamerakonstante und der Aufnahmeentfernung
auf den Bildmaßstab dargestellt. Bei gleichen Kameraparametern und steigendem Messab-
stand sinkt der Bildmaßstab. Gleiches geschieht beim Verringern der Kamerakonstante. Die
A¨nderung der Kamerakonstante kann durch die Vera¨nderung der Brennweite erfolgen. Wer-
den bei gleicher Aufnahmeentfernung, Objektive mit gro¨ßerer Brennweite verwendet, steigt
der Bildmaßstab.
(a) unterschiedliche Aufnahmeabsta¨nde (b) unterschiedliche Brennweiten
Abb. 2.16: Einfluss von Aufnahmeabstand h und Kamerakonstante c auf den Bildmaßstab
Mb nach [Luh10b]
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Bezogen auf eine Objektoberfla¨che gilt der Bildmaßstab nur, wenn diese Fla¨che senkrecht zur
Aufnahmerichtung liegt. Wie in Abbildung 2.17 kann aber das beobachtete Objekt bezogen
auf die Aufnahmerichtung verkippt sein. In diesem Fall ist die Bestimmung des Bildmaßstabes
durch Gleichung (2.29) nicht gu¨ltig. Vielmehr la¨sst sich nur der objektbezogene Abbildungs-
maßstab β′ nach Gleichung (2.12) berechnen. Gleiches gilt fu¨r Objekte oder Objektgruppen
mit großer ra¨umlicher Tiefe. Ist die Angabe des Bildmaßstabes gefordert, kann ein mittlerer
Bildmaßstab mit einer mittleren Aufnahmeentfernung h∗ bestimmt werden.
Abb. 2.17: Aufgrund von großen Unterschieden in der Aufnahmeentfernung von Objekt zu
Sensor kann der Bildmaßstab stark variieren. Links liegt die abgebildete Objekt-
strecke senkrecht zur Aufnahmerichtung, Rechts ist das Objekt gegenu¨ber der
Aufnahmerichtung verdreht.
2.4 Abbildungsfehler und Beeinflussungsfaktoren
Kein optisches System ist in der Praxis ideal. Grund dafu¨r sind Fertigungsungenauigkeiten
die jedem Herstellungsprozess unterliegen. Folglich kommt es zu Fehlern in der optischen
Abbildung, die reduziert bzw. korrigiert werden mu¨ssen. Fehler, die bei der Verwendung
von monochromatischem Licht (Licht mit engem Wellenla¨ngenbereich) entstehen, werden
i. d. R. als geometrische Fehler bezeichnet. Fehler, die durch die unterschiedliche Dispersion
verschiedener Wellenla¨ngen entstehen, werden chromatische Fehler genannt [Luh10b]. Im
Folgenden ist eine Auswahl von Fehlern beschrieben. Auf andere Abbildungsfehler wie Koma,
Astigmatismus oder Fehler, die durch abfallende Intensita¨t des einfallenden Lichtes (z. B.
Vignettierung) hervorgerufen werden, wird auf ga¨ngige Literatur wie [Hec05, Luh10b, ST02]
verwiesen.
Chromatische und spha¨rische Aberration Sichtbares Licht besteht aus einer Vielzahl von
Wellen mit unterschiedlichen Wellenla¨ngen zwischen 380nm und 780nm. Des Weiteren soll
gelten, dass die Ausbreitungsgeschwindigkeit des Lichtes von der Wellenla¨nge abha¨ngig ist.
Aus Gleichung (A.3) folgt, dass einzelne Lichtbestandteile an Mediumu¨berga¨ngen unter-
schiedlich gebrochen werden (Dispersion). Das fu¨hrt in einem Objektiv zur chromatischen Ab-
erration, bei der sich die Brennpunkte aller Wellenla¨ngen unterscheiden. Die Wellenla¨nge(n),
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die direkt im Fokuspunkt bu¨ndeln, bezeichnet man als prima¨res Spektrum. Wellenla¨ngen, die
vor oder hinter der Bildebene liegen, als sekunda¨res Sprektrum [Zu¨g]. Die Folge, insbeson-
dere durch das sekunda¨re Spektrum, ist die Entstehung von Farbsa¨umen an Objektkanten.
Dadurch ko¨nnen z. B. Fokusierungsprobleme oder Ungenauigkeiten bei der Markerdetektion
(speziell bei weißen Markern auf schwarzem Hintergrund, vgl. Abbildung 2.18) auftreten. Fer-
ner a¨ndert sich der Abbildungsmaßstab in Abha¨ngigkeit zur Entfernung zur optische Achse,
da mit steigendem Bildradius auch der Effekt der chromatischen Aberration steigt.
Abb. 2.18: Farbaufnahme eines Schachbrettmusters (Ausschnitt) mit chromatischer Aberra-
tion und den jeweiligen Farbkana¨len (Rot, Gru¨n, Blau). Im Bild rechts ist die
Differenz zwischen Rot- und Blaukanal abgebildet.
Die Verwendung von mehreren Linsentypen mit verschiedenen Dispersionen oder die unter-
schiedliche Wichtung der Farbkana¨le ermo¨glichen die Reduzierung der chromatischen Aberra-
tion. So ko¨nnen z. B. achromate4 und apochromate5 Linsen chromatische Abweichungen durch
mehrere Wellenla¨ngen reduzieren. In bestimmten Situationen kann auch nur der Gru¨n-Kanal
(mittlerer Wellenla¨ngenbereich) genutzt werden, was der Verwendung eines Grauwertsensors
entspricht.
Bei der spha¨rische Aberration werden Lichtstrahlen abha¨ngig von der Einfallsho¨he (Abstand
des achsenparallelen Lichtstrahls zur optischen Achse) unterschiedlich stark abgelenkt. Durch
die Verwendung guter Objektive und der Einschra¨nkung, nur achsennahe Strahlen zuzulassen,
kann man den Abbildungsfehler durch spha¨rische Aberration minimieren.
Verzeichnung In bestimmten Fa¨llen, besonders fu¨r nicht achsennahe Strahlen, ist es mo¨g-
lich, dass der Bildmaßstab Mb eine Funktion des Abstandes r zur optischen Achse darstellt.
Somit a¨ndern sich Brennweite und Skalierung fu¨r nicht achsennahe Strahlen. Ein orthos-
kopisches Bild (Abb. 2.19 links) wird bei positiver oder kissenfo¨rmiger Verzeichnung nach
außen hin vergro¨ßert (Abb. 2.19 mitte). Bei negativer oder tonnenfo¨rmiger Verzeichnung
wird das Bild radial verkleinert (Abb. 2.19 rechts). Die Ursache liegt in der Ablenkung von
Lichtstrahlen durch verschiedene Bu¨ndelbegrenzungen, welche eine Abweichung zwischen
Einfalls- und Ausfallswinkel (τ bzw. τ ′, wobei bei Verzeichnung gilt: τ 6= τ ′) des Haupt-
strahles beim Linsendurchgang verursacht. Die Folge ist eine zur optischen Achse symmetri-
sche Vera¨nderung der Bildkoordinate y′ um einen Betrag δy′ (vgl. Gleichung (2.30)), welche
4Linsen, die zwei Wellenla¨ngen in der Bildebene bu¨ndeln ko¨nnen.
5Linsen mit speziellen Glassorten (z. B. Langkronglas), die auch das sekunda¨re Spektrum korrigieren ko¨nnen.
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als radial-symmetrische Verzeichnung bezeichnet werden kann. Radial-asymmetrische und
tangentiale Verzeichnungen werden i. d. R. durch schief eingebaute Linsen im Objektiv her-
vorgerufen.
δy′ = y′ − c · tan(τ) (2.30)
Abb. 2.19: Mo¨gliche Verzeichnungen eines Bildes. v.l.n.r: orthoskopisch, kissenfo¨rmig, ton-
nenfo¨rmig
Die Abbildungsfehler durch Objektivverzeichnungen lassen sich durch eine entsprechende
Kalibrierung der Sensoren weitestgehend vermeiden. Auch durch eine spezielle Konstruktion
des Objektivs, z. B. der Einbau der Blende mittig zwischen zwei identische Linsen kann den
Verzeichnungsfehler, sowie chromatische Aberrationen reduzieren.
Lichtabfall Durch die Abschattung von Objektivbauteilen kann es zu Verdunkelungen zum
Bildrand hin kommen. Diese werden als Vignettierung bezeichnet. Gleichfalls sinkt die vom
Sensor erfasste Lichtintensita¨t mit steigendem Abstand zur optischen Achse nach dem cos4
Gesetz ab (vgl. [Luh10b], siehe auch Abschnitt Sensor- und Projektoreigenschaften, Seite 41).
Dieser Effekt des Randlichtabfalles ist bei kleineren Brennweiten intensiver als bei gro¨ßeren
Brennweiten.
Dynamik Die Dynamik eines optischen Sensors beschreibt, mit wie vielen verschiedenen
Kontrasten eine Gro¨ße detektiert werden kann. Im Falle einer Kamera gibt der Dynamik-
umfang an, wie viele verschiedene Grauwerte differenziert werden ko¨nnen. A¨quivalent dazu
besitzt auch ein Projektor einen definierten Kontrastumfang der projizierten Grau- bzw.
Farbwerte.
2.5 Abbildungstransformation
Die mathematische Beschreibung der Abbildung erfolgt mit homogenen Koordinaten (sie-
he Abschnitt Mathematische Beschreibung der Zentralprojektion, Seite 19). Dabei ist die
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komplette Transformation eines dreidimensionalen Objektes in ein zweidimensionales Abbild
mittels Zentralprojektion gemeint. Diese Form der Abbildung wird zur Beschreibung in pho-
togrammetrischen Applikationen genutzt und ermo¨glicht die Projektion eines Raumpunktes
in seinen Bildpunkt auf einer Bildfla¨che.
Abb. 2.20: Transformationkette zur Abbildung eines Objektpunktes in einer Bildebene
Die Transformation vom Objekt- ins Bildkoordinatensystem erfolgt u¨ber eine Transformati-
onskette (Abbildung 2.20). Dabei wird ein Objekt, welches im objekteigenen Koordinaten-
system liegt, zuerst in der Szene (Welt) positioniert. Vom Weltkoordinatensystem aus erfolgt
eine Sichttransformation in das Kamerakoordinatensystem. Dieses liegt mit dem Ursprung
im Projektionszentrum der Kamera, wobei die negative Z-Achse der Blickrichtungsvektor
(Cam-Forward-Vektor) ist und die Y-Achse nach oben zeigt (auch Cam-Up-Vektor genannt).
Die X-Koordinatenachse wird als sog. Cam-Right-Vektor bezeichnet. Es folgen eine Projek-
tionstransformation und die Bildtransformation. Die Beziehung und Lage der Objekte und
der Kamera im Raum sind in Abbildung 2.21 beispielhaft dargestellt.
Abb. 2.21: Koordinatensysteme der Abbildungstransformationskette
2.5.1 Transformationskette
Die Transformation von Punkten im Weltkoordinatensystem ins Kamerakoordinatensystem
kann mit Matrix PK aus Gleichung (2.31) ausgedru¨ckt werden. Diese bestimmt sich aus
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der Angabe der Koordinatenachsen des Kamerasystems. Dabei gilt, dass die Z-Achse dem
negativen Cam-Forward-Vektor ~cf , die Y-Achse dem Cam-Up-Vektor ~cu und die X-Achse
dem Cam-Right-Vektor ~cr entspricht. Die Position der Kamera wird mit dem Positionsvektor
cp beschrieben. Alle Vektoren werden im Weltkoordinatensystem ausgedru¨ckt.
PK( ~cr, ~cu, ~cf , cp) =


~crx ~cux − ~cfx cpx
~cry ~cuy − ~cfy cpy
~crz ~cuz − ~cf z cpz
0 0 0 1

 (2.31)
Die Projektionstransformation setzt sich aus perspektivischer Transformation (PZ) und Nor-
malisierungstransformationen (PI und PS) zusammen. Ziel dabei ist, die Objektkoordinaten
aus dem Kamerakoodinatensystem in ein normiertes, verzerrtes Sichtvolumen zu transfor-
mieren, wobei die Grenzen denen des sichtbaren Bereiches entsprechen. Es gilt:
x..[−1; 1] y..[−1; 1] z..[0; 1]
Werte außerhalb der angegebenen Bereiche liegen außerhalb des Sichtfeldes.
Die perspektivische Transformation kann durch die Matrix PZ (2.32) beschrieben werden. Die
Variablen near und far begrenzen das Sichtvolumen in der Tiefe. Dabei ist near der Abstand
zwischen Projektionszentrum und der vorderen Sichtvolumenebene (Abbildung 2.22), far der
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0 0 −1 0

 wobei: k =
near
far
(0 < k < 1) (2.32)
Gleichung (2.33) beschreibt die Gro¨ße des Sichtfeldes, welches durch die O¨ffnungswinkel in
horizontaler Richtung θh bzw. θhorizontal und in vertikaler Richtung durch θv bzw. θvertikal











0 0 1 0
0 0 0 1

 (2.33)
In Abbildung 2.22 sind die Sichtwinkel θv und θh anhand eines Sichtvolumens dargestellt.
Praktisch wird nur der horizontale Blickwinkel angegeben (der sog. Field of View kurz FOV).
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Unter der Bedingung, dass Kamerapixel quadratisch sind, kann der horizontale Blickwinkel
aus dem Seitenverha¨ltniss der Bildebene berechnet werden.
Abb. 2.22: Sichtvolumen einer zentralperspektivischen Projektion














0 0 0 1

 (2.34)
Die komplette Transformation eines Punktes x aus dem Weltkoordinatensystem in einen
Punkt x′ im perspektivischen Sichtvolumen ist im Folgenden dargestellt:
x′ = PZ PS PI P
−1
K x (2.35)
Die einzelnen Matrizen lassen sich einer Projektionsmatrix PProject zusammenfassen:
PProject = PZ(near, far) PS(far) PI(θh, θv) P
−1
K ( ~cr, ~cu,
~cf , cp) (2.36)
Es folgt die Transformation in das Bildkoordinatensystem und damit die eigentliche Ab-
bildung. Objektkoordinaten, die außerhalb des normierten Sichtvolumens liegen, sind nicht
sichtbar und werden nicht weiter behandelt. Das Bild wird mit der Bildho¨he H und Bildbreite
W (i. d. R. beide in Pixeln) und dem Bildursprung in der Bildmitte definiert. Die Transfor-
mation der Koordinaten vom Kamera- ins Bildkoordinatensytem erfolgt mit den Gleichungen
(2.37) und (2.38) wobei x′′ und y′′ die Bildpunkte des Punktes x darstellen.
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(y′ + 1) (2.38)
2.5.2 Abbildungstransformation auf der Grafikkarte
Unter Verwendung der Grafikkarte erweitert sich der Abbildungstransformationsprozess um
einige Methoden und Begriffe. Dreidimensionale Objekte werden zur Darstellung auf der
Grafikkarte i. d. R. mit einer diskreten Oberfla¨chenbeschreibung (Punkte, Facetten, etc.) be-
schrieben. Facetten werden durch die definierte Angabe von Vertices (Knotenpunkte) defi-
niert, wobei den Vertices auch Eigenschaften wie Farbe, Textur-Koordinaten, etc. vergeben
werden ko¨nnen. In Abbildung 2.23 ist die Abbildungstransformation, die sog. Renderpipeli-
ne, dargestellt. Dieser Prozess beschreibt die Abbildung einer Geometrie auf einer virtuellen
Bildfla¨che. Ein Durchlauf dieser Kette wird als Frame bezeichnet.
Die Rasterisierung beschreibt die Darstellung von kontinuierlichen Geometrieobjekten wie
Linien oder Fla¨chen im Bild. Dazu mu¨ssen diese Elemente an das Pixelraster der Bildfla¨che
angepasst werden. Des Weiteren kommen verschiedene Shadings und Sichtbarkeitstests zur
Anwendung. Sogenannte Shadingalgorithmen sorgen fu¨r die Farbinterpolation von Vertex zu
Vertex innerhalb einer Fla¨che oder Linie.
Die Bereiche Modelview - Transformation und Projektionstransformation sowie die Sicht-
barkeitstests als auch das Shading ko¨nnen vom Anwender gezielt definiert werden. Dazu
werden Shader-Programme genutzt, welche sich in Vertexshader (Transformation der Kno-
tenpunkte), Geometrieshader (Lo¨schen, Hinzufu¨gen, Editieren von Knotenpunkten) und in
Pixelshader (A¨nderung der Darstellung eines Pixels) unterscheiden. Die Programme werden
am Beispiel der Programmierschnittstelle OpenGL (Open Graphics Library) in C-a¨hnlichen
Code-Snippets der Grafikkarte u¨bergeben. Es ist mo¨glich zur Laufzeit, bzw. in jedem Ren-
derschritt, einzelne Variablen im Shadercode zu a¨ndern.
Ferner bietet eine Grafikkarte die Mo¨glichkeit, innerhalb eines Frames und unter Verwen-
dung von Shadern verschiedene Bildfla¨chen (sog. Framebuffer) beschreiben zu ko¨nnen. Diese
Eigenschaft erlaubt es dem Nutzer, neben dem Geometriebild, z. B. den Abstand zum Projek-
tionszentrum mit einer Farbe zu codieren (Tiefenbild) oder den an dem Bildpunkt vorhande-
nen Normalenvektor (x,y,z -Koordinaten werden im Rot, Gru¨n und Blau-Kanal eines Bildes
abgebildet) zu verschlu¨sseln. Zum tieferen Studium der Funktionsweise einer Grafikkarte und
deren Programmierung sei auf ga¨ngige Fachliteratur, z. B. [Zep04, RLKG09], verwiesen.
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Abb. 2.23: Renderpipeline moderner Grafikkarten (vgl. [RLKG09]). Dargestellt sind die durch
Shader-Programme beeinflussbaren Teilprozesse.
2.6 Streifenprojektionsverfahren
Die Verwendung von ra¨umlich-codiertem Licht zur vereinfachten Lo¨sung des Korrespondenz-
problems ist die Grundlage fu¨r das Streifenprojektionsverfahren. Ein prinzipieller Aufbau
eines solchen Erfassungssystems mit zwei Kameras (Cam1 und Cam2) und einem Projek-
tor Prj ist in Abbildung 2.24 dargestellt. Dabei werden durch den Projektor in zeitlicher
Abfolge verschiedene Streifenmuster projiziert. Die minimale Streifenbreite auf dem Objekt
ha¨ngt von der Auflo¨sung und der Optik des Projektors sowie der Entfernung zum Objekt
ab. Folglich ko¨nnen nur an den Hell-Dunkel-Kanten eindeutig Punkte berechnet werden. Die
Verwendung der Epipolargeometrie ermo¨glicht ferner die Zuordnung einzelner Punkte la¨ngs
der Streifenkanten.
Abb. 2.24: Streifenprojektion mittels ra¨umlich-zeitlicher Codierung nach [SW90]. Ein Projek-
tor projiziert nacheinander Steifenmuster, welche die Korrespondenzpunktfindung
in den beiden Kameras erleichtern.
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2.6.1 Codierung
Die Beobachtung der Objektoberfla¨chen und den darauf zeitlich hintereinander auftretenden
Hell-Dunkel-Wechseln ermo¨glicht die Zuordnung eines Objektpunktes P zu seinen Bildpunk-
ten P ′ und P ′′. Die Codierung erfolgt durch den Helligkeitswechsel wobei i. d. R. ein dunkler
Streifen einer 0, ein heller Streifen einer 1 entspricht. Somit la¨sst sich ein Punktbereich auf
dem Objekt mit einer bina¨ren Sequenz verschlu¨sseln. Um Fehler bei der Decodierung zu re-
duzieren, wird statt eines n-stelligen Bina¨rcodes der sog. Graycode verwendet (Abbildung
2.25). Dabei a¨ndert sich von Linie zu Linie maximal ein Bit. Besonders bei Linienu¨berga¨ngen
wird der entstehende Fehler sich demnach auf maximal einen Linienindex auswirken. Bei der
bina¨ren Codierung kann eine falsche Interpretation der wechselnden Bits wesentlich gro¨ßere
Indexspru¨nge hervorrufen. Besonders die Falschinterpetation des Bits 1 hat aufgrund seiner
hohen Wertigkeit bei der Umrechnung zum Linienindex erhebliche Auswirkungen.
Abb. 2.25: Codierung durch Graycode (oben) und Bina¨rcode (unten). Eine A¨nderung von
einem Bit (hier von Index 19) a¨ndert im Graycode den codierten Index um nur
einen Punkt.
Die Umrechnung von Graycode in Bina¨rcode erfolgt durch eine Hintereinanderschaltung von
XOR-Operationen (exklusives Oder ⊕) zwischen den einzelnen Bits. Die Umrechnung ist
in Gleichung (2.39) und (2.40) fu¨r n-wertige Bits angegeben. Dabei sind gi Graycode-, bi
Bina¨rcodewerte am Bitindex i.
g1 = b1 (2.39)
gn = bn−1 ⊕ bn (2.40)
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Die Ru¨cktransformation erfolgt gema¨ß Gleichung (2.41) und (2.42):
b1 = g1 (2.41)
bn = gn ⊕ bn−1 (2.42)
Um die Auswertung der Bilder zu erleichtern, wird sowohl ein unbeleuchtetes Bild, als auch ein
vollsta¨ndig beleuchtetes Bild in die Streifensequenz integriert. Zum einen lassen sich Pixel
ausschließen, die gar nicht vom Projektor beleuchtet bzw. gesehen werden. Zum anderen
erlaubt der Vergleich von maximalem und minimalem Grauwert pro Pixel eine Aussage u¨ber
einen pixelweisen Schwellwert zum binarisieren der Bilder. Somit ist die Identifizierung eines
Pixels als 0 oder 1 bei der Decodierung vereinfacht.
2.6.2 Phase-Shift-Verfahren
Zur Steigerung der Genauigkeit werden bei vielen akademischen und kommerziellen Streifen-
projektionssystemen zur subpixelgenauen Bildkoordinatenbestimmung weitere Verfahren wie
das Phase-Shift-, Line-Shift- oder auch das Space-Time- Verfahren eingesetzt [Gu¨h02]. Beson-
dere Verbreitung findet dabei das Phase-Shift-Verfahren. Dabei wird ein sinusfo¨rmiges Mus-
ter auf das Objekt projiziert und fu¨r jeden Bildpunkt die zugeho¨rige Phasenlage bestimmt.
Durch diese la¨sst es sich auf die Bildschirmkoordinaten ru¨ckrechnen. Gleichung (2.43) stellt
den prinzipiellen Zusammenhang zwischen Pixelintensita¨t In(x, y) und Phase φ(x, y) dar. Die
Faktoren A und B sind Unbekannte, welche die Grundintensita¨t und die Streifenmodulation
beschreiben.
In(x, y) = A cos(φ(x, y) + δm) +B (2.43)
Zur Lo¨sung der Unbekannten mu¨ssen mindestens drei Gleichungen aufgestellt werden. Dies
erfolgt durch das Einsetzen unterschiedlicher Phasenverschiebungen δm (2.44).
δm = (n− 1) δ0 (2.44)
n = 1 . . .m, wobei m ≥ 3
In Abbildung 2.26 ist das, dem codierten Streifenmuster nachgelagerte, Phase-Shift-Verfahren
mit vier Phasenverschiebungen dargestellt. Die eindeutige Identifizierung der Bildpixel erfolgt
durch die Codierung des Streifencodes Li, sowie durch Bestimmung der Phasenlage 1 durch
die zusa¨tzlichen Phasenwinkel 2 bis 4.
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Abb. 2.26: Vierstufige Phasenverschiebung eines sinusfo¨rmigen Grauwertmusters. Die Be-
stimmung des Phasenwinkels erlaubt eine genauere Positionsbestimmung als allein
durch das Linienmuster L an der Stelle Li.
2.6.3 Kalibrierung
Grundlage fu¨r das Errechnen der dreidimensionalen Punktkoordinaten beim Streifenprojek-
tionsverfahren ist die Verwendung geeigneter mathematischer Modelle. Bei bildlichen Abbil-
dungen wird meist das Modell der Zentralprojektion (AbschnittMathematische Beschreibung
der Zentralprojektion, Seite 19) verwendet. Dieses beschreibt (wie bereits erwa¨hnt) die Geo-
metrie von Lichtstrahlen welche von einem Objektpunkt in ein bildaufnehmendes System
fu¨hren. Dabei werden auch Abbildungsfehler der realen Optik wie Objektivverzeichnungen
etc. beru¨cksichtigt. Die dafu¨r notwendigen Werte z. B. fu¨r innere und a¨ußere Orientierung,
mu¨ssen in einem Kalibrierprozess bestimmt werden. Dabei kommen bekannte, photogram-
metrische Verfahren zur Bu¨ndelblockausgleichung zum Einsatz, welche definierte Testfelder
mehrfach aufnehmen und auswerten [Bro71, Tsa92, Zha00, Luh10a].
(a) Kalibrierplatte mit ringcodierten Marken (b) Mustercodierte Kalibrierplatte
Abb. 2.27: Beispiele fu¨r verschiedene zweidimensionale Testfeldausfu¨hrungen
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Als Testmuster werden zweidimensionale Anordnungen von leicht und pra¨zise erkennbaren
Mustern verwendet (Abbildung 2.27). Das ko¨nnen Schachbrettanordnungen oder Muster mit
kreisfo¨rmigen Markern sein. Um hinreichend genau die Bildkoordinaten solcher Marker de-
tektieren zu ko¨nnen, mu¨ssen die Gro¨ßen an das Messfeld des Systems abgestimmt werden.
Gleichfalls mu¨ssen die Messpunkte (Mittelpunkte bei Kreisen, Eckpunkte bei Schachbrett-
und Viereckanordnungen) gut interaktiv oder automatisch bestimmbar sein. Die Verwendung
von codierten Markern (Abbildung 2.27a) oder von eindeutigen Mustern, durch welche die
Indizierung aller Messpunkte mo¨glich ist, erlaubt das Wiederfinden der Punkte in mehreren
Aufnahmen. Zur Maßstabsbestimmung besitzen ga¨ngige Kalibrierplatten definierte Absta¨nde
zwischen den Messpunkten um, unter Beru¨cksichtigung der Umgebungstemperatur, den Ska-
lierungsfaktor von Bild- in Raumkoordinatensystem zu bestimmen.
Zur robusten Kalibrierung wird ferner eine definierte Aufnahmekonfiguration beno¨tigt, wel-
che zum einen eine ausreichend hohe Anzahl von Einzelmessungen garantiert, zum anderen
Aufnahmen aus verschiedenen Richtungen zum Testfeld vorschreibt. Dadurch steigt die Ge-
nauigkeit, Robustheit und Wiederholgenauigkeit einer Kalibrierung. Kommerzielle Scanner-
hersteller bieten dafu¨r nutzergefu¨hrte Softwaretools, in welchen der Benutzer von Kalibrie-
rungschritt zu Kalibrierungsschritt gefu¨hrt wird.
2.6.4 Konfiguration und Messfeld
Als Messfeld wird in dieser Arbeit der Bereich verstanden, in dem ein Scanner ein Objekt
erfassen kann. Es ergibt sich als Schnittmenge der zula¨ssigen Aufnahmevolumen aller betei-
ligten optischen Systeme (Kameras und Projektoren). Das zula¨ssige Aufnahmevolumen ist
begrenzt durch die horizontalen und vertikalen O¨ffnungswinkel der Kameras, sowie deren
vordere und hintere Scha¨rfenebene. Damit ist der Bereich gemeint, in dem ein Objekt scharf
abgebildet wird. In Abbildung 2.28 ist am Bespiel des kommerziellen Streifenprojektionssen-
sors ATOS II das Messfeld visualisiert dargestellt. Es zeigt einen Polyeder, der den zula¨ssigen
Aufnahmebereich darstellt in Bezug zum symbolisch abgebildeten Sensorkopf. Anhand die-
ser Darstellung kann der Bediener des Scannsystems die Aufnahmeentfernung zum Objekt
u¨berpru¨fen und ggf. korrigieren.
Streifenprojektionssensoren ko¨nnen je nach Anforderung verschieden konfiguriert werden.
Entscheidend dafu¨r ist die Gro¨ße und Geometrie des zu scannenden Objektes. So ko¨nnen
zum einen die verwendeten Kameras und Projektoren konfiguriert werden. Einstellbar sind
optische Eigenschaften wie Brennweite, Pixelauflo¨sung oder Blende, aber auch die Bauform,
speziell die Gro¨ße und das Seitenverha¨ltnis des CCD-Sensors. Durch diese Parameter kann
direkt der Bildo¨ffnungswinkel, der Bildmaßstab und die Tiefenscha¨rfe definiert werden. Zum
anderen kann die Anordnung der Kameras und Projektoren variiert werden. Verfahrens-
bedingt notwendig sind eine Kamera und ein Projektor. Der Projektor wird dabei als inverse
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Abb. 2.28: Angedeutetes Messfeld des Scanners ATOS II von GOMmbH. Bildschirmfoto aus
der Software Atos Professionell 7.5.
Kamera behandelt: zur Beschreibung wird das Lochkameramodell genutzt, aber anstatt ein
Bild aufzunehmen, wird ein Bild u¨ber die Optik projiziert. Es muss vorher eine Projektor-
kalibrierung erfolgen.
Abb. 2.29: Messfeldkonfiguration mit einer Kamera Cam und einem Projektor Prj. Die
Schnittmenge (Gru¨n) der einzelnen Messbereiche ergibt das Messfeld. Die Bil-
der Links und Rechts weisen eine gleiche Brennweite auf, aber verschieden große
Triangulationsbasen. Die Abbildung in der Mitte zeigt eine kleine Brennweite und
daraus resultierend ein gro¨ßeres Messvolumen.
Der Projektor und die Kamera ko¨nnen in verschiedenen Orientierungen zueinander realisiert
werden. In Abbildung 2.29 ist beispielhaft eine Kamera-Projektor-Anordnung abgebildet.
Links eine Konfiguration mit großer Brennweite. Aufgrund der kleinen Triangulationsbasis
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ist das Messfeld verha¨ltnisma¨ßig klein. Bei gleicher Basis und kleinerer Brennweite (Bild Mit-
te) kann ein gro¨ßeres Messvolumen abgedeckt werden. Rechts wird eine große Brennweite mit
einer großen Triangulationsbasis gezeigt. Zu beachten ist, dass bei kleinerer Triangulations-
basis die Gefahr durch schleifende Winkel steigt (vgl. Abschnitt Ra¨umlicher Vorwa¨rtsschritt,
speziell Abbildung 2.9 zur Vermeidung von schleifenden Winkeln und der daraus resultieren-
den Tiefenfehler bei der Punktberechnung). Jedoch ist der vom Projektor beleuchtete Bereich
bei zu großem Abstand zwischen Kamera und Projektor vom Beobachter aus kaum zu sehen.
Ferner kann es bei gro¨ßeren Anstellwinkeln zwischen Kamera und Projektor bei besonders
komplizierten, unstetigen Bauteilgeometrien zu Verdeckungen kommen. Dadurch kann die
Anzahl der notwendigen Aufnahmen, um ein Objekt mit der gewu¨nschten Vollsta¨ndigkeit zu
erfassen, ansteigen.
Des Weiteren sind Scannerkonfigurationen mit zwei Kameras und einem wahlweise kalibrier-
ten Projektor denkbar. In Spezialfa¨llen ko¨nnen auch andere Konfigurationen zum Einsatz
kommen [Asw12, KKNG03]. Die wichtigsten Parameter zur Messfeldkonfiguration sind in
Tabelle 2.1 dargestellt.
Tab. 2.1: Einfluss wichtiger optischer und geometrischer Parameter auf die Gro¨ße des Mess-
feldes
Parameter Auswirkung auf das Messfeld
Brennweite Die Brennweite definiert den Kamerao¨ffnungswinkel und somit auch den Bildausschnitt.
Somit ist auch der Bildmaßstab einstellbar. Bei großen Brennweiten verengt sich der
O¨ffnungswinkel. Gleichzeitig a¨ndert sich der Bildmaßstab was zur Erho¨hung der lateralen
Auflo¨sung fu¨hrt.
Blende Die Blendenzahl beeinflusst die Belichtung einer Aufnahme als auch den Tie-
fenscha¨rfebereich. Hohe Blendenzahlen erfordern la¨ngere Belichtungszeiten, erho¨hen
aber die Tiefenscha¨rfe.
Pixelauflo¨sung Die Verwendung gro¨ßerer Pixelzahlen ermo¨glicht eine gro¨ßere laterale Auflo¨sung. Die
Anzahl der Pixel pro Bild entscheidet auch u¨ber die Verwendung verschiedener Marker-
gro¨ßen.
Sensorgro¨ße Die Gro¨ße des Sensors begrenzt die Bildfla¨che der Kamera. Das Seitenverha¨ltnis definiert
den O¨ffnungswinkel in beiden Ausdehnungsrichtungen.
Anstellwinkel Der Anstellwinkel zwischen Kamera und Projektor entscheidet u¨ber die Genauigkeit bei
der Punktbestimmung. Stehen die Achsen beider Kameras1 im 90◦ Winkel zueinander,
ist der Fehler minimal. Flachere Winkel erlauben aber ein sicheres Erfassen komplexer,
unstetiger Bauteilgeometrien.
1 Ein Projektor wird als inverse Kamera aufgefasst.
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2.6.5 Mehrbildauswertung
In der Regel wird ein Objekt nicht vollsta¨ndig mit nur einer Aufnahme erfasst. Vielmehr be-
darf es mehrerer Aufnahmen aus verschiedenen Scannerpositionen. Dabei wird pro Aufnahme
ein Datensatz erzeugt, dessen Punktdaten zum Scannerkoordinatensystem orientiert sind. Um
aus der Vielzahl der entstandenen Punktewolken einen Datensatz zu erzeugen, mu¨ssen die
Datensa¨tze transformiert werden. Dies geschieht durch eine Koordinatentransformation mit
Ts→g, wobei Punkte im Scannerkoordinatensystem in ein u¨bergeordnetes, globales Koordi-







i i = [0 . . . n] (2.45)
n Anzahl der Punkte
j Index der Aufnahme
Die fu¨r diese Registrierung notwendigen Transformationsmatrizen Ts→gj mu¨ssen pro Auf-
nahme j bestimmt werden. Dafu¨r gibt es verschiedene Verfahren, welche in kommerziellen
Scansystemen bereits integriert sind. Am bekanntesten ist die zeitgleiche Beobachtung co-
dierter oder uncodierter Referenzmarken (auch Passmarken genannt) welche sich ortsfest auf
dem Objekt befinden. Anhand dieser ko¨nnen u¨ber eine Mehrbildtriangulation (Bu¨ndelblock-
ausgleich) die a¨ußeren Parameter der jeweiligen Scannerkamera bestimmt werden. Anhand
der gewonnenen Positionsdaten des Scanners lassen sich die Einzelaufnahmen in ein globales
Koordinatensystem transformieren [Rei99]. In Abbildung 2.30 ist die Mehrbildauswertung
anhand mehrerer Scannerpositionen dargestellt.
Abb. 2.30: Bestimmung der Scannerpositionen durch die Berechnung der a¨ußeren Parameter
der beim Scannen beteiligten KamerasCami durch die Detektion von Passmarken
Pj ortsfest auf dem Objekt
Eine weitere Mo¨glichkeit der Registrierung der Einzelaufnahmen ist die Verwendung von
numerischen Verfahren. Am bekanntesten ist dabei der Iterative-Closest-Point-Algorithmus,
kurz ICP [BM92]. Dabei wird fu¨r eine definierte Punktmenge im Quelldatensatz eine ent-
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sprechende Teilmenge im Zieldatensatz derart gesucht, dass die entstehenden (quadratischen)
Punktabsta¨nde zwischen beiden Teilmengen minimiert werden. Jedoch ist die Lo¨sung des Mi-
nimierungsproblems ein lokales Optimum, welches nicht immer die richtige Lo¨sung erzeugt.
Besonders bei regelma¨ßigen Geometrieelementen wie Ebenen, Kugel, Zylindern etc. liegen
viele Extrema zu nah beieinander, weshalb es zu nicht gu¨ltigen Transformationen kommen
kann.
Die Ausrichtung der einzelnen Datensa¨tze kann auch u¨ber geometriebasierte Landmarken
(technologische Basen) erfolgen. Dabei werden meist mehrfach erfasste, geometrisch einfach
beschreibbare Elemente (Zylinderachsen, Ebenen, etc.) verwendet, die dann zueinander ge-
ordnet und u¨bereinander gelegt werden.
Ferner kann auch die Bewegung des Scanners u¨ber dem Objekt bekannt sein, so zum Beispiel
bei maschinell gefu¨hrten Sensoren mittels Robotern. Dabei ist bei jeder Aufnahme die Posi-
tion des Scanners in Bezug zum (Positionier-)Maschinenkoordinatensystem bekannt, anhand
derer transformiert werden kann.
Allen Ausrichtungen gemein ist, dass es immer zu Transformationsabweichungen durch z. B.
Ungenauigkeiten bei der Detektion von Passmarken kommen kann [Rei99, DK05, Luh10b].
Daraus resultiert eine niedrigere Genauigkeit der zusammengesetzten Teildatenmengen, was
bei der spa¨teren Nutzung der Daten bspw. fu¨r messtechnische Applikationen beru¨cksichtigt
werden muss.
2.7 Einflussfaktoren aktiver Triangulation
Die Verwendung von aktiven Triangulationsverfahren zum Erfassen von Oberfla¨chenpunkten
wird von einer Vielzahl von Faktoren beeinflusst. Neben den genannten physikalischen und
technischen Begrenzungen (Sensorrauschen, Auflo¨sung, Abbildungsfehler, etc.) optischer Sys-
teme spielen im wesentlichen die radiometrischen Eigenschaften des Scannersystems, der Ein-
fluss von Fremdlicht und die Geometrie sowie die Oberfla¨chenbeschaffenheit des Objektes
wesentliche Rollen. Entscheidend zur Datenaufnahme ist die sichere Identifikation eines si-
gnalisierten Bildpunktes in mehreren Kameraperspektiven. Beim Streifenprojektionsverfah-
ren ist die eindeutige und genaue Indexierung der Kanten des Streifenmusters als auch der
projizierten Grauwertstufe beim Phase-Shift-Verfahren notwendig [Gu¨h02, Luh10b, Wio01].
2.7.1 Sensor- und Projektoreigenschaften
Sowohl die verwendeten Kameras als auch der Projektor unterliegen technischen und ra-
diometrischen Begrenzungen, welche die Aufnahmen beeinflussen. So spielen die Fehler der
verwendeten Optiken bei Projektoren und Kameras (vgl. Abschnitt Abbildungsfehler und
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Beeinflussungsfaktoren, Seite 26), sowie die elektronischen Sensoren und Bauteile eine wich-
tige Rolle. So weisen Kameras i. d. R. unterschiedliche Empfindlichkeiten und einen unter-
schiedlichen Dynamikumfang Dyn (vgl. Gleichung (2.46) - Quotient aus gro¨ßtem und kleins-
ten Helligkeitswert hmax und hmin im Bild) auf. Durch Verdeckungen und Abschattungen des
Objektivaufbaues kann ein Lichtabfall (Vignettierung) auftreten. Ferner tritt ein natu¨rlicher
Randlichtabfall auf. Dieser errechnet sich nach dem Kosinus4-Gesetz (2.47) und beschreibt






B(α) = B0 · cos
4 α Bildhelligkeit (2.47)
Bei der Nutzung von Phaseshift-Verfahren ist es entscheidend, dass der projizierte Sinus-
verlauf der Graustufen auch als solcher detektiert wird. Kameras und Projektoren weisen
allerdings einen unterschiedlichen Dynamikumfang und unterschiedliche Farbdarstellungen
auf. Das hat zur Folge, dass der detektierte Sinusverlauf im Sensor gestaucht, bzw. gestreckt
erscheinen kann und somit eine subpixelgenaue Punktberechnung nicht mo¨glich ist. Dies kann
durch die Einfu¨hrung einer U¨bertragungsfunktion zwischen Projektor- und Sensorfarbwerten
korrigiert werden. In den Diagrammen 2.31a und 2.31b sind die U¨bertragungsfunktionen fu¨r
Helligkeitswerte zwischen Projektor und Kamera schematisch dargestellt. Ideale Bedingungen
sind vorhanden, wenn die Helligkeits- und Farbwerte des Sensors denen des Projektors ent-
sprechen. Ist das nicht der Fall, mu¨ssen die Werte, z. B. u¨ber eine Zuordnungstabelle korrigiert
werden.












































Abb. 2.31: Helligkeitsu¨bertragung vom Projektor zur Kamera. Diagramm 2.31b zeigt eine
beispielhafte, reale U¨bertragungsfunktionen ohne Korrekturen. Abbildung 2.31a
stellt den idealen U¨bertragungsverlauf dar.
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2.7.2 Fotometrische Eigenschaften von Oberfla¨chen
Je nach Beschaffenheit und Material haben Oberfla¨chen unterschiedliche foto- bzw. radiome-
trische Eigenschaften. Fu¨r aktive optische Scanverfahren sind insbesondere die Eigenschaften
in Bezug auf sichtbares Licht (Reflexion und Absorption) entscheidend.
Theoretisch la¨sst sich die Reflexion des Lichtes an einer Oberfla¨che in gerichtete, diffuse
und gerichtet diffuse Reflexionen einteilen (Abbildung 2.32). In der Praxis gibt es aber ide-
al diffuse wie auch ideal gerichtet reflektierende Oberfla¨chen nicht. Vielmehr setzt sich die
reflektierte Lichtmenge aus einem diffusen und einem gerichteten, also spiegelnden (specu-
lar), Lichtanteil zusammen (das Modell wird als Uniform Specular-Diffuse Reflection Model
bezeichnet [GTGB84, Bli77]). Andere Ansa¨tze unterteilen den spiegelnden Anteil noch um
einen gla¨nzenden (glossy) Anteil (3C BRDF - three component bidirectional reflectance dis-
tribution function model [Pro12, PP12]). Im Folgenden ist mit spiegelnder und gla¨nzender
Reflexion die gerichtete Reflexion gemeint.
Abb. 2.32: Oberfla¨chen reflektieren die einfallende Lichtmenge auf verschiedene Arten. Links:
ideal diffuse Reflexion, Mitte: gerichtet diffuse Reflexion, Rechts: ideal gerichtete
oder spiegelnde Reflexion (nach Gu¨hring [Gu¨h02])
Gla¨nzende Fla¨chen weisen einen hohen Anteil an direkt reflektierenden Lichtanteilen auf,
wa¨hrend diffuse Fla¨chen unabha¨ngig von der Lichteinfallsrichtung, in alle Richtungen gleich
stark reflektieren. Je geringer der gerichtete Anteil bei der Reflexion ist, desto gleichma¨ßiger
beleuchtet erscheint das Objekt. Die reflektierte Lichtintensita¨t kann mit dem Lambertschen
Gesetz beschrieben werden und ist dabei abha¨ngig vom Winkel δ zwischen Lichteinfallsvektor
~L und Fla¨chennormale ~n. Die reflektierte Lichtintensita¨t ist aber in allen Raumrichtungen
gleich groß.
Iab ∼ cos δ wobei: cos δ = ~L · ~n (2.48)
dann gilt: Iab ∼ ~L · ~n
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Ein hoher Anteil gerichteter Reflexion fu¨hrt in der Regel zu starken U¨berbelichtungen ein-
zelner Pixel im Sensor (sog. Glanzstellen; vgl. Abbildung 2.33 linke Seite). Ferner entsteht
bei stark gerichtet reflektierenden Oberfla¨chen ein deutlicher Helligkeitsunterschied zwischen
Fla¨chen die zum Sensor hin direkt reflektieren und anderen Fla¨chen des Objektes. Ein Aus-
gleich durch la¨ngere Belichtungszeiten fu¨hrt aber zu sta¨rkerem U¨bersteuern der Glanzstellen.
Des Weiteren kann es zu Selbstspiegelungen (Strahlungsaustausch) zwischen Teilfla¨chen des
Objektes kommen. Diese sind besonders bei stark spiegelnden Oberfla¨chen fu¨r die Korres-
pondenzfindung zur Punktidentifizierung problematisch.
Die Absorption des Lichtes beschreibt, wie stark Licht von einer Oberfla¨che aufgenommen
(
”
verschluckt“) und nicht reflektiert wird. Im Vergleich zu einer hellen Fla¨che absorbiert
eine schwarze Oberfla¨chen das Licht fast vollsta¨ndig. Farbige Oberfla¨chen absorbieren ein-
zelne Lichtbestandteile des eingebrachten Lichtes, z. B. absorbieren gelbe Oberfla¨chen den
Blauanteil des Lichtes, der reflektierende rote und gru¨ne Anteil ergibt die gelbe Farbe der
Oberfla¨che. Stark absorbierende Oberfla¨chen erfordern la¨ngere Belichtungszeiten um das we-
nige zuru¨ckgeworfene Licht zu detektieren. Besonders Objekte mit gleichzeitig sehr hellen und
sehr dunklen Fla¨chenbereichen bereiten dahingehend Probleme, dass bei der Verwendung von
nur einer Belichtungszeit pro Messung dunkle Bereiche nicht ausreichend ausgeleuchtet und
somit nicht erfasst werden. Dagegen ko¨nnen helle Bereiche bei zu langem Belichten stark
u¨bersteuern und die projizierten Lichtmuster werden nicht erkannt. In solchen Fa¨llen kann
es hilfreich sein, mehrere Belichtungszeiten bei einer Messung zu nutzen.
Abb. 2.33: Zur Reduzierung des Glanzes wurde ein Objekt mit speziellem Laserscanning-
Entspiegelungsspray beschichtet. Die Glanzstellen (rote Bereiche, links) ko¨nnen
dadurch deutlich reduziert werden. Durch die weiße Farbe wurden auch licht-
absorbierende Bereiche reduziert. Das Objekt ist gleichma¨ßig ausgeleuchtet.
In Abbildung 2.33 ist ein gla¨nzendes Objekt (links) dargstellt, bei dem mittels Beleuch-
tung durch einen Projektor Glanzstellen (u¨berbelichtete Stellen) auftreten. Diese sind an den
rot hervorgehobenen Bereichen zu erkennen. Dasselbe Objekt wurde anschliessend mit ei-
nem speziellen Laserscanning- Entspiegelungsspray beschichtet (rechts). Im Ergebnis kommt
es weniger zu gerichteter Reflexion, vielmehr reflektiert die Oberfla¨che gleichma¨ßig diffus.
44
Einflussfaktoren aktiver Triangulation 2.7
Gleichzeitig sind dunkle Bereiche auf der urspru¨nglichen Oberfla¨che aufgehellt, was zu einer
geringeren Lichtabsorbtion fu¨hrt. Man spricht hier von einer optisch kooperativen Oberfla¨che
[Gu¨h02].
2.7.3 Beleuchtung und Fremdlicht
Beim Streifenprojektionsverfahren werden Projektoren eingesetzt, welche die Oberfla¨che ak-
tiv beleuchten. Die von den Kameras empfangene Lichtmenge6 ha¨ngt von der vom Projek-
tor ausgestrahlten Lichtmenge sowie von den optischen bzw. fotometrischen Eigenschaften
der Oberfla¨che, welche das Licht absorbiert und reflektiert (siehe oben, vgl. auch Abbil-
dung 2.34), ab. Projektoren weisen i. d. R. keine homogene Lichtsta¨rke auf. Besonders an den
Bildra¨ndern nimmt die Helligkeit aufgrund von Abschattungen im Objektivaufbau ab (vgl.
Abschnitt Abbildungsfehler und Beeinflussungsfaktoren, Seite 26). Das Objekt selbst reflek-
tiert nur einen Teil des Lichtes, ein anderer Teil wird absorbiert. Somit fa¨llt nur ein kleiner
Teil der vom Projektor emittierten Lichtmenge vom Objekt zum Sensor. Dort begrenzen
Blendeno¨ffnungszeiten (Belichtungszeiten) sowie die Blendengro¨ße die Menge des einfallen-
den Lichtes auf den Sensor. Teile der vom Projektor emittierten und von der Umgebung diffus
reflektierten Strahlung trifft ebenfalls auf den Sensor, spielt aber erfahrungsgema¨ß bei der
Erkennung des projizierten Musters auf dem Objekt keine Rolle. Die durch Selbstreflexion
und Selbstspiegelung reflektierte Lichtmenge wirkt nachteilig bei der Erkennung von Mustern,
kann aber bei optisch kooperativen Oberfla¨chen der zu erfassenden Objekte vernachla¨ssigt
werden.
Fremdlicht, also Lichtquellen die nicht zum eigentlichen Aufnahmesystem geho¨ren, beein-
flussen den Prozess der aktiven Beleuchtung. Besonders a¨ltere Systeme, die ohne spezielle
Farbfilter arbeiten, sind besonders anfa¨llig gegenu¨ber Fremdlichteinflu¨ssen, z. B. durch Son-
nenlicht. Dies ist insbesondere dann der Fall, wenn wa¨hrend der Musterprojektion sich die
Umgebungslichtverha¨ltnisse (Wolkenzug, Flackern von Leuchtmitteln, etc.) a¨ndern. In Folge
ko¨nnen u¨berbelichtete Bereiche entstehen oder aber die beim Phase-Shift-Verfahren verwen-
dete Grauwertu¨bertragungsfunktion verfa¨lscht werden.
Zeitlich konstante Lichtquellen lassen sich in der Regel durch einfache Bildoperationen ver-
rechnen. Dies ist zum z.B. mo¨glich, indem die Grauwerte Idu,v des unbeleuchteten Bildes von
den Grauwerten Ihu,v des beleuchteten Bildes abgezogen werden (2.49). Das resultierende Bild






6Die Lichtmenge beschreibt den Lichtstrom u¨ber eine bestimmte Zeitdauer.
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Abb. 2.34: Lichtmengenbilanz am Beispiel eines Projektors. Nur der Teil, der auf das Ob-
jekt treffenden emittiertierten Lichtmenge wird zum Sensor hin reflektiert. Der
Betrag der Menge ist von der Geometrie und den fotometrischen Eigenschaften
des Objektes abha¨ngig.
In speziellen Messlaboren kann der Fremdlichteinfluss durch gezielte Elimination der Licht-
quellen wa¨hrend der Aufnahmen minimiert werden. Auch die Verwendung von speziellen
Vorsatzfiltern bei Projektoren und Kameras, die das emittierte Licht nur in engen Wel-
lenla¨ngenbereichen durchlassen, erleichtert das Erfassen der Grauwertmuster trotz Umge-
bungslicht erheblich.
2.7.4 Geometrie
Einen wesentlichen Einfluss auf die Datenaufnahme bei optischen Messverfahren hat die Geo-
metrie des zu erfassenden Objektes. Besonders bei aktiven, triangulationsbasierten Verfahren
und der damit verbundenen ra¨umlichen Trennung von Sender und Empfa¨nger (Projektor
und Kamera) aufgrund der beno¨tigten Triangulationsbasis, ist eine einfache Aussage u¨ber
das Erfassen bestimmter Oberfla¨chenbereiche nicht mehr einfach mo¨glich. Soll ein definierter
Bereich eines Objektes erfasst werden, mu¨ssen fu¨r die Triangulation am Beispiel des Streifen-
projektionsverfahrens folgende Bedingungen erfu¨llt sein:
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• Die verwendete aktive Beleuchtung (Streifenmuster) muss den Bereich beleuchten.
• Die Entfernung vom Objekt zum Projektor muss den entsprechenden optischen Rand-
bedingungen des Projektors (Scha¨rfentiefebereich, Wellenla¨ngenbreich, Fokus, Blende,
Lichtsta¨rke etc.) angepasst sein (siehe Abschnitt Konfiguration und Messfeld, Seite 37).
• Auch die optischen Eigenschaften der Kameras mu¨ssen der entsprechenden Entfernung
sowie an das Objekt angepasst sein.
• Mindestens zwei optische Kameras mu¨ssen das vom Projektor projizierte Streifenmuster
wa¨hrend der Aufnahmesequenz beobachten ko¨nnen. Ein photogrammetrisch kalibrierter
Projektor gilt als inverse Kamera.
• Bei stark gla¨nzenden Oberfla¨chen muss die Lichtreflexion beachtet werden (siehe eben-
falls Abschnitt Konfiguration und Messfeld).
In Abbildung 2.35 ist schematisch die Beleuchtung eines Objektes mittels Projektor darge-
stellt. Es zeigt sich, dass es schon bei geometrischen Primitiven (hier Quader) zu Verdeckun-
gen und Abschattungen kommen kann. Die im Bild ro¨tlich-braun hervorgehobenen Bereiche
sind jene, die nicht beleuchtet werden, welche aber im sichtbaren Bereich der beteiligten
Kamera liegen. Bei komplizierteren Geometrien, insbesondere bei Nuten, Bohrungen oder
filigranen Strukturen ist die Aussage, welche Bereiche, bei welcher Scannerposition erfasst
werden, nicht mehr einfach mo¨glich. Ein na¨chster Aspekt ist, dass bei ungu¨nstiger Projektor-
Kamera-Positionierung es zu Glanzstellen im Kamerabild kommen kann.
Abb. 2.35: Das projizierte Bild des Projektors beleuchtet nur den zum Projektor zugewandten
Teil des Objektes. die Kamera sieht zwar die Ru¨ckseite, das Steifenmuster zur 3D-
Punkt-Berechnung ist aber abgeschattet.
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2.8 Aufnahme- und Beleuchtungstechnik
Bei optischen Triangulationsverfahren werden zur Erzeugung von Abbildungen lichtempfind-
liche Sensoren mit entsprechenden Linsensystemen (Objektive und eventuell verbaute Licht-
filter) verwendet. Moderne Detektorsysteme nutzen zur Messung der einfallenden Lichtmenge
CCD [HM79, Bal08] oder CMOS [JM97, Bak11] -Sensoren. Dabei werden auf den Sensor ein-
fallende Photonen (Lichtteilchen) von einem Halbleiterelement absorbiert und es entstehen
elektrische Ladungstra¨ger, welche gezielt ausgelesen werden ko¨nnen. Grundlage dafu¨r ist der
von Einstein [Ein05] entdeckte photoelektrische Effekt (Abbildung 2.36).
Abb. 2.36: Photoelektrischer Effekt: die einfallenden Photonen werden von einem Detektor-
element absorbiert und erzeugen dadurch elektrische Ladung
Zur aktiven Beleuchtung eines Objektes lassen sich je nach Verfahren verschiedene Systeme
einsetzen. Vor allem die Projektion von monochromatischem Licht durch Laserquellen sowie
Beleuchtung mittels strukturiertem Licht durch Projektoren sind von besonderer Bedeutung.
Punktlaser projizieren einen Punkt auf die Oberfla¨che, der besonders durch seine hohe Licht-
leistung und durch sein enges Frequenzband gut zu detektieren ist. Durch spezielle Optiken
bzw. durch Galvanometerspiegel am Laser ko¨nnen 1D- und 2D- Strukturen erzeugt werden,
die vor allem beim Lichtschnittverfahren genutzt werden. Mittels Dia-, LCD- oder DLP-
Projektoren lassen sich beliebige, auch farbige, Muster auf eine Oberfla¨che projizieren. Bei
Dia- und LCD-Projektoren kommt eine Lichtquelle zum Einsatz, die ein Dia oder ein ent-
sprechendes Flu¨ssigkristalldisplay durchleuchtet. Durch geeignete Objektive wird das Licht
gebu¨ndelt und auf eine Oberfla¨che projiziert. DLP-Projektoren [Ins05] verwenden auf Halb-
leiterelementen montierte Mikrospiegel (DMD digital mircomirror device) die entsprechend
der Anstellung Licht einer Lichtquelle reflektieren oder absorbieren. Diese Art von Projekto-
ren ko¨nnen sehr schnell reagieren (bis zu 70 kHz [DD06]) und sind in hohen Auflo¨sungen mit




Bei der Verwendung von Messsystemen zum Pru¨fen von Geometrieelementen ist es notwen-
dig, Aussagen u¨ber die erreichbare Genauigkeit des Systems zu treffen. Bei komplexen Mess-
systemen ist aufgrund von Abha¨ngigkeiten vieler verschiedener Parameter eine eindeutige
Aussage zur erreichten Genauigkeit kaum mo¨glich. Anhand eines Ishikawa-Diagramms (Ab-
bildung 2.37) lassen sich die Fehlereinflussfaktoren nach Weickmann [Wei10] in ein sog. 5
M’s-Modell einordnen. Demnach haben neben dem eigentlichen Messsystem, welches mit den
Unsicherheiten aus der verwendeten Hardware (Kameras, Objektive, Projektor, mechanische
Lagerung) beschrieben wird, auch u¨bergeordnete Gro¨ßen auf die Messunsicherheit Einfluss.
Die Messstrategie, also die Planung der Messanordnung, die Konfiguration des Sensors (Mess-
feld, etc.), die verwendeten Auswertealgorithmen, das Messobjekt selbst, insbesondere seine
fotometrischen Eigenschaften entscheiden u¨ber die Messunsicherheit des Gesamtsystems. Fer-
ner spielt die Umgebung (Milieu) der Aufnahmen eine wichtige Rolle, da besonders klima-
tische Faktoren (Temperatur, Luftfeuchte) sowie die Beleuchtungssituation auf die Qualita¨t
der Messung einwirkt. Nicht zuletzt ist der Bediener des Systems an der Gro¨ße der Messun-
sicherheiten beteiligt.
Abb. 2.37: Ishikawa-Diagramm, angelehnt anWeickmann in [Wei10] aufgestelltem
”
5 M’s“-
Modell zur Darstellung der Einflussgro¨ßen auf die Messunsicherheit des Systems
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2.10 Zusammenstellung der modellrelevanten Funktionen und
Parameter
Fu¨r das folgende Berechnungsmodell zur Erfassungsplanung sollen ausgewa¨hlte Funktionen
und Eigenschaften des Streifenprojektionsverfahrens beru¨cksichtigt werden. Andere Faktoren
bleiben dagegen unberu¨cksichtigt bzw. werden vereinfacht.
Tab. 2.2: Zusammenstellung aller modellrelevanten Funktionen und Parameter
Funktion / Parameter Umsetzung Begru¨ndung
Triangulationsprinzip indirekt Es wird fu¨r jeden beteiligten Beobachter ein
farblich codierter Fla¨chenbereich beobachtet.
Eine Bestimmung der Koordinate u¨ber den
ra¨umlichen Vorwa¨rtsschritt erfolgt nicht.
Korrespondenzfindung / Codierung indirekt Es werden finite Fla¨chenelemente farblich
codiert.
Ra¨umlicher Vorwa¨rtsschritt keine Es erfolgt keine Punktbestimmung im Raum,
sondern nur eine Aussage u¨ber die Sichtbarkeit
des betrachteten Fla¨chenelementes.
Geometrische Optik / Zentralprojektion erfolgt Es wird zur geometrischen Beschreibung der
Optik das Lochkameramodell genutzt.
Scharfabbildung indirekt Der mo¨gliche Scha¨rfentiefebereich wird in der
Abbildungstransformation behandelt.
Auflo¨sung / Bildmaßstab erfolgt Durch Angabe der Kamerasensorgro¨ße in Pi-
xeln sowie der geometrischen Nachbildung der
Szene wird sowohl die Auflo¨sung als auch der
Bildmaßstab beru¨cksichtigt.
Abbildungsfehler keine Die Abbildungsfehler werden durch geeignete
Objektivauswahl, bzw. durch Kalibrierung der
Kameras und des Gesamtsystems deutlich ver-
ringert. Im Folgenden werden die beschriebe-
nen Abbildungsfehler vernachla¨ssigt.
Abbildungstransformation erfolgt Die Abbildungstransformation wird, wie be-
schrieben, auf der Grafikkarte berechnet.
Phase-Shift-Verfahren keine Die Codierung erfolgt nur im Bereich der fini-
ten Fla¨chenelemente.
Kalibrierung indirekt Das im Modell errechnete Abbild der Szene
wird dem kalibrierten Aufnahmebild gleichge-
setzt. Die, fu¨r die geometrische Optik relevan-
ten Parameter werden aus dem kalibrierten
Scannersystem u¨bernommen.
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Tab. 2.2: Zusammenstellung aller modellrelevanter Funktionen und Parameter (Fortset-
zung)
Funktion / Parameter Umsetzung Begru¨ndung
Konfiguration und Messfeld erfolgt Die Konfiguration wird einer realen Kon-
figuration nachgebildet. Kamera- und
Projektorposition bzw. -Orientierung
werden u¨bernommen. Das Messfeld bzw.
der Bildausschnitt der realen Kameras
werden im Modell nachempfunden.
Mehrbildauswertung keine Es werden keine Scandaten generiert.
Es werden ausschließlich, die aus ei-
ner Scannerposition erfassbaren Ober-
fla¨chenteile berechnet. Somit entfa¨llt eine
Registrierung.
Sensor- und Projektoreigenschaften keine Eine genaue technische Nachahmung von
Sensor- und Projektoreigenschaften er-
folgt nicht. Es wird nur ein optisches Mo-
dell verwendet.
Fotometrische Eigenschaften von Oberfla¨chen vereinfacht Die zu erfassende Oberfla¨che wird als
diffus reflektierend angenommen. Zur
vereinfachten Darstellung von leicht
gla¨nzenden Objekten wird ein direkt re-
flektierender Lichtanteil berechnet. Die
Intensita¨t des Glanzes wird anhand eines
Parameters angegeben.
Beleuchtung / Fremdlicht vereinfacht Die Beleuchtung durch Projektor- und
Fremdlicht wird auf eine normierte Be-
leuchtungsintensita¨t vereinfacht. Fremd-
licht la¨sst sich nach Gleichung (2.49) ver-
nachla¨ssigen, der Projektor wird als Par-
allellichtquelle beschrieben.
sonst. Fehlereinflu¨sse keine Die Fehlerquellen gema¨ß Abschnitt 2.9
und die somit erreichbare Messunsicher-




Das in den vorherigen Kapiteln beschriebene Streifenprojektionsverfahren soll nachfolgend
in einem Simulationsmodell beschrieben werden. Ziel ist es, eine Berechnung der von einem
Scanner erfassten Bereiche (Messpunkte) eines Objektes wa¨hrend einer Reihe von Einzelauf-
nahmen zu ermo¨glichen. Im Weiteren wird von Sichtbarkeitsberechnungen gesprochen. Da-
mit ist die Bestimmung der Oberfla¨chen des Objektes gemeint, welche vom Sensor
”
gesehen“
werden. Dabei werden die notwendigen geometrischen, optisch/physikalischen Eigenschaften
sowie die Scannerkonfiguration eines Streifenprojektionssensors (siehe Tabelle 2.2) abgebildet.
Mit dem Hintergrund der Minimierung mehrerer Einzelaufnahmen und dem Ziel, die erfasste
Oberfla¨che eines Objektes durch gezielte Positionierung des Scanners zu maximieren, ist es
notwendig, die realen physikalischen Zusammenha¨nge an angebrachter Stelle zu vereinfachen
um eine hohe Rechenperformance zu erhalten. Die Berechnung erfolgt weitestgehend auf der
Grafikkarte (GPU - Graphics Processing Unit) da diese leistungsfa¨hige Methoden hinsichtlich
optischer Abbildungen aufweist. Des Weiteren lassen sich Modelle zur Beleuchtungssituation
integrieren um fotometrische Eigenschaften des Materials abzubilden. Das Objekt selber kann
aus einer Vielzahl oberfla¨chenbeschreibender Polygone beschrieben werden um auch Details
wie Defekte und Oberfla¨chenelemente (z. B. Bohrungen, Nuten, enge Radien, etc.) darzustel-
len.
Raytracingalgorithmen kommen nachfolgend nicht zum Einsatz. Die Verfolgung von Licht-
und Sehstrahlen der beteiligten Kameras ermo¨glichen zwar eine genaue Modellierung von Ver-
deckungen, Beleuchtungszusta¨nden (Phase-Shift, Gray-Code-Beleuchtung), Reflexionen und
Materialoberfla¨chen, bedu¨rfen aber eines hohen Rechenaufwandes. Vielmehr werden hard-
warenahe Shaderprogramme verwendet, die eine schnelle Berechnung einzelner Abbildungen
von dreidimensionalen Objekten ermo¨glichen.
3.1 Scanner-Modell
Fu¨r die Modellierung eines Streifenprojektionssensors erfolgt neben der mathematischen Be-
schreibung der optischen Abbildung sowie der Positionierung des Scanners auch die geome-




3.1.1 Positionierung des Sensors
Neben der Beschreibung der optischen bzw. abbildenden Eigenschaften der am System be-
teiligten Kameras bzw. des Projektors, ist der Aufbau des Systems entscheidend. Dabei wird
die Lage und Ausrichtung der Kameras und des Projektors zueinander sowie die Lage und
Ausrichtung des Scanners im Raum definiert. Gleichung (2.31) beschreibt mit den Kamera-
vektoren im Weltkoordinatensystem (Cam-Forward ~cf , Cam-Up ~cu, Cam-Right ~cr, Kame-
raposition p) die Position und Orientierung im Raum. Die Angabe der Kameravektoren kann
unter Verwendung der a¨ußeren bzw. extrinsischen Kameraparameter erfolgen. Diese setzt sich
aus der Position der Kamera im Raum, sowie den Drehwinkeln um die Koordinatenachsen
ω, ϕ und κ zusammen. Die Drehreihenfolge ist abha¨ngig vom verwendeten, im Folgenden
beschriebenen System.
(a) Luftbildaufnahmen (b) Terrestrische Aufnahmen
Abb. 3.1: Je nach Aufnahmesystem unterscheidet man die Reihenfolge der Rotation sowie
die Definition der Kameravektoren
Abbildung 3.1 beschreibt die in der Photogrammetrie u¨blichen Aufnahmesysteme. Bei Luft-
bildaufnahmen 3.1a zeigt die Aufnahmerichtung entgegen der Z-Achse und es erfolgt die
Rotation erst um die Z-Achse des Weltkoordinatensystems um den Winkel κ, dann um Y
(Winkel ϕ) und abschliessend um die X-Achse (Winkel ω). Die entsprechende Rotation ist
mit der Gleichung (3.1) dargestellt.
Raero = Rω Rϕ Rκ (3.1)
Bei terrestrischen Aufnahmen (Abbildung 3.1b) wird eine andere Rotationsreihenfolge ver-
wendet. Diese resultiert auf die entsprechend eingesetzten geoda¨tischen Winkelmessapera-
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turen [Luh10b]. Dabei beschreibt die Y-Achse die Blickrichtung der Kamera. Die Rotation
erfolgt zuerst um die Y-Achse, danach um die Z-Achse und abschliessend um die X-Achse
(Gleichung (3.2)).
Rterra = Rω Rκ Rϕ (3.2)
Fu¨r die Beschreibung der Streifenprojektionssensoren soll die Transformation fu¨r terrestrische



























Unter Angabe der Drehwinkel ω, ϕ und κ so wie der Kameraposition cp kann die Transfor-








TCam(ω, ϕ, κ, cp) = TCam(Rterra, cp) =

cosκ cosϕ− sinκ sinω sinϕ − sinκ cosω cosκ sinϕ+ sinκ sinω cosϕ cpx
sinκ cosϕ+ cosκ sinω sinϕ cosκ cosω sinκ sinϕ− cosκ sinω cosϕ cpy
− cosω sinϕ sinω cosω cosϕ cpz
0 0 0 1


Ein Streifenprojektionssensor besteht aus einer Anzahl von N Kameras und i. d. R. einem
Projektor.
Unter Angabe der entsprechenden Positionen und Orientierungen im Bezugssystem (Bezugs-
system Scanner [ ]S) ko¨nnen fu¨r die beteiligten Kameras und fu¨r den Projektor entsprechen-
de Transformationsmatrizen (TCam i und TProj) aufgestellt werden. Der komplette Scankopf
(TScan) kann ebenfalls mit einer Matrix im Raum (Bezugssystem Welt [ ]
W ) definiert werden:





























Abb. 3.2: Transformationskette eines Punktes aus dem Weltkoordinatensystem in das ent-
sprechende Kamerakoordinatensystem
Die Transformationsabha¨ngigkeiten sind in Abbildung 3.2 dargestellt. Zu sehen sind sowohl
die Bezugskoordiantensysteme der einzelnen optischen Elemente, das des gesamten Scanners
sowie das der Welt. Die Lage der zwei verbauten Kameras wird mit TCam1 bzw. mit TCam2
beschrieben, die Position des Projektors mit TProj . Die Angaben beziehen die auf einen
gemeinsamen Ursprung (Scanner-Koordinatensystem). Der Scankopf selbst wird mit TScan
in der Welt ausgerichtet.
Um alle Kameravektoren vom Kamera- in das Weltkoordinatensystem zu transformieren,
ko¨nnen die Matrizen zur Gesamttransformation TCamtoWorld multipliziert werden. In Glei-
chung (3.6) ist die Transformation fu¨r eine Kamera i dargestellt.
TCamtoWorld = TScanTCam i (3.6)
Daraus ergibt sich die endgu¨ltige Transformation der Kameravektoren im terrestrischen Auf-
nahmesystem ~cf terra, ~cuterra und ~crterra aus Gleichung (3.3):
~cf = TCamtoWorld ~cf terra ~cu = TCamtoWorld ~cuterra ~cr = TCamtoWorld ~crterra
(3.7)
Die Kameraposition cpWelt im Weltkoordinatensystem erfolgt durch die Transformation des













3.1.2 Berechnung der Abbildung eines Objektes
Die im vorherigen Abschnitt definierte Kameraorientierung, dargestellt durch die Vektoren
~cf , ~cu und ~cr sowie der Position der Kamera cpWelt im Weltkoordinatensystem, la¨sst sich die
Positionsmatrix PK und daraus resultierend die Projektionsmatrix PProject analog Gleichung
(2.36) im Abschnitt 2.5.1 aufstellen. Mit der Gleichung
x′ = PProject x (3.9)
kann fu¨r jeden Objektpunkt x der resultierende Bildpunkt x′ im entsprechenden Kamerabild
errechnet werden.
Es la¨sst sich also festhalten, dass ein dreidimensionales Objekt durch die oben angefu¨hrten
Gleichungen in eine Bildebene eines Beobachters transformiert werden kann. Bleibt die Geo-
metrie der einzelnen Beobachter (Kameras und Projektoren) im Sensorkopf fixiert, ergibt
sich sowohl die Transformation abha¨ngig von der Position des Sensors im Raum cpScan im
globalem Koodinatensystem (Welt) als auch durch seine Ausrichtungen ω, ϕ und κ. Die
Abbildungsberechnung erfolgt durch die Grafikkarte (Abschnitt 2.5.2).
3.1.3 Konfiguration des Sensors
Nachfolgend sind alle einstellbaren optischen und geometrischen Parameter fu¨r ein allgemei-
nes Streifenprojektionssystem zusammengefasst ( siehe Tabelle 3.1). Diese unterscheiden sich
in fixe Parameter (Kategorie A), welche sich, nachdem sie einmal ausgewa¨hlt sind, zur Le-
benszeit eines Streifenprojektionssensors nicht a¨ndern. Das sind im verwendeten Modell die
Kameraparameter wie Breite W und Ho¨he H des CCD-Chips in Pixel (siehe Gleichungen
(2.37) und (2.38)) als auch die Parameter des terrestrischen Projektionssystems im Kamera-
koordinatensystem ( ~cf terra, ~cuterra und ~crterra).
Die na¨chste Gruppe von Parametern (Kategorie B) sind jene, die sich nach einer Kalibrie-
rung eines Messfeldes konstant verhalten. Das sind die Brennweite des Objektives und die
damit verbundenen O¨ffnungswinkel θh und θv des Sichtvolumens (siehe Gleichung (2.33) und
Abbildung 2.16b). Weiterhin ist die Position des Projektors sowie der Kameras (TProj und
TCam i) innerhalb des Sensorkopfes mit der Kalibrierung definiert. Als variable Parameter
(Kategorie C) gelten im Modell die Position und Orientierung des Sensorkopfes.
Am Markt befinden sich eine Vielzahl unterschiedlicher Streifenprojektionsscanner. Viele Sys-
teme nutzen einen Projektor und eine bzw. zwei Kameras. So ist der zSnapper der Firma Via-
lux mit einer Kamera sowie einem Projektor ausgestattet. Die Firma Gom nutzt i. d. R. zwei
Kameras und eine Projektionseinheit, wobei bei a¨lteren Systemen nur die Kameras kalibriert
waren. Moderne Systeme unter dem Markennamen Triple Scan kalibrieren sowohl Projektor
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Tab. 3.1: Verwendete Parameter zur Abbildungsberechnung einer einzelnen Sensoraufnah-
me. Die Kategorien beschreiben mit A die zur Lebenszeit des Scanners fixierten
Modellparameter, KategorieB beschreibt die nach der Kalibrierung fixierten Para-
meter und C die Parameter, welche sich innerhalb eines Erfassungsplanes a¨ndern.
Kategorie Variable Beschreibung
A1
W Breite des Bildsensors in Pixel
H Ho¨he des Bildsensors in Pixel
B2
θh Horizontaler O¨ffnungswinkel. Dieser wird aus der eingestellten Brennweite er-
rechnet. (θv kann u¨ber das Ansichts- bzw. Pixelverha¨ltniss der Bildfla¨che be-
stimmt werden)
near Abstand vom Projektionszentrum zur vorderen Ebene des scharf gestellten
Bereiches der Abbildung
far Abstand vom Projektionszentrum zur hinteren Ebene des scharf gestellten Be-
reiches der Abbildung
cpSi Position des Brennpunktes im Scannerkoordinatensystem
ωSi Drehwinkel ω im terrestrischen Aufnahmesystem bezogen auf das Sensorkoor-
dinatensystem
ϕSi Drehwinkel ϕ im terrestrischen Aufnahmesystem bezogen auf das Sensorkoor-
dinatensystem
κSi Drehwinkel κ im terrestrischen Aufnahmesystem bezogen auf das Sensorkoor-
dinatensystem
C3
cpWScan Position des Sensors im Weltkoordinatensystem
ωWScan Drehwinkel ω im terrestrischen Aufnahmesystem bezogen auf das Weltkoordi-
natensystem
ϕWScan Drehwinkel ϕ im terrestrischen Aufnahmesystem bezogen auf das Weltkoordi-
natensystem
κWScan Drehwinkel κ im terrestrischen Aufnahmesystem bezogen auf das Weltkoordi-
natensystem
1 zur Lebenszeit des Scanners fixierte Parameter4
2 mit der Kalibrierung des Scanners fixierte Parameter4 einer Kamera bzw. eines Projektors (Index i)
3 wa¨hrend des Scannens variable Parameter4
4 Es werden nur die im Berechnungsmodell verwendeten Parameter dargestellt.
als auch beide Kameras. Dabei ist der Projektor mittig zwischen den Kameras positioniert.
Die Firma Breuckmann (AICON GmbH) nutzt ebenfalls kalibrierte Projektoren und Kame-
ras, ordnet diese aber asymmetrisch um den Projektor an. Bei allen Sensoren werden die
Auflo¨sungen der Kameras sowie der digitalen Projektoren angegeben. Verschiedene Mess-
felder werden durch A¨nderung der Objektive, fakultativ durch die A¨nderung der Absta¨nde
zwischen den Optiken erreicht. Die in Tabelle 3.1 erforderlichen Parameter der Kategorie A












Abb. 3.3: Messfeldkonfiguration ga¨ngiger Streifenprojektionssysteme. Diese unterscheiden
sich in der Anzahl der Kameras Cam sowie der Anordnung der Projektoren Prj.
Als Messfeldmitte ist jeweils der Zielpunkt T abgebildet. Die Triangulationswinkel
werden mit α, β und γ bezeichnet.
3.2 Werkstu¨ckgeometrie
Fu¨r die Sichtbarkeitsberechnung ist die genaue Geometrie der zu erfassenden Szene notwen-
dig. Dabei spielt sowohl das eigentlich zu erfassende Objekt, als auch Objekte in unmittelbarer
Umgebung eine Rolle. So ko¨nnen z. B. Einspannvorrichtungen das Objekt in einer Kameraan-
sicht verdecken oder das projizierte Licht des Projektors abschatten. Das hat zur Folge, dass
keine Koordinaten auf der Oberfla¨che des Objektes bestimmt werden ko¨nnen.
Die Geometrien der Objekte ko¨nnen aus verschiedenen Datenquellen gewonnen werden. Zum
einen sind das native dreidimensionale CAD-Daten, welche wa¨hrend der rechnergestu¨tzten
Konstruktion der Objekte entstehen. CAD-Daten beschreiben die Geometrie eines Objek-
tes durch analytische Fla¨chenbeschreibungen wie Ebenen, Kugeln oder Splinefla¨chen. Durch
Verschneidung der Teilfla¨chen entsteht die Bauteilgeometrie.
Zum anderen ko¨nnen Oberfla¨chen mit diskreten Koordinaten beschrieben werden. Im ein-
fachsten Fall ist das eine Punktewolke, die die Objektoberfla¨che abbildet. Zwischen den
einzelnen Punkten existiert keine Information u¨ber die Fla¨che, ferner liefern reine Punkt-
koordinaten keine Angabe daru¨ber, in welcher Richtung das Objektinnere liegt. Durch eine
Verbindung der einzelnen Punkte zu Polygonen wird eine diskrete, sowie fla¨chenhafte Be-
schreibung der Oberfla¨che mo¨glich. Im einfachsten Fall geschieht dies durch die Triangulation
der Punkte zu Dreiecksnetzen. Damit kann eine konsistente Objektoberfla¨che erzeugt werden,
welche auch Angaben u¨ber die Fla¨chenorientierung ermo¨glicht. Die Koordinateninterpolati-
on zwischen den gegebenen Messpunkten, also auf einer Polygonfla¨che, erfolgt i. d. R. linear
zwischen den Eckpunkten eines Polygons.
Eine weitere Form diskreter Geometriebeschreibung ist die Darstellung des Objektes in Vo-
lumendaten. Dabei wird einem ra¨umlichen Bereich (Voxel) eine entsprechende Intensita¨t zu-
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geordnet. Ein komplettes Objekt wird aus einer Vielzahl Voxel dargestellt. Die jeweilige
Intensita¨t eines Voxel resultiert bei Ro¨ntgentomographen aus der unterschiedlichen Ro¨nt-
genabsorption eines Materials [CN12]. Bei entsprechender Angabe von Referenzintensita¨ten
kann sowohl die innere als auch die a¨ußere Oberfla¨che (Grenzfla¨che) eines Objektes bestimmt
werden.
(a) Originale Kurve (b) niedrige Abtastung (c) hohe Abtastung
Abb. 3.4: Diskretisierung einer Kurve durch diskrete Punkte. Dabei liegen die Punkte exakt
auf der Kurve. Zwischen den Punkten wurde linear interpoliert. Abbildung 3.4a
zeigt die originale Kurve, wa¨hrend Abbildung 3.4b und 3.4c eine niedrige bzw.
hohe Diskretisierungsdichte darstellen.
Diskrete Daten ko¨nnen unterschiedlich fein aufgelo¨st sein. Das bedeutet, dass die Anzahl an
Messpunkten, bzw. Polygonen pro Fla¨chenausschnitt variiert. Ho¨her aufgelo¨ste Daten (hohe
Anzahl an Punkten pro Fla¨che) erlauben eine feinere Beschreibung der Fla¨che (Abbildung
3.4 zeigt die Diskretisierung einer Kurve anhand von Punkten und Linien), mit der Folge ei-
nes ho¨heren Datenvolumens aber geringerer Abweichung bei der Interpolation zwischen den
Datenpunkten zur originalen Objektoberfla¨che. Die Auflo¨sung kann sich u¨ber der Oberfla¨che
des Originals a¨ndern. Ebene Bereiche beno¨tigen wenige Punkte bzw. Polygone zur Abbil-
dung. Gekru¨mmte Fla¨chenbereiche beno¨tigen, je nach geforderter Genauigkeit eine ho¨here
Auflo¨sung. Des Weiteren zeigt Abbildung 3.4b, dass obwohl die Punkte exakt auf der Ober-
fla¨che liegen, es bei stark gekru¨mmten Bereichen zu einem gro¨ßeren Sehnenfehler kommen
kann.
Zur nachfolgenden Sichtbarkeitsberechnung sind oberfla¨chenbeschreibende Dreiecke
zielfu¨hrend!
Deshalb mu¨ssen die einzelnen Oberfla¨chenrepra¨sentationen zu Dreiecksnetzen umgewandelt
werden. Die Umwandlung von CAD zu Polygonnetzen geschieht durch die Berechnung ein-
zelner Oberfla¨chenpunkte, welche zu Polygonen verbunden werden. Polygone mit mehr als
drei Eckpunkten lassen sich in Dreiecke aufteilen. Die meisten CAD-Programme liefern diese
Funktion (z. B. u¨ber den Export in eine Dreiecksnetzdatei, beispielsweise ins STL-Format),
bei der i. d. R. keine Nacharbeit fu¨r ein konsistentes Dreiecksnetz no¨tig ist. Das entstehende
Netz ist, je nach Oberfla¨chenstruktur (Ebene, Kurven, etc.) verschieden fein aufgelo¨st. Fer-
ner ist auch die Generierung eines gleichma¨ßigen Dreiecksnetzes mo¨glich. In Abbildung 3.5
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ist eine Flanschscheibe in verschiedener Geometrierepra¨sentation zu sehen. Ausgehend vom
CAD-Modell (Abbildung 3.5a) ist ein abgeleitetes Dreiecksnetz1 (Abbildung 3.5b) zu se-
hen, welches, je nach Kru¨mmung der Oberfla¨che, verschieden fein diskretisiert ist. Speziellere
Softwareprodukte aus dem Reverse Engineering Bereich z. B. Geomagic Studio (3DSystems)
ermo¨glichen die Generierung homogener Dreiecksnetze aus CAD-Daten (Abbildung 3.5c).
Dabei ist eine gleichma¨ßige Diskretisierung u¨ber die komplette Objektoberfla¨che erreichbar.
(a) CAD - Geometrie (b) Aus CAD-Daten generiertes
Dreiecksnetz
(c) Homogenes Dreiecksnetz
Abb. 3.5: In den Abbildungen 3.5a bis 3.5c sind verschiedene ausgewa¨hlte Datenre-
pra¨sentation eines Flansches dargestellt.
3.3 Berechnung der Sichtbarkeit einer Einzelaufnahme
Zur schnellen Berechnung der eigentlichen Sichtbarkeit soll die Grafikkarte mit der Mo¨g-
lichkeit, den Renderprozess durch die Verwendung von Shaderprogrammen zu modifizieren,
genutzt werden. Die positionierte Szene mit dem zu erfassenden Objekt sowie die im Um-
feld befindlichen Elemente (z. B. Einspannungen) werden von jeder beteiligten Kamera bzw.
dem Projektor beobachtet (Abbildung 3.6). Fu¨r jeden Beobachter wird bestimmt, welcher
Oberfla¨chenteil zu sehen ist, bzw. auf welchen Teil das Lichtmuster projiziert wird. Anhand
der einzelnen Aussagen zur Sichtbarkeit des Objektes im Beobachter werden die gesehenen
Bereiche der kompletten Einzelaufnahme errechnet (vgl. nachfolgend Abschnitt 3.3.5).
Zur Beru¨cksichtigung der Verdeckungssituationen erfolgt eine genaue geometrische Beschrei-
bung der Objekte in der Szene mit einem hinreichend hohen Detailreichtum. Des Weiteren
mu¨ssen die vorhandenen Beleuchtungssituationen nachempfunden werden. Dazu za¨hlt das
Reflexionsverhalten des Objektes auf die Beleuchtung durch den Projektor (siehe Abschnitt
2.7.2) sowie die Einflu¨sse der jeweiligen Objektivkonstruktion, welche zur Vignettierung als
1Erstellt mit Exportfunktion von Solid Works (Dassault Systemes)
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Abb. 3.6: Prinzip zur Berechnung einer Einzelaufnahme. Eine Szene wird von Projektor und
einer Anzahl n Kameras beobachtet. Fu¨r jeden Beobachter wird die Sichtbarkeit
aus dieser Perspektive bestimmt. Abschliessend erfolgt die Berechnung der Gesamt-
sichtbarkeit und somit die Aussage u¨ber erfasste Bereiche.
auch zum Randlichtabfall fu¨hren (siehe Abschnitt 2.4). Ferner mu¨ssen die Scha¨rfentiefe einer
Kamera (Abschnitt 2.3.3) sowie die Kameraparameter wie Sensorgro¨ße und O¨ffnungswinkel
(Abschnitt 2.5) in die Berechnung einfließen. Abbildungsfehler, die durch Kalibrierung des
Systems heraus gerechnet (z. B. Verzeichnungen) oder durch Verwendung spezieller Opti-
ken bzw. Filter vermieden werden (z. B. Aberrationen o. Fremdlichteinflu¨sse), finden keinen
Einfluss auf die Berechnung. Fu¨r die Gesamtaussage zur Sichtbarkeit wird die Scannerkonfi-
guration mit den jeweiligen Projektor- und Kameraorientierungen sowie die Lage des Sensors
selber u¨ber dem Objekt beru¨cksichtigt.
3.3.1 Datenrepra¨sentation und Finite Fla¨chenelemente
Das Prinzip der Berechnung beruht darauf, die Oberfla¨che eines Objektes in finite Fla¨chen-
elemente zu zerlegen. Diese werden aus verschiedenen Perspektiven (Scannerkameras, Projek-
tor) beobachtet und identifiziert. Anschließend wird, je nach Scannerkonfiguration gepru¨ft, ob
ein Fla¨chenelement vom Projektor beleuchtet und von einer oder mehreren Kameras gesehen
wurde. Damit entsteht eine Aussage daru¨ber, ob ein Fla¨chenelemente mit dieser Sensorposi-
tion erfasst wird.
Zur Repra¨sentation der Objekte kommen Dreiecksnetze zum Einsatz, wobei die Dreiecke
selbst die erforderlichen finiten Fla¨chenelemente darstellen. Die U¨bergabe der Dreiecke er-
folgt in Form einer Liste, wobei der Index in der Liste dem entsprechenden Code des Drei-
62
Berechnung der Sichtbarkeit einer Einzelaufnahme 3.3
eckelementes entspricht. Verdeckungselemente oder nicht relevante Bereiche eines Objektes
erhalten eine separate Codierung.
Abbildung 3.7 zeigt einen Sensorkopf, welcher mit einem Projektor Prj und einer Kamera
Cam bestu¨ckt ist. Ebenfalls dargestellt ist ein beliebiges Finites Fla¨chenelement des Objektes
mit einem darin befindlichen Objektpunkt P. Sowohl Projektor als auch Kamera schauen auf
diesen Objektpunkt (dargestellt durch Sehstrahlen), wobei der Sehstrahl des Projektors durch
ein Verdeckungsobjekt behindert wird. Somit kann nicht in jedem Beobachter (im Beispiel der
Projektor) das Element detektiert werden, was zur Folge hat, dass der Punkt nicht beleuchtet
wird und somit keine 3D-Koordinaten errechnet werden.
Abb. 3.7: Sehstrahl ausgehend vom Sensorkopf (Cam..Kamera; Prj..Projektor zum, im fini-
ten Fla¨chenelement liegenden, Objektpunkt P.
Die Gro¨ße der finiten Fla¨chenelemente muss dem Abbildungsmaßstab der Kamerasensoren
angepasst werden. Sind die Elemente zu klein, ko¨nnen im Auflo¨sungsbereich eines Pixels
mehrere Elemente liegen, wobei aber nur eines detektiert werden kann. Bei zu groß gewa¨hlter
Elementgro¨ße sinkt der Detailgrad bei der Aussage zur Sichtbarkeit. Der Bildmaßstab Mb
la¨sst sich bei mittlerer Aufnahmeentfernung h∗ (vgl. Abschnitt 2.3.5) mit dem dabei erfassten
Bildausschnitt bezogen auf die Anzahl der Pixel errechnen. Um finite Elemente sicher zu
erkennen, welche schra¨g zur Aufnahmerichtung liegen (vgl. Abb. 2.16), wird der Betrag um
einen winkelabha¨ngigen Faktor (Winkel γ) erho¨ht. Somit ergibt sich eine mo¨gliche Gro¨ße lfin





Am Beispiel der Dreiecke in der Verwendung als finite Fla¨chenelemente kann der Wert lfin als
die durchschnittlichen Kantenla¨nge in einem homogenen Dreiecksnetz interpretiert werden.
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3.3.2 Codierung finiter Fla¨chenelemente
Die benannte Codierung der finiten Fla¨chenelemente erfolgt durch eine spezifische Farbe. Dies
ist von Vorteil, da die Farben im gerenderten Abbild der Szene fu¨r jede Kameraperspektive di-
rekt ausgelesen werden ko¨nnen. Diese Form der Codierung wird ha¨ufig in der Computergrafik
verwendet, um Elemente eindeutig im gerenderten Abbild zu selektieren. Bekannte Verfahren
sind z. B. das Semantic Pointing [BGBL04, EF08] oder die Verwendung von Koordinaten-
bzw. Pickingbuffern.
Die Berechnung der Farbe, repra¨sentiert durch vier Farbkana¨le mit je 256 Intensita¨ten, erfolgt
durch die Zerlegung des jeweiligen Dreiecks-Indizes in Form eines Integers2 in ein Byte3-Array,
wobei jedem Byte eine Farbintensita¨t Rot, Gru¨n, Blau und Alpha (Durchsichtigkeit oder
Transparenz) zugeordnet wird. Am Beispiel der Dreiecks-ID 105873 erfolgt die Bestimmung
der entsprechenden Farbe u¨ber deren Bina¨rdarstellung:
ID als Integer: 105873








und der daraus resultierenden Auswertung der Farbkana¨le:
Rot = 145 Gru¨n = 157
Blau = 1 Alpha = 0
Abbildung 3.8 zeigt fu¨nf Dreiecke verschiedener Indizes und deren Codierung durch eine
Farbe. Zwar ist der Wertebereich der codierbaren Indizes nicht unendlich groß (maximal
3.13 · 1022), jedoch fu¨r die zu erreichende Anwendung mit einer Objektdarstellung mit bis
zu mehreren Millionen Dreiecken ausreichend.
Abb. 3.8: Gema¨ß eigener Dreiecks-ID farbcodierte Dreiecke
2Ganzzahliger Datentyp in der Informatik, Gro¨ße 32Bit
3Datentyp, Gro¨ße 8Bit
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3.3.3 Beru¨cksichtigung der Beleuchtungssituation
Fu¨r jedes gerenderte finite Fla¨chenelement soll die Beleuchtungssituation und damit die
Mo¨glichkeit der Codierung beim Streifenprojektionsverfahren durch die genannten Streifen-
und Phase-Shift-Sequenzen (Abschnitt Codierung, Seite 34, und Phase-Shift-Verfahren, Seite
35), simuliert werden. Wie bereits beschrieben, erfolgt die Codierung zur Lo¨sung des Kor-
renspondenzproblemes (Abschnitt Korrespondenzproblem und Codierung, Seite 13) bei Strei-
fenprojektionssensoren u¨ber die zeitliche Codierung durch Lichtmuster (Streifen). Zur feh-
lerfreien Detektion des Lichtmusters ist es notwendig, dass die beleuchteten Bereiche in der
Beobachterkamera nicht unter- oder u¨berbelichten. Ferner sollte der Hell-Dunkel-Kontrast
erkennbar sein. In Abbildung 2.34 auf Seite 46 ist eine quantitative Lichtbilanz eines Sensor-
Projektor-Systems dargestellt, welche erla¨utert, aus welchen Lichtmengen das in der Kamera
auftreffende Licht zusammengesetzt ist. Erfahrungsgema¨ß spielt hauptsa¨chlich, die vom Pro-
jektor direkt auf das Objekt emittierte Lichtmenge eine Rolle. Entscheidend dabei ist, wie
stark das auftreffende Licht diffus und gerichtet zum Beobachter hin reflektiert wird (siehe
Abschnitt Fotometrische Eigenschaften von Oberfla¨chen, Seite 43).
Zur Berechnung der Lichtintensita¨ten, welche im Beobachter pro Bildpunkt empfangen wer-
den, soll ein fu¨r die Computergraphik entwickeltes Beleuchtungsmodell verwendet werden. Bei
Beleuchtungsmodellen unterscheidet man zwischen globalen und lokalen Beleuchtungsmodel-
len. Globale Modelle berechnen die Lichtausbreitung unter Beru¨cksichtigung der komplet-
ten Szene von Objekten sowie deren fotometrischen Eigenschaften und kommen hier nicht
zum Einsatz. Vielmehr soll die Lichtberechnung fu¨r jedes Fragment einer Oberfla¨che lokal
unter Beru¨cksichtigung von Material- und Geometrieeigenschaften erfolgen. Ga¨ngige lokale
Beleuchtungsmodelle sind z. B. das Phong-Beleuchtungsmodell [Pho75], welches schnell bere-
chenbar aber nicht physikalisch validiert ist, oder das Torrance-Sparrow-Beleuchtungsmodell
(Cook-Torrance-Beleuchtungsmodell) [CT81]), welches physikalisch plausibel ist und auch
Brechungseffekte beru¨cksichtigt.
Die von einem Oberfla¨chenfragment in Richtung des Beobachters ausgesendete Lichtmenge
ist unter Beachtung des Energieerhaltungssatzes, die Summe aus emittierter, absorbierter
und reflektierter Lichtmenge [Kaj86, PH04]. Im Anwendungsfall werden passive Oberfla¨chen
betrachtet, weshalb der Anteil an emittierter Lichtmenge gleich 0 ist.
Der reflektierte Anteil setzt sich aus der Reflexion aller auf den Objektpunkt eintreffender
Lichtmengen zusammen. Dieser Reflexionsanteil la¨sst sich mit der bidirektionalen Reflektanz-
verteilungsfunktion (Bidirectional Reflectance Distribution Function - BRDF ) ausdru¨cken,
welche allgemein die Beziehung von bestrahlter zu reflektierter Lichtmenge darstellt (Glei-
chung (3.11)). Diese ist im Wesentlichen abha¨ngig von den Winkeln zwischen Beochbachter-
richtung ~V und der des einfallenden Lichtes ~L zur Fla¨chennormalen des betrachteten Ob-
jektpunktes [Nic65] und gilt i. d. R. fu¨r einen engen Wellenla¨ngenbereich λ.
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Des Weiteren ko¨nnen Parameter das fotometrische Verhalten (Material) einer Oberfla¨che
definieren, wobei zwischen isotropem und anisotropem Material unterschieden wird. Bei ani-
sotropem Material ist die Reflexion abha¨ngig von der Materialorientierung in Bezug auf Blick-
und Lichtrichtungsvektor und fu¨hrt zur richtungsabha¨ngigen Reflexion. Reflexionsisotropie
tritt in diesem Zusammenhang z. B. bei gefra¨stem oder gebu¨rstetem Metall auf (Abbildung
3.9).
Abb. 3.9: Reflexionsverhalten isotroper (linke Kugel) und anisotroper Materialdefinition
(rechte Kugel) [Mar14]
Ferner gilt fu¨r ein physikalisch plausibles Modell, dass die reflektierte Lichtintensita¨t in Rich-
tung des Betrachters, beim Vertauschen von Licht- und Beobachterposition, gleich groß ist
(es gilt die sog. Helmholz-Reziprozita¨t, [PH04], Gleichung (3.12)).
BRDF (~V , ~L)λ = BRDF (~L, ~V )λ (3.12)
Die Ausfu¨hrung eines BRDF- Modells kann je nach Material, der zu erreichenden Abbildungs-
qualita¨t, der verfu¨gbaren Rechenleistung oder anderer Randbedingungen angepasst werden.
Weiter kann die Beschreibung des reflektierenden Lichtes durch einen umgebenden (ambient,
Faktor a), diffusen (Rdiff ) und einen gla¨nzenden (Rspec, specular) Anteil getrennt beschrie-
ben und mittels Superpositionsprinzip aufsummiert werden [Pho75, CT81]. Es gilt Gleichung
(3.13) wobei meist s+ d+ a = 1 ist.
BRDF (~V , ~L)λ = sRspec(~V , ~L) + dRdiff (~V , ~L) + a (3.13)
Die Aufstellung eines BRDF-Modells kann durch die Beschreibung mit physikalisch inter-
pretierbaren Parametern erfolgen (z. B. das He-Beleuchtungsmodell [HTSG91]). Diese lassen
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sich (theoretisch) durch verschiedene Messverfahren bestimmen. Alternativ lassen sich em-
pirische Funktionen aufstellen, welche nur zum Teil physikalisch herleitbare Parameter zur
Beschreibung von Reflexionseigenschaften nutzen.
Das verwendete Berechnungsmodell nutzt einen empirischen Ansatz, da vorzugsweise eine
quantitative Aussage zur Beleuchtungssituation getroffen werden soll. Schwerpunktma¨ßig
geht es um die Beschreibung der Projektorlichtreflexionen bei verschiedenen, weiß mattierten
Materialien. Eine fotorealistische Darstellung eines Objektes ist nicht das Ziel. Verwendet
wird ein an das Phong-Blinn Beleuchtungsmodell [Bli77] angelehntes lokales Reflexionsmo-
dell. Dieses ist nicht physikalisch plausibel, genu¨gt aber fu¨r eine einfache Berechnung von
u¨ber- bzw. unterbelichteten Bereichen im Kamerabild.
Der technische Aufbau eines Projektors mit verschiedenen Optiken (Projektionszentrum) als
auch die relativ große Entfernung zwischen Lichtquelle und Oberfla¨che ermo¨glicht die In-
terpretation als punktfo¨rmige Lichtquelle. Weitere Lichtquellen werden nicht beru¨cksichtigt,
da deren Einfluss durch den Hellbild-Dunkelbild-Abgleich (siehe Gleichung (2.49)) weitestge-
hend eliminiert werden kann. Da heutige Scansysteme sehr schnelle Aufnahmen im Sekunden-
und Millisekundenbereich ermo¨glichen, ko¨nnen auch Lichtschwankungen wa¨hrend der Strei-
fensequenz durch externe Lichtquellen unbeachtet bleiben. Zusa¨tzlich arbeiten moderne Pro-
jektoren mit speziellen Farbfiltern, welche nur einen engen Wellenla¨ngenbereich (z. B. die
Blue Light Technology der Firma Gom GmbH [Gom12a]) beru¨cksichtigen. Als weitere An-
nahme gilt, dass das Licht des Projektors gleichma¨ßig auf ein Objekt projiziert wird. Ein
Randlichtabfall mit steigendem Winkel zur optischen Achse des Projektors soll keinen Ein-
fluss haben. Ferner werden nur lichtundurchla¨ssige, isotrope Objektoberfla¨chen betrachtet die
u¨berwiegend diffus reflektieren (keine Spiegelungen und Selbstspiegelungen).
Die zum Aufstellen der Reflektanzfunktion notwendige Geometrie ist in Abbildung 3.10 dar-
gestellt. Ausgehend von einem Objektpunkt P mit der Fla¨chennormale ~n kann der Licht-
richtungsvektor ~L in Richtung der Lichtquelle L, sowie der Blickrichtungsvektor ~V zum
Projektionszentrum O aufgestellt werden. Betrachtet wird der Objektpunkt P, welcher bei
einem bestimmten Fragment des zu berechnenden Kamerabildes beobachtet wird. Die Ori-
entierung der Kamera ( ~cf , Blickrichtungsvektor der Kamera) wird durch die Achse OT, die
Ausrichtung des Projektors ( ~pf) durch die Achse LT beschrieben.
Abb. 3.10: Geometrie der Beleuchtungssituation fu¨r die Bildfragmentberechnung
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Die am Objektpunkt eintreffende Lichtintensita¨t entspricht, mit den oben genannten Ein-
schra¨nkungen des Projektorlichtes, an jeder Stelle der Objektoberfla¨che einer normierte Men-
ge mit dem Betrag Ian = 1 (3.14) multipliziert mit einem Faktor t, welcher abha¨ngig von der
Entfernung zwischen Objektpunkt und Lichtquelle PL ist.
Ian = Inorm t(PL) (3.14)
Die Berechnung der reflektierten Lichtintensita¨t Iab in Bezug auf die eingehende Lichtinten-
sita¨t Ian erfolgt durch Umstellen der Gleichung (3.11) zu (3.15). Damit kann fu¨r ein beliebiges
Objektoberfla¨chenelement unter Verwendung der entsprechenden Beleuchtungsgeometrie (~V
und ~L) die in Richtung des Beobachters ~V abgegebene Lichtintensita¨t errechnet werden.
Iab = Ian ·BRDF (~V , ~L) (3.15)
Die im Modell verwendete Reflektanzfunktion la¨sst sich in einen ambienten, diffusen und
gla¨nzenden Anteil unterteilen und mittels Superposition zu einer Funktion u¨berlagern (3.16).
Dabei sind a¨quivalent zu Gleichung (3.13) die Anteile der einzelnen Reflexionsarten mit den
Faktoren a, d und s einstellbar.
Iab = Ian · (sRspec(~V , ~L) + dRdiff (~V , ~L) + a) (3.16)
Zur Beschreibung der diffusen Reflexion wird das Lambert-Modell verwendet. Besonders da-
bei ist, dass die reflektierte Lichtintensita¨t unabha¨ngig zur Betrachtungsrichtung gleich groß
ist. Sie ist nur vom Winkel αnL des eintreffenden Lichtstrahles ~L und der Normale ~n des be-
trachteten Oberfla¨chenelementes abha¨ngig. Die Konstante kd wird als diffuser Reflexionsgrad
oder auch als diffuse Albedo bezeichnet und wird im Bereich [0, 1] angegeben.
Rdiff (~V , ~L) = kd cos αnL = kd ~n · ~L wobei αnL = ∡(~n, ~L) (3.17)
Der Anteil der gla¨nzenden (specular) Reflexion nutzt das Phong-Blinn Reflexionsmodell um
eine einfache Reflexionsabscha¨tzung zu realisieren. Dabei wird der absolute Winkel zwischen
dem halbierenden und normierten Vektor ~H (3.19) und der Fla¨chennormale ~n mit einem
Materialkennwert fu¨r die Glanzeigenschaft der Oberfla¨che n (n ≥ 1) potenziert (3.18). Je
gro¨ßer der Wert n ist, desto kleiner erscheint der Glanzfleckradius (Im Anhang Abb. A.3
und Diagramm A.4 sind der Einfluss des Glanzfaktors am Beispiel einer Kugel-Szene abge-
bildet.). Folglich wirkt die Glanzstelle fu¨r den Beobachter intensiver. Der Faktor ks ist der
Glanzlichtreflexionsgrad im Bereich [0, 1].
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Rspec(~V , ~L) = ks |cosαnH |
n = ks
∣∣∣~n · ~H∣∣∣n wobei αnH = ∡(~n, ~H) (3.18)
mit
~H =
~V + ~L∣∣∣~V + ~L∣∣∣ (3.19)
Damit la¨sst sich die Lichtintensita¨tsberechnung an einem angegebenen Oberfla¨chenelement
fu¨r einen Beobachter wie folgt zusammenfassen (3.20).
Iab = Ian · (s ks
∣∣∣~n · ~H∣∣∣n + d kd ~n · ~L+ a) (3.20)
Abbildung 3.11 zeigt den Einfluss des Glanzfaktors n. Der Anteil an diffuser und gla¨nzender
Reflexion ist u¨ber alle Bilder der Kugel konstant (d kd = 0.75, s ks = 0.25, a = 0). Zu sehen
ist, dass sich die Verteilung der Glanzreflexion deutlich von einer u¨berwiegend diffus erschei-
nenden Kugeloberfla¨che bis hin zu einer gla¨nzenden Kugel a¨ndert. Eine genaue Darstellung
des Einflusses des Glanzfaktores n ist im Anhang A.2 aufgefu¨hrt.
(a) n = 8 (b) n = 32 (c) n = 64
Abb. 3.11: In den Abbildungen 3.11a, 3.11b und 3.11c sind unterschiedliche Glanzintensita¨ten
n mit 8, 32 und 64 dargestellt. Der Anteil an diffuser Reflexion betra¨gt 75%, der
Anteil gla¨nzender Reflexion ist 25%.
Im Folgenden ist die Superposition aus diffuser und gla¨nzender Reflexion am Beispiel ei-
ner Kugel dargestellt. Abbildung 3.12a zeigt den Anteil diffuser Lichtintensita¨t, wie sie vom
Beobachter (Kamera) aufgefangen wird. Die mittlere Abbildung 3.12b zeigt den Anteil an
gla¨nzender Reflexion. Dieser zeigt hauptsa¨chlich, in Abha¨ngigkeit des Materialkennwertes n,
am Glanzpunkt ho¨here Intensita¨ten auf. Im Ergebnis 3.12c entsteht ein Intensita¨tsbild, wel-
ches fu¨r jedes Oberfla¨chenfragment Lichtintensita¨ten im Bereich [0, 1] bzw. [schwarz, weis]
aufweist. Diese Intensita¨ten ermo¨glichen unter Verwendung geeigneter Grenzwerte eine ten-
denzielle Aussage ob ein Bereich unter- bzw. u¨berbelichtet aufgenommen wird.
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(a) diffuser Reflexionsanteil (b) gla¨nzender Reflexionsanteil (c) Superpositionierung diffuser
und gla¨nzender Reflexionsan-
teile
Abb. 3.12: Superposition diffuser und gla¨nzender Reflexionsanteile
Zusammenfassend kann festgestellt werden, dass die fotometrischen Eigenschaften einer Ober-
fla¨che durch einen umgebenden, einen diffusen und einen vereinfachten gla¨nzenden Anteil be-
schrieben werden. Die Beschreibung der einfallenden Lichtintensita¨t wird in Form eines licht-
quellenentfernungsabha¨ngigen Wertes Ian angenommen, wobei die zuru¨ckreflektierte Lichtin-
tensita¨t Iab sich in Abha¨ngigkeit der Geometrie, der Faktoren fu¨r gla¨nzende und diffuse
Reflexion s ks, d kd bzw. a, sowie eines Glanzfaktors n berechnen la¨sst.
Die Entfernungsabha¨ngigkeit der Lichtintensita¨t ergibt sich aus der Annahme, dass der Licht-
strom, welcher sich von einer punktfo¨rmigen Lichtquelle ausbreitet mit dem Quadrat des
Abstandes kleiner wird [Nic70, FDFH90].
Eine genaue physikalische und fotometrische Modellierung des Objektmaterials erfolgt nicht,
da die mathematische Beschreibung sowie die Bestimmung der dafu¨r notwendigen Parame-
ter nur mit einem sehr hohen Aufwand mo¨glich ist [DGNK99, HTSG91]. Dieser Aufwand
wu¨rde dem Ziel, einer effektiven Erfassungsplanung entgegenstehen. Ferner werden die zu
erfassenden Objekte mit entsprechender tempora¨rer Beschichtung versehen, um eine optisch
nahezu diffus reflektierende Oberfla¨che zu erhalten, was in der Folge dem beschriebenen Be-
rechnungsansatz genu¨gt.
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Tab. 3.2: Parameter welche das fotometrische Verhalten im verwendeten Beleuchtungsmo-
dell beschreiben
Variable Beschreibung
t(P ,L) Faktor, welcher die einfallende Lichtmenge in Abha¨ngigkeit der Entfernung zur Lichtquelle
beschreibt.
s ks Faktor, welcher den Anteil an gla¨nzender Reflexion beschreibt. Er besteht aus dem Glanz-
lichtreflexionswert ks sowie dem Wichtungsfaktor s. Er kann zusammengefasst dargestellt
werden und liegt im Bereich [0, 1] .
d kd Faktor, welcher den Anteil an diffuser Reflexion beschreibt. Er ist ebenfalls aus den Faktoren
d und kd zusammengesetzt und wird im Bereich von [0, 1] angegeben.
a Faktor, welcher den Anteil an umgebender Lichtreflexion beschreibt. Er wird im Bereich [0, 1]
angegeben.
n Ganzzahliger Glanzfaktor des Materials wobei n ≥ 1. Der Faktor beschreibt die Form des
reflektierten Glanzlichtes auf der Oberfla¨che. Es ist eine empirische Gro¨ße welche nicht phy-
sikalisch interpretierbar ist. Vielmehr beschreibt sie die geometrische Auspra¨gung der Glanz-
stelle.
3.3.4 Einzelner Beobachter
Die Szene wird aus der Perspektive einer Kamera mit Hilfe der Grafikkarte in die entsprechen-
de Bildebene projiziert. Nach der Rasterisierung der Primitive (siehe Abbildung 2.23) erfolgt
ein Eingriff in die Renderpipeline u¨ber den Fragmentshader. Dort ko¨nnen sowohl Informatio-
nen u¨ber die Oberfla¨chenkoordinate- und Normale des Fla¨chenfragments, die Codierung des
zugrundeliegenden Dreiecks sowie die Position und Orientierung des Projektionszentrums der
Kamera abgerufen werden. Des Weiteren wird die Position und Orientierung des Projektors
u¨bergeben. Im Algorithmus 3.1 ist der Ablauf der Berechnung pro Beobachter und Frag-
ment aufgezeigt. Anhand der Eingangsdaten lassen sich die aufgezeigten Bedingungen fu¨r die
Sichtbarkeit eines angegebenen finiten Fla¨chenelementes bestimmen. Ist ein Fragment (iden-
tifizierbar durch dessen Index) Teil der umgebenden Objekte, wird an dieser Stelle kein Punkt
aufgenommen. Durch die Abstandsberechnung zwischen Fragment und Projektionszentrum
kann gepru¨ft werden, ob der vorher festgelegte Scha¨rfentiefebereich verletzt wurde. U¨ber den
Anstellungswinkel αmax eines Fragments zur Blickrichtung des Beobachters kann gepru¨ft wer-
den, ob eine entsprechende laterale Auflo¨sung eingehalten wird. Dies ist notwendig, da eine
gewisse Auflo¨sung beno¨tigt wird, um das projizierte Streifenmuster auf der Oberfla¨che detek-
tieren zu ko¨nnen. Als Grenzwinkel kann ein Wert von etwa αmax = 70
◦ angenommen werden.
Die Bestimmung des Reflexionsvektors, bzw. des Halbvektors (vgl. mit Gleichung (3.19)),
ermo¨glicht die Berechnung der lokalen Beleuchtungsintensita¨t gema¨ß Gleichung (3.20) und
somit eine Aussage u¨ber unter- oder u¨berbelichtete Bereiche.
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Algorithmus 3.1 : Ablaufplan der Sichtbarkeitsberechnung fu¨r einen Beobachter (sche-
matisch)
Eingang : Oberfla¨chenkoordinate und -normale, Lichtposition, Blickrichtung und Position der
Kamera, Fragment-Id (Dreieckscodierung)
Ergebnis : Aussage zur Sichtbarkeit des Fragmentes
sonstige Parameter : Scha¨rfentiefenbereich, Grenzwerte fu¨r Beleuchtung, Reflexionsparameter
Fu¨r jedes Fragment fu¨hre aus
Wenn Fragment-Id ist Teil eines Verdeckungsobjektes dann
return nicht Sichtbar /* nicht sichtbar, da Verdeckungsobjekt */
Wenn Abstand Kamera zu Fragment außerhalb des Scha¨rfentiefenbereich dann
return nicht Sichtbar /* da unscharfe Werteaufnahme */
Wenn Winkel Normale zu Blickvektor gro¨ßer Grenzwert dann
return nicht Sichtbar /* da laterale Auflo¨sung zu klein */
/* Beleuchtungsintensita¨t nach Gleichung (3.20) */
Wenn Beleuchtungsintensita¨t kleiner minimal notwendiger Intensita¨t dann
return nicht Sichtbar /* da unterbelichtet */
Wenn Beleuchtungsintensita¨t gro¨ßer erlaubter Intensita¨t dann
return nicht Sichtbar /* da u¨berbelichtet */
Zeichne Pixel mit der Farbe der Fragment-Id /* siehe oben, Codierung */
return Sichtbar
Die Aussage, ob ein Fragment im entsprechenden Pixel sichtbar ist, erfolgt u¨ber die Aus-
gabe einer definierten Farbe im gerenderten Ergebnisbild. Diese entspricht dem Index des
zugrundeliegenden Dreiecks (Farbcodierung - Abschnitt 3.3.2). Ist das Fragment nicht sicht-
bar, bleibt es leer (hier Farbe des Hintergrundes, weiß). Aus dem Bild la¨sst sich die Liste der
gesehenen Farben, und damit die Liste der Dreiecks-Ids bestimmen und auswerten.
Die Abbildung 3.13 zeigt eine vereinfachte Szene, in der eine Kugel beobachtet wird. Die
im Bild 3.13a blau dargestellten Objekte sollen Verdeckungsobjekte darstellen. In der Mitte
(Abb. 3.13b) ist die Klassifizierung der einzelnen finiten Fla¨chenelemente in sichtbare (gru¨n),
verdeckende (schwarz) und unterbelichtete (rot) Bereiche zu sehen. Daraus resultiert die in
Abbildung 3.13c dargestellten farbkodierten Fla¨chenelemente.
3.3.5 Aussage zur Sichtbarkeit einer Einzelaufnahme
Im Ergebnis der Sichtbarkeitsberechnung fu¨r einzelne Beobachter liegen aus der Perspek-
tive der Kameras sowie des Projektors, die jeweiligen Codierungen (ID’s) erfasster finiter
Fla¨chenelemente vor. Die beobachteten Codes ko¨nnen dabei von verschiedenen Beobachtern
gleichzeitig erfasst werden. Je nach Scanneraufbau bzw. Konfiguration (Abschnitt 3.1) lassen
sich daraus verschiedene Ergebnisschnittmengen bilden. Grundsa¨tzlich gilt, dass bei Streifen-
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(a) Szene (b) Klassifizierung (c) Farbcodierung
Abb. 3.13: Szene aus der immer gleichen Beobachterperspektive. Links - die eigentliche Szene;
Mitte - farbliche Klassifizierung der Oberfla¨che in sichtbar (gru¨n), verdeckend
(schwarz) und unterbelichtet (rot); Rechts - Farbcodierte finite Fla¨chenelemente,
die weiterfu¨hrend nutzbar sind.
projektionsverfahren nur Oberfla¨chenbereiche erfasst werden ko¨nnen, die mit dem Projektor
ausreichend beleuchtet, also codiert wurden.
Nachfolgend ist die Schnittmengenbildung an bestimmten Beispielsystemen dargestellt (Ta-
belle 3.3). Hier wird anhand der Scannerkonfiguration unterschieden, fu¨r welche Bereiche
Punkte theoretisch berechnet werden ko¨nnen. Dabei wird gepru¨ft, welche ID’s (Codierung
des finiten Fla¨chenelementes) von den Beobachtern erfasst werden.
Tab. 3.3: Schnittmengen zur Sichtbarkeitsberechnung verschiedener Scannerkonfigurationen
Eine Kamera, Zwei Kameras, Zwei Kameras,
kalibrierter Projektor nicht kalibrierter Projektor kalibrierter Projektor
Erfasst werden Bereiche, die so-
wohl vom Projektor beleuchtet,
als auch von der Kamera beob-
achtet werden.
Erfasst wird der Bereich, der be-
leuchtet wird und von beiden Ka-
meras gesehen wird.
Der kalibrierte Projektor er-
mo¨glicht das Erfassen von Punk-
ten in Bereichen, die nur von ei-
ner Kamera gesehen werden.




4 Erfassungsplanung und Optimierung
Im vorherigen Kapitel wurde ein Verfahren beschrieben, welches bei einer gegebenen Scanner-
positionierung den dabei erfassbaren Bereich eines Objektes berechnen kann. Praktisch erfolgt
die Datenerfassung eines Objektes durch mehrmaliges Scannen der Oberfla¨che aus verschie-
denen Positionen des Sensors. Somit bescha¨ftigt sich die im Folgenden beschriebene Erfas-
sungsplanung mit der Auswahl geeigneter Scannerpositionen im Bezugssystem des Objektes.
4.1 Erfassungsplanung
Die betrachtete Erfassungsplanung fu¨r das Streifenprojektionsverfahren richtet sich in erster
Linie nach der Verwendung der aufgenommenen Daten. Daraus ergibt sich die Problemstel-
lung, die passende Scannerkonfiguration (nachfolgend Abschnitt Ermittlung der Scannerkon-
figuration) zu wa¨hlen. Des weiteren muss definiert werden, fu¨r welchen Teil des Objektes
Daten erfasst werden sollen (nachfolgend Abschnitt Festlegung der zu erfassenden Objektbe-
reiche), um die gestellte Anforderung zu erfu¨llen.
4.1.1 Ermittlung der Scannerkonfiguration
Es wird davon ausgegangen, dass die Datenerfassung mittels maschinell positionierbarem
Streifenprojektionsscanner erfolgen soll. Der betrachtete Anwendungsfall sieht weiterhin vor,
kommerzielle Systeme zum Scannen zu verwenden. Diese unterscheiden sich i. d. R. in den
wichtigen Parametern Auflo¨sung, Bildmaßstab, Messfeldgro¨ße und erreichbarer Genauigkeit
(bzw. Mess- oder Aufnahmeunsicherheit). Angaben dazu geben Datenbla¨tter der Hersteller
(Abbildung 4.1).
Speziell in der messtechnischen Anwendung der Daten muss gema¨ß der Pru¨fplanung (VDI-
Richtlinie 2619 - Pru¨fplanung [26185]) die fu¨r die Maßabnahme bzw. Merkmalspru¨fung not-
wendige Genauigkeit erreicht werden. Diese sollte erfahrungsgema¨ß so gewa¨hlt werden, dass
ein Pru¨fen festgelegter Toleranzwerte mit der erreichten Genauigkeit des Wertes mo¨glich ist
[DK05]. Ferner ist die Genauigkeit auch bei, aus den erfassten Daten abgeleiteten Merkmalen
(wie Zylinder, Achsen, Ebenen, etc.) zu beachten. Allerdings ist die erreichte Genauigkeit
stark prozess-, bzw. anwendungsbezogen und kann daher, bei gleicher Scannerkonfiguration
von Objekt zu Objekt variieren (vgl. hierzu Abschnitt 2.9).
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Die Auflo¨sung eines Systems wird meist mit der Kameraauflo¨sung in Pixeln angegeben.
Zum Beispiel wird von der Firma GOMmbH fu¨r den Scanner ATOS II eine Auflo¨sung von
5Megapixeln angegeben, was eine Sensorauflo¨sung von 2448 mal 2050 Pixeln darstellt. Theo-
retisch entspricht diese Angabe der Zahl an aufnehmbaren Punkten pro Einzelaufnahme.
Praktisch wird aber zu Performancesteigerungen bei den Einzelaufnahmen die berechnete
Punktanzahl verringert und z. B. nur fu¨r jeden zweiten Punkt eine Koordinate bestimmt.
Fu¨r die Merkmalsableitung (z. B. beim Zylinderfitting) sowie bei der Verwendung im Be-
reich Reverse Engineering ist die Ortsauflo¨sung auf der Objektoberfla¨che von Bedeutung.
Diese Angabe beschreibt den durchschnittlichen Punktabstand zwischen den aufgenomme-
nen Punkten. So muss bei detaillierten Oberfla¨chen eine hohe Anzahl von Punkten erfasst
werden, um alle Elemente z. B. fu¨r eine Fla¨chenru¨ckfu¨hrung abzubilden. Beim Erfassen von
ebenen Bereichen genu¨gen in der Regel weniger Punkte zur Beschreibung. Bei der Anforde-
rung an die Punktanzahl muss abgewogen werden, da eine ho¨here Ortsauflo¨sung, bei gleicher
Auflo¨sung der Kameras, ein kleineres Messfeld zur Folge hat.
Abb. 4.1: Auszug aus dem Benutzerhandbuch fu¨r den ATOS II des Herstellers GOMmbH mit
Angaben zum Messfeld, der Auflo¨sung, usw.
Die Messfeldgro¨ße wird meist in Form eines fu¨r den Nutzer versta¨ndlichen geometrischen
Volumens (Quader oder Ellipsoid) angegeben und beschreibt den Bereich vor dem Sensor, in
dem Punkte erfasst werden ko¨nnen (vgl. Abbildung 2.28). Die Messfeldgro¨ße kann durch die
Wahl der Projektor- und Kamerabrennweiten sowie durch deren Position und Orientierung
beeinflusst werden. Je gro¨ßer ein Messfeld ist, desto mehr Oberfla¨che eines Objektes kann
bei einer einzelnen Aufnahme erfasst werden. Jedoch sinkt dabei die Ortsauflo¨sung. Einfluss




Zu beachten ist, dass es beim Zusammensetzen der Einzelaufnahmen (Abschnitt 2.6.5) durch
die sich summierende Transformationsungenauigkeiten von Aufnahme zu Aufnahme zu Feh-
lern kommen kann. Hier gilt aus praktischer Erfahrung, dass das Objekt nur etwa anderthalb
mal gro¨ßer sein sollte als das Messfeld. Sonst sollten u¨bergeordnete Verfahren zum Ausrichten
der Einzelansichten, wie z. B. Photogrammetriesysteme zum Einsatz kommen.
4.1.2 Festlegung der zu erfassenden Objektbereiche
Prinzipiell la¨sst dabei nach der Merkmalserfassung in Fertigungsmesstechnik und Oberfla¨-
chenerfassung im Bereich Reverse Engineering unterschieden. Letzteres zeichnet sich dahin
gehend aus, als dass die erfassten Fla¨chen nachfolgend genutzt werden ko¨nnen. So ist eine
U¨berfu¨hrung in eine parametrische Fla¨chenbeschreibung (z. B. CAD) oder die Erstellung von
Fertigungsdaten denkbar. Um das Maß an Nacharbeit zu reduzieren (Lo¨cher im Dreiecksnetz
schließen, das Nachkonstruieren nicht erfasster Bereiche, etc.), kann es erforderlich sein, eine
Objektoberfla¨che so vollsta¨ndig wie mo¨glich zu erfassen. Das bedeutet, es muss nahezu 100%
der Oberfla¨che durch eine bestimmte Anzahl an Einzelaufnahmen gescannt werden.
In der Fertigungsmesstechnik wird im Sinne der VDI-Richtlinie 2619 - Pru¨fplanung u.a.
festgelegt, welches Merkmal mit welchem Pru¨fverfahren gepru¨ft werden soll. Hier zielt die
Erfassungsplanung darauf ab, die notwendigen Bereiche zu erfassen und nicht das komplette
Objekt. Sind im Pru¨fplan einzelne Merkmale festgelegt, kann anhand der aufgenommenen
Daten nicht jeder Wert direkt abgelesen werden. Vielmehr mu¨ssen Merkmale aus den Mess-
daten abgeleitet werden. Beispielsweise erfordert das Merkmal
”
Zylinderdurchmesser“ erst
eine Zylinderbestimmung1 aus der diskreten Punktewolke des Scans und anschließend die
Durchmesserpru¨fung.
(a) Reverse Engineering Anwendung (b) Messtechnische Anwendung
Abb. 4.2: Am Beispiel einer Verdichterschaufel sind je nach Anwendungsfall unterschiedliche
Fla¨chen zum Erfassen (gru¨n) definiert.
In Abbildung 4.2 sind am Beispiel einer Verdichterschaufel eines Triebwerkes verschiedene




Erfassungsziele dargestellt. Gru¨n hervorgehoben sind Bereiche, welche durch den Erfassungs-
plan erfasst werden sollen. In Abbildung 4.2a ist die komplette Oberfla¨che entscheidend. Dies
kann fu¨r fertigungstechnische Belange relevante sein (z. B. Ersatzteilfertigung, Reperatur mit-
tels Auftragsschweißen, etc.). Die Zielstellung in Abb. 4.2b erfordert schwerpunktma¨ßig die
Erfassung von Vorder- und Hinterkantengeometrie sowie die fu¨r die Ausrichtung der Schau-
fel notwendigen Fuss- und Einspannungsbereiche. Diese Datenmenge kann zur Untersuchung
von Fertigungsschwankungen dienen und la¨sst nachfolgend probabilistische Aussagen zur Ef-
fektivita¨t eines Triebwerkes zu [HSS09, Hei09].
4.1.3 Aufstellen eines Erfassungsplanes fu¨r die Sichtbarkeitsberechnung
Ist die Scannerkonfiguration an die Aufgabenstellung angepasst, mu¨ssen fu¨r die folgende
Sichtbarkeitsberechnung die Variablen gema¨ß Tabelle 3.1 festgelegt werden. Die Parameter
der Kategorie A, insbesondere die Kamera- und Projektorauflo¨sungen sind in den technischen
Datenbla¨ttern beschrieben. Ebenso lassen sich die Parameter der Kategorie B na¨herungsweise
aus den angegebenen Beschreibungen entnehmen. Unter Umsta¨nden ko¨nnen diese Daten auch
nach der Sensorkalibrierung entnommen werden. Es folgen die Angaben zur Position cpWi und




i des Sensors im Bezugskoordinatensystem [ ]
W in welchem auch
das Objekt definiert ist. Die Scannerposition wird fu¨r jede Einzelaufnahme i definiert. Somit











wobei: i = 1 . . . n (4.1)




Der festgelegte Erfassungsplan beschreibt eine Anordnung von Aufnahmepositionen um die
Oberfla¨che eines Objektes mittels Streifenprojektionsverfahren zu erfassen. Dabei setzt sich
das Erfassungsergebnis aus den, in den Teilansichten erfassten Oberfla¨chenteilen zusammen.
Die berechneten finiten Fla¨chenelemente, welche durch das beschriebene Modell als sichtbar
gekennzeichnet sind, sind hinsichtlich ihrer Qualita¨t gleichwertig.
Bei der Erfassung ko¨nnen folgende Defizite entstehen:
• Die Aufnahmepositionen sind ungu¨nstig gewa¨hlt und in Folge dessen wird nur ein Teil
der interessierenden Oberfla¨che erfasst. Dabei kann es zu redundant aufgenommenen
Fla¨chenbereichen kommen.
• Das Objekt ist komplett erfasst, jedoch ist die Anzahl an Einzelaufnahmen sehr hoch.
Die Folge ist eine kostenintensive Erfassung bei hohen Stu¨ckzahlen.
• Im gegenteiligen Fall ko¨nnen die Einzelaufnahmen gut verteilt, jedoch die Anzahl der
Aufnahmen nicht ausreichend sein um das komplette Objekt zu erfassen.
Die einzelnen Problempunkte lassen sich in einem Optimierungsproblem formulieren, welches
aus zwei Teilaufgaben besteht:
Ziel 1: Zum einen gilt es, die Fla¨chenabdeckung der zu erfassenden Objektoberfla¨che zu
maximieren. Wird das Problem als Minimierungsproblem formuliert, so ist die Differenz d
zwischen der zu erfassenden Oberfla¨che Asoll und erfasster Oberfla¨che Aist zu minimieren:
d = Asoll −Aist →Min (4.2)
Die zu erfassende Fla¨che wird im Abschnitt 4.1 definiert und kann das komplette Objekt oder
nur Teile davon beinhalten.
Ziel 2: Zum anderen soll die Anzahl der Einzelaufnahmen innerhalb eines Erfassungsplanes
minimiert werden:
n→Min wobei: n = Anzahl der Aufnahmen (4.3)
Die Minimierung der Anzahl der Einzelaufnahmen und gleichzeitig die Maximierung der
erfassten Fla¨che schließt die Reduzierung u¨berlappender Bereiche mit ein.
Die gestellte Optimierungsaufgabe ist ein mehrkriterielles Problem mit der Besonderheit,
dass die Anzahl der Aufnahmen n direkt den Anteil der erfassten Oberfla¨che Aist beeinflusst.
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Gleichzeitig variiert die Anzahl der Entscheidungsvariablen durch die sich a¨ndernde Anzahl
an Aufnahmen n (Scannerpositionen- und orientierungen).
Ferner la¨sst sich das Problem nicht geschlossen, bzw. nur mit hohem Aufwand analytisch
beschreiben, was ableitungsbasierte Optimierungsalgorithmen zur Lo¨sungsbestimmung aus-
schließt. Die hohe Anzahl an variablen Parametern la¨sst zusa¨tzlich auf das Auftreten einer
hohen Anzahl lokaler Optima schließen und senkt gleichzeitig die Wahrscheinlichkeit des Auf-
findens einer globalen, optimalen Lo¨sung. Das zur Lo¨sung verwendete Optimierungsverfahren,
die beschra¨nkenden Randbedingungen sowie Vorschla¨ge zur Startwertbestimmung werden in
den folgenden Abschnitten beschrieben.
4.3 Optimierungverfahren
Zur geforderten Optimierung (im Folgenden wird von Minimierung gesprochen) des aufge-
zeigten Modells werden numerische Optimierungsverfahren eingesetzt, da eine geschlossene,
analytische Lo¨sung nicht mo¨glich ist. Diese laufen i. d. R. iterativ ab (Abb. 4.3), wobei zu
Beginn eine gewa¨hlte Startkonfiguration berechnet und bewertet wird. Nachfolgend wird ge-
pru¨ft, ob das Bewertungsergebnis dem gestellten Abbruchkriterium genu¨gt. Ist das nicht der
Fall, wird eine neue oder vera¨nderte Konfiguration gewa¨hlt und der Zyklus erneut begonnen.
Abb. 4.3: Ablaufschema eines iterativ arbeitenden numerischen Optimierungsverfahrens
Die hier aufgezeigte Problemstellung der Erfassungsberechnung la¨sst ferner das Bilden eines
Gradienten (Berechnung der 1. Ableitung) zur Minimierung nicht zu. Weiterhin ermo¨glicht
die hohe Anzahl an Parametern und die Gro¨ße des Suchraumes eine Vielzahl lokaler Minima,
weshalb lokal suchende Optimierungsverfahren ausscheiden. Damit fa¨llt die Problemstellung
in die Gruppe der globalen (multimodalen), nichtlinearen Optimierung [Pap96].
Zielfu¨hrend sind die globalen Optimierungsverfahren, welche an verschiedenen Stellen des
Suchraumes eine Lo¨sung suchen. Damit steigt auf Kosten des Rechenaufwandes die Wahr-
scheinlichkeit das globale Minimum zu finden. Jedoch besteht immer die Gefahr, nur ein
lokales Minimum gefunden zu haben [Pap96, LES08].
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Ga¨ngige Verfahren zur globalen Suche sind heuristische Verfahren (z. B. die Complex-Methode
[Box65], die Monte-Carlo-Simulation [MGNR12, BJ08] oder das simulierte Ausglu¨hen (simu-
lated annealing) [Kir84]), welche einzelne Entscheidungsparameter durch zufa¨llige A¨nderung
manipulieren, was zu einer neuen, und eventuell besseren Lo¨sung fu¨hrt.
Das mehrkriterielle Problem (optimale Aufnahmepositionen fu¨r gute Fla¨chenabdeckung, mi-
nimal mo¨gliche Anzahl an Einzelaufnahmen) soll fu¨r eine vereinfachte Lo¨sung in zwei Teile
getrennt werden. Dies ist vor allem notwendig, um die Abha¨ngigkeit der Anzahl an Ein-
zelaufnahmen mit der Anzahl an Positionsparametern zu entkoppeln. Die Lo¨sung erfolgt
hierarchisch, indem mit einer festen Anzahl an Positionen n eine Optimierung hinsichtlich
der Fla¨chenabdeckung (Gleichung (4.2), Abbildung 4.4) erfolgt. Die dabei erfasste Ober-
fla¨che wird bestimmt und bei Bedarf mit einer vera¨nderten Anzahl n∗ an Aufnahmen erneut
hinsichtlich der Abdeckung optimiert.
Abb. 4.4: Ablaufschema der Erfassungsplan-Optimierung. Dabei erfolgt die Anpassung der
Aufnahmeanzahl n iterativ.
Fu¨r die Optimierung der einzelnen Aufnahmepositionen wird im Folgenden ein Verfahren
genutzt, welches auf Basis der biologischen Evolution arbeitet. Algorithmen dieser Art werden
unter dem Namen Evolutiona¨re Algorithmen, kurz EA, zusammengefasst. Die bekanntesten
Verfahren sind die:
• Genetischen Algorithmen [Hol73, Hol75],
• Evolutionsstrategien [Rec80, SHF94],
• Evolutiona¨res Programmieren [FOW66],
• Differential Evolution [SP97],
• sowie Optimierungsmethoden auf Basis von Schwarmintelligenz [Ken10] oder sog. Amei-
senalgorithmen [Mer02].
Die Parameter (hier die Vektoren fu¨r Positionen und Orientierungen der Einzelaufnahmen)
werden als Genom eines Individuums verstanden. Jedes Individuum hat eine individuelle
Auspra¨gung (Genotyp) der Parameter und somit, hinsichtlich der Optimierung, eine andere
Gu¨te (bzw. Fitness). Eine Gruppe von Individuen wird in einer Population zusammengefasst.
Eine Generation beschreibt die Population an einem bestimmten Zeitpunkt.
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Das Verfahren beginnt mit der Initialisierung einer Startpopulation und der Bewertung der
einzelnen Individuen (Abbildung 4.5). Aus dieser Startgeneration werden Individuen gewa¨hlt
um Nachkommen zu generieren. Dabei haben Individuen mit einer ho¨heren Fitness bessere
Chancen als andere Individuen (Paarungsselektion). Aus zwei oder mehr Elternteilen wird
durch Kombination der Parameter (Rekombination) ein Nachkomme generiert. Um den vor-
handenen Genpool zu a¨ndern, erfolgt eine Mutation einzelner Eigenschaftswerte eines Nach-
kommenindividuums. Somit ist sichergestellt, dass neue Lo¨sungen entstehen ko¨nnen.
Abb. 4.5: Ablaufschema von evolutiona¨ren Algorithmen nach [Wei07]
Abschließend werden die erzeugten Nachkommen bewertet und in die Population integriert.
Dabei wird die Zahl der Individuen entsprechend verringert, wobei die Besseren bevorzugt
werden (Umweltselektion). Die entstandene Nachfolgegeneration wird hinsichtlich des Ab-
bruchkriteriums gepru¨ft und im Fall, dass kein Abbruch stattfindet, eine neue Generation
nach dem beschriebenen Kreislauf errechnet.
Fu¨r die einzelnen Bestandteile des Algorithmus gibt es verschiedene Varianten, die entspre-
chend der Problemstellung angepasst werden ko¨nnen. Diese unterscheiden sich in der Art
der Auswahl von Eltern-Individuen, der Kombination der Gene, im Bereich der Mutation
von Auspra¨gungen und in der Auswahl der Nachfolgegeneration. Zusa¨tzlich gibt es Verfah-
ren, die verschiedene Populationen simulieren und dort spezielle Verfahren von Individuen-
Wanderung und Konkurrenzkampf anbieten. Des Weiteren gibt es verschiedene Auslegungen,
mit welchen Mitteln man nicht zula¨ssige Individuen beru¨cksichtigt. Das ist dann relevant,
wenn bei der Variablenauspra¨gung Wertebereichsverletzungen auftreten.
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4.4 Randbedingungen und Startwertbestimmung
Neben den genannten Modellparametern (fu¨r Scannerkonfiguration und Objektbeleuchtung)
gibt es weitere Randbedingungen die bei der Suche eines optimalen Erfassungsplanes eine
Rolle spielen. Je nach Anordnung des zu erfassenden Objektes ko¨nnen andere Objekte die
Aufnahme durch Abschattung beeinflussen. Diese mu¨ssen folglich mit modelliert und bei der
Erfassungsberechnung beru¨cksichtigt werden. Im Modell werden diese Verdeckungsobjekte
mit eigener Codierung versehen und entsprechend ausgewertet (siehe Abschnitt 3.3.4 und
3.3.5).
Ist die Szene bekannt, ergeben sich Bereiche, bei denen der Scanner mit den Objekten zu-
sammen stoßen kann. Dem kann mit einer Kollisionsberechnung (Scanner zu Szenenobjekten)
begegnet werden. Im einfachsten Fall werden, sowohl die Objekte als auch der Scanner mit
Hu¨llko¨rpern (sog. Bounding Boxen) beschrieben. Diese bestehen aus einfachen geometrischen
Volumenprimitiven (bspw. Kugel oder Quader), welche das Objekt vollsta¨ndig umschließen.
Anhand einer Schnittberechnung der einzelnen Hu¨llgeometrien der Szene und der des Scan-
ners wird eine eventuelle Kollision berechnet.
(a) Kollisionssituation am Beispiel Scanner und Ob-
jekt
(b) Kollisionsbeschreibung komplexer Geometrien mit
mehreren Hu¨llko¨rpern
Abb. 4.6: Kollisionssituation (Abb. 4.6a) zwischen Scanner und einem Objekt. Fu¨r beide
Objekte sind die entsprechenden Hu¨llkugeln (Mittelpunkte Xms und Xmo, Radi-
en rms und rmo) eingezeichnet. Fu¨r komplexe Geometrien ko¨nnen bspw. mehrere
Hu¨llkugeln definiert werden, um eine ho¨here Detaillierung bei der Kollisionsberech-
nung zu erhalten (Abb. 4.6b).
Am Beispiel von Hu¨llkugeln um einen Scanner und ein Objekt ist die Kollisionsberechnung
in Abbildung 4.6a und in Gleichung (4.4) dargestellt. Dabei gilt, wenn der Abstand der






Ja, falls Xms Xmo <= rms + rmo
Nein, sonst
(4.4)
Mathematisch kann auch dann eine Kollision entstehen, wenn sich die Ko¨rper und Scanner
nicht beru¨hren, jedoch die Hu¨llgeometrien kollidieren. Hier ist es mo¨glich, das Objekt mit
mehreren, besser der Geometrie angepassten Hu¨llko¨rpern zu beschreiben (Abb. 4.6b). Jedoch
steigt damit auch der Rechenaufwand.
Bei bestimmten Scansystemen ist das Erkennen von Passmarken fu¨r das Zusammensetzen von
Einzelaufnahmen entscheidend. Folglich ist es wichtig, Passmarken aus der einen Aufnahme
auch in einer anderen Aufnahme mit aufzunehmen. Diese Passmarken ko¨nnen, a¨hnlich wie
die finiten Fla¨chenelemente codiert und detektiert werden. Bei der Optimierung muss dann
eine zusa¨tzliche Randbedingung eingefu¨hrt werden, welche das Auftreten von Passmarken
in den Einzelaufnahmen beru¨cksichtigt. Abbildung 4.7 zeigt die geforderte U¨berdeckung der
Passmarken zwischen den Einzelaufnahmen wobei gilt, dass mindestens drei Marken in einer
neuen Aufnahme bekannt sein mu¨ssen um die Einzelaufnahme in ein Aufnahmekoordinaten-
system zu transformieren. Ferner sind auch bei anderen Ausrichtungsmethoden u¨berlappende
Bereiche notwendig. Beispielsweise ist bei einer geometriebasierten Zusammensetzung von
Einzelaufnahmen die Erfassung der technologischen Basis in allen Ansichten zwingend.
Abb. 4.7: Passmarkenu¨berdeckung mehrerer Aufnahmen
Fu¨r den Erfolg und die Effizienz der Optimierung sind neben den Randbedingungen auch die
geeignete Wahl von Startwerten entscheidend. Bei der Wahl von Evolutiona¨ren Algorithmen
muss eine Startgeneration generiert werden, die bereits gu¨ltige Individuen aufweist. Hierfu¨r ist
es notwendig, dass alle Scannerpositionen in Richtung des Objektes weisen sowie der Abstand
zur Oberfla¨che innerhalb des Messfeldes liegt. Ferner du¨rfen keine Kollisionen auftreten. Somit
ist ein gu¨ltiger Bereich zur Positionierung das Volumen, dessen Oberfla¨che in maximaler
Entfernung gleich der far-Distanz liegt (Abb. 4.8).
Der Bereich kann weiter eingeschra¨nkt werden, indem ein Mindestabstand zur Oberfla¨che
entsprechend der near-Distanz eingehalten wird. Als initiale Blickrichtung kann die Fokus-
sierung auf den na¨chstgelegenen Oberfla¨chenpunkt dienen.
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Abb. 4.8: Gu¨ltiger Bereich zur Scannerpositionierung
Ferner sind weitere Verfahren zur Startwertgenerierung denkbar. Beispielsweise ko¨nnen von
ausgewa¨hlten Oberfla¨chenpunkten und deren Normalenrichtungen Startpositionen bestimmt
werden, indem der Punkt um die mittlere Messfeldentfernung entlang der Normale verschoben
wird. Auch heuristische Verfahren oder das manuelle Festlegen von Startpositionen in einem
Erfassungsplan ko¨nnen zielfu¨hrend sein.
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5 Parametrisierung und Optimierung am Beispiel
kolibri Flex 100
Bei der Verifizierung des vorgestellten Verfahrens zur Beschreibung und Optimierung der Er-
fassung von Oberfla¨chen mittels Streifenprojektion soll der automatisierbare Scanner kolibri
Flex 100 (Abbildung 5.1a) der Firma IVB Jena GmbH 1 verwendet werden. Nachfolgend wird
dieser Scanner sowie die Anpassung der Modellparameter und nachfolgende Optimierung an
ausgewa¨hlten Beispielen dargestellt.
5.1 Konkrete Scannerkonfiguration kolibri Flex 100
Dieser Scanner wurde urspru¨nglich fu¨r den Dentalbereich entwickelt und ermo¨glicht neben
Aufnahmen aus zwei definierten Scanneranstellwinkeln auch das Drehen eines Objektes auf
einem Drehteller.
(a) kolibri Flex 100 (b) Aufbau
Abb. 5.1: Scanner kolibri Flex 100 (5.1a) und dessen schematischer Aufbau (5.1b)
Abbildung 5.1b zeigt in vereinfachter Form den funktionalen Aufbau des Scanners. Ein Sen-
sorkopf, bestehend aus einem DLP-Projektor und zwei 1, 3 Megapixel Kameras sind im oberen
1Die Firma IVB Jena GmbH gibt es nicht mehr. Stattdessen werden die Nachfolgemodelle durch die Firma
OTTO Vision Technology GmbH vertrieben (Stand 2015).
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Teil des Scanners montiert. Im von der Außenwelt abgeschlossenen Arbeitsraum befindet sich
ein ansteuerbarer Drehtisch auf welchem das Objekt fixiert werden kann. Eine Besonderheit
des Scanners ist, dass der Sensor nicht direkt auf das zu erfassende Objekte gerichtet ist,
sondern der Strahlengang der Kameras und des Projektors u¨ber zwei Kippspiegel u¨ber den
jeweils entsprechenden oberen und unteren Umlenkspiegel umgeleitet wird. Dies ermo¨glicht
zwei Betrachtungs- bzw. Anstellwinkel des Scannerkopfes auf das Objekt.
(a) Anstellwinkel (b) Drehtisch
Abb. 5.2: Bewegungsbereiche des Scanners kolibri Flex 100 ; Links (5.2a): aus den Umlenk-
spiegeln resultierende Anstellwinkel fu¨r die Scannerpositionen; Rechts (5.2b): An-
fahrbreich des Drehtisches
Die Kipp- und Umlenkspiegel erlauben zwei diskrete Anstellwinkel (Abb. 5.2a) des Sensorkop-
fes von etwa −61 ◦ (Oberer Kippspiegel) und −35 ◦ (Unterer Kippspiegel). Dies hat zur Folge,
dass sich die Projektionszentren der Kameras nach der Kalibrierung des Systems in einem
virtuellen Punkt in der jeweiligen Spiegelebene befinden. Somit sind auch die Absta¨nde (Tri-
angulationsbasis) der Kameras je nach genutztem Umlenkspiegel unterschiedlich lang. Der
Projektor befindet sich etwa mittig zwischen den beiden Kameras. Durch die Rotation des
Tisches wird das Objekt auf einem fast vollsta¨ndigen Kreis im Kreisbogen von [−146 ◦; 146 ◦]
unter dem Sensor gedreht (Abb. 5.2b). Der u¨brige Bereich des Drehkreises kann konstrukti-
onsbedingt nicht angefahren werden. Je nach Anstellwinkel wird im Folgenden vom oberen
und unteren Drehkreis gesprochen, auf welchem sich der Scanner relativ zum Objekt bewegt.
U¨ber Aufnahmeskripte (sog. *.inp-Files) ko¨nnen Anzahl und die mo¨glichen Positionen des
Sensors programmiert werden. Dabei wird speziell die Kippposition des Spiegels sowie die
Positionen auf dem Drehkreis (Drehtischwinkel α) festgelegt. Ferner gibt es die Mo¨glichkeit,
die Anzahl der verwendeten Belichtungszeiten festzulegen, welche spa¨ter beim Starten der
Messung in Abha¨ngigkeit von der Beleuchtungssituation am Objekt definiert werden.
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Die Realisierung verschiedener Messfelder geschieht durch das Wechseln der Kameraobjektive.
Im Speziellen wird das 75er Messfeld genutzt, welches ein Messvolumen von etwa 75mm
Durchmesser und einer Ho¨he von 40mm ermo¨glicht [IVB06].
Die Registrierung der Einzelaufnahmen in ein gemeinsames Koordinatensystem erfolgt u¨ber
eine objektfeste Kamera am Drehtisch, welche zusa¨tzlich das projizierte Streifenmuster beob-
achtet [Kru09]. Vorteil dieser Variante ist, dass die Transformation ohne z. B. das Bekleben
von Marken oder eine geometriebasierte Ausrichtung erfolgen kann. Im Ergebnis liegt eine
Punktewolke vor, welche aus den einzelnen Teilaufnahmen zusammengesetzt und registriert
wurde.
Das gemeinsame Koordinatensystem ist durch die Drehachse des oberen Drehkreises (ent-
spricht Z-Achse) und der Kameraposition der rechten Kamera wa¨hrend der ersten Aufnahme
(vgl. Abbildung 5.3) festgelegt. In Abbildung 5.3 ist die Definition des gemeinsamen Koordi-
natensystems dargestellt. Anhand von 10 einzelnen Aufnahmen (dargestellt durch die Position
der linken Kamera; Pos 1 bis Pos 10), welche jeweils durch einen Drehteller-Rotationswinkel
αi definiert sind, kann ein Drehkreis bestimmt werden. Dessen Drehachse ist als Z-Achse
definiert, die Kreisebene beschreibt die XY-Ebene. Die Y-Achse wird durch die Verbindung
Schnittpunkt Drehachse zu XY-Ebene und Position Pos 1 definiert. Dieses Koordinatensys-
tem wird im Folgenden als Ergebnis-Koordiantensystem mit der Indizierung [ ]E bezeichnet.
Abb. 5.3: Koordinatensystemfestlegung am kolibri Flex 100. Die Festlegung erfolgt durch die
Bestimmung der Drehachse auf Basis der Kamerapositionen im oberen Drehkreis.
Die Ausrichtung der X- und Y-Achsen erfolgt durch die Position der ersten Kamera
wa¨hrend der ersten Aufnahme (X = 0)
89
PARAMETRISIERUNG UND OPTIMIERUNG AM BEISPIEL KOLIBRI FLEX 100
Um das beschriebene Modell am Beispiel des kolibri Flex 100 zu nutzen, mu¨ssen die Pa-
rameter aus Tabelle 3.1 fu¨r das System angepasst werden. Das sind fu¨r die geometrischen
Eigenschaften:
• Sensorgro¨ße in Pixeln
• Positionen und Orientierungen der Kameras und des Projektors im oberen und unteren
Drehkreis
• Kamerao¨ffnungswinkel und Tiefenscha¨rfebereich
• Position des Sensors in Abha¨ngigkeit des Drehtellerwinkels
Ziel dabei ist, dass das berechnete Kamerabild den selben Bildausschnitt sowie den gleichen
Bildmaßstab aufweist, wie das reale Kamerabild an der gleichen Position. Neben den soeben
genannten Parametern sind die fotometrischen Parameter so anzupassen, dass das Reflexi-
onsverhalten der realen (Licht-)Situation entspricht. Dazu sind die einzelnen Parameter:
• fu¨r den Anteil diffuser und gla¨nzender Reflexion (d kd und s ks),
• den Anteil an umgebendem Licht a,
• als auch der Glanzfaktor n
entsprechend der zu erfassenden Objektoberfla¨che zu bestimmen. Ferner soll die Abha¨ngigkeit
der Lichtintensita¨t von der Entfernung des Oberfla¨chenpunktes zur Lichtquelle des Projektors
beschrieben werden. Die Lichtintensita¨t, welche mit dem Abstandsquadrat der Lichtquelle
abnimmt (Abschnitt 3.3.3), wird aufgrund der relativ großen Entfernung und des dazu kleinen
Erfassungsbereiches, linearisiert beschrieben. Dazu sind die Verschiebung und der Anstieg der
Funktion zu bestimmen.
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5.2 Bestimmung geometrischer Parameter
Anhand der Gera¨tedokumentation la¨sst sich die Gro¨ße des Sensors mit 1392 mal 1040 Pixeln
angeben. Die weiteren Parameter der Kategorie B aus Tabelle 3.1 erfordern ein kalibriertes
Real-System, und mu¨ssen danach mit Hilfe eines Testaufbaues ausgelesen bzw. bestimmt
werden. Auch zur Bestimmung der Abha¨ngigkeit von Drehtischwinkel zur Scannerposition
wird ein Testaufbau beno¨tigt. Dieser besteht aus einem Kugelobjekt (Abb. 5.4) und der fu¨r
die Aufnahme notwendigen Einspannungsplattform. Die Kugel besteht aus Aluminium und
wurde fu¨r die Aufnahme mit einem Entspiegelungsspray weiß mattiert. Somit nimmt die
Kugel eine fast diffus reflektierende Oberfla¨che an.
Abb. 5.4: Aufbau zur Parameterbestimmung mit kolibri Flex 100.
Die Szene wird mit einem definierten Erfassungsplan gescannt. Der Plan beinhaltet beide
mo¨glichen Kippwinkel, also den oberen und unteren Drehkreis, sowie jeweils 10 Einzelauf-
nahmen durch Angabe eines Drehtischwinkels α (vgl. Gleichung (5.1)).
α = [−146,−114,−81,−49,−16, 16, 49, 81, 114, 146]◦ (5.1)
Bestimmung von Kameraposition und Orientierung Im Ergebnis liegen neben der gescann-
ten Punktewolke der Kugel auch die Kamerapositionen beider Kameras wa¨hrend der Ein-
zelaufnahmen im oben beschriebenen Koordinatensystem [ ]E vor. Dabei erfolgt die Be-
schreibung der jeweiligen Position durch den entsprechenden Positionsvektor im Ergebnis-
Koordinatensystem. Die Orientierung wird im selben Bezugssystem mit den Winkeln analog
einer terrestrischen Aufnahme (Abschnitt 3.1.1) beschrieben.
Im Folgenden wird fu¨r den oberen und unteren Drehkreis jeweils eine Scannergeometrie er-
stellt. Diese unterscheidet sich in Position und Orientierung, da es, wie oben beschrieben,
durch die Kippspiegelumlenkung zu unterschiedlichen Absta¨nden zwischen der linken und
rechten Kamera kommt. Fu¨r eine Aufnahmeposition i (abha¨ngig von αi) lassen sich je nach
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Drehkreis die abgelesen Parameter fu¨r die linke Kamera (Index C1, oberer Drehkreis - rechte
Kamera Index C2 sowie unterer Drehkreis analog) wie folgt beschreiben:
cpEi,C1(αi, Oben) Position der linken Kamera im oberen Drehkreis (5.2)
ωEi,C1(αi, Oben) Kippwinkel X-Achse der linken Kamera im oberen Drehkreis
ϕEi,C1(αi, Oben) Kippwinkel Y-Achse der linken Kamera im oberen Drehkreis
κEi,C1(αi, Oben) Kippwinkel Z-Achse der linken Kamera im oberen Drehkreis
Nachfolgend wird der Positionsvektor um den angegeben Drehwinkel αi in das Scannerko-
ordinatensystem [ ]S unter Nutzung der Rotationsmatrix um die Z-Achse Rκ transformiert.
Auch die Orientierung κ wird um den Drehwinkel zuru¨ckgedreht:






Alle transformierten Einzelpositionen der Kameras ko¨nnen weiter zu einem Punkt zusam-
mengefasst werden. Da jedoch die Positionierung des Drehtisches konstruktionsbedingt nicht













Die Rotation zu einer drehwinkelunabha¨ngigen Beschreibung ist in Abbildung 5.5 fu¨r zwei
Aufnahmen i und i+ 1 dargestellt. Zu sehen ist, dass sich die Kameras C1 und C2 der Ein-
zelaufnahmen durch Rotation um den Drehwinkel in das Scannerkoordinatensystem trans-
formieren lassen.
Bestimmung der Projektorposition Das Projektorlicht wird ebenfalls u¨ber einen Kipp-
spiegel analog der Kameras umgeleitet. Da der Projektor nicht kalibriert wird, la¨sst sich
eine genaue Position nicht auslesen und wird na¨herungsweise mittig zwischen den Kameras
angenommen. Gleichung (5.5) zeigt die Berechnung der Projektorposition fu¨r den oberen
Drehkreis. Die Berechnung des unteren Drehkreises erfolgt auf die gleiche Weise.
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Abb. 5.5: Ru¨cktransformation zweier Einzelaufnahmen in Scannerbezugssystem. Am Bei-
spiel der Kameraposition der rechten Kamera cpC2 wird exemplarisch die






















Mit den angegebenen Parametern la¨sst sich der Scanner durch Angabe der Transformations-




























Proj) fu¨r den Projektor
Mit diesen Matrizen und einer drehwinkelabha¨ngigen Transformationsmatrix TScan(αi) ko¨n-
nen die fu¨r die Abbildung notwendigen Kameravektoren (Cam-Forward, etc.) mit der Gesamt-
transformationsmatrix (Gleichung (5.7)) fu¨r die Sichtbarkeitsberechnung bestimmt werden
(vgl. Abschnitt 2.5 und 3.1.1).
TCam 1ToWorld(αi) = TScan(αi) TCam1 (5.7)
TCam 2ToWorld(αi) = TScan(αi) TCam2
TProjToWorld(αi) = TScan(αi) TProj
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Indirekte Bestimmung des Bildo¨ffnungswinkels Fu¨r die Bestimmung des Bildo¨ffnungs-
winkels θh wird die Brennweite der Kameras beno¨tigt, welche jedoch am kolibri Flex 100
nicht ablesbar ist. Vielmehr wird im Folgenden ein alternatives Verfahren vorgestellt, welches
den Bildo¨ffnungswinkel und damit den exakten Bildmaßstab bestimmt. Dazu wird mit den
oben bestimmten Positionen des Scanners der Versuchsaufbau nachgestellt, wofu¨r die erfasste
Punktewolke des Testaufbaues zur Nachmodellierung der Szene durch eine Kugel und den
entsprechenden Randabdeckungen dient (Abbildung 5.6).
(a) Gescannte Szene (b) Nachmodelierte Szene
Abb. 5.6: Nachmodellierter Testaufbau zur Bildo¨ffnungswinkelbestimmung anhand des
gescannten und triangulierten Testaufbaues (5.6a). Die Kugel, sowie die relevanten
Einspannungsobjekte wurden im gleichen Bezugssystem [ ]E nachmodelliert (5.6b).
Mit der Szene des Testaufbaues werden einzelne Positionen des Erfassungsplanes aus Sicht der
Modell-Kameras gerendert. Dabei wird ein initialer Bildo¨ffnungswinkel θh,modell init angenom-
men. Gleichzeitig erfolgt das Ausleiten von Screenshots der entsprechenden realen Scanner-
kameras am kolibri Flex 100. Beide Ansichten sind in Abbildung 5.7 dargestellt. Zu sehen ist,
dass bei falschem Bildo¨ffnungswinkel der Bildmaßstab nicht u¨bereinstimmt. Die reale Kugel
erscheint im Bildausschnitt gro¨ßer als im Modell. Folglich ist der initiale Bildo¨ffnungswinkel
zu groß angenommen.
Bei der Testszene wurde als Testobjekt eine Kugel gewa¨hlt. Das hat den Vorteil, dass zum
einen die Szene schnell nachmodelliert werden kann (siehe oben), zum anderen ergibt die Ab-
bildungsprojektion immer die Form eines Kreises. Durch die Bestimmung der kreisfo¨rmigen
Kugelsilhouette kann nachfolgend der Bildmaßstabsunterschied zwischen realem und errech-
neten Bild berechnet werden.
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(a) Screenshot aus Scannerperspektive (linke Kamera) (b) berechnete Ansicht aus der gleichen Position
Abb. 5.7: Testszene zur Bestimmung des Bildo¨ffnungswinkels. Zu sehen ist in Abb. 5.7a die
Ansicht der linken Kamera des Scanners. Abbildung 5.7b zeigt die mit dem Berech-
nungsmodell errechnete Ansicht der selben Kamera. Der Bildmaßstab, und somit
der Bildo¨ffnungswinkel stimmen nicht u¨berein.
Die Berechnung der Kugelsilhouette erfolgt durch Binarisierung der Aufnahmen (Gleichung
(5.8), Abbildung 5.8a) durch einen angegebenen Schwellwert tg. Dies ist mo¨glich, da sowohl
im realen Scanner als auch im Berechnungsmodell die umgebende Szenen nicht ausgeleuchtet




1, falls Iu,v >= tg
0, sonst
(5.8)
Danach werden die Kantenpixel detektiert und mit den Randpixeln der Kugelsilhouette ei-
ne Kreisausgleichung (Fehler-Quadrate-Minimierung (Least Squares Method) nach Gauss)
durchgefu¨hrt. Im Ergebnis liegen der Mittelpunkt des Kreises, sowie der Durchmesser in
Bildkoordinaten vor. Abbildung 5.8b zeigt die detektierten Randpunkte, welche die Grund-
lage zur Kreisbestimmung bilden.
In der ersten Iteration ist lediglich die Bestimmung und das Gleichsetzen des Bildmaßstabes
im realen und im errechneten Kamerabild durch die Einstellung des Bildo¨ffnungswinkels im
Modell von Interesse. Dabei verha¨lt sich die Abweichung der Durchmesser der Kugelsilhouette
im realen Bild ∅real zum Durchmesser ∅modell im berechneten Bild umgekehrt proportional
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(a) Bina¨rbild (b) durch Kantenpunke des Bina¨rbildes errechnete
Kreiskante
Abb. 5.8: Bestimmung der kreisfo¨rmigen Kugelsilhouette. Durch Kantenbestimmung am
Bina¨rbild 5.8a la¨sst sich die Kugelsilhouette Abb. 5.8b bestimmen. Durch Aus-
lesen des Durchmessers la¨sst sich der Bildmaßstab von berechnetem zu realem
Bildausschnitt bestimmen.
Der gesuchte Bildo¨ffnungswinkel θh,modell neu einspricht dem Bildo¨ffnungswinkel θh,real der
realen Ansicht. Somit la¨sst sich umstellen:
θh,modell neu = θh,real =
∅modell
∅real
· θh,modell init (5.10)
Nach A¨nderung der Modellkameraparameter weist das berechnete Kamerabild den gleichen
Abbildungsmaßstab auf. In Abbildung 5.9 ist die eben erfasste Szene noch einmal mit korri-
giertem Kamerao¨ffnungswinkel dargestellt.
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(a) Screenshot aus Scannerperspektive (linke Kamera) (b) berechnete Ansicht aus der gleichen Position
Abb. 5.9: Testszene mit kalibriertem Bildo¨ffnungswinkel. Zu sehen ist in Abb. 5.9a die Auf-
nahme der linken Kamera. Daneben, in Abb. 5.9b, das errechnete Kamerabild aus
der gleichen Kameraposition. Es tritt kein Bildmaßstabsunterschied auf.
Bestimmung der Scha¨rfentiefe Die im Modell verwendeten Parameter near und far zur
Beschreibung des Scha¨rfentiefebereiches werden empirisch angegeben. Sie orientieren sich an
der Messfeldmitte und den Herstellerangaben zur Messfeldgro¨ße.
In Gleichung (5.11) wird mit dem Abstand der Kamera zur Messfeldmitte h∗ und der ange-
gebenen Ho¨he des Messfeldes hfield die Scha¨rfentiefe entsprechend angegeben.
near = h∗ − |hfield| (5.11)
far = h∗ + |hfield|
5.3 Bestimmung fotometrischer Parameter
Die Bestimmung der fotometrischen Parameter muss fu¨r ein entsprechendes Material und
die verwendete Belichtungszeit angepasst werden. Dies ist notwendig, da die Reflexionseigen-
schaften, diffuse und gla¨nzende Reflexion sowie der Reflexionsgrad, materialabha¨ngig sind.
Wird ein Objekt entsprechend oberfla¨chenbehandelt (eingeweißt) so sind die Parameter ent-
sprechend anzupassen.
Die Bestimmung des entfernungsabha¨ngigen Lichtintensita¨tsabfalles kann in erster Na¨herung
durch die Aufnahmen des Testaufbaues bestimmt werden. In Abbildung 5.10 ist am Bei-
spiel eines Kamerafotos (linke Kamera) aus dem unteren Drehkreis (Drehwinkel α = −146 ◦)
die Beleuchtung bei der verwendeten Aufnahmebelichtungszeit dargestellt. Zu sehen ist zum
einen, dass die Helligkeit mit der Entfernung zur Lichtquelle hin abfa¨llt. Zum anderen bildet
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sich ein der Kugelgeometrie angepasster Helligkeitsverlauf aus. Aufgrund der diffus reflek-
tierenden Oberfla¨che der Kugel (die Kugel ist entsprechend eingeweißt) ist nur eine flache
Glanzstelle ausgebildet.
Abb. 5.10: Reale Beleuchtungssituation wa¨hrend der Aufnahmen am Testaufbau.
Bei der fotometrischen Kalibrierung wird von einem linearisierten Intensita¨tsverlauf Ian =
I(h) (Gleichung (3.14)) bei zunehmender Entfernung h zur Lichtquelle ausgegangen. Dies ist
mo¨glich, da die real quadratisch abfallende Beleuchtungssta¨rke einer Punktlichtquelle sich im
Erfassungsbereich anna¨hernd linear verha¨lt. Der Intensita¨tsverlauf soll in Messfeldmitte in
etwa der Normierung 1 entsprechen, und nach hinten hin abfallen, nach vorn zunehmen. Zur
Ausrichtung der linearen Funktion werden die Distanzen near und far des Messsystems be-
nutzt und entsprechenden Intensita¨tswerten Inear bzw. Ifar zugeordnet. Am Beispiel wurden
folgende Werte gesetzt:
Inear = I(near) = a (5.12)
Ifar = I(far) = b
Anhand der gewa¨hlten Werte a und b kann eine Funktion zur Beschreibung der entfernungs-








Zur Bestimmung der Parameter wird die reale Aufnahme mit dem berechneten Helligkeits-
bild verglichen. Um U¨berlagerungen der verschiedenen Beleuchtungsparamter zu vermeiden,
wird ausschließlich mit einem diffusen Reflexionsanteil gerechnet. Die im Testaufbau verwen-
deten, ebenen Randplatten neben dem eigentlichen Objekt (siehe Abbildung 5.4 und 5.10)
ermo¨glichen eine Aussage zur Intensita¨t ohne den direkten Einfluss der fla¨chennormalen-
abha¨ngigen diffusen Reflexion (die Normale ist gleich groß, somit ist der reflektierte diffuse
Lichtanteil bei steigender Entfernung konstant). Die Werte a und b werden so gewa¨hlt, dass
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der Anstieg der Helligkeitsa¨nderung im Bereich der Randplatten gleich groß ist. Dazu wird
ein Gradient innerhalb der Randplatten festgelegt und der Helligkeitsverlauf abgelesen.
Die Abbildungen 5.11a und 5.11b zeigen den Gradienten zwischen den Punkten 0 und 400 im
originalen und errechneten Kamerabild. Die Helligkeitswerte sind pixelweise ausgelesen und
im Diagramm 5.11c vom Punkt 0 beginnend, u¨bereinander dargestellt. Nach dem Anpassen
der Werte, fu¨r a = 1.4 sowie fu¨r b = 0.6 ist der Helligkeitsanstieg beider Gradienten gleich
groß.
(a) Originale Aufnahme (b) Virtuelle Aufnahme





















realer Intensita¨tsverlauf errechneter Intensita¨tsverlauf
(c) Intensita¨tsverlauf
Abb. 5.11: Das originale 5.11a und berechnete 5.11b Kamerabild einer Aufnahme des Tes-
taufbaues. Anhand der Antastlinie (gelb) wurden die Intensita¨tswerte in einem
gemeinsamen Diagram 5.11c u¨bereinander dargestellt. Zu sehen ist, dass bei den
verwendeten Parametern a = 1.4 und b = 0.6 die Anstiege der Helligkeiten gleich
groß sind.
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Im Folgenden werden anhand der Testszene die Reflexionsparameter am Beispiel der Kugel-
oberfla¨che entsprechend angepasst. Das Ziel ist, die Helligkeitsverla¨ufe durch die Reflexions-
parameter d kd, s ks, a und den Glanzfaktor n auf dem zu erfassenden Objekt (Kugel) in
der errechneten Ansicht dem der realen Ansicht anzupassen. Die zuvor berechnete Entfer-
nungsabha¨ngigkeit bleibt dabei erhalten. Abbildung 5.12 zeigt eine originale Kameraansicht
(links) mit dem auftretenden realen Helligkeitsverlauf. Dem gegenu¨ber ist eine errechnete
Ansicht (rechts) aus der gleichen Scannerposition dargestellt. Zur Berechnung wurden in-
itiale Parameter zur fotometrischen Beschreibung genutzt, welche die reale Situation nicht
abbilden.
(a) Originale Aufnahme einer Ka-
meraposition beim Scannen der
Testszene
(b) Virtuelle Aufnahme aus glei-
cher Scannerposition mit initia-
len Beleuchtungsparamtern
(c) Helligkeitsunterschiede in Grau-
werten
Abb. 5.12: Ausgangsituation: Das fu¨r eine Scannerposition aufgenommene Kamerabild 5.12a
wird einem errechneten Bild ohne angepasste fotometrische Parameter 5.12b ge-
genu¨bergestellt. Es sind erhebliche Helligkeitsunterschiede zu sehen (5.12c).
Zur optimalen Einstellung der Parameter wird ein einfaches heuristisches Verfahren verwen-
det, welches in einer Anzahl an Iterationen, in einem festgelegten Wertebereich, die ent-
sprechenden Lichtparameter zufa¨llig bestimmt. Mit diesen Parametern wird das Kamerabild
berechnet und nachfolgend die im Bereich des Scanobjektes (hier im Bereich der Kugel) auf-
tretenden Intensita¨tswerte gvirt und gorig pixelweise mit der originalen Ansicht (Bild 5.12a)






(gvirt(u, v)− gorig(u, v))
2 →Min (5.14)
Der wa¨hrend der Iterationen auftretende Beleuchtungsparametersatz mit dem kleinsten Wert
fu¨r S in Gleichung (5.14) kann manuell bewertet und im folgenden Berechnungsmodell ver-
wendet werden. Es ist mo¨glich, die zur Parameterbestimmung notwendigen Wertebereiche
hinsichtlich der Bereichsgro¨ße und der Diskretisierung (Schrittweite) der einzelnen Werte
einzuschra¨nken. Beispielsweise kann die Schrittweite beim diffusen und gla¨nzenden Anteil auf
1
100
gesetzt werden, beim umgebenden Lichtanteil sind Schritte im 1
1000
Bereich sinnvoll. Der
Glanzfaktor wird ganzzahlig vera¨ndert. Der Wertebereich der einzelnen Parameter ergibt sich
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aus der Art der Oberfla¨chenreflexion. Da die Kugel zwar aus Aluminium besteht, aber mit
einem Entspiegelungsspray (auch Scanning-Spray genannt) weiß mattiert wurde, erscheint
diese u¨berwiegend diffus reflektierend. Folglich kann in erster Na¨herung angenommen wer-
den, dass der Faktor d kd deutlich gro¨ßer ausfa¨llt als der Faktor fu¨r die gla¨nzende Reflexion
s ks. Im Fall der Kugel ist eine sehr flache Glanzstelle zu sehen, welche kleine Werte fu¨r den
Glanzfaktor (n im Bereich [1..16], vgl. mit Diagramm A.4) erwartet. Der Anteil des umge-
benden Lichtes a entsteht im umgebungslichtverschlossenen Scanraum des kolibri Flex 100
nur durch Selbstreflexionen des Projektorlichtes an allen im Raum befindlichen (gro¨ßtenteils
schwarz mattierten) Gegensta¨nden und ist somit sehr klein.
Bei Oberfla¨chen, die etwas sta¨rker gla¨nzen, ko¨nnen die Werte fu¨r den gla¨nzenden Anteil
ho¨her ausfallen. Ferner kann die Art der Glanzstelle durch gro¨ßere Werte fu¨r den Glanzfaktor
n abgebildet werden. Jedoch ist bei optisch weniger kooperativen Fla¨chen die Aufnahme
mittels Streifenprojektion schwierig. La¨ngere Belichtungszeiten lassen sich durch proportional
ho¨here Werte fu¨r die diffuse, gla¨nzende und umgebende Reflexion abbilden.
(a) Originale Aufnahme (b) fotometrisch eingestelltes Ka-
merabild
(c) Helligkeitsunterschiede in Grau-
werten
Abb. 5.13: Nach der Parametersuche liegt eine fotometrische Modelleinstellung vor, bei der
die Helligkeitsunterschiede reduziert wurden.
Im Ergebnis der fotometrischen Kalibrierung (Abb. 5.13) liegt eine Helligkeitsverteilung auf
dem Objekt vor, die in kleinen Bereichen vom Helligkeitsverlauf des Originals abweicht (Stan-
dardabweichung (1 · σ) bei 10Grauwerten). Das ha¨ngt u¨berwiegend mit dem verwendeten,
nicht physikalisch plausiblen, Beleuchtungsmodell und der damit verbundenen ungenauen
Beschreibung der Reflexion auf einer Materialoberfla¨che zusammen.
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5.4 Zusammenfassung der Modellparameterbestimmung
Die in den letzten beiden Abschnitten dargestellte Lo¨sung zur Parametrisierung des Scan-
nermodells fu¨r die Erfassungsberechnung soll in der folgenden Tabelle 5.1 zusammengefasst
werden. Die genannten Kategorien orientieren sich an denen in Tabelle 3.1 eingefu¨hrten Ein-
ordnungen. Nach der Parametrisierung des Systems sind nur die Scannerpositionen (Kategorie
C, Tab. 3.1) wa¨hrend des Scannens variabel.
Tab. 5.1: Bestimmung der geometrischen Modellparameter der Kategorien A und B in An-
lehnung an Tabelle 3.1, sowie der Lichtparameter (hier Kategorie L)
Kategorie Variable Bestimmung
A1
W , H Die Auflo¨sung des Bildsensors kann der Gera¨tedokumentation entnom-
men werden. Alternativ besteht die Mo¨glichkeit, die Bildauflo¨sung den
aufgenommenen Kamerabildern direkt zu entnehmen.
B2
θh Zum einen ist die Berechnung des O¨ffnungswinkels u¨ber die Anga-
be der Brennweite mo¨glich. Zum anderen kann die Bestimmung u¨ber
den Durchmesser der Kugelsilhouette der Testszene in der realen und
errechneten Kameraansicht erfolgen.
near, far Die Scha¨rfentiefe kann, soweit nicht angegeben, na¨herungsweise durch







i Die Positionen und Orientierungen der Kameras ko¨nnen beim kolibri
Flex 100 den Kalibrierdaten des Scannersystems entnommen werden.
Die Positionsdaten eines unkalibrierten Projektors mu¨ssen anhand der
Kamerapositionen und dem geometrischen Aufbau des Scannkopfes
na¨herungsweise angegeben werden.
L3
t(P ,L) Die entfernungsabha¨ngige Helligkeitsabnahmefunktion kann durch die
Angabe des Anstieges einer linearen Funktion I(h) beschrieben und
deren Parameter durch Abgleich des originalen zu errechnetem Hel-
ligkeitsverlauf an einem ebenen Element in der Testszene bestimmt
werden.
s ks, d kd, a und n Die Parameter des verwendeten Beleuchtungsmodells ko¨nnen durch
ein stochastisches Verfahren bestimmt werden. Als Kriterium gilt die
Abweichung zwischen originalen und errechneten Helligkeitsverla¨ufen
auf dem zu erfassenden Objekt. Wichtig ist, dass diese Parameter fu¨r
jeden Oberfla¨chentyp sowie der verwendeten Belichtungszeit angepasst
werden mu¨ssen.
1 zur Lebenszeit des Scanners fixierte Parameter
2 mit der Kalibrierung des Scanners fixierte Parameter einer Kamera bzw. eines Projektors (Index i)
3 Lichtparameter
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5.5 Erfassung und Erfassungsplanung am Beispiel
Verdichterschaufel
Am Beispiel der in Abbildung 4.2 dargestellten Verdichterschaufel soll exemplarisch ein beste-
hender Erfassungsplan mit dem beschriebenen Modell verbessert werden. Die Schaufel selbst
ist ca. 8 cm lang und 4 cm breit und ist mit einer entsprechenden Vorrichtung im Messraum
des Scanners eingespannt. Der Aufbau des Arbeitsraumes des Scanners mit dem Objekt ist in
Abbildung 5.14 dargestellt. Die Oberfla¨che der Verdichterschaufel ist mit Entspiegelungsspray
weiß mattiert.
Abb. 5.14: Verdichterschaufel im Scanraum des kolibri Flex 100.
Die Positionierung der Schaufel in der Einspannung ist in diesem Beispiel willku¨rlich gewa¨hlt,
wobei darauf geachtet wurde, dass die stro¨mungstechnisch relevante Vorderkante im erfassba-
ren Bereich liegt. Schwerpunkt der Optimierung soll es sein, dass ein Erfassungsplan generiert
wird, bei dem der mit einem Referenzerfassungsplan erfasste Bereich mit weniger Aufnahmen
erfasst wird.
Alle gewa¨hlten Modellparameter sind im Anhang A.7 aufgefu¨hrt.
Modellgenerierung Zu Beginn sind die genaue Position der Schaufel im Scannerkoordina-
tensystem, sowie die Geometrie und Lage der Einspannung unbekannt. Zur Optimierung ist
jedoch eine bekannte Lage der Geometrien notwendig, weshalb die bekannte Schaufelgeo-
metrie (hier in Form von CAD-Daten) entsprechend in der Modellszene positioniert werden
muss. Die eingespannte Schaufel wird mit einem drehwinkelabha¨ngigen Erfassungsplan (sym-
metrischer Standardplan, Gleichung (5.15)) mit jeweils acht Aufnahmen im oberen und acht
Aufnahmen im unteren Drehkreis erfasst. Im Ergebnis liegt eine Punktewolke (Abb. 5.15a)
der Szene vor, bei der ein Teil der Schaufel sowie Teile der Einspannung zu sehen sind. Diese
Daten werden zu einem Dreiecksnetz (Abbl 5.15b) trianguliert und entsprechend in Schaufel
(gru¨n) und Einspannung (blau) segmentiert.
EerfPstandard =
〈−146◦;−104◦;−63◦;−21◦; 21◦; 63◦; 104◦; 146◦〉Oben
〈146◦; 104◦; 63◦; 21◦;−21◦;−63◦;−104◦;−146◦〉Unten
(5.15)
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(a) Punktwolke der Initialisierungs-
szene
(b) Dreiecksnetz (c) eingepasstes CAD-Modell
Abb. 5.15: Initialisierungszene mit verschiedenen Datenrepra¨sentationen. Im Ergebnis des
Scannens liegen Punktedaten 5.15a der Oberfla¨che vor, welche anschließend tri-
anguliert werden 5.15b. Danach erfolgt die Einpassung der CAD-Daten 5.15c der
Schaufel.
Nun erfolgt die Einpassung der Schaufelgeometrie an das Oberfla¨chennetz des Scans mit
einem Best-Fit-Algorithmus (Abb. 5.15c, bspw. mit der Software Geomagic Studio) um die
Transformation vom Schaufelkoordinatensystem des CAD-Systems in das Koordinatensystem
des Scanners zu berechnen.
Gleichzeitig erfolgt die Erstellung und Positionierung der Einspannungselemente, vorrangig
im Fußbereich der Schaufel. Hierfu¨r kann der Scandatensatz als Grundlage dienen, indem die
erfassten Punkte zur Konstruktion und Positionierung definierter Elemente benutzt werden.
Wichtig ist, dass alle Elemente im Modell beru¨cksichtigt werden, welche einzelne Scannerpo-
sitionen verdecken ko¨nnen.
Netzauflo¨sung Der positionierte CAD-Datensatz der Schaufel wird in ein Netz von Dreie-
cken umgewandelt (Abb. 5.16a), welche den notwendigen finiten Fla¨chenelementen entspre-
chen. Diese sind in der Regel verschieden groß, da bei der Zerlegung der CAD-Fla¨chenbe-
schreibung die Dreiecksgro¨ße den lokalen Kru¨mmungen angepasst werden.
(a) Dreiecksnetz nach Zerlegung
des CAD-Modells
(b) homogenisiertes Dreiecksnetz
mit einer Netzauflo¨sung von
durchschnittlich 0.1mm
(c) homogenisiertes Dreiecksnetz
mit einer Netzauflo¨sung von
durchschnittlich 0.25mm
Abb. 5.16: Verschiedene Netzauflo¨sungen der Verdichterschaufel
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Mit entsprechender Software (z. B. Geomagic Studio) la¨sst sich aus diesem Netz ein homoge-
nes Dreiecksnetz erzeugen, bei welchem die Dreiecke sowohl na¨herungsweise gleich groß, als
auch anna¨hernd gleichseitig sind. Diese Homogenisierung (vgl. unterschiedliche Netzgro¨ße in
Abbildung 5.16b und 5.16c) ist unabha¨ngig der Fla¨chenkru¨mmung weshalb die Dreiecksanzahl
je nach gewa¨hlter Elementgro¨ße stark ansteigen kann. Die durchschnittliche Kantenla¨nge er-
rechnet sich aus dem Bildmaßstab bei der mittleren Entfernung von Kamera zu Messfeldmitte
zuzu¨glich einem Verkippungswinkelanteil von γ = 60 ◦ nach Gleichung (3.10). Am Beispiel
des kolibri Flex 100 ergibt sich (Gleichung (5.16)) im 75er Messfeld ein durchschnittlicher
Bildmaßstab von 0, 1 mm/Pixel (Bildausschnitt 140mm, Sensorgro¨ße 1392Pixel, Abstand
Sensor zur Messfeldmitte etwa 370mm) und somit eine Elementgro¨ße von 0, 2 mm/Pixel
(gewa¨hlt zur Berechnung wurden 0, 25 mm/Pixel).













Das Dreiecksnetz der Verdeckungselemente kann auf ein Minimum von Dreiecken reduziert
werden, da das Modell nur verdeckend wirkt. In diesem Beispiel wurde die gescannte Ver-
deckungsgeometrie behalten. Lediglich die Einspannungsgeometrie im Fußbereich wurde ein-
gefu¨gt.
Beleuchtungsparameter Die Anpassung der Beleuchtungsparameter erfolgt, wie in Ab-
schnitt 5.3 beschrieben, durch ein stochastisches Anpassen der Kennwerte. In Abbildung
5.17 sind fu¨r eine Beispielansicht der Schaufel die Parameter entsprechend eingestellt, sodass
ein u¨berwiegend gleich ausgeleuchtetes Bild entsteht.
(a) Originale Aufnahme (b) fotometrisch eingestelltes Ka-
merabild
(c) Helligkeitsunterschiede in Grau-
werten
Abb. 5.17: Mit der Auswahl von geeigneten Beleuchtungsparametern erreicht man ein dem
Original a¨hnliches Helligkeitsbild.
Beispielmessung am Referenzerfassungsplan Der zur Positionierung verwendete Erfas-
sungsplan und dessen Scanergebnisse sollen zur Verifizierung des Berechnungsmodells genutzt
werden. Dazu werden die aufgenommenen mit den berechneten Daten verglichen.
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Die Berechnung der erfassten Fla¨chen einer Scanneraufnahme ist exemplarisch mit der sechs-
ten Erfassungsplanposition aufgefu¨hrt. Dazu wurden mit den jeweiligen Beobachtern (linke
und rechte Kamera) sowie dem Projektor entsprechende Ansichten gerendert und gema¨ß
Algorithmus 3.1 ausgewertet.
(a) linke Kamera (b) Projektor (c) rechte Kamera
Abb. 5.18: Einzelansichten einzelner Beobachter. Die gru¨nen Bereiche kennzeichnen den sicht-
baren Bereich. Schwarze Fla¨chen markieren die Einspannungselemente und rot
gefa¨rbte Bereiche sind schlecht beleuchtet bzw. sind zu steil zur Blickrichtung.
Dem Ergebnis entsprechend kolorierte Ansichten sind in Abb. 5.18 einzeln aufgezeigt, wobei
die gru¨nen Bereiche diejenigen darstellen, welche in der jeweiligen Perspektive als sichtbar
erkannt wurden. Die Berechnung der Gesamtsichtbarkeit erfolgt durch die entsprechende Va-
riante aus Tabelle 3.3 (zwei Kameras, Projektor). Zur Visualisierung des erfassten Bereiches
ermo¨glicht das Scansystem kolibri Flex 100 das Exportieren der Scanergebnisse der Ein-
zelansichten in Form von Punktdaten. Diese Punktdaten sind in einer Matrix gespeichert,
welche der Bildmatrix der linken Kamera entspricht. Somit lassen sich die erfassten Fla¨chen
in dem Ansichtsbild der linken Kamera darstellen.
Die Abbildungen 5.19a und 5.19b zeigen eine solche Darstellung fu¨r die untersuchte Einzel-
aufnahme des verwendeten Erfassungsplanes. Zu sehen ist in beiden Abbildungen (original
sowie berechnet) ein Helligkeitsbild der linken Kamera in dem der, durch die Scannerposi-
tion erfasste Bereich gru¨n unterlegt ist. Es la¨sst sich feststellen, dass sich im Bereich des
Schaufelblattes die erfassten Fla¨chenbereiche der berechneten Ansicht denen der real erfass-
ten Bereiche stark a¨hneln. Die komplette Gegenu¨berstellung zwischen real gescannter Ansicht
und errechneter Position befindet sich im Anhang, Tabelle A.6.
Nachfolgend ist das Ergebnis des kompletten Erfassungsplanes in Form der gescannten Ober-
fla¨che des Schaufelblattes als Vergleich zwischen der kompletten, zu erfassenden Geometrie
(Abb. 5.20a), der mit dem Scansystem erfassten Geometrie (Abb. 5.20b) sowie der errechne-
ten Geometrie (Abb. 5.20c) gegenu¨ber gestellt.
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(a) reale Aufnahme (b) berechnete Aufnahme
Abb. 5.19: Helligkeitsbilder einer Position des Erfassungsplanes mit gru¨n hervorgehobenen,
durch das Scannen erfassten Bereiches. Links ist das reale Bild der linken Kamera
zu sehen, Rechts das korrespondierende berechnete Bild.
(a) komplette Schaufelgeometrie (b) gescannte Oberfla¨che (c) berechnete Oberfla¨che
Abb. 5.20: Die Scanergebnisse des verwendeten, nicht optimierten Erfassungsplanes im Ver-
gleich. Das real gescannte Ergebnis 5.20b
Die originale Oberfla¨che der Schaufel betra¨gt 7305mm2. Davon wurden mit dem Scanner ko-
libri Flex 100 etwa 5676mm2 erfasst. Das entspricht etwa 77, 7% der zu erfassenden Fla¨che.
Mit dem Berechnungsmodell wurden mit dem selben Erfassungsplan 5608mm2 der Schau-
feloberfla¨che, also 76, 8% erfasst. Folglich ergibt sich fu¨r dieses Beispiel eine Abweichung im
Scanergebnis von 0, 9%. Die theoretisch erfassbare Fla¨che, welche bei dieser Einspannungsva-
riante mo¨glich ist, wurde unter Verwendung aller mo¨glichen Scannerpositionen (beide Dreh-
kreise, ganzzahlige Winkel, im Bereich von −146◦ bis +146◦) errechnet, und ist 5875mm2
groß (Tabelle 5.2).
5.5.1 Optimierung
Der oben verwendete Standardmessplan erfasst mit insgesamt 16 Einzelaufnahmen etwa 77%
der zu erfassenden Oberfla¨che. Dabei muss beru¨cksichtigt werden, dass die Schaufel nur von
einer Seite erfasst wird. Daraus resultiert die Annahme, dass ohne den Wechsel der Einspan-
nung ein vollsta¨ndiges Erfassen der Schaufel nicht mo¨glich ist. Trotzdem lassen sich zwei
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Tab. 5.2: U¨bersicht u¨ber die erfassbaren Fla¨chenanteile am Beispiel der Verdichterschaufel
Erfassungsvariante erfasster Fla¨cheninhalt
Gesamte Oberfla¨che der Verdichterschaufel (CAD-Modell) 7305mm2
In beschriebener Einspannung mit dem Scanner kolibri Flex 100 erfasster
Oberfla¨chenbereich1
5676mm2
Mit dem Berechnungsmodell errechneter Fla¨cheninhalt des Objektes1 5608mm2
Maximal erfassbarer Fla¨cheninhalt der Schaufel in dieser Einspannung2 5875mm2
1 Mit dem Standarderfassungsplan
2 Jede mo¨gliche Position des Scanners wird zur Erfassung genutzt. Dabei kommen ganzzahlige
Positionen im oberen, wie unteren Drehkreis zum Einsatz.
Fragestellungen mit dem Ziel einer Optimierung formulieren.
• Welcher Fla¨chenanteil kann maximal mit dieser Einspannungsvariante gescannt wer-
den?
• Ist es mo¨glich, bei gleicher Einspannung, ein etwa gleichwertiges Erfassungsergebnis mit
weniger Einzelaufnahmen zu erfassen?
Die erste Fragestellung hat weniger praktische Relevanz, da die Schaufeloberfla¨che bereits
zu 77% der gesamten Schaufel sowie im Vergleich zum maximal mo¨glichen Fla¨cheninhalt in
dieser Einspannung bereits 95% (5608mm2 von 5875mm2) erfasst wurde. Es ist wahrschein-
lich, dass in einer anderen Einspannung (von der Ru¨ckseite aus) der fehlende Teil, exklusive
des eingespannten Bereiches im Schaufelfuß, erfasst wird. Auch die Bewertung der bisher
erfassten Oberfla¨che la¨sst diesen Schluss zu, da u¨berwiegend Bereiche fehlen, die auf der dem
Scanner abgewandten Seite liegen.
Die zweite Fragestellung ist hinsichtlich einer Mehrfachmessung gleichartiger Bauteile inter-
essant. Reduziert sich die Anzahl an Einzelaufnahmen, sinkt die Erfassungszeit, was dazu
fu¨hrt, dass eine gro¨ßere Anzahl an Verdichterschaufeln in gleicher Zeit erfasst werden kann.
Die Optimierung erfolgt mit einer Variante der vorgestellten Evolutiona¨rer Algorithmen (Ab-
schnitt 4.3). Ein Erfassungsplan beschreibt einen Chromosomensatz eines Individuums, wobei
die Winkelpositionen des Drehtellers der jeweiligen Einzelaufnahmen die Chromosomen des
Individuums darstellen. Eine Gruppe von Individuen wird in einer Population zusammen-
gefasst. Eine Population an einem bestimmten Zeitpunkt der Optimierung wird Generation
genannt.
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5.5.2 Randbedingungen
Als wesentliche Einschra¨nkung gilt der begrenzte einstellbare Positionsumfang. Der Scanner
kann auf zwei Kreisbahnen um das Objekt bewegt werden, wobei nur ganzzahlige Winkelde-
finitionen zula¨ssig sind. Die Auspra¨gung der einzelnen Drehwinkel begrenzt der Messbereich
des Scanners von −146◦ bis +146◦.
Des Weiteren sind nur Erfassungspla¨ne nutzbar, bei denen eine ausreichende Anzahl (mind.
vier) an Messungen im oberen Drehkreis vorhanden ist. Dies ist notwendig, um die Drehachse
des Systems und nachfolgend das Ergebnis-Koordinatensystem zu berechnen (siehe Oben,
vgl. hierzu [IVB06, Kru09]). Ferner sollen Pla¨ne verwendet werden, bei denen die Anzahl
an Messungen im oberen, wie unteren Drehkreis gleich groß ist. Um Erfassungspla¨ne zu
vermeiden, bei denen Drehwinkel (Scanpositionen) zu dicht beieinander liegen, soll weiterhin
ein Mindestabstand zwischen zwei Messungen definiert werden. Daraus ergeben sich folgende
Randbedingungen, welche in Tabelle 5.3 zusammengefasst dargestellt sind.
Tab. 5.3: Randbedingungen fu¨r die Optimierung
Nummer Parameter Wertebereich bzw. Auspra¨gung
1 Gesamtdrehwinkel ngesamt Mindestens acht, Vielfachenmenge von 2








4 Wertebereich Drehwinkel −146◦ bis +146◦
5 Mindestabstand zwischen zwei Drehwinkeln
dmin
10◦
5.5.3 Fitnessfunktion und Umgang mit Randbedingungen
Sowohl die genannten Optimierungsziele als auch die beschriebenen Randbedingungen mu¨ssen
in der Optimierungsstrategie als auch in der Fitnessfunktion Einfluss finden. Dabei wird
die Fitnessfunktion aus der in Abschnitt 4.2 (Optimierungsziele) eingefu¨hrten Zielfunktion
(Gleichung 4.2) abgeleitet. Daraus resultiert ein Fitnesswert fInd, der durch Aufsummieren
gewichteter Fla¨cheninhalte (Wichtungsfaktor γ) der erfassten finiten Fla¨chenelemente A+finE





Diese Fitnessfunktion liefert einen Wert, der a¨quivalent zur Gu¨te eines Individuums ist. Da-
bei gilt: je gro¨ßer die Fitness, desto besser ist das Individuum. Die Wichtung der finiten
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Fla¨chenelemente ermo¨glicht die Beru¨cksichtigung unterschiedlicher Schwerpunkte in der Er-
fassung von Bereichen eines Objektes. Bspw. ko¨nnen Funktionsfla¨chen eine ho¨here Wich-
tung erhalten, um eine Optimierungspriorita¨t festzulegen. Im nachfolgenden Beispiel ist der
Wichtungsfaktor γ = 1.
In der Fitnessfunktion sollen sich ferner Versto¨ße gegen die gestellten Randbedingungen wi-
derspiegeln. Zwar ko¨nnen Erfassungspla¨ne, welche Randbedingungen verletzen aus der Po-
pulation gelo¨scht werden, jedoch sinkt besonders bei vielen ungu¨ltigen Individuen die Such-
dynamik. Eine tolerantere Methode stellt das Einfu¨hren einer Straffunktion dar [Wei07].
Am Beispiel wird ein von fInd abha¨ngiger Straffaktor ts gebildet (Bspw. ts = 0.05 · fInd).
Im Fall, dass die Anzahl der Aufnahmen nicht gleichma¨ßig auf die beiden Drehkreise verteilt
ist, wird die Differenz mit dem Straffaktor multipliziert und von der Fitness des Individuums
fInd abgezogen:








Der Erfassungsplan wird ferner nach dem kleinsten Abstand dk zwischen zwei Scanner-
positionen (Drehwinkel) abgesucht. Ist dieser Abstand kleiner als der Mindestabstand dmin
wird entsprechend Gleichung (5.19) der Fitnesswert gesenkt.
fInd = fInd − ts · |(dmin − dk)| (5.19)
Somit werden Individuen (Erfassungspla¨ne), welche gegen die gesetzten Randbedingungen
verstoßen in ihrer Fitness geschwa¨cht, ohne sie direkt aus der Evolution auszuschließen.
5.5.4 Methoden
Die Optimierung eines Erfassungsplanes selbst la¨uft nach den Grundmechanismen der EA.
Der Ausgangspunkt stellt eine zufa¨llig generierte Population mit einer Anzahl p an Individuen
dar. Die Bestimmung der jeweiligen Auspra¨gungen (Scanpositionen) eines Chromosomensat-
zes erfolgt dabei gleichverteilt im zula¨ssigen Wertebereich. Es folgt die Bewertung eines jeden
Individuums innerhalb der Population.
Nun wird fortlaufend ein Zyklus gestartet, bei dem durch Rekombination, Mutation und
Selektion, Nachfolgegenerationen generiert werden. Das geschieht solange, bis ein Abbruch-
kriterium erfu¨llt ist (Anhang - Algorithmus A.1).
Nachfolgend sind die genutzten Mechanismen der evolutiona¨ren Algorithmen dargestellt. Es
sind jedoch eine Vielzahl anderer Implementierungen mo¨glich. Hierzu wird auf die entspre-
chende Fachliteratur verwiesen, bspw. [Wei07, SHF94, Hol75, LES08, FOW66].
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Codierung eines Erfassungsplanes in einem Individuum Sowohl die Drehtischangabe als
auch die Drehtischposition wird in einem Array aus Zahlen im Bereich [0 .. 586] codiert. Dabei
entsprechen die Werte [0 .. 292] den Positionen [−146◦ .. 146◦] im oberen Drehkreis, die Zahlen
[293 .. 585] den Winkeln im unteren Drehkreis (Abb. 5.21).
Abb. 5.21: Codierung der Winkelpositionen im Chromosom
Rekombination Bei der Rekombination wird fu¨r ein Individuum entschieden, ob es Nach-
kommen generieren soll. Die Auswahl erfolgt mit vorgegebener Wahrscheinlichkeit (Rekom-
binationsfaktor im Bereich [0 .. 1]), der Partner ist das jeweilige Nachbar-Individuum der
Population. Die Nachkommenbildung erfolgt durch das sog. Crossover. Dabei wird der Chro-
mosomensatz an zufa¨lliger Stelle geteilt und die entstehenden Teile neu kombiniert (Abb.
5.22).
Abb. 5.22: Rekombination durch Crossover zweier Individuen zum Erzeugen eines Nachkom-
mens
Mutation Die Mutation erfolgt ebenfalls mit einer definierten Wahrscheinlichkeit (Muta-
tionsfaktor im Bereich [0 .. 1]). Soll ein Individuum mutieren, dann wird an einer zufa¨lligen
Stelle des Chromosomensatzes eine neues Chromosom aus dem zula¨ssigen Wertebereich ge-
neriert und das alte u¨berschrieben (Abb. 5.23).
Abb. 5.23: Mutation eines Chromosoms durch zufa¨lliges Generieren der Auspra¨gung
111
PARAMETRISIERUNG UND OPTIMIERUNG AM BEISPIEL KOLIBRI FLEX 100
Selektion Die Population, welche aus den Indiviuduen der alten Generation sowie aus den
generierten Nachkommen besteht, muss wieder auf die gesetzte Populationsgro¨ße p redu-
ziert werden. Dazu werden bestimmte Individuen selektiert und in die neue Generation
u¨bernommen. Die Selektion erfolgt dabei durch ein rangbasiertes Auswahlverfahren. Anders
als bei der Eliteselektion (nur die besten Individuen kommen weiter), ist die Wahrscheinlich-
keit des Weiterkommens proportional zum Rang2 des Individuums in der Population. Zwar
ko¨nnen gute Individuen wieder gelo¨scht werden, jedoch sinkt dabei das Risiko in lokalen
Extrema ha¨ngen zu bleiben (Vergleiche hierzu A.5).
Abbruchkriterium Um die Optimierungsiteration nicht unendlich lange laufen zu lassen,
sind Bedingungen festzulegen, bei deren Erfu¨llung die Optimierung abgebrochen wird. Dazu
gibt es eine Vielzahl von Mo¨glichkeiten, aus denen folgende vier Varianten genutzt werden.
• Mindestfitness ist erreicht. Das bedeutet, dass mindestens ein Individuum die ange-
gebene Fitness erreicht haben muss.
• Der Fitnessabstand zwischen dem Besten und dem Populationsdurchschnitt ist zu
klein (Abstand ≤ Grenzwert).
• Unvera¨nderte Fitness u¨ber einen la¨ngeren Zeitraum.
• Diemaximale Laufzeit, festgelegt durch eine Generationenanzahl wird u¨berschritten.
U¨bergeordnete Iteration zur Minimierung der Einzelaufnahmen Fu¨r die Optimierung der
Anzahl an Einzelpositionen in einem Plan wird die in Abschnitt 4.3 vorgestellte Strategie,
die Anzahl an Einzelaufnahmen pro Erfassungsplan iterativ zu verkleinern, auch am Bei-
spiel der Verdichterschaufel angewandt. Begonnen wird mit der Aufnahmeanzahl ngesamt des
Standardplanes. Wird die geforderte Fitness (siehe Abbruchbedingung) erreicht, wird die
Optimierung abgebrochen und die Anzahl ngesamt um zwei verringert und erneut optimiert
(Anhang - Algorithmus A.2).
5.5.5 Optimierungsergebnisse Verdichterschaufel
Als Ausgangspunkt der Optimierung wurde der Standarderfassungsplan (insg. 16 Erfassungs-
positionen) mittels EA optimiert. Dabei lag die Wahrscheinlichkeit zur Rekombination bei
80%, die Mutationsrate bei 60%. Die Anzahl an Individuen innerhalb der Population betra¨gt
51. Das Abbruchkriterium liegt bei 50 Generationen.
Bereits in Tabelle 5.2 wurde ein maximal mo¨glicher Fla¨cheninhalt angegeben, der sich mit dem
Modell unter Verwendung aller mo¨glichen Drehtischpositionen errechnen la¨sst. Diese wird
2Als Rang eines Individuums ist die Wertigkeit seiner Fitness gemeint
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als maximal erreichbare Fitness angesehen und nachfolgend mit den tatsa¨chlich errechneten
Fitnesswerten verglichen. Die Fitnesswerte der besten Individuen einer Generation, sowie die
durchschnittliche Fitness der Population wa¨hrend der Optimierung sind in Abbildung 5.24
aufgezeigt. Eingetragen ist ebenfalls die Fitness des Standardplanes gegenu¨ber der maximalen
Fitness (entspricht 95%).






















Abb. 5.24: Fitnessverlauf wa¨hrend der Optimierung. Die Fitness wird gegen die maximale
Fitness verglichen. Eingetragen ist ebenfalls der Fitnesswert des Referenzerfas-
sungsplanes.
Zu sehen ist, dass sich die Fitness im Laufe der Optimierung verbessert. Der Fitnesswert des
besten Individuums der Generation 50 liegt bei etwa 98% des maximal mo¨glichen Wertes,
eine Verbesserung von ca. 3% gegenu¨ber dem Standarderfassungsplan. Die zwischenzeitlichen
Einbru¨che der Fitness lassen sich auf das Selektionsverfahren (rangbasiert) zuru¨ckfu¨hren. Im
Bereich ab Generation 45 entspricht die durchschnittliche Fitness anna¨hernd der des Besten.
Es ist zu folgern, dass die Population sehr homogen ist, und keine deutliche Verbesserung
mehr eintritt. Ausgewa¨hlte Generationen (Startgeneration, Generation 25 und Generation
50) sind im Anhang A.8 entsprechend dargestellt.
Dabei stellt das beste Individuum nur eine Lo¨sung dar. Bei wiederholtem Start der Optimie-
rung entstehen jeweils unterschiedliche Erfassungspla¨ne mit jeweils gleichwertiger Fitness.
Fu¨r drei Wiederholungen sind die jeweils besten Individuen in den Abbildungen 5.25a bis
5.25c dargestellt.
Um die Anzahl der Einzelaufnahmen zu minimieren, erfolgt die iterative Verkleinerung des
Chromosomensatzes, solange, bis die geforderte Fitness des Standardplanes unterschritten
wird. Begonnen wird mit 16 Einzelpositionen.
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Oberer Drehkreis Unterer Drehkreis











Oberer Drehkreis Unterer Drehkreis











Oberer Drehkreis Unterer Drehkreis
(c) Lauf 3 - 97, 7%
Abb. 5.25: Beste Individuen verschiedener Optimierungsdurchla¨ufe
In Abbildung 5.26a ist der Fitnesswert des jeweils besten Individuums3 u¨ber der entsprechen-
den Chromosomensatzgro¨ße aufgetragen. Chromosomensa¨tze mit mehr als 10 Einzelaufnah-
men fallen dabei immer besser aus, als der Standarddatensatz. Erst mit 8 Einzelaufnahmen
wird der Mindestfitnesswert unterschritten. In Abbildung 5.26b ist ein optimierter Erfas-
sungsplan mit nur 10 Einzelaufnahmen dargestellt.





































Oberer Drehkreis Unterer Drehkreis
(b) Bestes Individuum ngesamt = 10
Abb. 5.26: Iterative Optimierung der Positionsanzahl
3Genaugenommen ist es ein Mittelwert des besten Individuums aus drei Optimierungsla¨ufen mit angegebener
Chromosomensatzzahl ngesamt
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Vergleich mit dem Ergebnis des kolibri Flex 100 Der optimierte Erfassungsplan wird an-
hand der realen Verdichterschaufel mit dem kolibri Flex 100 verifiziert. Dabei ist eine deutli-
che Performancesteigerung beim Scannen zu beobachten. Neben einer leichten Verbesserung
hinsichtlich der erfassten Fla¨che um etwa 2% verku¨rzte sich die Aufnahmezeit4 von 22min
auf 13min (Tabelle 5.4). Das kommt einer Verku¨rzung von 41% gleich.
Tab. 5.4: Vergleich der Scanergebnisse mit und ohne Optimierung
Standardplan optimierter Erfassungsplan
Erfassungszeit [min] 22 13
Aufgenommene Punkte 2635000 2737000
Erfasste Oberfla¨che1 5676mm2 5764mm2
1 Fla¨cheninhalt der triangulierten Punktewolke
Abbildung 5.27 zeigt sowohl eine Ansicht der triangulierten Ergebnispunktewolke mit dem
Standarderfassungsplan, als auch mit dem optimierten Erfassungsplan. Zu sehen ist eine
Zunahme der gescannten Fla¨che im Bereich des Fußes sowie im U¨bergangsbereich des Blattes
auf die Plattform.
(a) Scanergebnis des Standardplanes (b) Scanergebnis des optimierten Planes
Abb. 5.27: Gegenu¨berstellung von Standard- zu optimiertem Erfassungsplan am Scanergebnis
des realen Scanners kolibri Flex 100. Zu sehen ist insbesondere die Zunahme der
erfassten Fla¨che im Fussbereich des Objektes.
4Die Zeit vom Start des Scannens bis zum Sichern der gemeinsamen Punktewolke.
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5.6 Optimierung am Beispiel eines Halbritzels
Im zweiten Beispiel soll die Zahnradlauﬄa¨che eines Halbritzels (Abb. 5.28a) aus einem Kegel-
radgetriebe erfasst werden. Dies kann notwendig sein, um eventuelle Fertigungsschwankungen
oder Verschleiß- und Scha¨digungserscheinungen zu untersuchen. Dabei muss nicht die gesam-
te Fla¨che des Zahnrades erfasst werden, sondern nur der interessierende Teil. Dazu wurde das
Modellobjekt entsprechend aufgeteilt und der nicht zu erfassende Bereich als Verdeckungs-
objekt interpretiert (Abb. 5.28b).
(a) Eingespanntes Halbritzel im Scanner (b) Szene mit festgelegten Scanbereich
Abb. 5.28: Szene mit dem zu erfassendem Halbritzel
Aufgrund der Einspannung des Bauteils kann die zu erfassende Fla¨che mit dem Standard-
messplan (16 Einzelmessungen, (5.15)) bereits vollsta¨ndig erfasst werden. Daraus resultiert
das Optimierungsziel, die Anzahl der Einzelaufnahmen zu minimieren5. Im Ergebnis, mit den
unter Abschnitt 5.5.2 genannten Randbedingungen, entsteht ein Erfassungsplan mit 12 statt
16 Einzelaufnahmen (die entsprechenden Ergebnisse sind im Anhang A.9 aufgefu¨hrt).
Es hat sich gezeigt, dass die Aufnahmen des oberen Drehkreises kaum Daten liefern. Grund
dafu¨r ist, dass die interessierenden Fla¨chen sehr schra¨g zur Aufnahmerichtung liegen und
somit nicht erfasst werden. Zwar lassen sich Erfassungspla¨ne ohne Aufnahmen aus dem oberen
Drehkreis systembedingt nicht realisieren, jedoch la¨sst sich am Modell nachweisen, dass sich
durch Ignorierung der Randbedingungen 1, 2 und 3 aus Tabelle 5.3 die relevante Fla¨che mit
nur 6 Aufnahmen aus dem unteren Drehkreis erfassen la¨sst (Abb. 5.29b und 5.29c).
5Die Parameter fu¨r die Netzgro¨ße, den Optimierungsalgorithmus, etc. bleiben gleich. Die Beleuchtungspara-
meter wurden entsprechend angepasst.
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(a) Standardplan (16 Einzelauf-
nahmen)
(b) Optimierter Plan (6 Einzelauf-
nahmen)
(c) Optimierter Plan (5 Einzelauf-
nahmen)
Abb. 5.29: Die relevanten Fla¨chen lassen sich vollsta¨ndig mit dem Standarderfassungsplan
erfassen 5.29a. Durch die Optimierung la¨sst sich die Fla¨che mit nur sechs Auf-




6 Auswertung und Ausblick
Nach der Beschreibung der notwendigen Grundlagen wurde in der vorliegenden Arbeit ein
Modell entwickelt, welches anhand einer bekannten Geometrie eines Objektes und der System-
kenntnis eines Streifenprojektionssensors Erfassungspla¨ne generiert. Diese Pla¨ne werden si-
muliert und ermo¨glichen dadurch eine Optimierung hinsichtlich der verwendeten Einzelauf-
nahmen sowie der erfassten Oberfla¨che. Im Ergebnis lassen sich wiederholende Messungen
von gleichen Bauteilen (Mehrfachmessungen) effektiver ausfu¨hren und somit Zeit und Kos-
ten sparen. Im letzten Teil der Arbeit wurde gezeigt, mit welchen Mitteln das Modell an
einem realen Scanner angepasst wird. Abschließend wurde die Erfassung und Optimierung
an Beispielbauteilen evaluiert.
6.1 Auswertung
Das Modell zur Berechnung der Einzelansichten nutzt die projektive Mathematik (Seite 19
ff. und Seite 54 ff.) um den Bereich eines Objektes zu bestimmen, den ein Beobachter erken-
nen kann. Dazu ist die genaue Kenntnis der Beobachterposition und Orientierung u¨ber dem
Objekt, sowie der Projektionseigenschaften no¨tig. Hierfu¨r mu¨ssen Scannerinformationen vor-
handen sein, die bei manchen kommerziellen Systemen nicht zuga¨nglich sind. Folglich mu¨ssen
alternative Wege (eigene Kalibrierung, Iterative Bestimmung, etc.) gefunden werden, um die
entsprechenden Informationen zu erhalten.
Die Beru¨cksichtigung der Beleuchtungssituation um Glanzstellen, dunkle bzw. unterbelichtete
Bereiche u.a¨. zu beschreiben, wurde mit einem einfachen, aber nicht physikalisch fundiertem
Modell beschrieben (Seite 65 ff.). Vorteil dabei ist, dass mit wenigen Parametern die Lichtsi-
tuation in einem geschlossenen Scanraum beschreibbar ist und auch der Berechnungsaufwand
gering ist. Zudem ist die Einstellung der Parameter nicht von fotometrischen Messungen
am Bauteil abha¨ngig, sondern la¨sst sich iterativ an das reale Helligkeitsbild anpassen. Somit
steigt die Zuga¨nglichkeit des Verfahrens auf Kosten der physikalischen fotometrischen Model-
lierung. Dem gegenu¨ber ist diese Beschreibung nur bei weiß mattierten Objekten anwendbar.
Gla¨nzende Objekte ko¨nnten zwar anna¨hernd beschrieben und berechnet werden, jedoch kann
ein realer Vergleich nicht stattfinden, da das Streifenprojektionsverfahren bei optisch nicht
kooperierenden Objekten versagt. Auch andere optische Materialeigenschaften (anisotrope
Reflexion, Transparenz, Farben, etc.) werden nicht beru¨cksichtigt. Abbildung 6.1 zeigt bei
einer Verdichterschaufel, welche teilweise verschmutzt und nicht geweißt ist, dass ein Anpas-
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sen der Parameter nicht mo¨glich ist. Eine deutliche Verbesserung stellt das Unterteilen des
Objektes in Einzelnetze (Zusammenfassen von Dreieck-Ids zu Gruppen mit gleichen fotome-
trischen Parametern) und die individuelle Angabe der Beleuchtungsparameter dar. Jedoch
bleibt die mathematische Beschreibung der Reflexion ohne physikalische Grundlage.
(a) Originales gla¨nzendes Verdich-
terschaufelblatt
(b) Berechnete und fotometrisch
angepasste Verdichterschaufel
(c) Helligkeitsunterschiede in Grau-
werten
Abb. 6.1: Lichtparametrisierung an gla¨nzenden Bauteilen. Die reale Verdichterschaufel ist
erheblich verschmutzt und teilweise bescha¨digt. Auch die Farbe der Schaufel ist
inhomogen. Ohne das Objekt entsprechend weiß zu mattieren, ist die Anpassung
der Beleuchtungsparameter nicht mo¨glich.
Die zu berechnenden Modelloberfla¨chen werden durch Dreiecksnetze beschrieben, deren Netz-
struktur homogen und die Gro¨ße der Dreiecke an die Sensorauflo¨sung angepasst sein muss.
Dabei wird zwischen zu erfassenden Objekten und Verdeckungsobjekten unterschieden (Seite
62 ff.). Bei der Anpassung des Netzes muss abgewa¨gt werden, ob ein hoher Detailgrad mit
kleinen Dreiecken Ungenauigkeiten in schra¨g zum Beobachter liegenden Bereichen rechtferti-
gen (Abb. 6.2). Jedoch ist es mit einem an die Sensorauflo¨sung angepasstem Netz mo¨glich,
komplexe Objekte mit sehr vielen Selbsthinterschneidungen zu berechnen und einen entspre-
chenden Erfassungsplan abzuleiten.
(a) Berechnungsergebnis bei zu fein aufgelo¨stem Netz (b) Berechnungsergebnis mit optimal angepasster
Dreiecksnetzgro¨ße
Abb. 6.2: Einfluss der Netzauflo¨sung auf das berechnete Ergebnis. Die Berechnung auf der
Grafikkarte ermo¨glicht nur die Zuordnung eines Dreieck-Codes pro Pixel. Ist das
Netz zu fein, liegen mehrere Dreieck-IDs in einem Pixel. Die Folge: Nur eines ist
sichtbar, der Rest nicht (Verletzung des Abtasttheorems).
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Die Implementierung des Modells erfolgte auf der Grafikkarte eines PC-Systems, um de-
taillierte Objekte mit komplexen Verdeckungssituationen mit ausreichender Geschwindig-
keit berechnen zu ko¨nnen. Am Beispiel der Verdichterschaufel mit 300 000 Dreiecken und
zusa¨tzlichen 12 000 Dreiecken fu¨r die Beschreibung der Einspannungselemente erfolgt eine
Berechnung und Auswertung einer Einzelansicht (2 Kameras, 1 Projektor) in 0, 5 Sekunden1.
Die Beschreibung eines Erfassungsplanes erfolgt ausschließlich durch die Angabe der Scanner-
position- und Orientierung (Seite 78). Dem zu Grunde liegt die genaue Kenntnis der Lage der
im Sensor verbauten Beobachter (Kameras, Projektor). Am Beispiel des Scanners kolibri Flex
100 besteht der Erfassungsplan aus den Winkeln des Drehtisches, sowie aus der Angabe des
Drehkreises. Somit sind die Pla¨ne ohne Konvertierung nutzbar. Um optimale Ergebnisse zu
erhalten, wird der Erfassungsplan entsprechend seinem errechneten Scanergebnisses bewertet
und entsprechend vera¨ndert. Die Optimierungsbeispiele besta¨tigen das hohe Optimierungspo-
tential der Erfassungspla¨ne. Am Beispiel der Verdichterschaufel verku¨rzte sich die am Scanner
nachgewiesene Aufnahmezeit um 41 %. Es ist davon auszugehen, dass die Erfassungszeit bei
gegebenem Optimierungsziel weiter verku¨rzt werden kann, wenn der Sensor frei u¨ber dem
Objekt positionierbar wa¨re und somit die Drehkreisbeschra¨nkung wegfiele.
Das Modell wurde am Beispiel des Scanners kolibri Flex 100 verifiziert (Seite 87 ff.). Dabei
wurde eine Methode vorgestellt, den fu¨r den Nutzer nicht zuga¨nglichen Bildo¨ffnungswinkel
u¨ber den Bildmaßstab bei bekannten Kamerapositionen na¨herungsweise zu bestimmen. U¨ber
die Zuordnung des Erfassungsplanes zu den entsprechenden Positionsangaben und den Orien-
tierungswinkeln der Kameras, kann das Scannerkoordinatensystem mit den Kamerapositionen
vollsta¨ndig bestimmt werden. Nachteilig zeigt sich hier die Ungenauigkeit der Drehtischpo-
sitionierung durch den Riemenantrieb von bis zu drei Grad (vgl. Positionen und Winkel in
den Tabellen aus Abschnitt A.3).
Die zur Beleuchtungsberechnung notwendigen Parameter wurden im Beispiel ebenfalls be-
stimmt. Diese sind nur fu¨r die entsprechende Belichtungszeit des Scannersystems gu¨ltig und
mu¨ssen bei anderer Lichtsituation neu bestimmt werden. Hinsichtlich der Beleuchtung ist zu
sagen, dass die im Modell relevante Projektorposition nicht genau bestimmt werden kann, da
dieser selbst nicht kalibriert wird. Jedoch ist die gezeigte Abscha¨tzung der Position gemessen
am Ergebnis ausreichend.
Bisher unberu¨cksichtigt ist die Aussage u¨ber die Genauigkeit der erfassten Punkte. Diese ist
im Modell nicht abgebildet. Vielmehr wird im Modell die Berechnung der Messpunkte auf
Basis der Triangulation nicht genutzt, sondern ein Berechnungsverfahren auf Basis finiter
Fla¨chenelemente und einzelner Beobachter verwendet. Somit ist keine spezielle Kenntnis des
Systems und dessen Algorithmen, Filter etc. zur Punkterzeugung notwendig (vgl. Abschnitt
Stand der Technik, Seite 3) und das Verfahren fu¨r eine breite Auswahl an (kommerziellen)
Streifenprojektionssensoren gu¨ltig.
1Zugrunde liegt ein PC mit Xeon E5520 CPU und einer Quadro FX 4800 GPU.
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Im Fazit kann gesagt werden, dass das Modell im Vergleich zu anderen Arbeiten, ohne
vollsta¨ndige Kenntnis des Scansystems (Algorithmen, Filter, etc.) nutzbar ist. Am Beispiel
wurde die entsprechende Anpassung der beno¨tigten Parameter aufgezeigt und die Metho-
de an Bauteilen nachgewiesen. Die Bauteile selbst ko¨nnen entsprechend detailliert beschrie-
ben werden, um so bei komplexen Geometrien ausreichende Aussagen u¨ber die erfassten
Fla¨chenbereiche zu erhalten. Es zeigt sich auch das hohe nutzbare Optimierungspotenzial des
Verfahrens und somit die praktische und wirtschaftliche Relevanz. Der gro¨ßte Nachteil be-
steht in der schwierigen Anpassung der Beleuchtungsparameter an Objekte, deren Oberfla¨che
inhomogen und optisch unkooperativ ist.
6.2 Ausblick
Das aufgezeigte Verfahren zur Optimierung der Erfassungsplanung am Beispiel der Streifen-
projektion weist bei Objekten mit weiß mattierten Oberfla¨chen sehr gute, praktisch anwend-
bare Optimierungsergebnisse auf. Bei gla¨nzender, anisotroper Materialoberfla¨che muss das
Beleuchtungs- und Lichtreflexionsmodell jedoch erweitert werden. Hier besteht die Aufgabe
in der Pru¨fung, ob eine genauere Beschreibung sinnvoll und nachhaltig genauere Aussagen
liefert. Eine ho¨herwertige Beschreibung erfordert immer einen ho¨heren Aufwand um ent-
sprechende Parameter fu¨r verschiedene Scansysteme sowie fu¨r die Vielzahl an Materialien
zu bestimmen. Somit verkompliziert sich das Verfahren und muss durch das Ergebnis bzw.
Nutzen den Aufwand rechtfertigen. Verwendet werden ko¨nnten bspw. physikalische Beleuch-
tungsmodelle, welche unterschiedliche texturierte Objekte berechnen ko¨nnen.
Die Integration eines Qualita¨tskriteriums fu¨r erfasste Messpunkte erfordert, neben der be-
schriebenen hohen Kenntnis des Streifenprojektionssystems und dessen Messunsicherheiten,
einen hohen Umsetzungsaufwand, da die Berechnung von erfassten Punkten und die daraus
resultierende Abscha¨tzung der Qualita¨t bisher unberu¨cksichtigt blieb. Im Ergebnis lassen sich
aber neben der Optimierung der erfassten Bereiche auch die Punktqualita¨t optimieren.
Die Abbildungstransformation und die dafu¨r notwendigen Daten der Kameras und des Pro-
jektors ko¨nnen bei einer Integration in das Erfassungssystem genau bestimmt werden. Auch
bei einer genauen Sensorfu¨hrung und Positionierung wa¨hrend der Abarbeitung eines Erfas-
sungsplanes steigt die Genauigkeit der Abbildung.
Denkbar ist ferner, das Verfahren in anderen Problemstellung zu adaptieren. Beispielsweise ist
eine Anwendung im Bereich des hierarchischen Scannens fu¨r unbekannte Objekte denkbar.
Hier erfolgt die Erfassung eines Objektes iterativ mit verschiedenen Scansystemen. Dabei
wird mit Systemen mit großen Messvolumen aber geringer Abbildungsqualita¨t begonnen, um
eine erste Aussage der Objektgeometrie zu erhalten. Anhand dieser ko¨nnte die Berechnung
des na¨chsten Erfassungsplanes fu¨r ein ho¨her auflo¨sendes Messsystem folgen.
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A Anhang
A.1 Physikalische Grundlagen: Beugung, Brechung und Reflexion
Die Ausbreitung geradliniger ebener oder kugelfo¨rmiger Lichtwellen wird beim Durchgang
durch einen Spalt oder einem Loch gesto¨rt. Es kommt zum kugelfo¨rmigen Ausbreiten der
Elementarwellen an den Loch- bzw. Spaltkanten, der sog. Beugung. Die Folge sind Schwan-
kungen der Lichtintensita¨t I am Bildsensor durch Welleninterferenzen. In Abbildung A.1 ist
eine ebene Wellenfront sowie ein lichtundurchla¨ssiges Medium mit einem Spalt dargestellt. An
den Spaltkanten wird die Welle gebeugt und breitet sich von da aus kreisfo¨rmig aus. Ebenfalls
dargestellt sind die in einem Sensor auftretenden Intensita¨tsschwankung aufgrund der Inter-
ferenzen. Bei kreisrunden Spalto¨ffnungen bildet das Intensita¨tsmuster ein sog. Airy-Muster.
Der intensive Lichtfleck in der Mitte des Musters ist die Airy-Scheibe.
Abb. A.1: Beugung des Lichtes an einem Spalt mit Funktion der Intensita¨t I des im Sensors
auftretenden Lichtes u¨ber der Ortskoordinate y (vertikale Richtung) nach [ST02]
Licht breitet sich in unterschiedlichen Medien unterschiedlich schnell aus. Beim U¨bergang
von Medium zu Medium kommt es zur Brechung und Reflexion. Aus dem Verha¨ltnis der
Lichtgeschwindigkeiten c1 und c2 la¨sst sich der Brechungsindex n errechnen (A.1). Dieser
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n1 sin(α1) = n2 sin(α2) (A.3)
Tritt Licht von einem Medium in ein anderes Medium, wird es abgelenkt. Die Ablenkung ist
vom jeweiligen Brechungsindex abha¨ngig und kann mit der in (A.3) beschriebenen Formel,
dem Brechungsgesetz bestimmt werden (siehe auch Abbildung A.2a). Bei der Reflexion wird
das Licht an der Grenzfla¨che zwischen zwei Medien, je nach Reflexionsgrad des Materials,
teilweise oder vollsta¨ndig zuru¨ckgeworfen (A.4). Bei glatten Oberfla¨chen beschreiben der
Normalenvektor der Reflexionsfla¨che und der Einfallsvektor des Lichtes die Einfallsebene.
Der reflektierte Lichtstrahl liegt in eben dieser Ebene, wobei der Ausfallswinkel αr gleich
dem Einfallswinkel α1 ist (Abbildung A.2b). Bei rauen Oberfla¨chen wird das Licht diffus
reflektiert.
αr = α1 (A.4)
(a) Brechung (b) Reflexion
Abb. A.2: Brechung und Reflexion anhand zweier Medien mit unterschiedlichem Brechungs-
index
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A.2 Einfluss fotometrischer Gro¨ßen
Hier ist der Einfluss des Glanzfaktors aus dem beschriebenen Modell dargestellt. Große Werte
fu¨r n ergeben einen intensiven Glanzfleck, der das restliche Objekt, je nach Glanzintensita¨t,
deutlich u¨berstrahlen kann.
(a) Glanzfaktor n = 1 (b) Glanzfaktor n = 18 (c) Glanzfaktor n = 64
Abb. A.3: Einfluss verschiedener Glanzfaktoren auf die Reflexion.





























Abb. A.4: Einfluss des Glanzfaktors am Beispiel der oben dargestellten Kugel.
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A.3 Bestimmung der Kamera und Projektorposition
In Tabelle A.1 sind alle einzelnen Kamerapositionen und Orientierungen der linken Kamera im
oberen Drehkreis wa¨hrend der Einzelaufnahmen der Testszene dargestellt. Gema¨ß Gleichung
(5.3) lassen sich alle Werte in das Scannerbezugssystem [ ]S transformieren. Weiter erfolgt die
Bestimmung der Kamerapositionen des Modells durch Mittelwertbildung (5.4).
Das ergibt beispielsweise fu¨r diese Kamera folgende Parameter:
cpSC1(Oben) = [101, 3 ; −138, 6 ; 330, 0]
T mm (A.5)
ωSC1(Oben) = −61, 8
◦
ϕSC1(Oben) = −39, 6
◦
κSC1(Oben) = 35, 1
◦
Im Folgenden sind die gemessenen Werte der Kameras sowohl im oberen, als auch im unteren
Drehkreis tabellarisch dargestellt. Abschließend erfolgt eine Zusammenfassung der gewa¨hlten
Kamerapositionen und Orientierungen.
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Tab. A.1: Kamera 1 - Oben
Bezugssystem [ ]E Bezugssystem [ ]S
















1 -146 0,0 171,7 330,0 178,9 -61,8 -39,6 32,9 96,0 -142,4 330,0
2 -114 87,3 147,8 330,0 148,3 -61,8 -39,6 34,3 99,5 -139,9 330,0
3 -81 153,5 77,0 330,0 115,6 -61,8 -39,6 34,6 100,1 -139,5 330,0
4 -49 171,0 -15,3 330,0 83,8 -61,8 -39,6 34,8 100,6 -139,1 330,0
5 -16 135,5 -105,4 330,0 51,1 -61,8 -39,6 35,1 101,2 -138,7 330,0
6 16 59,7 -161,0 330,0 19,3 -61,8 -39,6 35,3 101,8 -138,3 330,0
7 49 -36,7 -167,7 330,0 -13,4 -61,8 -39,6 35,6 102,5 -137,8 330,0
8 81 -119,5 -123,3 330,0 -45,2 -61,8 -39,6 35,8 103,1 -137,3 330,0
9 114 -167,1 -39,3 330,0 -77,8 -61,8 -39,6 36,2 103,9 -136,7 330,0
10 146 -162,9 54,3 330,0 -109,5 -61,8 -39,6 36,5 104,7 -136,1 330,0
Tab. A.2: Kamera 2 - Oben
Bezugssystem [ ]E Bezugssystem [ ]S
















1 -146 -137,0 103,4 329,8 233,0 -60,9 37,1 87,0 171,4 -9,1 329,8
2 -114 -65,4 158,7 329,8 202,4 -60,9 37,1 88,4 171,6 -4,8 329,8
3 -81 30,9 168,8 329,8 169,6 -60,9 37,1 88,6 171,6 -4,1 329,8
4 -49 115,1 127,3 329,8 137,8 -60,9 37,1 88,8 171,6 -3,4 329,8
5 -16 165,7 44,8 329,8 105,1 -60,9 37,1 89,1 171,6 -2,6 329,9
6 16 164,4 -49,2 329,8 73,3 -60,9 37,1 89,3 171,6 -2,0 329,9
7 49 111,7 -130,3 329,8 40,6 -60,9 37,1 89,6 171,6 -1,1 329,8
8 81 26,5 -169,6 329,8 8,9 -60,9 37,1 89,9 171,6 -0,4 329,8
9 114 -69,2 -157,1 329,8 -23,8 -60,9 37,1 90,2 171,7 0,6 329,8
10 146 -141,5 -97,3 329,8 -55,5 -60,9 37,1 90,5 171,7 1,6 329,8
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Tab. A.3: Kamera 1 - Unten
Bezugssystem [ ]E Bezugssystem [ ]S
















11 146 -291,6 34,4 221,7 -97,3 -35,5 5,9 48,7 222,5 -191,6 221,7
12 114 -268,3 -119,2 221,7 -66,6 -35,5 5,8 47,4 218,0 -196,7 221,8
13 81 -161,0 -245,5 221,8 -33,8 -35,5 5,8 47,2 217,3 -197,5 221,8
14 49 -7,7 -293,5 221,8 -2,1 -35,5 5,8 46,9 216,5 -198,3 221,8
15 16 152,3 -251,0 221,8 30,7 -35,5 5,8 46,7 215,6 -199,3 221,8
16 -16 261,6 -133,3 221,8 62,4 -35,5 5,8 46,4 214,7 -200,2 221,8
17 -49 292,2 29,1 221,8 95,1 -35,5 5,8 46,1 213,7 -201,4 221,8
18 -82 233,1 178,5 221,8 126,9 -35,5 5,8 44,9 212,7 -202,3 221,8
19 -114 100,0 276,1 221,7 159,5 -35,5 5,8 45,5 211,6 -203,6 221,8
20 -146 -59,7 287,5 221,7 191,2 -35,5 5,8 45,2 210,3 -205,0 221,7
Tab. A.4: Kamera 2 - Unten
Bezugssystem [ ]E Bezugssystem [ ]S
















11 146 -270,7 -116,9 220,0 -66,2 -34,4 -4,2 79,8 289,8 -54,5 220,0
12 114 -173,1 -238,7 220,1 -35,5 -34,4 -4,2 78,5 288,5 -61,1 220,1
13 81 -16,3 -294,4 220,1 -2,7 -34,4 -4,2 78,3 288,2 -62,1 220,1
14 49 141,1 -258,8 220,1 29,1 -34,4 -4,2 78,1 287,9 -63,3 220,1
15 16 258,7 -141,4 220,1 61,8 -34,4 -4,2 77,8 287,6 -64,6 220,1
16 -16 294,4 16,0 220,1 93,6 -34,4 -4,2 77,6 287,4 -65,8 220,1
17 -49 239,1 172,4 220,1 126,3 -34,4 -4,2 77,3 287,0 -67,4 220,1
18 -82 112,7 272,4 220,1 158,0 -34,4 -4,2 76,0 286,7 -68,7 220,1
19 -114 -52,2 290,2 220,1 190,7 -34,4 -4,2 76,7 286,3 -70,4 220,1
20 -146 -196,6 219,7 220,0 222,3 -34,4 -4,2 76,3 285,9 -72,2 220,1
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Tab. A.5: Zusammenfassung aller Kamerapositionen nach der Systemka-
librierung
Kamera cpSCam.x PosY PosZ rotX rotY rotZ
Kamera 1 Oberer Drehkreis 101,3 -138,6 330,0 -61,8 -39,6 35,1
Kamera 2 Oben 171,6 -2,5 329,8 -60,9 37,1 89,1
Kamera 1 Unten 215,3 -199,6 221,8 -35,5 5,8 46,5
Kamera 2 Unten 287,5 -65,0 220,1 -34,4 -4,2 77,6
145
ANHANG
A.4 Erfassungsergebnisse des Beispielscans
Tab. A.6: Scanergebnisse der Beispielerfassung






Erfassungsergebnisse des Beispielscans A.4
Tab. A.6: Scanergebnisse der Beispielerfassung (Fortfu¨hrung)
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Tab. A.6: Scanergebnisse der Beispielerfassung (Fortfu¨hrung)







A.5 Vergleich rangbasierter zu fitnessproportionaler Selektion
evolutiona¨rer Algorithmen
Abbildung A.5a zeigt fu¨r eine Population mit fu¨nf Individuen (Fitness = 58, 57, 56, 55, 54)
die entsprechende Selektionswahrscheinlichkeit bezogen auf einen Kreis. Das beste Individu-
um hat den Rang 1 und somit die Wahrscheinlichkeit von 5/15. Das schlechteste hat Rang
5 und die Wahrscheinlichkeit 1/15. Dem Gegenu¨ber weist die fitnessproportionale Selektion
(auch Roulette-Wheel genannt) bei a¨hnlichen, großen Fitnesswerten etwa gleich große Wahr-
scheinlichkeiten auf (Abbildung A.5b). Das hat zur Folge, dass kaum Selektionsdruck herrscht
und eine Optimierung demnach erheblich gebremst wird.
(a) Rangbasierte Selektion (b) Roulette-Wheel Selektion
Abb. A.5: Selektionswahrscheinlichkeiten zweier Selektionsverfahren. Die Selektion erfolgt
durch zufa¨lliges Wu¨rfeln einer Kreisposition, wobei die Trefferwahrscheinlichkei-




Nachfolgend sind die Optimierung mit fester Chromosomensatzgro¨ße sowie die Iteration zur
Verringerung der Chromosomen pro Individuen dargestellt.
Algorithmus A.1 : Optimierung einer Population mit fester Chromosomensatzgro¨ße
mittels Evolutiona¨rer Algorithmen
Eingang : Zu erfassendes Objekt, Zielfunktion, Feste Chromosomensatzgro¨ße ngesamt
Ergebnis : Ein lokales Optimum, welches die Zielfunktion optimal lo¨st
sonstige Parameter : Randbedingungen, Optimierungsparameter
Generiere Startpopulation (Anzahl d Individuen, ngesamt Chromosomen pro Ind.)
Bewerte Startgeneration
Solange Abbruchkriterium nicht erfu¨llt bis
Fu¨r jedes Individuum fu¨hre aus
Wenn Individuum soll Nachkommen zeugen dann
Nimm vorhergehendes Individuum zum Partner
Rekombination der Chromosomensa¨tze (Crossover)
Bewerte Kind
Fu¨ge Kind in Eltern-Population hinzu





Sortieren nach dem Besten
return lokales Optimum
Algorithmus A.2 : Iterative Optimierung zur Reduzierung der Erfassungsplanpositionen
Eingang : Zu erfassendes Objekt, Zielfunktion
Ergebnis : Ein lokales Optimum, welches die Zielfunktion optimal lo¨st
sonstige Parameter : Randbedingungen, Referenzerfassungsplan
Bewerte Referenzerfassungsplan
Anzahl der Chromosomen ngesamt der Individuen entspricht dem Erfassungsplan
Solange Optimierung liefert besseres Ergebnis als Referenz bis
Optimiere Population /* Algoritmus A.1 */




A.7 Modellparameter am Beispiel der Verdichterschaufel
Zur Berechnung des Verdichterschaufelbeispiels wurden die Geometrieparameter der oben
beschriebenen Kalibrierung genutzt. Die zur Berechnung verwendeten Netzparameter des
Scanobjektes, als auch die anzupassenden Parameter fu¨r die Beleuchtungsabbildung sind
nachfolgend aufgefu¨hrt.
Tab. A.7: Verwendete Modellparameter fu¨r das Beispiel der Verdichterschaufel
Parameter Beschreibung
h∗ = 370mm Mittlerer Abstand vom Kameraprojektionszentrum zur Messfeldmitte











Resultierender Bildmaßstab bei einer Fla¨chenankippung von 60 ◦.
lk = 0.25mm Gewa¨hlte mittlerer Kantenla¨nge des verwendeten Dreiecknetzes zur Er-
fassungsberechnung.
d kd = 0.48 Gewa¨hlter Anteil diffuser Reflexion.
s ks = 0.03 Gewa¨hlter Anteil gla¨nzender Reflexion.
a = 0.028 Gewa¨hlter Anteil umgebender Reflexion.
n = 9 Gewa¨hlter Glanzfaktor.
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A.8 Populationszusta¨nde wa¨hrend der Optimierung
Am Beispiel der Optimierung des Standardplanes (16 Erfassungspositionen) sind nachfolgend
verschiedene Populationszusta¨nde abha¨ngig von der jeweiligen Generation dargestellt. Zu
sehen ist, dass mit steigender Generation die Individuen gleichartiger werden. Grund dafu¨r
ist, dass sich gute Individuen mit ho¨herer Wahrscheinlichkeit fortpflanzen und somit der
Genpool der Population abnimmt.
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Drehtischposition in Grad
Unterer Drehkreis
Abb. A.6: Population - Startgeneration. Individuen mit 16 Erfassungsplanpositionen; Die Po-
pulation ist sehr inhomogen, da es eine Vielzahl verschiedener Individuen gibt
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Drehtischposition in Grad
Unterer Drehkreis
Abb. A.7: Population - 25. Generation; Individuen mit 16 Erfassungsplanpositionen
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Drehtischposition in Grad
Unterer Drehkreis
Abb. A.8: Population - 50. Generation; Individuen mit 16 Erfassungsplanpositionen; Optimie-
rungsabbruch; Die Population ist sehr homogen, d. h. es treten viele gleichartige
Individuen auf
A.9 Optimierungsbeispiel Halbritzel
Im Folgenden sind die iterative Fitnessa¨nderung A.9a fu¨r die Optimierung des Halbritzels,
sowie ein optimierter Erfassungsplan A.9b dargestellt. Zu sehen ist, dass bei Chromosomen-
zahlen ≥ 12 die entsprechende Fla¨che vollsta¨ndig erfasst wird. Bei nur 5 Aufnahmen pro
Drehkreis wird das Soll nicht mehr erreicht.




































Oberer Drehkreis Unterer Drehkreis
(b) Bestes Individuum ngesamt = 12
Abb. A.9: Iterative Optimierung der Positionsanzahl
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