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However, while these efforts put humans (decision makers as well as engineers) in the center to address the above-mentioned challenges, the stance we take in the present special issue is that Intelligent Systems and AI themselves can help to enable such accountability and transparency, thus, acting as technologies and technology design principles to enable rather than endanger ethically compliant, accountable, and eventually sustainable computing. Multi-agent systems, Semantic Web and Agreement Technologies, and Value-Sensitive Design are just some of the research areas whose methods and results can fruitfully support business ethics and social responsibility.
In this special issue, you will find a collection of articles that aim to make computational advances by approaching these challenges from different angles:
Automatic Resolution of Normative Conflicts in Supportive Technology Based on User Values.
In their article, Kayal et al. (2018) discuss automatic resolution of potentially conflicting norm-based social commitments for data sharing. The proposed algorithm models and takes into account user values to suggest preferred resolutions for such conflicts, backed up by an empirical study with 396 participants that revolves around location sharing within families. The model of resolving conflicts between commitments to share the location in certain temporal and spatial contexts is, then, set in the context of a personal value profile that takes different dimensions (friendship, privacy, safety, independence, responsibility) and their relative importance into account. In their user study, the authors collected users' preferences among these dimensions (recruited according to specific inclusion and exclusion criteria via a crowd-sourcing platform) and tested the effectiveness of conflict resolutions according to these preferences as perceived by the participants, when presented with particular conflict scenarios. The article presents a detailed, very insightful analysis of the results.
Preserving Privacy as Social Responsibility in Online Social
Networks. The next article in this volume, by Kekulluoglu et al. (2018) , highlights the privacy problems around re-sharing others' personal data in social networks, which at the moment is largely uncontrolled. They discuss an agreement-technologies-based approach to enable the discussion of privacy configurations of posts by all affected parties: in their work, the authors develop a reciprocity-based negotiation approach to reach such privacy agreements, combining privacy rules with utility functions, which they evaluate and illustrate in an agent-based simulation. The article, first, presents a user study to better understand and classify privacy concerns, highlighting several important aspects that affect concerns around sharing certain types of content (e.g., posts/pictures expressing political views or private vacation) or possibilities to explicitly exclude certain people from (re-)shares. Next, the work presents an OWL-based ontology to model these aspects and suggests SWRL-based rules to express agents' content privacy and re-sharing rules on top of these. As the publishers' rules may differ with the affected agents' privacy rules, the authors present and automate a threshold-based negotiation strategy that takes both utility and privacy of re-sharing into account. The strategy may possibly breach certain privacy rules, if acceptable within thresholds. This work is relevant, because it models how we decide on privacy everyday, based on context and utility on a case-bycase basis, rather than based on strict, static rules.
Measuring Moral Acceptability in e-Deliberation: A Practical Application of Ethics by Participation. The next article, by Verdiesen et al. (2018) , is also concerned with consensus and agreement, but-rather than about privacy and re-sharing policies-in the context of crowd-sourcing participatory decision making by harnessing open, wiki-like methodologies that promise to scale such participatory decision making in real-time. The authors study a challenging topic: the development of new forms of digitally moderated democratic processes, aimed at filtering, or moderating, extreme opinions without curbing the right of free speech. They name their approach the "Ethics by Participation" approach for participatory deliberation. Their proposal finds realization in the Massive Open Online Deliberation (MOOD) environment, a participatory platform that supports and structures debates and provides debate outcomes in a form that is suitable for use by policy makers-to make better decisions. Moreover, the use of MOOD at the G1000 citizen participation event, which was organized in July 2017 by the city of Rotterdam, is explained.
Enhanced Audit Strategies for Collaborative and Accountable Data Sharing in Social
Networks. Issues concerning trust and regulation of data access are explained and faced by Bahri et al. (2018) , who in their article hope for a transition from the currently widely adopted centralized model of identity and data management to the adoption of a trust-less model, where Web users own and control their personal data. Instead of entrusting their privacy to service providers, and instead of relying on cryptography-based and computationally costly solutions, the idea is to rely on accountability and transparency in an open, trusted sharing environment. Each participant will specify provisions of fine-grained access rights to their own data. Compliance of the social network nodes behavior to such provisions will be checked a posteriori, with the aim of identifying delinquencies. The proposal advances the state-of-art in that it improves the audit strategy by which nodes to be checked are selected. A reputation-based strategy is proposed and is tested against a data-set collected from a real open social network. The strategy is shown to improve the efficiency of the system, in detecting bad behavior, by more than 50% with respect to previous experiments described in the literature.
easIE: Easy-to-Use Information Extraction for Constructing CSR Databases from the Web.
Social accountability of companies is the issue faced by Gkatziaki et al. (2018) . Environmental, social, and governance (CSR) performance are the aspects that are specifically considered by the authors of the article. Data that depicts a company as (un)ethical or (un)sustainable can have an impact on how that company is perceived and valued. The issue is that companies control the data upon which such evaluations are computed. To provide objective evaluations, a careful process is carried out by projects like WikiRate. The authors contribute to the computation of objective evaluations with a tool that is targeted at extracting data about companies from Web-accessible, semi-structured resources in a way that fits the justly tight requirements of the platform. The tool is not the only contribution of this work, which proposes also a data model for representing CSR information concerning companies and a data-set containing CSR data about 49,000 companies that were extracted by means of the tool.
Accountable Protocols in Abductive Logic
Programming. In the last article of this special issue, Gavanelli et al. (2018) tackle the issue of accountability in a formal setting, which focuses on SCIFF, a language that was originally devised to formalize interaction protocols among agents, centered around the notion of expectation. This is done to better tackle the case of protocol violation, by triggering a process through which an agent can explain its behavior and, so, account for its actions and decisions. If an explanation that is consistent with its expected behavior is found, then the agent will not be considered as responsible for the state under scrutiny. The notion of accountability that is proposed is strictly related to that of responsibility for violation, and an interaction protocol will be accountable if and only if it will be proved to enable the identification of the responsible agents for all the possible violations. An interesting aspect of this formal work lies in its possible impact on the development of interaction protocols, as the definitions provide a guideline to the developer.
