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Abstract--The stochastic approximation method of Robbins and Monro, after some modifications, is
shown to be a powerful technique for obtaining numerical solutions of deterministic problems. Both 
algebraic equations and two point boundary value problems in ordinary differential equations are solved. 
The convergence rate is shown to be reasonably fast and the results are surprisingly accurate. Our 
proposed procedure is more general than the original approach. Deterministic problems with multiple 
roots can be solved whereas the original Robbins-Monro method is restricted to a monotone increasing 
regression function with a single root. 
INTRODUCTION 
A modified version of the stochastic approximation approach of Robbins and Monro [1] is shown 
to be a powerful tool for solving deterministic problems iteratively. This approach has several 
advantages compared to the Newton-Raphson method. The stochastic approach does not need 
derivatives. Furthermore, because convergence can be proved for a given but unknown general 
function, it can be applied to very general situations. 
In addition to solving algebraic equations, we also solved two point boundary value problems 
in ordinary differential equations by the use of conditional expression. To show the generality of 
approach, a problem with complicated boundary condition is also solved. 
Only one-dimensional problems are discussed in this work. Multi-dimensional problems and 
optimization problems with and without constraints will be discussed in other papers by using the 
Kiefer-Wolfowitz approach to stochastic approximation. Preliminary experiments indicate that the 
Kiefer-Wolfowitz approach combined with least square is much more effective for multi- 
dimensional problems than the Robbins-Monro version. 
THE METHOD 
For a detailed description of the stochastic approximation approach, the reader is referred to 
the literature [1-5]. Only a short summary is given here. The monotone increasing regression 
function M(x) is given but unknown to the experimenter. The experimenter can only observe the 
realization of the random variable Y at a level x. M(x) is the expectation of the random variable 
Y and thus, 
M(x)=f~_~oydH(ylx). (1) 
Robbins-Monro developed a technique to estimate the unique root 0 of the equation 
M(x) = ~ (2) 
iteratively by the algorithm 
X,, +, = X,, + a. [oc - y (x.)], (3) 
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where 
and 
a .>O,  ~ a .=~ 
n=l  
2 an < O0. 
n=l  
Starting from an arbitrary value x~, it has been proved convergence with probability one 
Pr[limL "~°°  x , - - -0 ]=1 
and also mean square convergence, 
(4) 
lim E{(x ,  - 0) 2} = 0. (5) 
n~ct) 
The only problem in using equation (3) is the value of the coefficient an. Robbins-Monro used 
the following expression for this coefficient: 
¢ 
a, = - ,  (6) 
n 
where c is a constant. Later, Kesten [5] accelerated the convergence rate by not increasing the value 
of the denominator after every iteration. The denominator is increased by one only if the sign of 
(x, - x,_,  ) is changed between adjacent iterations. If this sign does not change then the coefficient 
also remains unchanged. 
NUMERICAL  EXAMPLES 
To illustrate the approach, consider obtaining the root of 
M(x)  = x 2 -  x - 2 =0.  
The two roots of this equation are 
x = 2, -1 .  
With x, = 1.0 and a, = 1/3 for all n, for instance, the consecutive values of xn obtained are 
x2 = 1.6667, 
x3 = 1.9630, 
x4 = 1.9955, 
xs = 2.0000. 
Thus, a four decimal places accuracy is obtained with five iterations. 
In order to obtain the other root, let us assume x, = 0 and a, = -1 /3  for all n, the root of 
x = -1  i0 is obtained in five iterations with a six decimal places accuracy. 
Notice that in the above example, we are able to keep Kesten's approach all the way and thus 
we simply kept a, constant for all the iterations. 
TWO-POINTS BOUNDARY VALUE PROBLEMS 
The approach can also be used to find the missing initial condition in two points boundary value 
problems in ordinary differential equations. Consider the problem 
y"  = g(y ' ,  y ,  x), (7) 
with boundary conditions 
y (0)=c  and y (1)=b.  (8) 
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Instead of equation (3), the missing initial condition can be obtained by the iterative algorithm 
u.+ l = u. + an [b - y( l  I u~)], (9) 
where u~ is the nth approximation of the missing initial condition y'(0), or 
y'(0) = lim u~, (10) 
if our process converges. Notice that y(1 lu.) is a conditional expression and is equal to the value 
o fy  at x = 1 provided y'(0) = u.. Thus, if the correct value of y'(0) is used, then y(1 lug) is equal 
to the given final condition. 
In this work, the fourth order Runge--Kutta integration technique is used to obtain y(1 lun) for 
a given u. and the step size Ax used is equal to 0.1. 
To illustrate the approach, consider the problem: 
y" + siny' + 1 = 0 (11) 
with boundary conditions 
y(0) = 0, y(1) = 1. (12) 
For this problem, equation (9) becomes 
u, +1 = u, + a~ [1 - y(11 u,)], (13) 
where y(1 l u,) is obtained by the fourth order Runge-Kutta method. 
The example represented by equations (11) and (12) was tried by Fox [6]. The approximate 
missing initial condition obtained by Fox is 
y'(0) = 1.74. (14) 
Using this rough value as our initial approximation, the results obtained by our proposed 
procedures are summarized in Table 1. 
Table 1. y"= - s iny ' -  1 
n u. y( l lu.)  a. 
1 1.74 1.2278 1 
2 1.5122 1.0020 1 
3 1.5102 1.0000 1 
Notice that in Table 1 four decimal places accuracy is obtained in only three iterations. Since the 
sign of y(1 l u,) did not change, the value of an remained constant. 
Next, consider the problem: 
y"=y+x,  y (0 )=y(1)=0.  (15) 
This problem is solved with initial approximation ul = -0.1 and integration step size of 0.1. After 
ten iterations, we obtain 
y'(0) = -0.14908. (16) 
The Kesten's acceleration approach is used in obtaining the results of equation (16). Equation (15) 
can be solved analytically and the exact value of the missing initial condition is 
y'(0) = - 0.149081872. 
Thus, our result compared favorably with the exact value. 
The problem 
y" = y, y(0) = 1, y(0.5) = e -°5 = 0.60653 (17) 
is solved with initial approximation u~ = -2 .0  and the convergence rate is listed in Table 2. Notice 
that 5 digits accuracy is obtained in 18 iterations. 
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Table 2. y" = y, y(0) = l, y(0.5) = e 05 
n u. y(0.51u.) a. 
1 -2 .0  0.08544 
2 - 1.47891 0.35697 
3 -1 .22935 0.48702 
4 - 1.10984 0.54929 
5 - 1.05260 0.57912 
6 - 1.02519 0.59340 
7 - 1.01206 0.60025 
8 -1 .00578 0.60352 
9 - 1.00277 0.60509 
10 - 1.00133 0.60584 
11 --1.00064 0.60620 
12 --1.00031 0.60637 
13 --1.00015 0.60645 
14 --1.00007 0.60649 
15 --1.00003 0.60652 
16 --1.00002 0.60652 
17 - 1.00001 0.60652 
18 - 1.00000 0.60653 
Complicated boundary value problems can also be solved by this approach. Consider the 
nonlinear differential equation: 
with the boundary conditions 
y" = 2y 3 (18) 
y ( l )= l ,  y ' (2)+y2(2)=0.  (19) 
This problem can be solved analytically and this analytical soluton is [6] 
y = x- ' .  (20) 
The problem is to find the missing initial condition y'(1). One way to solve this problem is to 
change the second boundary condition in equation (19) into difference quations. If we use a step 
size Ax = 0.2, this boundary condition is approximated by 
y(2.2) -y(1.8)  + 0.4y 2 (2.0) = 0. (21) 
Equation (9) becomes 
where 
u. +t = u. + a. [0 -- y (u.)], (22) 
y(u,,) = Y(2.2lu,) - y(1.81u,) + 0.4 y2(2.0lu,). (23) 
With an initial approximation for the missing initial condition u, = -0.5,  the following result 
was obtained in eleven iterations: 
y'(1) = -0.9999. 
The exact value for y'(1) can be obtained from equation (20) and is y'(1) = - 1.0. 
DISCUSSION 
One of the special appeals of this approach is its generality, this is because of the fact that 
convergence an be proved for a general unknown function M(x).  Thus, the conditional observable 
function y(x,)  in equation (3) can be made into almost any form. This is shown clearly in our work 
by the fact that both algebraic equations and the missing condition in ordinary differential 
equations can be solved by essentially the same approach. Clearly, this general approach can be 
used to solve many different ypes of complicated problems by devising different conditional 
expressions to take care of the complexity. Notice the simplicity of the algorithm which is free from 
any concrete functional form. For example, no derivation or differentiations are needed. In fact, 
theoretically, M(x)  can even be in tabular form. 
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