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Este	 artículo	 presenta	 los	 métodos	 y	 técnicas	 utilizados	 para	 crear	 un	
robot	de	interacción	multimodal.	Esto	le	permite	al	robot	interactuar	con	
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i. introducción 
La	 robótica	 en	 la	 actualidad	 está	 inmersa	 en	
prácticamente	 todas	 los	 campos	 del	 desarrollo	
humano como en la industria, aeronáutica, me-
dicina	 y	 en	 la	 educación,	 tanto	 especial	 como	
convencional.	 Crear	 una	 herramienta	 que	 per-


















un	 robot	 social	 y	 sus	 distintas	 clasificaciones.	
Cynthia	Breazeal	[3]	clasificó	a	los	robots	socia-
les	 en:	 socialmente	 evocativos,	 interfaz	 social,	
social	receptivo	y	robots	sociables.	En	todos	los	
casos	se	tiene	un	robot	antropomorfizado	capaz	
de interactuar de forma natural.
Se	ha	creado	un	prototipo	experimental,	un	ro-
bot,	 capaz	de	 interactuar	de	 forma	natural	 con	
varias	personas	a	la	vez,	manteniendo	un	tiempo	
de	 sensación	 realístico	de	 interacción	de	 forma	
prolongada,	y	a	su	vez,	que	la	plataforma	pueda	
asistir	en	un	momento	determinado,	a	profeso-
res dentro del aula de clases. 






ii. estado del arte
En	 la	 actualidad	 la	 robótica	 asistencia,	 social	 y	
de	 servicio	 es	 un	 área	 de	 investigación	 donde	
la	 interacción	 humano	 robot	 es	 determinante.	
Estas	áreas	de	investigación	implican	la	creación	
de	 algoritmos	 de	 visión	 e	 inteligencia	 artificial,	




la	 intersección	de	un	 robot	 asistido	 y	un	 robot	
socialmente	interactivo,	cuyo	objetivo	es	proveer	
asistencia	a	la	vez	que	interactúa	[4].






modelos que se han desarrollado. Entre éstos 
modelos	 se	 tiene	 a	 Novel	 Assitive	 Robot,	 un	
robot	 capaz	 de	 asistir	 al	 usuario	 en	 las	 tareas	
de	 auto	 alimentación	 (ver	 Figura	 1A)	 [6].	Otro	





Figura 1.	 Robots	 Asistenciales.	 (A).	 Novel	 Assitive	
Robot	[6].	(B).	ASIBOT:	Robot	Portátil	de	Asistencia	a	
Discapacitados	[7].
Existen	 a	 su	 vez	 robots	 asistenciales	 y	 sociales	
destinados	a	la	educación	de	niños	pre-escolares	
como	es	el	caso	de	Nao,	utilizado	en	el	proyec-
to	 Kindergarten	 Assistive	 Robotics	 (KAR)	 (ver	
Figura	2A)	[8].	Otro	robot	social	destinado	a	 la	
interacción	con	niños	es	MAGGIE,	un	 juguete,	
robot	 educacional	 sofisticado,	 diseñado	 para	
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otra	de	 las	habilidades	de	Maggie	es	 la	 interac-
ción	 con	 adultos	 mayores	 con	 problemas	 de	
memoria	 (ver	Figura	2B)	 [9].	Robovie	en	varias	
de	sus	versiones,	es	otro	ejemplo	de	robot	social	
que	 realiza	 interacción	 social	 y	 a	 la	 vez	 asiste	





para	 alcanzar	 objetivos	 comunes;	 reactividad,	
para	 reconocer	 su	 ambiente	 y	 reaccionar	 a	 sus	
estímulos;	y	proactividad	[9].
Desarrollar	 un	 robot	 social,	 es	 decir,	 un	 robot	
que	 se	 comporte	 como	 un	 individuo	 social	
requiere, además de las características mencio-
nadas anteriormente, utilizar modelos y técnicas 
que	difieren	dependiendo	del	grupo	social	donde	
se	le	quiera	incluir	[14].









A. Diseño Antropomórfico 





usuarios	 al	 no	 ingresar	 en	 el	Valle	 Inquietante.	
El	 valle	 inquietante	 indica	 el	 límite	 de	 empatía	
que	 un	 robot	 puede	 llegar	 a	 tener	 según	 se	 va	
aproximando	a	un	parecido	humano	sin	causar	













diferentes	 modos	 de	 interacción;	 personalidad,	
que	es	 la	 forma	del	modelo	conceptual	para	 su	
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una	apariencia	humana	a	una	máquina.	El	robot	
desarrollado conserva sus caracteríscticas artifi-
cales	 pretendiendo,	 en	 todo	momento,	 que	 sea	




la	 integración	 de	 humanidad	 en	 un	 sistema	
básico	 a	 partir	 de	 sus	 comportamientos,	 a	 los	
dominios	de	experiencia	y	la	competencia,	a	su	
entorno	 social	 y	 a	 su	 forma	 [16],	 se	 ha	 dotado	
al	 robot	 de	 ciertas	 características	 f ísicas	 como	
brazos,	manos	y	rostro	por	mencionar	algunos.
La	 plataforma	 experimental	 cubre	 todos	 los	
aspectos	que	describe	la	taxonomía	de	un	robot	
social	 como	 son:	 dotar	 de	 un	 cuerpo	 (embo-
diment),	 emociones,	 diálogos,	 personalidad,	
modelado	 del	 usuario,	 aprendizaje	 socialmente	
situado	e	intencionalidad	[17].
Para	lograr	el	embodiment	adecuado	en	aspecto	
y	 funcionalidad,	 se	 colocaron	 11	 grados	 de	 li-
bertad	distribuidos	por	 la	 estructura	del	 robot,	


















marle cuando el usuario lo ha tocado, mientras 
















B. Personalidad y Adaptabilidad
Al	 hablar	 de	 un	 robot	 socialmente	 asistencial	












la	 cual	 mediante	 diálogos	 generados	 por	 una	
base	de	conocimientos	creada	para	el	robot	más	
la	 utilización	 de	 un	 BOT	 con	 diálogos	 AIML,	
generan	parte	de	su	personalidad.








cionalmente se han coordinado gesticulaciones 
faciales	y	corporales	para	aumentar	la	sensación	
de	realismo	animado	a	la	tarea	de	interacción.
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se	 activan	 sus	 distintas	 funcionalidades,	 o	 por	
sensores	de	contacto	ubicados	en	su	superficie.
El	 robot	 realiza	 tareas	 de	 cooperación	 con	 el	
usuario,	 al	 poseer	 habilidades	 destinadas	 a	 la	
interacción,	como	juegos	de	imitación,	tanto	de	
movimientos	corporales	como	de	palabras,	esto	
valiéndose de uno de sus sensores fundamenta-
les,	 la	 cámara	Kinect,	 la	 cual	 hace	 las	 veces	 de	
los	ojos	del	robot,	permitiéndole	“ver”	en	forma,	
dimensión	y	distancia	cualquier	persona	u	objeto	





ten a su alrededor.














y finalmente, la asistencia a humanos en tareas 
específicas.
Interacción Multimodal – Se realiza utilizando 
lenguaje	natural	por	medio	de	voz,	movimientos	
corporales	y	expresiones	faciales.	La	interacción	




permiten	 crear	 en	 el	 usuario,	 la	 idea	 de	 hablar	
realmente	con	un	juguete.	
Parte del software está destinada a realizar al-
goritmos	 que	 permitan	 al	 robot	 brindar	 herra-
mientas	 que	 ayuden	 a	 los	 niños	 al	 aprendizaje	







ejemplo,	 se	 activarán	 diálogos	 y	 movimientos	
tanto	corporales	como	faciales	de	forma	coordi-
nada	y	sincronizada;	en	el	caso	de	generarse	un	
estímulo	 reflejo	 se	 activan	 actividades	 reflejas	
como	parpadeos	y	movimientos	leves	de	manos	




Caracterización Social y Asistencial
La	 caracterización	 social	 está	 dada	 por	 la	 per-
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Algunas de las tareas de asistencia que realiza 
el	 robot	dentro	de	 las	actividades	mencionadas	
son:	 juegos	 de	 imitación	 y	 pregunta/respuesta	
por	nombrar	algunos.
E. Bloques de función 
Se	han	dividido	 los	 bloques	 de	 función	 en	 tres	
partes:	 datos	 de	 entrada,	 procesamiento	 de	
datos	y	las	salidas.	La	plataforma	experimental	












Entradas.	 La	 plataforma	 experimental	 recibe	
como entradas comandos de voz desde un mi-
crófono	y	datos	respecto	al	contacto	f ísico	con	el	
usuario utilizando sensores de contacto, adicio-
nalmente	se	 tienen	 los	datos	de	visión	artificial	
que	genera	el	 sensor	Kinect	 (cámara	3D)	y	que	





tas de los usuarios como ¿cuál es tu color favo-
rito?	o	¿cómo	te	sientes?,	y	el	robot	responderá	
según	la	decisión	que	tome	desde	un	programa	




Otro	 tipo	 de	 entradas	 son	 las	 que	 llegan	 por	
medio de los sensores de contacto, fotosensor y 














Se	 ha	 creado	un	 software	 que	 permite	 unir	 las	
habilidades	 creadas	 para	 el	 robot,	 es	 decir,	 la	








dor Loquendo el cual es un software que además 
de	 permitir	 sintetizar,	 elegir	 la	 frecuencia	 y	 el	
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(Inteligencia	 artificial	 de	 lenguaje	 de	 marcado	
-Artificial	Intelligence	Markup	Language)	que	a	
su	vez	acceden	a	una	base	de	datos	AIML	donde	
se encuentra almacenado todo el conocimiento 












dado una voz infantil, considerando que su en-
torno	de	trabajo	será	con	niños.	
Junto	con	 la	generación	de	voz,	es	decir,	de	 los
diálogos,	 se	 generan	 de	 forma	paralela,	 señales	
que	se	derivarán	en	la	generación	de	expresiones	




por	 el	 software	 de	 forma	 paralela	 al	 habla.	 El	
seguimiento	de	los	usuarios	(body	tracking)	per-
mite	 al	 robot	 realizar	 actividades	 como	 bailes,	




donde se toman las decisiones y se generan los 





del	 usuario	 con	 respecto	 a	 sí	 mismo,	 ya	 que	






El	 microcontrolador,	 por	 otra	 parte	 y	 de	 for-
ma simultánea, se encuentra constantemente 
recibiendo	 los	 datos	 que	 llegan	 desde	 el	 PC	 y	
desde los sensores de contacto. Cada vez que el 




inmediatamente	 enviado	 al	 PC	para	 indicar	 al	





Para generar las salidas se han utilizado varios 
actuadores	 como:	motores	DC,	 servomotores,	









Todo	 esto	 controlado	 desde	 un	 microcontro-
lador	 embebido,	 el	 cual	 recibe	 señales	 desde	
el	 procesador	 donde	 se	 encuentra	 el	 “cerebro”	
del	 robot,	 como	 se	 indica	 en	 el	 diagrama	 (ver	
Figura	7).
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de leds y los sensores, se muestran en la Figura 
4B.	La	plataforma	experimental	 además	cuenta	
con	 luces	 en	 sus	mejillas	 y	 nariz	 que	 le	 sirven	
para	enfatizar	la	expresión	de	las	emociones.
La	 interacción	 se	 genera	de	 forma	multimodal,	
donde	en	 tareas	como	el	baile,	el	 juego	de	 imi-
tación	 de	 movimientos	 y	 el	 cantar	 canciones,	





el	 usuario	 realice,	más	 rápidos	 serán	 los	movi-
mientos	del	robot.
El	 robot	ha	sido	construido	con	una	estructura	
robusta	 que	 le	 permite	 ser	 utilizado	 dentro	 y	
fuera	 del	 aula	 de	 clases	 [9],	 y	 sus	 habilidades	
le	 permiten	 interactuar	 con	 niños	 así	 como	
también	 con	 adultos,	 sin	 caer	 dentro	 del	 Valle	
Inquietante,	es	decir,	sin	llegar	a	producir	apatía	
en los usuarios.
En	 la	 Figura	 10	 se	muestra	 el	 posicionamiento	
del	robot	en	la	curva	descrita	por	Mori.
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v. conclusiones 
La	 correcta	 combinación	 de	 herramientas	 de	
programación	 y	 de	 hardware	 ha	 permitido	 la	
creación	de	un	robot	con	características	 realís-
ticas, ya que genera diálogos coherentes, movi-
mientos	sincronizados	y	movimientos	“reflejos”,	
como	el	parpadeo,	en	tiempo	real.	
El	 hecho	 de	 que	 el	 robot	 haya	 sido	 antropo-
morfizado	y	se	le	haya	dado	la	apariencia	de	un	
niño	sin	perder	 sus	características	de	máquina,	




proceso	de	 interacción	 [10].	 En	 la	 Figura	 11	 se	
puede	observar	al	robot	en	funcionamiento.
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