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I. INTRODUCTION
A DAPTIVE inverse control techniques have been succesfully applied to a variety of control problems [1] , [2] . The system of Fig. 1 illustrates the basic concept of adaptive inverse control. The aim of such a system is to cause the plant output to track the output of the reference model. If the plant is minimum phase and the reference model has a transfer function equal to one, then the transfer function of the ideal controller is the inverse of the plant. In order to find a realizable controller even if the inverse does not exist, an objective function has to be considered. In considering, e.g., the mean square error, such a controller can be found adaptively as indicated in Fig. 1 .
The controller, which is usually designed as an adaptive transversal filter, may become very long, requiring hundreds of taps. This turns the adaptation algorithm slow and increases the computational costs. To overcome this problem, we propose to split the controller into a long fixed part and into a short adaptive part, as depicted in Fig. 2 . The coefficients of the fixed controller are computed in an offline procedure before the adaptive system goes into operation. The adaptive controller has to equalize only variations of the plant that occur during operation.
There are many practical situations where only a part of the error spectrum is relevant. An example of such a situation is an active noise control (ANC) system, where only the audible part of the spectrum is perceived as error signal. The additional a-filter passes only that part of the error signal to the adaptation Manuscript received January 26, 1999. This paper was recommened by Associate Editor L. Fortuna.
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Publisher Item Identifier S 1057-7122(00)00725-X. algorithm, which is meaningful for a certain application. The optimal designed controller then minimizes the squared error only in a desired frequency range in cost of an irrelevant error power spectrum. The conventional objective is to minimize the mean squared error (MSE). In doing so, the norm of the controller can grow considerably, especially when the the plant is ill conditioned. In the next section, a controller is derived based on an appropriately modified objective function. We call this solution the modified Wiener solution.
In Section III, we split the controller into a fixed and into an adaptive part. We will show how the fixed controller and the initial adaptive controller can be computed and derive an adaptation algorithm for the adaptive part. We will prove its convergence in the mean, if the step size is chosen properly.
In Section V we finally present two examples: a low-order example to verify the theory and a real ANC system to show its usefulness in practice.
A. Notation, Preliminaries
All signals are real discrete-time signals denoted, e.g., by with the time index. A signal vector of context-dependent length is defined by (1) 1057-7122/00$10.00 © 2000 IEEE Here, a system is linear and defined by its impulse response, e.g., . Such an impulse response is assumed to be of finite length and described by the corresponding coefficient vector
The convolution of two coefficient vectors, e.g., and ,isa vector of length , denoted by . . .
The convolution of an impulse response with the signal is defined by (4) With , this convolution sum can be written as a scalar product, i.e., (5) Convolving the impulse response of a cascaded system with the signal results in (6) with the convolution matrix . . . . . . . . .
II. MODIFIED WIENER SOLUTION
Referring to the inverse control system in Fig. 2 , we assume the independent noise processes and to be stationary and with zero mean. The available signal respresents the output of the plant disturbed by measurement noise . The desired signal is generated by a model driven by the input signal . The plant itself is driven by the controller output. The overall controller is itself driven by the input signal . The available signal is subtracted from , yielding the error signal . An error filter yields which finally adapts the controller .
In deriving the optimal controller for the inverse control system in Fig. 2 , we start by discussing the optimum solution for the overall controller . Refering to Fig. 3 , the here considered objective function is (8) the mean square of the filtered error signal, , modified with the square of the controller norm [3] . Filtering the error signal allows an appropriate weigthing of the relevant frequency range as mentioned in the introduction. The second term prevents a prohibitive growth of the controller coefficients if the overall system is ill conditioned, as explained below. The positive-valued paramter weights the squared controller norm. Its choice is a compromise: a small value yields a small MSE of at the cost of a possibly high controller norm. The optimum controller is denoted as modified Wiener solution, .In deriving this solution, we express as (9) as depicted in Fig. 3 . Due to linearity and and time invariance, the convolution operators are commutative, which allows the formulation (10) With , and relations (5) and (6), (10) can now be rewritten as (11) Assuming to be shorter than , it has to be appropriately augmented with zeros. With and uncorrelated, the objective function (8) yields (12) where controller coefficient vector; convolution matrix containing the vector analog to (7); coefficient vector of the error filter; length noise data vector at the output of the plant. In proceeding, is derivated with respect to . Setting the derivative to zero yields (13) For a stationary input process we define the autocorrelation matrix as . Hence (14) We note here that the normal equation (14) can be solved by means of the so-called Levinson algorithm [4] due to the Toepliz structure of the matrix to be inverted. Formally, the optimum overall controller, here denoted as modified Wiener solution,is given by (15) The minimum value of the objective function can be otained by inserting into (12): 
It finally yields (16)
The minimum value of is given by the average power of the -filtered output noise, . This value is achieved only when , i.e., when the controlled plant, , is equal to the model, . In general, by solving (14), this minimum value cannot be achieved.
III. DESIGN OF THE SPLITTED CONTROLLER
In many applications, such as ANC, a controller with hundreds of taps is required. The optimal controller (15) is based on the knowledge of the systems and of the statistics of the input signal. For an unknown plant this controller might be replaced by an adaptive filter. Making all taps adaptive results in a controller which converges very slowly and requires considerable computational power. However, in many situations, the plant is relatively constant and varies only slowly, e.g., due to temperature variations. For such a situation, we propose to split the controller into a cascade of a short adaptive filter and a long fixed filter ,a s depicted in Fig. 2 . The fixed filter is designed offline based on the available a priori knowledge of the plant , the model , the weighting filter , and the signal statistics. During operation the short adative filter tracks small changes of the plant and variations in the signal statistics.
For the splitted controller, we propose to modify the objective function (8) as follows: (17) Minimizing in (17) optimizes the fixed filter and the initial adaptive filter . In order to make these filters unique, we normalize the initial adaptive controller. The optimization problem can now be stated as follows: (18) subject to (19) with an appropriately chosen constant. Equations (18) and (19) constitute a constrained minimization problem which could be solved with the method of Lagrange multipliers [5] . As a computationally simpler alternative we propose to solve it in an iterative manner by alternately minimizing the objective function (18) with respect to and . In this way the nonlinear optimization problem is reduced to the solution of linear matrix equations.
In doing so, we first minimize (18) with respect to . Analog to (14), this results in the following normal equation in the th step: (20) with the convolution matrix according to (7) We stop after, e.g., ten iterations, or after the measure (24) is close to its minimum.
IV. ADAPTATION ALGORITHM
Once and are determined, we are seeking for an algorithm which adapts to the slowly changing plant and/or to the signal statistics.
A. Derivation of the Adaptation Algorithm
The task of the adaptation algorithm is to minimize the objective function (8) , here rewritten as In order to derive an algorithm which is based on the gradient of the objective function (25), we derivate it with respect to . With the help of (29), this yields
The method of steepest descent [6] recursively updates the coefficient vector with the help of the gradient (30) as follows:
with denoting the step size. An LMS-like algorithm can be obtained by replacing the gradient (30) with its instantaneous estimate, i.e.,
We note that the update of is performed with the help of the -filtered error signal (see Fig. 2 ). Hence, we call it the filtered-error LMS algorithm, in contrast to the known filteredor filtered-LMS algorithm [2] .
B. Convergence of the Mean of the Adaptive Controller Coefficient Vector
Minimizing the objective function in (25) with respect to yields, in a procedure similar to Section II, the following modified Wiener solution:
The vector is the optimal controller vector for the system consisting of the vectors , , , and for the correlation matrix of the input signal . The system is described by the convolution matrix based on and the coefficient vector . Now we introduce the weight error vector (34) and subtract from both sides of (32), yielding
A necessary condition for a stable adaptive inverse system is the mean of the weight error vector converging to the zero vector (36)
In the following analysis, we will search for the condition under which (36) is fullfilled.
In doing so, we first rewrite (27) as (37) With and as illustrated in Fig. 4 , we obtain in vector notation According to [6] , the autocorrelation matrix can be decomposed into (46) with an orthonormal matrix, i.e.,
, and a diagonal matrix containing the positive real-valued eigenvalues of . (36) With this orthogonal transformation the recursive equation (45) can be rewritten as follows: (47) where . Here, the decouple from the off-diagonal terms and so we have the characteristic equations are given as (54) Now, the convergence condition can be guaranteed if the zeros of the characteristic equations are within the unit circle. The dependency of these zeros on the parameter is described with the root locus. An example with is depicted in Fig. 5 for .F o r the zeros of (54) are the zeros of , i.e., for else.
If the branch starting from goes the the left, i.e, its argument is equal to , then there is a stability range (56) According to root locus theory [7] we find for (57) where are the zeros of . The coefficients of are all real and nonnegative (see (44) and (53). With this condition, it can easily be shown, that the real zeros are all nonpositive. Conjugate complex and nonpositive zeros turn the sum of arguments in the last step of (57) to zero, i.e., . The boundary in (56) is the smallest postive value corresponding to roots on the unit circle. These values can be computed with the Theorem given in the Appendix. It allows to be written as (58) with (59) The elements are given by being real zeros of the polynomial within the range .I ti s defined by (60) with (61) and a second kind Chebyshev polynomial of order as described in the Appendix.
The stability range for the step size is now given with (51) as (62) where is the maximum eigenvalue of the input correlation matrix .
V. E XAMPLES

A. A Simple Adaptive Inverse Control System
In order to verify the effectiveness of the filtered-error LMS algorithm we simulated the proposed splitted inverse controller (see Fig. 2 ) for the plant 1 The error weighting filter and the model have coefficient vectors , and , respectively. The input signal and the plant noise are zero mean white signals with variances and , respectively. The remaining parameters were chosen as follows. Adaptation step , weight parameter of the controller , desired norm of the adaptive controller , length of the fixed controller , and length of the adaptive controller . The fixed controller has been found by iteratively applying (20)-(22). We stopped after ten iterations. Fig. 6 shows the behavior of the adaptive algorithm (32) initialized with . The objective function (see (25)) has been averaged over 100 runs.
In Fig. 6 above, the true plant is assumed to be known for the computation of the fixed controller and the adaptation process of the controller . In Fig. 6 below, we show the robustness of the adaptation algorithm by introducing a 50% error in the true plant coefficients by adding white noise of variance .
As shown in Fig. 6 the introduced plant-error delays the convergence and the adapted controller has now an error in the range of 0.05%. Even the observed robustness of the filterederror LMS algorithm due to plant estimation errors has not been proven, it has been observed in many practical examples. Such an example is given in the following section.
B. An Active Noise Control System
Suppressing acoustic noise on the principle of destructive interference is a classic discipline in noise control. The standard solution for this problem is an adaptive feedforward controller which drives an antisource [8] . A practical example of such an active noise control (ANC) system is depicted in Fig. 7 . It consists of an experimental duct having a diameter of 30 cm and a length of 5 m driven by loudspeakers. For experimental purpose, an adaptive inverse controller as discussed above has been realized on a floating-point DSP [9] . The obtained results are based on recorded roots blower noise used as sound source signal.
Considering Fig. 7 , we can distinguish three electroacustic paths: coefficient vector characterizes the impulse response of the primary path from the input microphone to the error microphone, the secondary path from the controller output to the error microphone, and the feedback path from the controller output to the input microphone. Using these three paths, the block diagram of the considered duct system is depicted in the dashed box in Fig. 8 .
The path is an estimation of the feedback path and is assumed here to be equal to resulting in . If we define the plant as 2 (63) then our adaptive-inverse-control concept can be applied. In doing so, we added a large fixed controller of length and a small adaptive controller of length , as depicted in Fig. 9 .
Before the ANC system goes into operation, the fixed and the initial adaptive controller have to be computed off line. This is done by first identifying the three acoustical paths using white noise as input signal. Then the optimal controllers have been computed analog to the example in Section V-A. Thereby, the filter has been used. Such an A -filter is well known in acoustics [10] because it only weighs the error in the sensitive frequency range of a human listener.
During online operation, the adaptive controller is updated by the filtered-error LMS algorithm (32) with the adaptation constant and the weighting coefficient . Fig. 10 shows the power spectrum of the error signal for the mentioned recorded roots blower noise with and without controllers. Using only the fixed controller, which has been optimized for white noise input, a suppression level of 21 dB(A) was obtained. Adding our small adapitve filter with 32 taps, the controller adapts to the harmonic input signal by increasing the suppression level to 31 dB(A).
This practical example illustrates how available a priori knowledge can be incorporated into a large-order fixed controller. Online derivations, such as changes in the input spectrum, can easily be adapted to by using a small-order FIR filter.
VI. CONCLUSIONS
A controller, consisting of an adaptive and a fixed part, has been developed for an adaptive inverse control system. The proposed objective function consists of the expectation of the squared filtered error plus the weighted norms of the controllers. A filtered error signal is used for the adaption. It allows to efficiently minimize the error power in the frequency range of interest.
The splitting of the controller decreases the computational complexity and accelerates the rate of convergence. The long fixed controller and the initial short adaptive controller can be computed with the fast and stable Levinson algorithm, using available a priori knowledge of the system and the input signal. Implemented for a practical ANC system, the new controller has demonstrated its excellent performance.
APPENDIX INTERSECTIONS OF THE ROOT LOCUS WITH THE UNIT CIRCLE
Theorem: Assume the characteristic equation (64) with the real polynomials (65) and root locus gain . Let have at least one zero inside and at least one zero outside the unit circle, i.e., , . Then, the gains at which the root locus crosses the unit circle are given by 
With
, the square of the above expression results in the polynomial as given in (68). Now, in order to obtain the angles at which the root locus crosses the unit circle, we have to determine its real zeros , in the range . Introduced in the first equation of (72), the gains (66) are finally obtained.
