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に LSTM が有効であることを示している(9)．Xiong ら





慮した CNN で S&P500 の株価予測の精度を改善させ
ている(11)．Jia は，株価予測において，様々なサイ





































または終値）を xt (t=1, 2, 3, …)と表し, 長さ L
の連続したそれらの系列を 
 Xt = { xt，xt+1，xt+2，…，xt+L-1 }           
と表す．また,これらを使って予測する,ある t番目
の営業日の株価を yt(t=1, 2, 3, …)と表し, 長さ
Lの連続したそれらの系列を, 
Yt = { yt，yt+1，yt+2，…，yt+L-1 }           
と表す．さらに，それぞれの連続する株価の系列の
長さ Lをそれぞれ, 
Ltrain = |Xt|  ,  Lpred  = |Yt|             
と表す．ここで |・|は集合の要素数を表す． 




Xt = {Xt, Xt+1, Xt+2, …, Xt+N-1}           





またここで，Xtと Ytの要素数 N をそれぞれ次の
ように表す． 





間の連続する株価系列 Xt を Ntrain 個用意し Xtを
構成する．以下では，Yt+1 = Xt+1として，株価系列 Xt
から Yt+1を予測する．Xt と Yt+1の組 (Xt,Yt+1) を訓
練データと呼ぶ．また，以下のようにする． 
Ltrain = Lpred  ∈ { 10, 25, 52, 102 } 



















ック数を s と表す．本報告では， 
s ∈ { 52, 102, 152, 202 } 
とする． 
N = Ntrainとして，N個の訓練データの組が， ((Xt, 





えると，ある t 番目の営業日から長さ Ltrain の長さ
の連続する株価の系列から，t+1 番目の営業日の株
価から Ltrain の長さの連続する株価系列を予測する











る平均絶対誤差率（MAPE : Mean Absolute 
Percentage Error）を用いる． 











最大値で各株価を割り，株価の値を 0 から 1 の間
の実数値になるようにして使用している．シミュレ
ーションで使用した OS は Windows10Pro，CPU は
Intel 製® Core™i7-7700HQ(2.80GHz) ，RAM は 32GB，










タ Xtの長さ Ltrainを 102，LSTM のブロック数 102 個
にして，予測期間毎に Ntrainを 200,300,500 と変え
ながら学習させて予測し，訓練データ数による違い
を調べる． 
実験 2）学習データ Xt の長さ Ltrain を変えた場合：




実験 3）LSTM のブロック数 sを変えた場合：Ntrainを 
500, 学習データ Xtの長さ Ltrainを 102 にして,LSTM
のブロック数を変えながら,それぞれ学習させて予
測し,ブロック数の影響を調べることを目的とする．






Ltrain の長さの Ntrain 個の株価データを使い学習した
ネットワークで，起点日の翌日から 5日後まで（横
軸で 1 から 5 までに相当）を予測したものである． 
 













を Ntrain = 200, 300, 500 の 3 通りでシミュレーシ
ョンを実行した．それらの結果を以下の表 1から表
4に示す．表 1と表 2は，予測期間が 1日，すなわ
ち学習データ期間の最終日の翌日のみの結果であ
り，表3と表4は，予測期間が5日間の結果である．  
表 1 日経平均株価の始値予測の MAPE(翌日のみ) 
 Ntrain=200 Ntrain=300 Ntrain=500 
期間 1 0.08% 0.14% 0.04% 
期間 2 2.07% 2.46% 2.57% 
期間 3 0.90% 0.57% 0.51% 
期間 4 3.24% 2.68% 2.93% 
期間 5 2.13% 2.02% 1.99% 
期間 6 0.37% 0.54% 0.54% 
期間 7 2.06% 1.48% 1.77% 
表 2 日経平均株価の終値予測の MAPE(翌日のみ) 
 Ntrain=200 Ntrain=300 Ntrain=500 
期間 1 1.54% 1.66% 1.47% 
期間 2 1.15% 0.85% 0.20% 
期間 3 2.43% 2.05% 1.50% 
期間 4 1.60% 1.17% 1.06% 
期間 5 1.21% 0.79% 1.37% 
期間 6 0.46% 0.56% 0.90% 
期間 7 1.78% 1.07% 1.53% 
表 3 日経平均株価の始値予測の MAPE(5 日間) 
 Ntrain=200 Ntrain=300 Ntrain=500 
期間 1 1.13% 1.09% 0.74% 
期間 2 1.12% 1.02% 1.08% 
期間 3 1.06% 0.74% 0.61% 
期間 4 1.46% 1.43% 1.43% 
期間 5 1.35% 1.34% 1.46% 
期間 6 0.48% 0.49% 0.51% 
期間 7 1.38% 0.73% 1.08% 
表 4 日経平均株価の終値予測の MAPE(5 日間) 
 Ntrain=200 Ntrain=300 Ntrain=500 
期間 1 1.43% 1.48% 1.15% 
期間 2 1.04% 0.94% 0.73% 
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期間 3 1.32% 1.06% 0.85% 
期間 4 1.76% 1.68% 1.65% 
期間 5 1.41% 1.42% 1.31% 
期間 6 0.47% 0.50% 0.70% 
期間 7 1.37% 0.74% 1.19% 
表 1 から表 4 までの全ての期間内において MAPE
が最小なのは Ntrain=500 の場合が最も多い（15 個）．
Ntrain=200の場合がMAPE最小なのは5個のみである．
また，MAPE が 1%未満のものは Ntrain=200 の場合 6
個，Ntrain=300 の場合 12 個，Ntrain=500 の場合 11 個
であり，訓練データ数が多いほうが良いものと推測
される．一方で，期間 6 は全ての MAPE が 1%未満で
あり，最も良い結果となっているが，その中でも
Ntrain = 200 の場合が最も MAPE が小さい．訓練デー
タの内容によっては、そのデータ数が少ない場合の
ほうが良いこともあると言える． 










学習データ系列長 Ltrain = 10, 25, 52, 102 の 4 通
りの場合について，それぞれ期間 1 から 5 におい
て s = 102, Ntrain = 500 として実行した．それら
の結果の平均絶対誤差率の違いを以下の表5から表
8に示す． 
表 5 日経平均株価の始値予測の MAPE(翌日のみ) 
 Ltrain=10 Ltrain=25 Ltrain=52 Ltrain=102 
期間 1 0.11% 0.37% 0.11% 0.04% 
期間 2 2.23% 2.26% 2.60% 2.57% 
期間 3 0.54% 0.69% 0.88% 0.51% 
期間 4 2.74% 2.92% 2.80% 2.93% 
期間 5 2.14% 2.35% 2.27% 1.99% 
表 6 日経平均株価の終値予測の MAPE(翌日のみ) 
 Ltrain=10 Ltrain=25 Ltrain=52 Ltrain=102 
期間 1 1.38% 1.18% 1.71% 1.47% 
期間 2 0.31% 0.16% 0.18% 0.20% 
期間 3 1.64% 2.02% 0.50% 1.50% 
期間 4 0.92% 1.19% 1.42% 1.06% 
期間 5 0.81% 1.21% 1.32% 1.37% 
表 7 日経平均株価の始値予測の MAPE(5 日間) 
 Ltrain=10 Ltrain=25 Ltrain=52 Ltrain=102 
期間 1 0.79% 0.64% 0.70% 0.74% 
期間 2 0.96% 0.97% 1.15% 1.08% 
期間 3 0.68% 0.73% 0.73% 0.61% 
期間 4 1.55% 1.60% 1.55% 1.43% 
期間 5 1.40% 1.30% 1.29% 1.46% 
表 8 日経平均株価の終値予測の MAPE(5 日間) 
 Ltrain=10 Ltrain=25 Ltrain=52 Ltrain=102 
期間 1 1.04% 0.98% 1.38% 1.15% 
期間 2 0.78% 0.71% 0.75% 0.73% 
期間 3 0.90% 1.04% 0.97% 0.85% 
期間 4 1.59% 1.71% 1.60% 1.65% 
期間 5 1.57% 1.36% 1.36% 1.31% 
MAPEが 1%未満であるものが3個以上あるものは，
始値においては期間 1 と期間 3，終値においては期
間 2と期間 3である．これらの結果において，始値
における期間1と期間 3では 4つの結果のうち3つ









えられる．一方で Ltrain = 102 の場合よりも Ltrain = 
25 のほうが MAPE が小さい場合もあることから、
Ltrain の値を幅広く変えてた学習が必要であるとも
考えられる． 
5.3 LSTM のブロック数について 
LSTM のブロック数の決め方に明確な知見はこれ
まで得られていないため，実験 3 では LSTM のブロ
ック数を変えた場合の影響を調べるためにシミュ
レーションを行った．LSTM のブロック数を，s = 52, 
102, 152, 202 の 4 通りの場合について，それぞれ
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期間 1から 3において Ltrain = 102, Ntrain = 500 と
して実行した．それらの結果の平均絶対誤差率の違
いを以下の表 9から表 12 に示す． 
表 9 日経平均株価の始値予測の MAPE(翌日のみ) 
 s=52 s=102 s=152 s=202 
期間 1 0.04% 0.04% 0.33% 0.30% 
期間 2 2.50% 2.57% 2.47% 2.46% 
期間 3 0.66% 0.51% 0.91% 0.92% 
表 10 日経平均株価の終値予測の MAPE(翌日のみ) 
 s=52 s=102 s=152 s=202 
期間 1 1.38% 1.47% 1.75% 1.94% 
期間 2 0.03% 0.20% 0.50% 0.28% 
期間 3 2.19% 1.50% 1.44% 1.67% 
表 11 日経平均株価の始値予測の MAPE(5 日間) 
 s=52 s=102 s=152 s=202 
期間 1 0.78% 0.74% 1.03% 1.04% 
期間 2 1.06% 1.08% 1.05% 1.09% 
期間 3 0.72% 0.61% 0.73% 0.65% 
表 12 日経平均株価の終値予測の MAPE(5 日間) 
 s=52 s=102 s=152 s=202 
期間 1 1.13% 1.15% 1.41% 1.66% 
期間 2 0.64% 0.73% 0.81% 0.76% 
期間 3 1.04% 0.85% 1.40% 1.04% 
MAPE が 1%未満であるものが 3 個以上のものは，
LSTM のブロック数 s の値にかかわらず，始値では




向がある．各期間での MAPE の最小値は，s = 52 ま
たは s = 102 である場合が多い．特に，MAPE の値
が 1%未満の期間では，始値の場合では全て S = 102
の場合が最小であり，終値の場合ではすべて S = 52
の場合が最小である．終値において，S = 102（実
験 1）での結果よりも S = 52 の場合のほうが良い
結果となっている．訓練データにおいて Ltrain = 102













図 3 順調な誤差関数減少の学習曲線の例 
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