For many chaotic systems, accurate calculation of the correlation dimension from measured data is difficult because of very slow convergence as the scale size is reduced. This problem is often caused by the highly nonuniform measure on the attractor. This paper proposes a method for collecting data at large scales and extrapolating to the limit of zero scale. The result is a vastly reduced required number of data points for a given accuracy in the measured dimension. The method is illustrated in detail for one-dimensional maps and then applied to more complicated maps and flows. Values are given for the correlation dimension of many standard chaotic systems.
Introduction
The most widely used tool for detecting chaos in experimental data is calculation of the correlation dimension using the method of Procaccia [1983a, 1983b] . The idea is to construct a correlation integral C(r) equal to the probability that two arbitrary points on the orbit in state space are closer together than r. This is usually done by calculating the separation between every pair of N data points and sorting them into bins of width ∆r proportional to r. The correlation dimension is given by D 2 = d log(C)/d log(r) in the limit ∆r → 0, r → 0 and N → ∞. These limits are inherently incompatible for a finite data set, and for many attractors the computed value of D 2 converges very slowly. In the Grassberger-Procaccia [1983a] paper, examples (with N = 1.5 × 10 4 ) are shown only for the Hénon map and Lorenz model, and it turns out that these cases are exceptional in their rapid convergence. In their longer paper, Grassberger and Procaccia [1983b] address some of the problems of slow convergence and propose a solution of embedding the data in a higher dimension. This suggestion is helpful, but it does not cure the problem. Because of this difficulty, the literature is devoid of credible numerical calculations of the correlation dimension for most model chaotic systems, including the logistic map, the Rössler attractor, and the Chirikov map. For the same reason, spuriously low dimensions have often been reported for experimental data.
In this paper we describe a method for measuring the correlation integral at finite r and extrapolating to the limit of r = 0. One product of this work is improved accuracy in the measured correlation dimension of several standard chaotic systems. Throughout, the convergence difficulties experienced in the numerics are illustrated by analytic results obtained using special cases. The proposed method is based on identifying critical points of the measure that are shown to control the dimension. In the examples discussed in detail, the critical points are relatively easy to identify, but the method is applicable to more general maps and flows.
Theory

One-dimensional maps
To study and identify the critical points in the measure and hence the convergence of the correlation dimension, we consider in some detail the onedimensional case for a variety of maps.
The correlation integral C(r) is given in terms of an invariant measure P (x) by C(r) = P (x)P (x )Θ(r − |x − x |)dxdx
where Θ is the Heaviside function and the integrals are over the whole space of the mapping. We take the measure to satisfy the Frobenius-Perron equation (see, e.g. [Rowlands, 1990] ) in the form
where f (x) denotes the map and f = df /dx is its first derivative. Here x i are the preimages of x such that x = f (x i ). We initially restrict our attention to simple maps that have just two preimages, and in particular to maps of the form
where α is a free parameter in the range 1/2 to ∞. Maps with α < 1/2 do not have chaotic solutions. The shapes of f (x) for different α are shown in Fig. 1 . In particular, the case α = 2 is the wellknown logistic map [May, 1976] , and α = 1 is the tent map. Each case maps the interval [0, 1] onto itself and has a maximum of f = 1 at x = 1/2. The generalization to other maps will be made after the general concepts have been illuminated. It is convenient to introduce I(r) given by
in which case we can use Eq.
(1) to obtain I(r) = 2 1−r 0 P (x)P (x + r)dx .
To proceed further, we use the well-known result [Rowlands, 1990] that for α = 2 (the logistic equation) the measure is
where P 0 is a normalization constant equal to 1/π. Substitution of this form into Eq. (4) gives
which can be integrated analytically to give I(r) = 4P 2 0 K(k) where K is the complete elliptic integral of the first kind and the argument is k = √ 1 − r 2 . In particular, for r → 0, we have
This indicates a logarithmic singularity, which we will see is a feature common to all one-dimensional maps having a single simple maximum. Using the above expansion for I(r), we find
which we write in the more general form
from which it follows that
where q = ln r. In the numerical evaluation of p or C(r) we can restrict the range to r 1, while |q| is order unity. In this case, terms of order r 2 q and higher can be neglected, and p can be written as
where p and a/b are constants which for the above case take the values p = ln(4P 2 0 ) and a/b = −(2 ln 2 + 1) −2.386.
A local correlation dimension ν(r) can now be defined such that ν(r) = r C dC dr = dp dq
while the correlation dimension D 2 is the q → −∞ (r → 0) limit of ν(r), which goes to 1 for the logistic map as expected.
The above analysis illustrates that the 1/ √ x singularity in the measure P (x) causes ν(r) to converge logarithmically with r, making numerical evaluation of the dimension difficult.
To show the ubiquitous nature of this behavior, consider the general logistic equation f (x) = Ax(1 − x). In this case, the Frobenius-Perron equation takes the form
with x 1,2 = (1 ± 1 − 4x/A)/2. If we now consider x A/4 so that both x 1 and x 2 are close to 1/2, the Frobenius-Perron equation gives
With finite P (1/2), the maximum point x = 1/2 maps to a square root singularity at x = A/4. Further mapping produces additional singularities. Figure 2 shows a typical measure with these singularities in the logistic map for A = 3.8.
If we now assume that for small enough r these singularities are separated, we can write
where g(x, r) is some unknown but smooth function of x and r, x i is the position of the ith singularity, and L is much greater than r, reflecting the fact that the singularities are well separated on a scale compared to r. The case where this is no longer a reasonable assumption as for the measure on a fractal is considered later. In the small-r limit, we can evaluate the above integral by expanding g(x, r) in a Taylor series in x and r to obtain
from which we can calculate C(r) and p(r). Most importantly, one finds that p(r), neglecting terms involving r explicitly, is a function of the general form given by Eq. (11) but where now p and a/b are unknown quantities of order unity. Thus the singular nature studied explicitly for the logistic map with A = 4 is expected for other values of A. Furthermore, when translated into an equation for the local correlation dimension, the same slow logarithmic convergence is expected. This latter property follows immediately from the nature of the map near its maximum.
Given that the maximum of the map controls the convergence, it is important to study examples where the shape is different. A simple example is the tent map (α = 1). In this case the FrobeniusPerron equation reduces to
where x 1 = x/2 and x 2 = 1 − x/2. An obvious solution is P (x) = 1 in the interval 0 ≤ x ≤ 1.
Substituting this into Eq. (4) gives
Now there is no singularity, and ν(r) converges to unity as powers of r, not q. The case α = 1/2 can also be studied analytically. The Frobenius-Perron equation [Eq. (2) ] for maps of the form of Eq. (3) reduces to
where
A solution to this is simply
where P 0 is determined by a normalization condition. This form gives I(r) = 2(2P 0 ) 2 (1/3 + r/2) so that
Again the convergence is through r, not q, and the dimension is unity.
For other values of α, it has not been possible to find an analytic expression for the measure P (x). To obtain the form for ν(r), we proceed by studying the form of the singularities in P (x). This is readily found from Eq. (18) by considering x 1 → 0, in which case for x ≈ 1, we obtain
Although we do not know the form for P (x) except near these critical points in the evaluation of I(r) as defined by Eq. (5), it is only these points that can give anything other than simple powers of r in I(r). Thus the major contribution to I(r) will be proportional to an integral of the form
With the substitution x = r(1 − cosh θ)/2, Eq. (21) reduces to
where coshθ = 1 + 2L/r. For 2β > 1 (or α > 2), the integral can be divided into a part with limits 0 to ∞ and another with limits θ to ∞. In the latter we can express the sinh θ term in exponentials and evaluate the integral. In this way we obtain
where A and B are constants. Using this form to calculate C(r) and hence p(r), we find
This corresponds to
where terms of order r have been neglected. The correlation dimension is now 2/α, but the convergence is no longer logarithmic in q and depends on a fractional power of r. Thus we can expect a faster convergence than for the logistic equation in any numerical scheme used to calculate this dimension. This prediction is borne out by the numerical experiments described below.
For 0 < 2β < 1 (or 1 < α < 2) we have to proceed a little differently since the integral over θ from zero to infinity is infinite. We first differentiate with respect to r to give
This integral can now be evaluated the same way that I(r) was evaluated for β > 1 to give
Now since 2β < 1, the major contribution comes from B, but otherwise proceeding as above, we have
where A = αA/2, giving 
Thus for α > 2 the dimension is 2/α, and for α ≤ 2 the dimension is unity. This prediction is confirmed by numerical results discussed later. Equation (18) for the measure P (x) has been solved numerically. First a function ψ(x) is introduced to take out the singular behavior and defined such that
Then ψ(x) satisfies the equation
R(x) is not singular at x + 1 = 0 and in fact is a monotonic function of x varying from 1/α at x = −1 to 1/4 at x = 1. Thus we expect ψ(x) to be a smooth, almost constant function. This equation has been solved by iteration, and the results fit well to a form with ψ varying slowly with x. In fact, for both α = 1 and α = 2, ψ(x) is strictly constant. The above form for ψ(x) when substituted into Eq. (27) gives a form for P (x) consistent with the singular behavior of P (x) derived directly from the Frobenius-Perron equation. Using this form for P (x) gives
where ψ(x, r) is a slowly varying function of both r and x. This shows that the form assumed for P (x) in Eq. (21) is correct. It is important to note that the constants A and B that appear in the above expressions for I(r) do not affect the value of D 2 , but only the convergence of ν(r) to this value. On the other hand, the value of D 2 is completely determined by the singular behavior of the measure P (x), which itself is controlled through the FrobeniusPerron equation (2) by the nature of f (x).
Decoupled maps
We have shown for a range of one-dimensional maps how the singularities in the measure, traced back to the behavior of the map in the vicinity of its maximum, determine the correlation dimension D 2 and its asymptotic variation ν(r). Unfortunately, far less is known about the form of the measure in higher dimensions. In this section we consider two simple 2-D cases that can be treated to some extent analytically. One can still define a correlation function in a form similar to Eq. (1), namely
We have chosen to measure the distance as |x − x | + |y − y | rather than (x − x ) 2 + (y − y ) 2 for analytic convenience, although formally both norms give very similar numerical results. The first case we consider is where the x and y variation are totally independent and the point (x, y) is mapped to (x,ȳ) by
Because of the independence of the x and y variation, we can write
Then the integration over the y variable is analogous to the one-dimensional case, and by analogy with Eq. (5) we have A change of order of integration allows us to write
with r ≥ s ≥ 0. This is our general result and will now be applied to a few special cases. We can interpret this result as saying that the twodimensional form for I(r) is a simple convolution of two one-dimensional forms. Thus we expect that in two dimensions, the singularities are smoothed out and convergence improved. Also this result is easily generalized to higher dimensions. If both maps are logistic maps, we have for small r I(r) = A + B ln r
with A/B = −2 ln 2 −1.386 whereas G(r, s) ≈ ln(4/s) − s(r − s).
Using these two forms, we find
whereĪ is a constant. This gives for large |q|,
This result should be compared with the value obtained for a one-dimensional logistic equation, namely Eq. (12), which in the present notation takes the form
In the case where one of the maps is a logistic map and the other a map with α > 2, we find to lowest order
Finally, for a logistic map (α = 2) and a tent map (α = 1), we have
Importantly, going to two dimensions, even when the maps are uncorrelated, can change the convergence of ν(r). In particular, convolving the map under consideration with the tent map gives a two-fold improvement in the rate of convergence. This procedure should also improve convergence when the time series is not produced from known maps. Note that in these cases, the final correlation dimension is the sum of the corresponding one-dimensional values.
2.3. 1-D maps in high-dimensional embeddings Grassberger and Procaccia [1983b] showed that better estimates of the local correlation dimension ν(r) for one-dimensional maps could be obtained by embedding the map in higher dimensions. If this embedding dimension is two, this is equivalent to
where P (x) is the measure in one dimension and f (x) is the map. With this form for P (x, y), we have
Since r is always small, the argument of the delta function is only near zero if |x − x | 1. In this case we can expand f (x ) about x and write
where D(x) = 1+|f (x)| and the prime denotes differentiation. The evaluation of I 3 now proceeds as in the one-dimensional case, and we find
The singularities in P (x) are at x = 0 and x = 1, and we can replace D(x) by its value at these points. For the logistic map with A = 4, this gives D = 5. The integrals are then of the same form as the onedimensional case except for the prefactor 1/5 and r → r/5. Thus I 3 = I(r/5)/5 where I is given by Eq. (7). The evaluation of C 3 (r), P 3 (r) and ν(r) proceeds as in Sec. 2.1, and we obtain an expression for ν(r) which is of the same form as Eq. (12) but with a/b = −(2 ln 2 + 1 + ln 5) −4. The factor of 5 is just the local stretching of the map near its endpoints when the straight line from x = 0 to x = 1 is distorted into a parabola in two dimensions. Thus the procedure advocated by Grassberger and Procaccia [1983b] does not make a significant change in the logarithmic convergence of ν(r).
Convolving with the tent map as discussed in Sec. 2.2 is a better procedure.
Two-dimensional maps
In the previous discussion, the case of numerous critical points in the measure was treated by assuming they were separated by at least a distance L which was larger than r. This procedure is perfectly adequate until one has to consider a measure with fractal structure. Then there is always structure on a scale of order r or less. To deal with this problem, we imagine generating the fractal measure by construction. In particular, consider the middlethird Cantor set. Initially the measure is uniform for 0 < x < 1. Then the middle third is removed and the measure is zero for 1/3 < x < 2/3. This is repeated N times in which case we have 2 N islands of width 1/3 N . Now to evaluate I(r) as defined by Eq. (5), we choose r such that r < 1/3 N . Then the only contribution to I(r) comes from integrating over the same island, and over the integration range we can treat the measure as uniform. Since there are 2 N of these, we can write
where A is a normalization constant. We now choose r = 1/3 N+1 to give I(r) = A(2/3) N +1 . Assuming the measure is uniform over the islands, the normalization factor A is then inversely proportional to the square of the size of the islands. Thus A ∝ 1/(2/3) 2N . Now expressing N in terms of r, namely N +1 = ln r/ ln(1/3), we can write I(r) ∝ r η where η = − ln(2/3)/ ln(1/3) −0.3691. The rest of the calculation now follows that of Sec. 2.1 to give a correlation dimension of ν = η + 1 0.6309. Note that to this approximation the correlation dimension is just the similarity dimension ln 2/ ln 3. In many systems described by two-dimensional maps there is a contraction factor that concentrates the measure on an infinite number of lines having the transverse structure of a Cantor set. This structure can be understood following a treatment introduced by Bridges and Rowlands [1977] and expanded by Broomhead and Rowlands [1984] . For example, consider the Hénon [1976] map
If b is small, we can expand in powers of b. To lowest order, x n+1 = 1 − ax 2 n and y n+1 = x n . Thus to this order the attractor takes the form x = 1 − ay 2 . To next order,
We can in principle continue this expansion to higher order and see that at each stage the number of lines making up the attractor is increased by a factor of 2 and the splitting of the lines is controlled by the factor ξ.
We can now use the construction of the attractor to calculate the correlation dimension. Along each of the lines, the measure is controlled by the one-dimensional map x n+1 = 1 − ax 2 n and has unit correlation dimension. In the transverse direction we calculate the dimension by treating it as a Cantor set where the generation of the set is controlled by ξ rather than the factor 1/3 as in the example above. An obvious approach would be to replace 1/3 by ξ in the above giving an estimate of
Unfortunately this ignores the fact that the separation in the attractor, though controlled by ξ, is not uniform across the attractor. However, we showed above that the value of the dimension for the one-third Cantor set is the same as the similarity dimension, and so we make the assumption that for the Hénon map the correlation dimension is the Kaplan-Yorke dimension calculated for the perturbed values of b and a. However, Eq. (50) is a useful estimate and in particular shows the scaling with ξ.
In any numerical evaluation of ν(r) there will be a structure of width ξ N , which for r > ξ N will be seen as continuous. This will cause fluctuations in ν(r) of period 1/ξ as r changes from greater than ξ N to less than ξ N for a particular value of N . Moreover, the amplitude of these oscillations should scale as ξ, since smaller ξ implies a more compact attractor.
These considerations can be applied to the Kaplan-Yorke [1979] map x n+1 = 2x n (mod 1) (51)
where p is a periodic function of period-1. The parameter that controls the quantitative features of the attractor, ξ e , is now λ (see [Broomhead & Rowlands, 1984] ). For the Zaslavsky [1978] map which we write in the form
the parameter ξ e is e −r /2πa. Numerical results that follow show the variation of ν(q) has a period that scales with 1/ξ e and an amplitude that scales with ξ e .
Chaotic flows
All chaotic three-dimensional flows have a direction parallel to the flow along which the measure should vary continuously, an expanding direction along which, by analogy with the logistic equation, we expect singular features to emerge, and a contracting direction, along which, by analogy with the Hénon map, we expect Cantor-like structure. With this picture in mind, we use the experience gained from the study of low-dimensional maps to understand the main features expected in the correlation integral C(r) and the localized dimension ν(r) for flows. For the Rössler [1976] system,
the contraction is in the z direction. The flow and expansion occur primarily in the x, y plane with an angular flow and a radial expansion. This radial expansion can be quantified by studying the one-dimensional return map obtained by considering successive maxima of x. This map is approximately parabolic and has an average measure in the x-direction as shown in Fig. 3 . The qualitative features of this measure are similar to those for the logistic map for A = 3.8 as shown in Fig. 2 . The singular nature of the measure can be quantified by considering the shape of the 1-D map in the vicinity of the maximum where α ∼ 1.8, so that in this direction we expect a unit contribution to the dimension. The smooth flow gives another unit contribution parallel to the flow. The behavior in the contracting direction is controlled by the quantity e −c .
Its presence is indicated in the supposedly one-dimensional map, which at high resolution is not strictly onedimensional but has a width of order 10 −3 . Thus we expect a final contribution to the dimension of order ln 2/ ln(10 −3 ) ≈ 0.06.
We also expect from the fact that α is close to 2 that the convergence of ν(r) with r will be slow, and because of the smallness of ξ e we expect relatively small periodic oscillations. These general features are borne out by the numerical results described below.
For the Lorenz [1963] equations,
the contraction parameter ξ e ∼ 10 −3 , and so we expect oscillations in ν(r) of small amplitude. Also the 1-D map obtained by Lorenz [1963] by considering the maximum excursions in the z-value of the trajectory is like those with α ≈ 0.5 in Fig. 1 . Hence we expect fast convergence of ν(r) to D 2 , and this is seen numerically.
Numerical Method
To study convergence of the correlation dimension, we need large test data sets, possibly exceeding the memory of the computer. Since numerical data can be generated inexpensively compared to the computational cost of calculating the correlation integral, a good strategy is to save the data in a circular buffer. Each new iterate replaces the oldest point in the buffer, which is then discarded. As each new point is added to the buffer, its separation from each of the previous points is calculated and sorted into bins. A few of the most recent points are excluded to avoid errors due to temporal correlation [Theiler, 1986] . The number of such points is small and can be estimated from the Lyapunov exponent [Wolf et al., 1985] . For example, with the Hénon map [Hénon, 1976] , the largest Lyapunov exponent is known to be about 0.605 bits/iteration, and so after 133 iterations in 80-bit precision, no temporal correlations should remain. For the work reported here, a buffer of 32,767 points was used, and the most recent 767 points were ignored. Thus very many data points are generated, but an equivalent N for a fully correlated data set is calculated from N = √ 2N c , where N c is the number of pairs that were actually correlated. We typically use values of N on the order of 10 6 , which translates into several days of computation for each system studied. The numerical algorithm is optimized so that the separation of each pair of data points is calculated and binned in about a hundred machine cycles.
Because of the large data sets and the nature of some of the cases studied, it was necessary to check for periodic cycles, which, although rare, would seriously skew the results. This was done by checking for values of separation of exactly zero to machine precision. In this way, periods up to 32,000 could be detected, although most of those found had periods 2. In such an event, the last 32 million correlations are discarded and the calculation is restarted with a new random initial condition.
The accuracy with which the correlation dimension can be calculated is dictated by the value of N . With abundant data, there is thus a premium on calculating and binning the separations as rapidly as possible. The separation between two vectors R i and R j in a d-dimensional space is calculated from the Euclidean norm, r = [(R ix − R jx ) 2 + (R iy − R jy ) 2 + · · · ] 1/2 , which is rotation invariant. It has been proposed to use other measures that are easier to calculate such as the absolute norm, r = |R ix − R jx | + |R iy − R jy | + · · · , or the supremum norm, r = max(|R ix − R jx |, |R iy − R jy |, · · · ), but these methods tend to give inferior results. Note, however, that it is not necessary to perform the square root; it is just as good to bin the values of r 2 as it is to bin the values of r, since log(r 2 ) = 2 log(r).
With bins of width ∆r proportional to r, there are several strategies for sorting the separations into the appropriate bins. The conceptually simplest method is to generate a bin index by taking the integer part of log(r 2 ). Calculation of the logarithm typically limits the speed of this method. A clever scheme is to make use of the fact that computers store floating point numbers with a mantissa and an integer exponent of 2. Thus it is possible to find the integer part of log 2 (r 2 ) by extracting the appropriate bits of the variable r 2 . This method automatically gives 2/ log 10 (2) 6.64 bins per decade, which is reasonable and sufficient for our purposes.
The number of points in each bin is summed, starting with the smallest r whose bin is not empty and continuing until all the pairs have been counted. The values are then normalized by dividing by the total number of pairs. In this way, a staircase approximation to the function C(r) is obtained. Then a set of (p, q) values is calculated from p = ln(C) and q = ln(r). The values of r are normalized so that the largest is 1.0. Thus p and q are both negative with p = 0 at q = 0. The standard deviations of the p values are estimated from δp(r) = 1/p 2 (r) + 4/N c C(r). The first term accounts for the systematic error in the data at large r caused by edge effects, and the second term accounts for the statistical error in the data at small r caused by the finite number of correlations in each bin. These choices were made with a degree of hindsight after examining dozens of data sets. The pairs are then least-square-fitted using singular value decomposition [Press et al., 1992 ] to a function of the form
and the value of the correlation dimension D 2 is determined from the fit. The value of B is a measure of the slowness of the convergence. The quantity Bf (q) was predicted in Sec. 2 for certain of the cases tested. In general, we take f (q) = ln(−q) and expect B to be small whenever the convergence is faster than logarithmic. The errors in the fitted parameters are calculated assuming a 95% confidence level (two standard deviations). Procaccia [1983a, 1983b] quote errors but do not say how they were calculated.
Examples
Logistic map
As a numerical example, consider the logistic equation [May, 1976] x n+1 = Ax n (1 − x n ) (62) with A = 4 for which the correlation dimension is exactly 1.0. This is a case for which D 2 converges very slowly as r → 0 as seen from Eq. (12). Chirikov [1979] map (k = 1) 3.5 × 10 6 0.490 ± 0.673 2.000 ± 0.081 2.000
Arnold [1968] It is evident from Eq. (12) that to get a value of D 2 accurate to 1% requires r = 3.72 × 10 −44 . To have even one pair of points with a separation that small would require the order of 10 22 data points. However, since the functional form of p(q) is known, it is possible to collect data for some convenient range of r and then extrapolate to the limit r = 0. For the logistic map, the data are fit to a function of the form
A plot of ν = dp/dq versus 1/q should give a straight line that extrapolates to the correct value of D 2 in the limit q → −∞ (or r → 0). Such a plot is shown in Fig. 4 . Even with N > 4 × 10 6 , the value of ν is still significantly below 1.0, but extrapolation of the least squares fit to r = 0 gives a value of D 2 = 1.016 ± 0.023 in good agreement with the theoretical value of D 2 = 1. The fitted value of B is 0.990 ± 0.346 in good agreement with the prediction of B = 1. The logistic map with A = 4, but in the chaotic regime, gives similar results, namely slow logarithmic convergence of D 2 to a value close to unity (see Table 1 ). This result confirms the assumption of separated singularities that led to Eq. (16). Table 1 also shows that the logistic map embedded in two dimensions has similar convergence properties as expected.
General symmetric maps
The logistic map is special in that its quadratic maximum leads to the slow convergence of the correlation dimension. We consider now a more general class of symmetric 1-D map given by Eq. (3) and shown in Fig. 1 . The prediction for this case is a fast convergence of ν to a value of D 2 = 1 for 1/2 < α < 2, a slow logarithmic convergence to D 2 = 1 for α = 2, and a fast convergence to D 2 = 2/α for α > 2. A practical difficulty arises when generating numerical data for values of α greater than about 3, because of the strong singularity of the measure at x = 0 and x = 1. To calculate separations accurately at small r requires subtracting two nearly equal numbers. This is not a problem near x = 0 when using floating point numbers, but it is a major problem near x = 1, where the smallest ∆x is 2 −64 5.4 × 10 −20 for 10-byte extended precision IEEE-standard temporary real numbers. Thus the values of x near x = 1 are quantized in increments of 2 −64 , and there are many iterates near that value of x. Even worse, all these values are mapped into values near zero on the next iteration where they are spread out by a factor of 2α because of the local stretching of the map. Consequently, the useful range of q is roughly −40 q 0. With 10 6 data points, bins near q = −40 become populated for D 2 0.67, placing an upper limit of α ∼ 3.
We avoid this problem by a transformation of variables that maps the end points into a single point near the origin, but with opposite signs for the two ends. For the map f (u) = 1 − |2u − 1| α , a convenient such transformation is
Since the new map f (x) is a piecewise-linear representation of the original map, it should share its correlation dimension and convergence properties. Using this method, large data sets were generated for a range of 1/2 ≤ α < 10. Smaller values of α do not have chaotic solutions, and larger values begin to be troubled by the lack of precision near x = 1/2. Figure 5 shows that the calculated correlation dimension closely follows the prediction of Eq. (26). There is also a prediction that ν(r) should converge more slowly for α = 2 than for α = 2 and that B should equal 1.0 at α = 2. These predictions are borne out as indicated in Fig. 6 , where the fitted values of B are plotted versus α.
Decoupled 1-D maps
As an example of a two-dimensional system with simple properties, consider two decoupled logistic maps started with different initial values:
This case converges slowly (B = 1.269 ± 0.573) and slightly underestimates the apparent dimension (D 2 = 1.975 ± 0.073). The corresponding case with three logistic maps is similar (see Table 1 ). Table 1 shows two other examples of decoupled maps, the logistic map plus the tent map, and the logistic map plus a general symmetric map with α = 3.
There are examples in Table 1 showing the correlation dimension of the random numbers generated by the proprietary PowerBASIC Console Compiler in one and two dimensions. The near integer values of D 2 are consistent with pure randomness. However, the minimum separation was r = 2 −31 , suggesting that the random numbers are generated using 4-byte integers. For the same reason, the numbers are expected to repeat after 2 31 ∼ 2×10 9 iterations, limiting the accuracy of the results. As a result, there are many restarts, and the useful range is limited to −21 q < 0. Nevertheless, the fitting method gives good results. This observation bodes well for application of the method to experimental data whose values are quantized in the analog-to-digital conversion.
Cantor set
The triadic (or middle-third) Cantor set has a time series produced by a random rather a deterministic algorithm. Starting with a random seed in the interval 0 < x 0 < 1, one of two affine mappings, x n+1 = x n /3 and x n+1 = 1 − x n /3 is chosen randomly with probability 1/2. The result is an iterated function system that generates the Cantor set with uniform measure. As a result, all dimensions should be exactly ln 2/ ln 3 0.63093. This case thus provides a test of the correlation dimension calculation for a system with noninteger dimension less than one. Table 1 shows that the convergence is good (B = 0.191 ± 0.295), albeit with oscillations as expected, and with a correlation dimension (D 2 = 0.643 ± 0.016) close to the expected value.
Hénon map
Another two-dimensional system is the Hénon [1976] map given in Eqs. (48) Table 1 ).
Lozi map
The Lozi [1978] map is a piecewise-linear variant of the Hénon map given by
with the parameters a = 1.7 and b = 0.5. Table 1 shows a rapid convergence (B = −0.077 ± 0.545) to a value of D 2 = 1.384 ± 0.053, close to the KaplanYorke dimension of 1.404. The Lozi map and the Hénon map both exhibit small oscillations in ν(r) as expected.
Kaplan Yorke map
The Kaplan-Yorke [1979] map,
is a particularly nice example because the x and y dynamics separate, the Lyapunov exponents are given by (ln 2, ln λ), and the Kaplan-Yorke dimension is 1 − ln 2/ ln λ. The calculated correlation dimension converges rapidly but with oscillations as expected to values near the Kaplan-Yorke dimension for λ = 0.1 and λ = 0.2 as shown in Table 1 . The oscillation amplitude decreases as r is reduced, and this feature seems to be shared by all the examples. 
Zaslavsky map
A particularly difficult example is the Zaslavsky [1978] map given in Eqs. (53) and (54) with parameters ν = 400, r = 3 and a = 12.6695. It has a succession of scales on which it changes from onedimensional to two-dimensional and back. Its map at the lowest resolution is shown in Fig. 7 . Each of the broad stripes is actually a self-similar collection of smaller broad stripes, and so forth. Not surprisingly, ν(r) for this case undergoes large oscillations with a period close to that discussed above as shown in Fig. 8 , but the best fit extrapolates to a dimension (1.546±0.062), very close to the Kaplan-Yorke dimension of 1.552.
Chirikov map
The Chirikov [1979] or standard map
is a conservative system whose orbit with k = 1 is a fat fractal in the xy plane with a Kaplan-Yorke dimension of 2.0. Table 1 shows a fast convergence (B = 0.490 ± 0.673) to a consistent value of D 2 = 2.000 ± 0.081.
Arnold cat map
The Arnold [1968] cat map
is another simple conservative system with an integer Kaplan-Yorke dimension, a fast convergence (B = −0.055 ± 0.701), and a consistent value of D 2 = 1.987 ± 0.098 as shown in Table 1 .
Rössler attractor
The Rössler [1976] attractor given by Eqs. (55)- (57) with a = b = 0.2 and c = 5.7 was predicted in Sec. 2.5 to behave similarly to the logistic equation. Indeed, Fig. 9 shows a slow convergence (B = 0.716 ± 0.634) to a correlation dimension of D 2 = 1.986 ± 0.078 in good agreement with the Kaplan-Yorke dimension of 2.013. 
Lorenz attractor
The Lorenz [1963] attractor given by Eqs. (58)- (60) with σ = 10, r = 28 and b = 8/3 was predicted in Sec. 2.5 to have a rapid convergence. Table 1 shows a very small value of B = −0.006 ± 0.732 and a correlation dimension of D 2 = 2.049 ± 0.096 in good agreement with the Kaplan-Yorke dimension of 2.062.
Ueda attractor
The Ueda [1979] attractor is a driven damped nonlinear oscillator given by
which with the parameters A = 7.5 and k = 0.05 has a chaotic attractor with a Kaplan-Yorke dimension of 2.674 and a calculated D 2 = 2.675 ± 0.132. It was chosen because it is a nonautonomous system with a dimension far from an integer.
Simplest quadratic chaotic flow
A system has recently been identified [Sprott, 1997] that is claimed to be the algebraically simplest dissipative chaotic flow with a quadratic nonlinearity:
With A = 2.017, it has a Kaplan-Yorke dimension of 2.027. Its return map is nearly quadratic, and the calculated correlation dimension converges very slowly as indicated in Table 1 with large oscillations.
Simplest piecewise-linear chaotic flow
A system has recently been identified [Linz & Sprott, 1997] that is claimed to be the algebraically simplest dissipative chaotic flow with a piecewiselinear nonlinearity:
dz dt = −Az − y − |x| + 1 .
With A = 0.6, it has a Kaplan-Yorke dimension of 2.057. Its return map is also nearly quadratic, and the calculated correlation dimension converges very slowly as indicated in Table 1 with large oscillations.
Discussion and Conclusions
A class of 1-D maps has been studied in detail, and a general extrapolation method has been proposed that can be used to obtain the correlation dimension D 2 from the local correlation dimension ν(r).
We have shown that both the value of D 2 and the convergence of the extrapolation are directly related to the nature of the singularities in the FrobeniusPerron equation which are themselves related to the turning points in the map. We found that great care was needed to get accurate values of the solutions of the maps to test convergence and dimension for q (= ln r) less than about −30. This can lead to relatively large errors in D 2 for the maps where the convergence is slow. However, in all cases examined, the value of D 2 agreed with the theoretical value to within the somewhat large error bars. For 2-D maps, we showed that C(r) could be understood as a combination of a 1-D longitudinal contribution and a transverse one associated with a Cantor set structure. The longitudinal contribution was easily understood in terms of the earlier analysis of 1-D maps, while the nature of the transverse part was related to a parameter ξ e whose value is obtained directly from the 2-D map. These results show that one should not expect uniform convergence of ν with q and that periodic behavior is in general expected due to the Cantor set structure of the measure.
The same concepts were applied to 3-D flows by identifying the contracting and expanding directions.
Somewhat surprising is that C(r) and D 2 are insensitive to the nature of 1-D maps. For the range of maps shown in Fig. 1 and parameterized by α, we found D 2 = 1 for 1/2 ≤ α ≤ 2. Ironically, the maps that look qualitatively similar (those with α > 2) have very different dimensions (D 2 = 2/α). The convergence of the extrapolation does depend on the map and hence α, with the worst convergence for α = 2 (the logistic map).
With these lessons in mind, we can adopt a general strategy for calculating the correlation dimension for an arbitrary time series. The first step is to see if the time series comes from a one-dimensional map. This can be done by plotting x n+1 versus x n and looking for fractal structure. If there is none, then one focuses on the regions of map where f (x) is an extremum. If df /dx is discontinuous at all at such extrema, then the correlation dimension will be 1.0. Otherwise, one focuses on the extremum with the smallest |d 2 f /dx 2 | (the flattest region). This point (x = x m ) gives rise to the dominant singularity in the measure that dominates the correlation dimension at small r. Take a few points in the vicinity of x m and fit the results to a function of the form f = f m |x − x m | α and perform a least squares fit to determine f m and α. For α ≤ 2, the dimension is 1.0. For α > 2, the dimension is 2/α.
On the other hand, if the time series does not come from a 1-D map, there is still reason to expect the correlation dimension to converge in a similar way. Thus one can fit p = ln C(r) to a function of the general form given by Eq. (63) and have some confidence that the value of D 2 obtained in this way is a reasonable approximation. When applied to a number of standard chaotic systems, this expectation appears justified. Hence we expect the same method to be useful when analyzing experimental data.
