Abstract-Prediction the number of faults in software modules can be more helpful instead of predicting the modules being faulty or non-faulty. Some regression models have been used for predicting the number of faults. However, the software defect data may involve irrelevant and redundant module features, which will degrade the performance of these regression models. To address such issue, this paper proposes a feature selection method based on Feature Spectral Clustering and feature Ranking (FSCR) for the number of software faults prediction. First, FSCR groups the original features with spectral clustering according to the correlation between every two features. Second, FSCR employs ReliefF algorithm to compute the relevance between each feature with respect to the number of faults and selects top p most relevant features from each resulted cluster. We evaluate our proposed method on 6 widely-studied project datasets with four performance metrics. Comparison with five existing feature selection methods demonstrates that FSCR is effective in selecting features for the number of faults prediction.
I. INTRODUCTION
Software defect prediction is one of the most important software quality assurance techniques. Based on the investigation of historical metrics, defect prediction aims to detect the defect proneness of new software modules. Therefore, defect prediction is often used to help to reasonably allocate limited development and maintenance resources [1] . So far, many efficient software defect prediction methods using statistical methods or machine learning techniques have been proposed [2] [3] [4] [5] , but they are usually confined to predicting a given software module being faulty or non-faulty by means of some binary classification techniques. 1 However, predicting the defect-prone of a given software module does not provide enough logistics to software testing in practice [6] . Some of the faulty software modules may have comparatively vast quantities of faults compared to other modules and hence require some additional maintenance resources to fix them. So, it may result in a waste of limited maintenance resources if simply predicting the defect-prone of a given software module and allocating the limited maintenance resources solely based on faulty and non-faulty information. If we are able to predict the accurate number of 1 DOI reference number: 10.18293/SEKE2017-081 faults, software testers will pay particular attention to those software modules that have more number of faults, which makes testing processes more efficient in the case of limited development and maintenance resources. Thus, prediction the number of faults in software modules can be more helpful instead of predicting the modules being faulty or non-faulty [6] .
A number of prior studies have investigated regression models on predicting the number of faults. Some researchers [7] [8] [9] [10] [11] [12] have investigated genetic programming, decision tree regression, and multilayer perceptron in the context of the number of faults prediction and found that these models achieved good performance. Chen et al. [11] performed an empirical study on predicting the number of faults using six regression algorithms and found that the prediction model built with decision tree regression had the highest prediction accuracy in most cases. In another similar study, Rathore et al. [12] presented an experimental study to evaluate and compare the other six regression algorithms for the number of faults prediction. The results found that decision tree regression, multilayer perceptron, and linear regression achieved better performance in many cases.
However, the performance of these regression models is still vulnerable to irrelevant and redundant module features that may undermine the prediction effect. It is crucial to apply feature selection to the number of faults prediction since feature selection can filter out irrelevant and redundant features by evaluating the contributions of module features. The output of feature selection is a subset of the original feature set. This feature subset is more effective for the number of faults prediction.
In this paper, we propose a novel feature selection method, FSCR, to support feature selection for the number of faults prediction. FSCR is short for feature selection based on Feature Spectral Clustering and feature Ranking, which enhances feature selection for the number of software faults prediction via a two-stage approach. First, FSCR groups the original features with spectral clustering according to the correlation between every two features. Second, FSCR employs ReliefF algorithm to compute the relevance between the features and the number of faults and selects top p most relevant features from each resulted cluster.
We evaluate our proposed feature selection method, FSCR, by answering two research questions on performance. Experiments are conducted on 6 publicly available projects.
Experimental results show that FSCR can effectively select features to improve the performance of the models for the number of faults prediction.
II. RELATED WORK
In this section, we first briefly review the existing defect prediction methods. Then, we review the existing feature selection methods.
A. Defect Prediction
Many researchers have proposed various models for predicting the module being faulty or non-faulty. Support vector machine [13] [14] , neural networks [15] , decision trees [16] and Bayesian methods [17] paved the way for classification-based methods in the flied of defect prediction. These methods used software metrics to properly predict whether a module is defect-prone or not.
A number of prior studies have investigated regression models on predicting the number of software faults. Graves et al. [18] presented a generalized linear regression based method for the number of faults prediction using various change metrics datasets collected from a large telecommunication system and found that modules age, changes made to module and the age of the changes were significantly correlated with the defect-prone. Chen et al. [11] performed an empirical study on predicting the number of faults using six regression algorithms and found that the prediction model built with decision tree regression had the highest prediction accuracy in most cases. In another similar study, Rathore et al. [9] presented an experimental study to evaluate and compare the other six regression algorithms for the number of faults prediction. The results found that decision tree regression, genetic programming, multilayer perceptron, and linear regression achieved better performance in many cases. However, the prediction performance of these models gets worse when the defect datasets contain irrelevant and redundant features.
B. Feature Selection in Defect Prediction
A number of prior studies have investigated feature selection methods on predicting the module being faulty or non-faulty. Gao et al. [19] studied four different filter-based feature selection methods with five different classifiers on a large telecommunication system and found that the Kolmogorov-Smirnov method performed the best. Gao et al. [20] presented a comparative investigation to evaluate their proposed hybrid feature selection method, which first uses feature ranking to reduce the search space and then applies feature subset selection. In order to investigate different feature selection methods to classification-based bug prediction, Shivaji et al. [21] utilized six feature selection methods to iteratively remove irrelevant features until achieving the best performance of F-measure. Chen et al. [22] proposed a two-stage data preprocessing framework, TC, which combines feature selection and instance reduction. Liu et al. [23] proposed a new feature selection framework, FECAR, to conduct feature clustering and feature ranking.
III. METHODOLOGY
In this section, we present our FSCR method for the number of faults prediction. We first introduce the framework of our proposed method; then we present the detailed steps in the stage of feature spectral clustering and feature ranking.
A. The framework of our method
The method consists of two major stages: feature spectral clustering and feature ranking. Fig.1 illustrates the process of FSCR using a simple example. Assumes that the dataset has ten original features, represented by hollow circle in Fig.1 . In the first stage, these features are partitioned into three clusters by using the spectral clustering algorithm, namely, C1={0,1,4,8}, C2={2,6,9} and C3={3,5,7}. In the second stage, we rank all features in every clusters based on the relevance between each feature with respect to the number of software faults, and select the top p features from each cluster. Therefore, the final feature subset contains 1, 6, 7 and 8.
Therefore, the input of the FSCR method is the original feature set {f1,f2,…,fn}, the correlation measure FA between every two features, the relevance measure FB between each feature and the number of software faults, the number of the clusters k and the number of selected features m. The output of the FSCR method is the final feature subset R. The details are shown in the Algorithm 1.
B. The first stage
The first stage partitions the original features into k clusters such that features in the same cluster are similar and features in different clusters are dissimilar to each other. The main goal of the stage of feature clustering is to eliminate redundant features that have similar effect with other features. Note that in contrast to traditional clustering, our goal is to group features rather than instances.
This stage first uses the Pearson correlation coefficient to calculate the pairwise correlation between every two features using the following formula:
where values xi and yi denote the numeric values of the feature x and feature y in the i-th instance (i=1,2,…,n), ̅ = 1 ∑ =1 and ̅ = 1 ∑ =1 ( = 1,2, … , ).
Algorithm 1. FSCR method Input:
Original feature set {f1,f2,…,fn} Then, this stage uses spectral clustering to cluster the original feature set based on the correlation between every two features. Different from the other distance-based clustering algorithms, spectral clustering [24] makes use of the spectrum (eigenvalues) of the similarity matrix of the instances to perform dimensionality reduction before clustering in fewer dimensions. The similarity matrix can be defined as a symmetric matrix W, where Wij represents a measure of the similarity between every two instances Xi and Xj.
C. The second stage
In this stage, we select top p relevant features from each resulted cluster to construct the final feature subsets. We first employ the ReliefF algorithm [25] to compute the relevance between each feature and the number of the software faults. ReliefF randomly selects an instance Ri, but then searches for k of its nearest neighbors from the same class, called nearest hits Hj, and also k nearest neighbors from each of the different classes, called nearest misses Mj (C) 
IV. EXPERIMENT SETUP

A. Data set
In this experiment, we employ 6 available and commonly used software project datasets with their 22 releases which can be obtained from PROMISE [27] . The details about the datasets is shown in Table I , where #Instance represents the number of instances, #Defects represents the total number of faults in the release, %Defect represents the percentage of defect-prone instances, and Max is the maximum value of faults. There are the same 20 independent variables (the 20 feature metrics) and one dependent variable (the number of faults) in the six datasets. A comprehensive list of the metrics refers to literature [12] . 
B. Performance measures
Since CERFS is a model to predict the number of faults, it should be evaluated using criteria for regression models. In the experiment, we employ root mean square error (RMSE) to measure the performance. In addition, considering the imbalanced characteristic of software defect datasets, we also employ three commonly used performance measures that evaluate classification models, including pd, pf and G-measure. These performance measures are defined in Table III and summarized as follows. 
• Probability of detection or pd is the measure of defective modules that are correctly predicted within the defective class. The higher the pd, the fewer the false negative results.
• Probability of false alarm or pf is the measure of nondefective modules that are incorrectly predicted within the nondefective class. Unlike pd, the lower the pf value, the better the results.
• G-measure is a trade-off measure that balances the performance between pd and pf. A good prediction model should have high pd and low pf, and thus leading to a high Gmeasure.
• RMSE measures the deviation between the predicted value ̅ i and the actual value Yi. It is a good measure of accuracy to compare prediction errors of different regression models for a given variable, e.g., the number of faults.
C. Research Questions
Our evaluation answers two research questions.
RQ1. Does our proposed FSCR method perform better than state-of-the art feature selection methods in terms of predicting the modules being faulty or non-faulty?
This question validates the important criterion of defect prediction: the performance improvement in terms of pd, pf and G-measure (as defined in Section IV-B).
RQ2. Does our proposed FSCR approach perform better than state-of-the art feature selection methods in terms of the accuracy of predicting the number of the software faults?
This question validates the important criterion of the number of faults prediction: the performance improvement in terms of RMSE. (as defined in Section IV-B).
We compare our method with six classical feature selection methods in defect prediction:(1)Full, (2)Chi-Square [28] , (3) Signal-to-Noise [29] , (4)Information Gain [30] , (5)Gain Ratio [31] , and (6)FSCAR [23] .
Full is the original feature subset. Compared to this method, we can study whether the FSCR can improve the performance of the number of faults prediction. Chi-Square (CS) and Signal-to-Noise (S2N) are statistic-based feature selection methods. Information Gain (IG) and Gain Ratio (GR) is the probability-based feature selection method. FECAR is a feature selection method combining feature ranking and feature clustering proposed by Liu et al [23] . FECAR first clusters features via k-medoids method and then select several representative features from each cluster.
D. Experiment Procedure
In experiments, we performed 10-fold cross validation when training classifiers on the selected features throughout this paper, to avoid any potential problem of overfitting particular training and test sets within a specific project. In 10-fold cross validation, a dataset is divided into 10 folds at random. Nine of the ten folds take turns to be used as the training set while the other fold is used as the test set. The training data are used to build a regression model; then the built model is evaluated on the test data. The above procedure is repeated 300 times (10 folds 30 independent runs) in total for each feature selection method to avoid sample bias. Then, the mean values of performance for all methods are calculated.
In order to compare the performance of feature selection methods, we employ three regression models in defect prediction, Bayesian Ridge Regression (BRR), Gradient Boosting Regression (GBR) and Linear Regression (LR). The reason we choose these regression models is that these models perform best in predicting the number of software faults [11] [12] .
V. EXPERIMENT RESULTS
In this section, we present the experiment results to answer our two research questions mentioned above.
A. RQ1
As mentioned in Sections IV-C, we compare our method FSCR with six feature selection methods. Table IV records the pd, pf and G-meausre of six datasets with six different feature selection methods on three regression models, BRR, GBR, LR. The column "Full" presents the training set without involving any feature selection method; W/D/L, short for Win/Draw/Loss, denotes the number of projects, on which FSCR performs better than, the same as, or worse than another method, in terms of G-measure.
As is shown in the 2 shows the box-plots of G-measure values, with six methods for three regression models on 6 projects. For BRR model, the median value by FSCR is much higher than that by all the other methods. For GBR model, the median value by FSCR is higher than that by CS and S2N, while is similar with that by GR and IG, and is a little lower than that by FECAR. However, the maximum by FSCR is much higher than FECAR and all the other methods. For LR model, the median is similar with that by GR and FECAR, while is much higher than that by S2N and IG. In addition, the maximum by FSCR is much higher than that by all the other methods. Table 4 and Figure 2 , we conclude that FSCR can perform better than state-of-the-art feature selection methods in terms of predicting the modules being faulty or nonfaulty.
RQ1 Summary. According to the experiment results in
B. RQ2
Tables IV, V and VI present the detailed RMSE values of each project on three regression models. From these tables, we can observe that FSCR performs better average RMSE value than all the other methods. The Win/Draw/Loss records also indicate that FSCR wins other methods on most projects on three regression models in term of RMSE measure. In addition, Hedges'g [32] is employed to demonstrate the effect size. The effect size of Hedges'g values are greater than 1.0 on most projects, which can be interpreted as a large improvement. Tables 4-6 , we conclude that FSCR can perform better than state-of-the-art feature selection methods in terms of the number of faults prediction.
VI. CONCLUSION AND FUTURE WORK
In this paper, we propose a novel feature selection method for the number of faults prediction. The method involves the following two stages: in the first stage, we employ a feature spectral clustering method to cluster the original features; in the second stage, we select the highly relevant features from each cluster. Experiments on 6 project datasets indicate that the proposed method, FSCR, can perform competitive results for the number of faults prediction.
In the future, we will further investigate the impact of the parameters setting, such as the number of clusters and the number of features selected from each cluster. In addition, we would like to validate the generalization ability of our method on more datasets [33] [34] .
