The Douglas-Rachford splitting algorithm was originally proposed in 1956 to solve a system of linear equations arising from the discretization of a partial differential equation. In 1979, Lions and Mercier brought forward a very powerful extension of this method suitable to solve optimization problems.
Introduction
Throughout this paper X is a real Hilbert space, with inner product ·, · and induced norm · . A central problem in optimization is to find x ∈ X such that 0 ∈ (A + B)x,
where A and B are maximally monotone operators on X; see, e.g., [7] , [14] , [15] , [17] , [18] , [34] , [35] , [33] , [39] , [40] , and the references therein. As Lions and Mercier observed in the their landmark paper [29] , one may iteratively solve the sum problem (1) by the celebrated Douglas-Rachford splitting algorithm (see also [24] ). This algorithm proceeds by iterating the operator T = Id −J A + J B R A ; the sequence (J A T n x) n∈N converges to a solution of (1) (see Section 5 for details). The Douglas-Rachford algorithm was originally proposed in 1956 by Douglas and Rachford [21] . It can be viewed as a method for solving a system of linear equations where the underlying coefficient matrix is positive definite. The far-reaching extension to optimization provided by Lions and Mercier [29] is not at all obvious (for the sake of completeness, we sketch this connection in the Appendix).
In this paper, we concentrate on the affine setting. In the original setting considered by Douglas and Rachford, the operators A and B correspond to positive definite matrices. We extend this result in various directions. Indeed, we obtain strong convergence in possibly infinite-dimensional Hilbert space; the operators A and B may be affine maximally monotone relations, and we also identify the limit. The remainder of this paper is organized as follows. In Section 2, we provide several results which will be useful in the derivation of the main results. A new characterization of strongly convergent iterations of affine nonexpansive operators (Theorem 3.3) is presented in Section 3. We also discuss when the convergence is linear. In Section 4, we obtain new results, which are formulated using the Douglas-Rachford operator, on the relative geometry of the primal and dual (in the sense of Attouch-Théra duality) solutions to (1) . The main algorithmic result (Theorem 5.1) is derived in Section 5. It provides precise information on the behaviour of the Douglas-Rachford algorithm in the affine case. Numerous examples are presented in Section 6 where we also pay attention to the tridiagonal Toeplitz matrices and Kronecker products. In the Appendix, we sketch the connection between the historical DouglasRachford algorithm and the powerful extension provided by Lions and Mercier. Finally, the notation we employ is quite standard and follows largely [7] . Let C be a nonempty closed convex subset of X. We use N C and P C to denote the normal cone operator and the projector associated with C, respectively. Let Y be a Banach space. We shall use B(Y) to denote the set of bounded linear operators on Y. Let L ∈ B(Y). The operator norm of L is L = sup y ≤1 Ly . Further notation is developed as necessary during the course of this paper.
Auxiliary results
In this section, we collect various results that will be useful in the sequel.
Suppose that T : X → X. Then T is nonexpansive if (∀x ∈ X)(∀y ∈ X) Tx − Ty ≤ x − y ;
T is firmly nonexpansive if (∀x ∈ X)(∀y ∈ X) Tx − Ty 2 + (Id −T)x − (Id −T)y 2 ≤ x − y 2 ;
T is asymptotically regular if 
It follows from the Uniform Boundedness Principle (see, e.g., [27, 4.7-3] 
Lemma 2.7. Suppose that X is finite-dimensional, let (L n ) n∈N be a sequence of linear nonexpansive operators on X and let L ∞ : X → X. Then the following are equivalent:
, and L ∞ is linear and nonexpansive.
Proof. The implications "(i)⇒(ii)" and "(iii)⇒(i)" are easy to verify. "(ii)⇒(iii)": Suppose that (x n ) n∈N is a sequence in X such that (∀n ∈ N) x n = 1 and
We can and do assume that x n → x ∞ . Since L ∞ and (L n ) n∈N are linear and nonexpansive, we have L ∞ ≤ 1 and (∀n ∈ N) L n ≤ 1. Using the triangle inequality, we have 
Proof. Combine Lemma 2.7 and [5, Theorem 2.12(i)].
Iterating an affine nonexpansive operator
We begin with a simple yet useful result. 
We prove this by induction (see also [11, Theorem 3.2 (ii)]). When n = 0 or n = 1 the conclusion is obviously true. Now suppose that, for some n ∈ N,
Then
Let S be a nonempty closed convex subset of X and let w ∈ X. We recall the following useful translation formula (see, e.g., [7, Proposition 3.17] ): 
Moreover, the following hold:
Proof. The existence of a and (13) follows from Theorem 3.1 and the linearity of L.
The first identity follows from combining (i) and (12) . It follows from, e.g., [7, Corollary 3.22(ii) 
Consequently, Theorem 3.1(ii) and (14) 
The following result extends Fact 2.2 from the linear to the affine case. 
We now turn to linear convergence. 
Attouch-Théra duality
Recall that a possibly set-valued operator A : X ⇒ X is monotone if for any two points (x, u) and (y, v) in the graph of A, denoted gra A, we have x − y, u − v ≥ 0; A is maximally monotone if there is no proper extension of gra A that preserves the monotonicity of
In the following, we assume that A : X ⇒ X and B : X ⇒ X are maximally monotone.
The Attouch-Théra (see [1] ) dual pair to the primal pair (A, B) is the pair 3 
and its Attouch-Théra dual problem is to
We shall use Z and K to denote the sets of primal and dual solutions of (15) and (16) respectively, i.e.,
The Douglas-Rachford operator for the ordered pair (A, B) (see [29] ) is defined by
We recall that C : X ⇒ X is paramonotone 4 if it is monotone and (∀(
2 It is well-known for a maximally monotone operator A : X ⇒ X that J A is firmly nonexpansive and R A is nonexpansive (see, e.g. [7, Corollary 23 .10(i) and (ii)]). 3 Let A :
4 For a detailed discussion on paramonotone operators we refer the reader to [26] . 
If A and B are paramonotone, then we have additionally:
Proof. 
Furthermore, the Projection Theorem (see, e.g., [7, Theorem 3.14] ) yields
On the other hand, interchanging the roles of z 1 and z 2 yields k,
The next result relates the Douglas-Rachford operator to orthogonal properties of primal and dual solutions. 
and there exists y ∈ X such that y ∈ (par U) ⊥ and y ∈ Bx] ⇔ [x ∈ U and there exists y ∈ X such that x ∈ B −1 y and 
If, in addition, A or B is single-valued, then we also have:
The assumptions that A and B are paramonotone are critical in the conclusion of Theorem 4.7(i) as we illustrate now. In view of (22) and Theorem 4.7(ii), when A and B are paramonotone, we have the implication 0 ∈ K ⇒ J A P Fix T DR = P Z . However the converse implication is not true, as we show in the next example. 
is the counterclockwise rotator in the plane by π/2. Then one verifies that zer
Recall that the Passty's parallel sum (see e.g., [32] or [7, Section 24.4] ) is defined by
In view of (17) and (23), one readily verifies that
Lemma 4.12. Suppose that B : X ⇒ X is linear 8 . Then the following hold:
(i) B = B and B − = B −1 .
7 Let u ∈ X and let r > 0. We use ball(u; r) to denote the closed ball in X centred at u with radius r. We also use R + to denote the set of nonnegative real numbers [0, +∞[.
Proof. This is straightforward from the definitions.
Let f : X → ]−∞, +∞] be proper, convex and lower semicontinuous. In the following we make use of the well-known identity 9 (see, e.g., [7, Corollary 16.24] ): 
Combine (i) and [7, Proposition 24.27] applied to the functions f * and g * . (v): Combine (ii) and [7, Proposition 24 .27] applied to the functions f and g ∨ . 9 Let f : X → ]−∞, +∞] be proper, convex and lower semicontinuous. We use f * to denote the convex conjugate (a.k.a. Fenchel conjugate) of f , defined by f * :
12 Let S be nonempty subset of X. The strong relative interior of S, denoted by sri S, is the interior with respect to the closed affine hull of S. 13 Let f : X → ]−∞, +∞] and g : X → ]−∞, +∞] be proper, convex and lower semicontinuous. The infimal convolution of f and g, denoted by f g, is the convex function f g : X → R : x → inf x∈X ( f (y) + g(x − y)).
The Douglas-Rachford algorithm in the affine case
In this section we assume 14 
that
A : X ⇒ X and B : X ⇒ X are maximally monotone and affine, and that
Since the resolvents J A and J B are affine (see [9, Theorem 2.1(xix)]), so is T DR .
Theorem 5.1. Let x ∈ X. Then the following hold: 15 
ii) Suppose that A and B are paramonotone such that K ⊥ (Z − Z) (as is the case when

A and B are paramonotone and (zer
A) ∩ (zer B) = ∅). Then J A T n DR x → P Z x. (iii) Suppose that X is finite-dimensional. Then T n DR x → P Fix T DR x linearly and J A T n DR x → J A P Fix T DR x linearly.
Proof. (i): Note that in view of Fact 4.3(ii) and (26) we have Fix T DR = ∅. Moreover Fact 4.3(i) and Fact 2.1 imply that T DR is asymptotically regular. It follows from Theorem 3.3 that (i) holds. (ii): Use (i) and Theorem 4.5. (iii):
The linear convergence of (T n DR x) n∈N follows from Corollary 3.6. The linear convergence of (J A T n DR x) n∈N is a direct consequence of the linear convergence of (T n DR x) n∈N and the fact that J A is (firmly) nonexpansive.
Remark 5.2. Theorem 5.1 generalizes the convergence results for the original Douglas-Rachford algorithm [21] from particular symmetric matrices/affine operators on a finite-dimensional space to general affine relations defined on possibly infinite dimensional spaces, while keeping strong and linear convergence of the iterates of the governing sequence (T n DR x) n∈N and identifying the limit to be P Fix T DR x. Paramonotonicity coupled with common zeros yields convergence of the shadow sequence (J
Suppose that U and V are nonempty closed convex subsets of X. Then 
14 A : X ⇒ X is an affine relation if gra A is affine subspace of X × X, i.e., a translation of a linear subspace of X × X. For further information of affine relations we refer the reader to [12] . 15 See Theorem 4.7(iii).
Proof. Let x ∈ X. We proceed by induction. The case n = 0 is clear. We now prove the case when n = 1, i.e.,
Indeed, T w+U,w+V x = (Id −P w+U + P w+V (2P w+U − Id))
We now assume that (28) holds for some n ∈ N. Applying (29) with x replaced by T n w+V,w+U x yields
hence (28) holds for all n ∈ N. 16 between U and V.
Finally, if U + V is closed (as is the case when X is finite-dimensional) then the convergence is linear with rate c F (U, V) < 1, where c F (U, V) is the cosine of the Friedrich's angle
Proof. Using (28) with n = 1 and the linearity of T U,V we have
Hence L = T U,V and b = w − T U,V w, as claimed. To obtain (31) and (32) 
Note that A is not paramonotone by Example 4.2.
Proof. We have
and
Moreover, by [7, Example 23.4] ,
Consequently
The next example illustrates that the assumption K ⊥ (Z − Z) is critical for the conclusion in Theorem 5.1(ii). Moreover, by [6, Remark 5.4] 
Proposition 5.8 (parallel splitting). Let m ∈ {2, 3, . . .}, and let B i : X ⇒ X be maximally monotone and affine, i ∈ {1, 2, . . . , m}, such that x, x, . . . , x) , and let e : X m → X : (x 1 , x 2 
Moreover, the following hold: 
On the other hand, since (∀i ∈ {1, . . . , m}) B i are monotone we learn that (∀i ∈ {1, . . . , m})
Finally, apply Corollary 4.6(iv).
Examples of linear monotone operators
In this section we present examples of monotone operators that are partly motivated by applications in partial differential equations; see, e.g., [25] and [37] . Let M ∈ R n×n . Then we have the following equivalences:
⇔ the eigenvalues of Proof. Write λ = α + iβ, where α and β belong to R and i = √ −1 and assume that λ is an eigenvalue of M with (nonzero) eigenvector w = u + iv, where u and v are in R n .
as claimed. 
Then M is monotone if and only if β ≥ |α + γ| cos(π/(n + 1)).
Proof. Note that
By (43a), M is monotone ⇔ 
where k ∈ {1, . . . , n}. Consequently, {λ k } n k=1 ⊆ R + ⇔ β ≥ |(α + γ) cos(π/(n + 1))|. Therefore, the characterization of monotonicity of M follows from (43b).
Then exactly one of the following holds:
(
Alternatively, define the recurrence relations 
Using the binomial expansion, (56a), and a somewhat tedious calculation which we omit here, one can show that
provided that r = s. 
Alternatively, define the recurrence relations
Proof. The monotonicity of M follows from Proposition 6.4 by noting that β ≥ 2 > 2 cos(π/(n + 1)). The same argument implies that
Hence M is invertible by Proposition 6.5(ii). Note that β = 2 ⇔ β 2 − 4 = 0 ⇔ r = s = 1. Now apply Proposition 6.5(ii). 
The following fact is very useful in the conclusion of the upcoming results. 
Note that the assumption that at least one matrix is symmetric is critical in Corollary 6.10, as we show in the next example.
Example 6.11. Suppose that
Then M is monotone, with eigenvalues {±i}, but not symmetric. However, 
which is equivalent to y n = J A x n . Substituting (82) into (84), and using (83), yield 
which is the Douglas-Rachford update formula (18) .
