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Einleitung
Das multinomiale Logitmodell (vgl. McFadden, 1973) hat sich in den Wirtschaftswissenschaf-
ten f

ur die empirische Analyse von Entscheidungen zwischen mehreren diskreten Alternativen











uber hinaus sind die klassische Maximum-Likelihood-Methode
sowie klassische Testverfahren in diesem Modell inzwischen in vielen

okonometrischen Pro-
grammpaketen (z.B. STATA, SYSTAT oder LIMDEP) implementiert. Zur Untersuchung
mehrdimensionaler Entscheidungen, z.B. im Rahmen von Panelmodellen oder zur Untersu-
chung von Entscheidungen zwischen sehr vielen Alternativen ist das multinomiale Logit-
modell aufgrund seiner restriktiven Annahmen bez

uglich der Varianz-Kovarianz-Matrix der
stochastischen Modellkomponenten jedoch nur bedingt geeignet. Erweiterungen des Model-










at nur wenig generelle Beachtung gefunden.
Das multinomiale Probitmodell erlaubt dagegen eine beliebige Struktur der Varianz-Kova-
rianz-Matrix. In der Vergangenheit war die Maximum-Likelihood-Sch

atzung und damit auch
das klassische Testen in Probitmodellen allerdings auf bestimmte Spezikationen beschr

ankt.
So wurden vor allem einfach strukturierte und insbesondere einperiodige Probitmodelle be-
trachtet (vgl. z.B. Hausman/Wise, 1978, Ronning, 1991). Die bisherige Konzentration auf
einperiodige diskrete Entscheidungsmodelle l

at sich auch durch die mangelnde Verf

ugbar-
keit von Paneldaten, bei denen qualitative Variablen

uber mehrere Perioden beobachtet
werden, erkl






aber zeitliche Interdependenzen ber

ucksichtigt werden, da viele

okonomische Entscheidungs-
prozesse durch komplexe intertemporale Verkn

upfungen beeinut werden.
Mit der Entwicklung der Verallgemeinerten Momentenmethode (vgl. z.B. Hansen, 1982, Ne-







Probitmodell ohne strenge intertemporale Restriktionen erm

oglicht (vgl. z.B. Avery u.a.,
1983, Bertschek/Lechner, 1998, Inkmann, 2000). Bei der Untersuchung vieler

okonomischer
Fragestellungen ist es jedoch sinnvoll, Probitmodelle mit mehr als zwei Alternativen zu
betrachten. Beispiele sind die Analyse der Wohnformwahl, der Produktmarkenwahl von
1
Konsumenten, der Verkehrmittelwahl, der regionalen Niederlassungswahl von

Arzten so-
wie der Portfoliowahl von Haushalten. Allerdings ist die Parametersch

atzung in exiblen
Mehrperioden-Mehralternativen-Probitmodellen bei einer gr

oeren Anzahl an Alternativen
wegen auftauchender Mehrfachintegrale weder mit der Maximum-Likelihood-Methode noch
mit der Verallgemeinerten Momentenmethode handhabbar. Erst seit der Entwicklung von
Simulationsmethoden (vgl. z.B. die

Ubersichten von Hajivassiliou u.a., 1996 oder Vijver-
berg, 1997) k

onnen diese Vielfachintegrale schnell und genau approximiert werden. Mit
der Einbeziehung von Simulatoren in Sch

atzverfahren werden in der Literatur simulierte
Sch






orsch-Supan, 1994, Hajivassiliou, 1993, Hajivassiliou/Ruud,
1994, Keane, 1994, Lee, 1992, 1995, Gourieroux/Monfort, 1991, 1993, 1996, Hajivassiliou/Mc-
Fadden, 1998).










orsch-Supan, 1992, Chintagunta, 1992, Bolduc, 1994, Bolduc u.a., 1997, Asea/Turnovs-
ky, 1998). Allerdings scheint der dabei entstehende hohe Programmier- und Rechenzeitauf-
wand viele potentielle Nutzer noch immer abzuschrecken. Seit kurzem ist aber mit der Simu-
lierten Maximum-Likelihood-Methode das simulierte Analogon der Maximum-Likelihood-
Methode in einigen Programmpaketen (z.B. GAUSSX und LIMDEP) implementiert, wo-
durch die Eintrittsbarrieren f

ur die empirische Analyse exibler multinomialer Probitmodel-
le stark reduziert sind. Auf der Grundlage der resultierenden Sch

atzwerte der Simulierten
Maximum-Likelihood-Methode ist es dann auch m

oglich, statistische Testverfahren in kom-
plex strukturierten Probitmodellen durchzuf

uhren.







in Probitmodellen gegeben. Zun






atzmethoden eine Vielzahl unterschiedlicher simulierter Sch

atzverfahren entwickelt
werden. Dabei werden in dieser Arbeit ausschlielich klassische Ans

atze untersucht. Damit
bleiben insbesondere Bayes'sche Sch






ucksichtigt (zur Anwendung derartiger Sch

atzer in Probitmodellen vgl.
z.B. McCulloch/Rossi, 1994 bzw. 2000, Geweke u.a., 1994 bzw. 1997). Auf der Grundlage
der (sich als g

unstig erweisenden) Simulierten Maximum-Likelihood-Sch

atzung stellen die









ufung von Hypothesen dar. Sowohl die Diskussion der einzelnen Versionen
simulierter klassischer Testverfahren als auch die vergleichende Betrachtung der verschiede-
nen simulierten klassischen Sch

atzmethoden erfolgt konsequent anhand des Mehrperioden-
Mehralternativen-Probitmodells.
Vor der empirischen Anwendung bestimmter Sch

atz- und Testverfahren besteht ein Interesse
2





in Teil II der vorliegenden Arbeit versuchen deshalb, dem potentiellen Nutzer eine Hil-
festellung f

ur den Umgang mit der Simulierten Maximum-Likelihood-Methode sowie mit
den simulierten klassischen Testverfahren (jeweils unter der Einbeziehung des sogenannten







atzergebnisse der Simulierten Maximum-Likelihood-Methode sowohl
in korrekt als auch in fehlspezizierten Mehralternativen-Probitmodellen. Beim simulierten
klassischen Testen in verschiedenen Mehralternativen-Probitmodellen werden dann die Ab-
weichungen der Anteile der Fehler erster Art von den vorgegebenen Signikanzniveaus sowie
die sich ergebende Anzahl der Fehler zweiter Art untersucht.
Konkret ist die vorliegende Arbeit folgendermaen strukturiert: Der methodisch gepr

agte
Teil I umfat die Kapitel 1 bis 5. Der durch die Monte-Carlo-Studien gekennzeichnete Teil
II gliedert sich in die Kapitel 6 bis 10.
In Kapitel 1 werden zun

achst diskrete Mehrperioden-Mehralternativen-Entscheidungsmo-
delle im Rahmen der stochastischen Nutzenmaximierung vorgestellt. Aus diesem Ansatz
wird ein exibel strukturiertes Mehrperioden-Mehralternativen-Probitmodell abgeleitet. Da-
bei werden insbesondere die f







In Kapitel 2 wird die potentielle Parametersch

atzung mit der Maximum-Likelihood-Methode
und der Verallgemeinertem Momentenmethode in Mehrperioden-Mehralternativen-Probit-
modellen diskutiert. Aufgrund der in Kapitel 1 dargestellten Problematik auftauchender










upfend an die M


















mulatoren eine genauere Approximation von Wahrscheinlichkeiten gew

ahrleistet.





a Kapitel 2 eingebettet. Diskutiert werden dabei die speziellen Beziehungen zwi-
schen der Simulierten Maximum-Likelihood- und der Simulierten Verallgemeinerten Momen-
tenmethode in Mehrperioden-Mehralternativen-Probitmodellen. Die beiden Ans

atze werden
mit weiteren, in der Literatur entwickelten, simulierten klassischen Sch

atzverfahren vergli-
chen. Herausgearbeitet wird dabei, warum sich die Anwendung der Simulierten Maximum-
Likelihood-Methode unter der Einbeziehung des GHK-Simulators bei der Abw

agung zwi-
schen den asymptotischen Eigenschaften und der praktischen Eignung in der empirischen
Analyse exibler Probitmodelle als vorteilhaft erweist.
3
Basierend auf den Sch

atzwerten der Simulierten Maximum-Likelihood-Methode lassen sich







upfend werden in Kapitel 5 auf der Grundlage der klassischen Testverfahren die simulier-
ten Entsprechungen erl





Im Hinblick auf die Monte-Carlo-Studien werden in Kapitel 6 einige technische Aspekte
gekl

art. Die Betrachtungen beziehen sich auf die verwendete Software, auf die Struktur
der untersuchten datengenerierenden Prozesse sowie auf die ausgewiesenen Statistiken bei
der Simulierten Maximum-Likelihood-Sch

atzung (unter Einbeziehung des GHK-Simulators).
Dar









In Kapitel 7 werden die Ergebnisse der Simulierten Maximum-Likelihood-Sch

atzung in kor-
rekt spezizierten ein- und mehrperiodigen Mehralternativen-Probitmodellen analysiert. We-










In Kapitel 8 werden dagegen die Ergebnisse der Simulierten Maximum-Likelihood-Sch

atzung
in fehlspezizierten ein- und mehrperiodigen Mehralternativen-Probitmodellen betrachtet.
Dabei werden verschiedene Formen von Fehlspezikationen, die sich auf die Varianz-Kova-
rianz-Struktur der stochastischen Modellkomponenten beziehen, miteinander verglichen.
In Kapitel 9 werden die Ergebnisse Simulierter Normalverteilungstests in (korrekt und fehl-
spezizierten) ein- und mehrperiodigen Mehralternativen-Probitmodellen untersucht. Auf-
grund der unterschiedlichen Resultate dierenziert die Betrachtung zwischen Simulierten
Normalverteilungstests bzgl. der KoeÆzienten erkl

arender Variablen sowie bzgl. der Varianz-
Kovarianz-Parameter.
In Kapitel 10 werden die Ergebnisse des simulierten klassischen Testens spezieller ein- und
mehrperiodiger Mehralternativen-Probitmodelle erl

autert. Derartige Tests werden mit Hilfe
der gemeinsamen statistischen Pr

ufung von Varianz-Kovarianz-Parametern erm

oglicht.















uber die Struktur diskreter Mehrperioden-Mehralter-
nativen-Entscheidungsmodelle gegeben. Dabei wird zun

achst das in der Vergangenheit in
den Wirtschafts- und Sozialwissenschaften dominierende multinomiale Logitmodell betrach-
tet. Herausgearbeitet wird, inwiefern die Auswahlwahrscheinlichkeiten in diesem Modellan-
satz nicht durch Mehrfachintegrale gekennzeichnet sind. Dieser im Hinblick auf die Para-
metersch

atzung wesentliche Vorteil von Logitmodellen gegen

uber anderen diskreten Ent-
scheidungsmodellen resultiert aus den restriktiven Annahmen bzgl. der Varianz-Kovarianz-
Matrix der stochastischen Modellkomponenten. Zur Analyse mehrdimensionaler Entschei-
dungen, z.B. im Rahmen von Panelmodellen, ist das Logitmodell dadurch aber nicht ge-
eignet. Das aus dem grundlegenden Ansatz abgeleitete multinomiale Probitmodell erlaubt
dagegen eine v

ollig exible Struktur der Varianz-Kovarianz-Matrix und kann daher f

ur Pa-
nelanalysen, Mehralternativen-Betrachtungen und zur Abbildung unbeobachtbarer indivi-
dueller Heterogenit

at eingesetzt werden. Nun war die Verwendung exibler Mehrperioden-
Mehralternativen-Probitmodelle bei einer gr

oeren Anzahl an Alternativen und/oder Peri-
oden wegen der auftauchenden Vielfachintegrale lange Zeit rechnerisch nicht handhabbar.
Erst mit der Entwicklung von Simulationsverfahren zur Approximation von Mehrfachin-
tegralen (vgl. Kapitel 3) wurde die Sch






atzverfahren (vgl. Kapitel 4) ist aber eine genaue Kennt-
nis der Modellstruktur notwendig. Dies gilt auch bei dem Gebrauch von Programmpake-
ten. So sind beispielsweise in LIMDEP die notwendigen Varianz-Kovarianz-Restriktionen
nicht vorgegeben. Aus diesem Grund wird in diesem Kapitel im Rahmen des Mehrperioden-
Mehralternativen-Probitmodells insbesondere auf diese vom Anwender zu denierenden Re-
striktionen eingegangen. Schlielich werden, auch im Hinblick auf die Monte-Carlo-Studien






okonomischen Ableitung diskreter Mehrperioden-Mehralternativen-Ent-
scheidungsmodelle ist die M

oglichkeit einer individuell agierenden Untersuchungseinheit i
(z.B. einer Person), zum Zeitpunkt t unter J verschiedenen, sich wechselseitig ausschlie-
enden Alternativen einer qualitativen Variablen zu w

ahlen. Zum Beispiel kann sich ein
Individuum bei der Wohnformwahl in jeder Periode zwischen verschiedenen Wohnformen
entscheiden. In dieser Arbeit wird f

ur eine Beobachtungseinheit i zum Zeitpunkt t bzgl.














i = 1; : : : ; N ; j = 1; : : : ; J ; t = 1; : : : ; T (1.1)
Dabei gliedern sich die erkl















uber alle Kategorien j = 1; : : : ; J












zischer Attribute bezogen auf die Untersuchungseinheit i. F











und  = (
1





. Im folgenden werden die z
ijt







































1.1.1 Auswahlwahrscheinlichkeiten zum Zeitpunkt t
Der Nutzen 
ijt
in (1.1) kann nicht beobachtet werden und beinhaltet auch eine stochastische
Komponente "
ijt
, die alle nicht beobachteten Faktoren, welche die Entscheidung f

ur eine
Alternative j zum Zeitpunkt t beeinussen, zusammenfat. Beobachtbar sind dagegen die














die von Untersuchungseinheit i in Periode t gew













1 falls j = j
it
2 f1; : : : ; Jg




a der stochastischen Nutzenmaximierungshypothese (vgl. z.B. B

orsch-Supan, 1987, S.
8 , Ronning, 1991. S. 70 ) entscheidet sich Untersuchungseinheit i zu einem Zeitpunkt t
f





(i = 1; : : : ; N ; k; j = 1; : : : ; J ; k 6= j; t = 1; : : : ; T ). Dement-





































































































































); 8k 6= j
i
(1.3)
Die wesentliche Aufgabe des

Okonometrikers besteht in der Sch

atzung der unbekannten Pa-





andig parametrischen Modellen bzw. Sch






arenden Variablen in X
i
mit den Parametern in 
j
und in  die Verteilung
der unbeobachtbaren stochastischen Nutzenkomponenten "
ijt
bis auf eine bestimmte Anzahl
an Parametern als bekannt angenommen. Eine Abkehr von diesen strengen Annahmen f

uhrt





onig/Lechner, 1994, S. 318 f, Horowitz, 1993a). In dieser Arbeit werden ausschlie-
lich vollst








arenden Variablen in X
i
mit den Parametern in 
j
und
in  wird durchweg obige linear-additive Spezikation betrachtet. Dar

uber hinaus mu nun
den stochastischen Nutzenkomponenten "
ijt
eine Verteilung zugrunde gelegt werden. Die
stochastische Struktur der "
ijt
wirkt sich aber auf die Komplexit

at der Formulierung der
Auswahlwahrscheinlichkeiten aus.
In empirischen Anwendungen wurde in der Vergangenheit h

aug der einperiodige Fall (T =





onnen die Auswahlwahrscheinlichkeiten mit unterschied-
lichen Verteilungsannahmen bzgl. "
ij1
relativ einfach dargestellt werden (vgl. z.B. Maddala,
1983, S. 22 ). Die fr

uhere Konzentration auf einperiodige (bin

are oder multinomiale mit
J > 2 Alternativen) diskrete Entscheidungsmodelle h

angt auch damit zusammen, da lange








are (multinomiale) Logitmodell (vgl. z.B. Ronning, 1991, S.70 ) erh

alt man aus
dem obigen Modellansatz f





uber alle Alternativen j = 1; : : : ; J voneinander unabh

angig standardextremwertver-









Die Dierenz zweier unabh

angiger (standard)-extremwertverteilter Zufallsvariablen ist (eindimensional)
(standard-)logistischverteilt (zur logistischen Verteilung vgl. Anhang A).
9
sich mit dem Funktionswert der gemeinsamen Verteilungsfunktion standardlogistischverteil-
ter Zufallsvariablen ableiten lassen, vgl. dazu Anhang A). Mit geeigneter Parametrisierung
(z.B. 
J
= 0) gilt (f























































Das multinomiale Logitmodell besitzt allerdings die Eigenschaft der Unabh

angigkeit von
irrelevanten Alternativen (IIA-Eigenschaft, vgl. McFadden, 1973, S. 109  bzw. 1984, S.
1413 ). Diese Eigenschaft impliziert, da die Entscheidung zwischen zwei Kategorien un-
abh

angig von der Existenz weiterer Alternativen ist. Diese Annahme ist bei der Analyse
vieler Entscheidungssituationen unplausibel. Veranschaulicht wurden die Auswirkungen der
IIA-Eigenschaft urspr

unglich innerhalb des multiattributiven Logitmodells, das sich durch
ausschlielich alternativenspezische erkl

arende Variablen auszeichnet. Als Standardbeispiel
diente dabei die Wahl zwischen den Verkehrsmitteln Auto, roter Bus und blauer Bus (vgl.





uber die Nutzen 
ijt
bzgl. einzelner Alternativen er-
folgt im Rahmen des Logitansatzes beim genisteten Logitmodell (vgl. z.B. McFadden, 1978,





Ahnlichkeitsparameter stochastisch miteinander verbunden
sind, in Gruppen zusammen. Dadurch

uberwindet man die IIA-Eigenschaft des herk

omm-
lichen multinomialen Logitmodells f

ur alle Alternativen j = 1; : : : ; J . Allerdings steht man





Struktur der Alternativen das Auswahlverhalten am besten widerspiegelt. Insbesondere sind
aber mit diesem Ansatz beliebige Korrelationen zwischen den stochastischen Komponenten
"
ijt




orsch-Supan, 1987, S. 41 ; zur






1.1.2 Mehrfachintegrale in Auswahlwahrscheinlichkeiten
Die bisherige Spezikation diskreter Entscheidungsmodelle bezieht sich auf den Spezialfall
einer Querschnittsanalyse. Beim Vorliegen von Paneldaten k

onnen intertemporale Aspekte
in die Betrachtung einbezogen werden (vgl. auch Chamberlain, 1980 bzw. 1984). Eine direkte

Ubertragung der Annahmen des einperiodigen konventionellen multinomialen Logitmodells
auf den mehrperiodigen Fall w






uber alle Kategorien j = 1; : : : ; J als auch

uber alle Perioden t = 1; : : : ; T unabh

angig




der bereits problematisierten IIA-Eigenschaft insbesondere das Fehlen jeglicher intertempo-
raler Korrelation der stochastischen Nutzenkomponenten "
ijt
. Eine solche Annahme ist in
vielen Entscheidungssituationen

auerst unrealistisch, vielfach noch unrealistischer als die
IIA-Eigenschaft, da sich viele unbeobachtete Einufaktoren (zusammengefat in der sto-
chastischen Nutzenkomponente "
ijt









ur die Wahl einer bestimmten Alternative j von fr

uheren Erfahrungen
ab (vgl. Heckman, 1981). Dementsprechend sollten in der Modellspezikation beim Vorlie-
gen von Paneldaten intertemporale Abh











are somit die Abkehr von strengen Verteilungsannahmen, die z.B. dem Lo-
gitmodell obliegen, um eine beliebige intertemporale und kontempor

are Korrelationsstruktur
bzgl. der unbeobachtbaren stochastischen Komponenten "
ijt
zu modellieren. Um die rech-
nerischen Schwierigkeiten eines diskreten Entscheidungsmodells, das beliebige Korrelatio-
nen zwischen den stochastischen Komponenten "
ijt






von bestimmten Verteilungsannahmen k

onnen diese allgemein mit der gemeinsamen Dichte-
funktion f
j














































































































































, da Untersuchungseinheit i zu einem bestimmten Zeitpunkt t
eine Kategorie j w

ahlt, ist somit in exibel formulierten einperiodigen diskreten Entschei-
dungsmodellen (ohne vereinfachende Verteilungsannahmen bzgl. der "
ijt
) durch (J   1)-
dimensionale Integrale gekennzeichnet.
Im Zeitablauf steht jede Untersuchungseinheit i vor der Wahl zwischen J
T
verschiedenen






Die Verallgemeinerung des herk

ommlichen multinomialen Logitmodells mit der Aufnahme fester,

uber
die Zeit konstanter, individuenspezischer bzw. kategorienspezischer Eekte im Rahmen des xed-eects





Anwendung dieses Modells auf die Analyse der Wohnungsnachfrage) beseitigt dabei nicht die Unabh

angig-




tegoriensequenz s mu sich eine Beobachtungseinheit i in jeder Periode t (mit t = 1; : : : ; T )
f










ur die Auswahl einer bestimmten Sequenz s l

at sich auf der Grundlage der
















































































































































































































































































































































; : : : ; w
J1
; : : : : : : ; w
1T







































angigkeit von der Kategoriensequenz s) die gemeinsame Dich-
tefunktion von Dierenzen einzelner stochastischer Nutzenkomponenten "
ijt
. Es ist zu erken-




ur die Auswahl einer bestimmten Kategoriensequenz s
durch Untersuchungseinheit i im allgemeinen durch (J   1)  T -dimensionale Integrale ge-
kennzeichnet ist. Sofern keine vereinfachenden Verteilungsannahmen bzgl. der "
ijt
getroen
werden (z.B. im mehrperiodigen konventionellen Logitmodell, aber auch in speziellen Pro-
bitmodellen, vgl. Kapitel 1.2.3), m

ussen derartige Vielfachintegrale bei der Sch

atzung der
unbekannten Parameter berechnet werden (vgl. Kapitel 2).




atze erneut die Frage
nach der stochastischen Struktur der Nutzenkomponenten "
ijt
. Da die Verteilung der "
ijt
typischerweise unbekannt ist, erweist sich die Festlegung derselben in der Praxis als groes
Problem. Letztlich kann n

amlich eine falsche Verteilungsannahme (insbesondere hinsichtlich





uhren (vgl. dazu auch Kapitel 5.1). Die Verteilungsannahmen innerhalb des herk

ommli-
chen Logitmodells erfolgten in der Vergangenheit im wesentlichen aufgrund der einfachen
12
Berechnung der Auswahlwahrscheinlichkeiten in (1.4). In diesem Fall liegen insbesondere
keine Vielfachintegrale vor. Allerdings ist die dem Logitmodell zugrunde liegende Extrem-
wertverteilung auch in verallgemeinerten Ans

atzen nicht exibel genug, um eine beliebige
intertemporale und kontempor








Aus dieser Sicht bietet sich vor allem die mehrdimensionale
Normalverteilung (zur mehrdimensionalen Normalverteilung vgl. Anhang A) an. Damit ge-

















(i = 1; : : : ; N ; j = 1; : : : ; J ; t = 1; : : : ; T )





; : : : ; "
iJ1
; : : : : : : ; "
i1T




 NV (0; )
Dabei sind die J  T -dimensionalen Zufallsvektoren "
i




Unterschiedliche Varianten des Mehrperioden-Mehralternativen-Probitmodells (MMPM) er-
geben sich durch verschiedene Restriktionen bzgl. der Varianz-Kovarianz-Matrix . Bei der
Parametersch

atzung imMMPM sind derartige Restriktionen teilweise zwingend zu beachten.
Dies gilt auch bei der Verwendung von Programmpaketen wie z.B. LIMDEP, bei der keine
3
Nicht betrachtet werden in dieser Arbeit die neuerdings popul

aren gemischten Logitmodelle (vgl. McFad-
den/Train, 2000). Generell bestehen bei diesen Ans

atzen die stochastischen Nutzenkomponenten "
ij1
(bei
der Betrachtung des einperiodigen Falls mit T = 1) aus zwei unabh

angigen Teilkomponenten (vgl. Brown-
stone/Train, 1999, S. 110 ). Die einen Teilkomponenten sind

uber alle Beobachtungseinheiten i = 1; : : : ; N
und

uber alle Kategorien j = 1; : : : ; J unabh

angig standardextremwertverteilt. Die anderen Teilkompo-
nenten besitzen gegebenenfalls






uber hinaus Heteroskedastie zulassen (zur Einbeziehung heteroskedastischer Elemente in diskrete Ent-
scheidungsmodelle vgl. auch Kapitel 1.2.3). Mit diesen Modellans

atzen ist man in der Lage, die restriktive
IIA-Eigenschaft des herk

ommlichen multinomialen Logitmodells sowie einschr

ankende Eigenschaften des ge-
nisteten Logitmodells zu vermeiden. Im Gegensatz zum traditionellen multinomialen Logitmodell k

onnen hier
aber Auswahlwahrscheinlichkeiten durch hochdimensionale Integrale gekennzeichnet sein. Motiviert werden
gemischte Logitmodelle h

aug durch das Konzept stochastischer Parameter (vgl. z.B. Revelt/Train, 1998).
Dabei ist festzuhalten, da die Ber

ucksichtigung stochastischer KoeÆzienten nicht unbedingt mit einem Lo-
gitansatz, d.h. mit unabh






onnen stochastische Parameter auch in das im folgenden diskutierte Probitmodell einbezogen




ugung gestellt werden. Diese m

ussen vielmehr vom
Nutzer selbst einbezogen werden. Zu unterscheiden sind Restriktionen, die im Hinblick auf




urfen, sowie solche, die
lediglich die Anzahl der freien zu sch

atzenden Modellparameter reduzieren. Zun

achst sollen
die zwingend zu ber





 J  T  (J  T + 1) Parameter in Form verschiedener Varianzen
und Kovarianzen in . Eine Modellierung, die bei der Parametersch

atzung alle diese Varianz-
Kovarianz-Parameter (sowie die Parametervektoren 
j
, j = 1; : : : ; J und ) enth

alt, ist aller-
dings formal nicht identiziert (vgl. im folgenden Bolduc, 1992, Bunch, 1991, Dansie, 1985).
Dieser Sachverhalt resultiert daraus, da f

ur die Auswahl einer Kategoriensequenz s durch
Beobachtungseinheit i nicht die absoluten Werte der Nutzen 
ijt
entsprechend (1.1), sondern
vielmehr Nutzendierenzen entscheidend sind. Damit beruht die Auswahlwahrscheinlichkeit
P
is
nach (1.6) letztlich nicht auf der Verteilung von "
i









= 1; : : : ; J ; k 6= j
it
; t = 1; : : : ; T ) der stochastischen Nutzenkom-
ponenten. Entsprechend der Verteilungsannahme bzgl. "
i






































untereinander sind auch diese Vektoren

uber alle i =
1; : : : ; N unabh







Dimension von . Das heit, durch die stochastische Nutzenmaximierung ergibt sich zun

achst
eine Verringerung der Anzahl der formal identizierbaren Varianz-Kovarianz-Parameter auf
1
2
 [(J   1)  T ]  [(J   1)  T + 1]. H

auge Praxis ist dabei, ausgehend von  alle Kovarian-
zen, die die Kategorie J beinhalten, auf den Wert Null sowie alle Varianzen bzgl. Kategorie
J auf den Wert Eins zu restringieren. Dar

uber hinaus mu wegen der stochastischen Nut-
zenmaximierung (genauso wie z.B. im Logitmodell) auch ein Parametervektor 
j
normiert
werden. Anlehnend an die gew





Hinsichtlich der formalen Identikation der Varianz-Kovarianz-Parameter ist allerdings noch
das Problem der Skalierung zu beachten. Dadurch, da die Nutzenfunktion 
ijt
nach (1.1)
lediglich eine latente Variable darstellt, erh

alt man letztlich durch eine Reskalierung das-
selbe Probitmodell. Aus diesem Grund ist eine weitere Fixierung eines Varianz-Kovarianz-
Parameters, z.B. einer Varianz, zwingend notwendig. Damit k





 [(J 1) T ]  [(J 1) T +1] 1 verschiedene Varianzen und Kovarianzen





uhrt diese allgemeine Spezikation der Varianz-Kovarianz-Matrix  schon bei
einer moderaten Anzahl an Kategorien J und/oder Perioden T zu einer sehr hohen Anzahl
14
freier Parameter in . Die Sch

atzung dieser Vielzahl an Parametern ist in der empirischen
Praxis problematisch. Trotz formaler Identikation lassen sich die Parameter in typischen
Beobachtungsumf

angen N bei der Sch

atzung nur schwer identizieren. Aus diesem Grund
werden der Varianz-Kovarianz-Matrix  im MMPM h

aug Strukturen auferlegt, die sich
auf die kontempor

are (vgl. z.B. Bolduc, 1992), vor allem aber auf die intertemporale Ver-
kn

upfung der unbeobachteten Einufaktoren beziehen. Damit kann die Anzahl der freien
Varianz-Kovarianz-Parameter reduziert werden. Denkbar w

aren hier zahlreiche verschiede-





orsch-Supan u.a., 1992) und ist insbesondere auch im Programmpaket LIMDEP
implementiert.
1.2.2 Eine allgemeine Modellierung









upfungen zwischen den Alternativen j = 1; : : : ; J . In dieser Hinsicht wird ausgehend von
den Restriktionen zur formalen Identikation des MMPM die Anzahl der Varianz-Kovarianz-
Parameter zun

achst nicht verringert (im Gegensatz z.B. zu Bolduc, 1992). Die Reduktion
der Anzahl dieser Parameter ergibt sich vielmehr aus der zugrunde gelegten intertemporalen
Struktur der stochastischen Komponenten "
ijt
.
Der folgende Modellansatz beinhaltet zum einen die in der Panelanalyse

ublicherweise be-
trachteten stochastischen Eekte. Durch die Ber

ucksichtigung eines solchen zeitinvarianten
Zufallseekts soll die unbeobachtete Heterogenit

at zwischen einzelnen Untersuchungseinhei-
ten i = 1; : : : ; N erfat werden. Zum anderen wird bei der Modellierung ein autoregressiver
Proze erster Ordnung einbezogen. Auch die Ber

ucksichtigung dieser Komponente lehnt sich
eng an die

ubliche Modellierung in Regressions- bzw. Zeitreihenmodellen an. Damit kann ein
im Zeitablauf systematisch abklingender Einu unbeobachteter Faktoren erfat werden. Da-
bei werden im betrachteten MMPM f

ur die verschiedenen Entscheidungsalternativen unter-
schiedliche autoregressive Verkn

upfungen zugelassen. Zu betonen ist, da die Einbeziehung
der autokorrelierten Zufallskomponenten sowie der zeitinvarianten stochastischen Eekte in
das Probitmodell gegen

uber der Einbeziehung im linearen Regressionsmodell eine komplexe-





















i = 1; : : : ; N ; j = 1; : : : ; J ; t = 1; : : : ; T (1.7)























uhren des stochastischen Prozesses auf 
ij0



































































upfungen zwischen den unbeobachteten
Einufaktoren ber

ucksichtigt. Es gilt f

ur t = 0; 1; : : : ; T :

ijt





Dabei sind die 
ijt





















































hinaus ergibt sich f













). Aus dem stochastischen















j < 1) wird der AutokorrelationskoeÆzient f

ur Kategorie j bezeichnet. Die


























Letztlich folgt damit f

ur die Komponenten der Varianz-Kovarianz-Matrix  von "
i
(mit
i = 1; : : : ; N ; j; j
0
= 1; : : : ; J ; t; t
0








































achst komplex anmutenden Ausdrucks sind ausschlielich die Pa-
rameter der oben diskutierten kontempor

aren, zeitinvarianten sowie autoregressiven Ver-
kn

upfungen der unbeobachteten Einufaktoren. F

ur j = j
0






















Ein typischer Block der Varianz-Kovarianz-Matrix  lautet damit z.B. f














































































































































































































































Zu beachten ist, da bei dieser allgemeinen Modellierung entsprechend den Ausf

uhrungen
in Kapitel 1.2.1 f

ur die formale Identikation eine Vielzahl von Restriktionen vorgenommen
werden mu. Aus der stochastischen Nutzenmaximierung ergibt sich, da (beispielsweise)

























) der zeitinvarianten stochastischen Eekte sowie J 1 Autokorrelationsparameter (
j
)
formal identizierbar sind. Dar

uber hinaus mu hinsichtlich des Skalierungsproblems ein




upfungen restringiert werden, so da




) formal zu identizieren sind. Damit ist



































auf den Wert Null normiert werden (vgl.
auch B

orsch-Supan u.a., 1992). Bei dieser Form der Restriktion ist zu beachten, da dem
MMPM eine zeitinvariante Verkn

upfung auferlegt wird. Das heit, durch keinerlei Struk-
tur der freien Parameter kann diese Form der Korrelation beseitigt werden. Dieses Problem




auf den Wert Null restringiert wird. Durch die Normierung hin-
sichtlich 
J
erscheinen bei der intertemporalen autoregressiven Korrelation keine derartigen
Schwierigkeiten.
1.2.3 Spezielle Probitmodelle
Die beschriebene Modellierung ist der grundlegende Ausgangspunkt der Monte-Carlo-Stu-
dien in Teil II. Das exibel formulierte MMPM beinhaltet dabei viele einfache Probitmodelle
als Spezialf

alle. Zum Beispiel werden mit  = (
1




= 0 die autoregressiven Ver-
kn

upfungen beseitigt. Damit gelangt man zu einem random-eects-Probitmodell, das hin-
sichtlich der intertemporalen Korrelationen lediglich die zeitinvarianten stochastischen Eek-
17
te beinhaltet. Eine besondere Bedeutung besitzt das random-eects-Probitmodell im bin

aren
Fall mit J = 2. Dabei h





ur die Auswahl einer Kategoriense-
quenz s lediglich von einer eindimensionalen Verteilungsfunktion der Normalverteilung sowie
von einem eindimensionalen Integral bzgl. der stochastischen Eekte ab (vgl. Ronning, 1991,
S. 197 ). Zur Berechnung dieser Wahrscheinlichkeiten k

onnen numerische Integrationsver-
fahren herangezogen werden (vgl. z.B. Butler/MoÆtt, 1982, oder neuerdings bei Zufalls-
komponentenmodellen mit Gruppeneekten Lee, 2000).
4
Allerdings ist beim random-eects





diglich eine intertemporale Korrelation der unbeobachteten Einufaktoren zugelassen wird,
die

uber die Zeit konstant ist. Zudem erscheint die einfache Darstellung der Auswahlwahr-
















= 0 und  = 0 bildet das MMPM keinerlei intertemporale Korre-
lationen mehr ab. Mit T = 1 gelangt man somit zu einem einperiodigen Mehralternativen-








alle Kategorien j = 1; : : : ; J zul

at. Im Rahmen der Monte-Carlo-Studien in Teil II wird
dabei speziell der Fall J = 4 betrachtet. Das heit, die Analyse von Parametersch

atzun-
gen sowie von statistischen Testverfahren vollzieht sich nicht ausschlielich in mehrperiodi-















; : : : ; 
iJ1
; : : : : : : ; 
i1T




die Einheitsmatrix I darstellt, erh

alt man
schlielich speziell das Independent Probitmodell.
5
In diesem einfachsten Fall wird demnach




uber alle Alternativen j = 1; : : : ; J und

uber alle Perioden
t = 1; : : : ; T voneinander unabh

angig sind. Da die Auswahlwahrscheinlichkeiten im Inde-
pendent Probitmodell aufgrund der Unabh

angigkeitsannahme durch die Faktorisierung von
Integralen nicht durch hochdimensionale Integrale gekennzeichnet sind, ist deren Berechnung
selbst bei hoher Anzahl der Alternativen und Perioden sehr einfach. Deshalb k

onnen hier
zur Berechnung der Auswahlwahrscheinlichkeiten unabh

angig von J und T herk

ommliche
numerische Integrationsverfahren angewendet werden (vgl. z.B. Hajivassiliou, 2000, S. 93).









aren random-eects Probitmodellen bei kleinen Beobachtungsumf

angen. Dabei
zeigen sie insbesondere, da die Parametersch

atzung bei fehlender Einbeziehung der stochastischen Eekte




Die allgemeinere Spezikation des Independent Probitmodells, bei der  durch eine beliebige Diagonal-




ankungen, die aus der Unabh

angigkeitsannahme folgen. So ist insbesondere die




in vielen Entscheidungssituationen h

ochst
problematisch. Hausman/Wise (1978) demonstrieren dar

uber hinaus, da dem Independent
Probitmodell der IIA-Problematik







uber alle Kategorien j = 1; : : : ; J . In einer Analyse der Verkehrsmit-





und Independent Probitmodellen. In den Monte-Carlo-Studien in Kapitel 8 wird die Para-
metersch

atzung in ein- und mehrperiodigen Independent Probitmodellen ausf

uhrlich unter-
sucht. Dabei wird insbesondere die irrt






upfungen in die Parametersch

atzung betrachtet.





ur alle Untersuchungseinheiten i = 1; : : : ; N dieselbe Varianz-Kovarianz-
matrix . Gerade bei mikro

okonometrischen Untersuchungen ist es aber fragw

urdig, ob die





Beispielhaft soll im folgenden eine Form der Heteroskedastie im exibel formulierten einperi-
odigen Mehralternativen-Probitmodell ber

ucksichtigt werden. Dabei wird angenommen, da
ein individuenspezisches Charakteristikum x
i11
(z.B. das Einkommen) einen Einu auf die
individuelle Varianz-Kovarianz-Matrix 
i
besitzt. Bei der Betrachtung obiger Normierungen
w

are folgende Form von 
i
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oglich (vgl. z.B. Maddala, 1995, S.
12 f). Ebenso k

onnte eine bestimmte Form der Heteroskedastie in ein allgemein formuliertes
mehrperiodiges Mehralternativen-Probitmodell eingebettet werden.
Die falsche Unterstellung der Homoskedastie kann in der empirischen Analyse hinsichtlich der
Parametersch

atzung problematisch sein (vgl. auch Kapitel 5.1). In der Regel wird diese An-
nahme zur Vereinfachung der Modellierung getroen. In den Monte-Carlo-Studien in Kapitel
8 wird beispielhaft untersucht, welche Auswirkungen sich durch die Vernachl

assigung hete-
roskedastischer Strukturen auf die Parametersch

atzung im einperiodigen Vieralternativen-




Zur Einbeziehung heteroskedastischer Elemente in diskrete Entscheidungsmodelle vgl. auch Inkmann,





Nochmals sei betont, da das exibel formulierte homoskedastische MMPM den Ausgangs-
punkt der Monte-Carlo-Studien in Teil II darstellt. Einen Schwerpunkt der Experimente bil-
det dabei die Parametersch

atzung in derartigen Modellans

atzen. Somit stellt sich zun

achst







achsten Kapitel werden deshalb zun






autert. Ausgangspunkt der Parametersch





















; : : :)
0
sind
die beobachtbaren endogenen Variablen enthalten, wobei sich in diskreten Mehrperioden-


















uber hinaus werden alle freien Parameter des jeweils betrachteten Probitmodells im Vek-




















 ist die asymptotische EÆzienz (vgl. Anhang B). Dementsprechend
werden die im folgenden diskutierten Sch

atzverfahren insbesondere hinsichtlich der asym-
ptotischen Eigenschaften miteinander verglichen.
7
Entsprechend z.B. Newey/McFadden, 1994, aber z.B. im Gegensatz zu Gourieroux/Monfort, 1995a bzw.
1995b. Die letzteren Autoren fokussieren die starke Konsistenz, die auf dem Konzept der fast sicheren







In diesem Kapitel werden die Maximum-Likelihood-Methode sowie die Verallgemeinerte Mo-
mentenmethode diskutiert. Die Betrachtung bezieht sich dabei konsequent auf das im vor-
hergehenden Kapitel abgeleitete exibel formulierte (homoskedastische) MMPM. Hinsicht-
lich der Verallgemeinerten Momentenmethode werden insbesondere zwei denkbare Formulie-
rungen der Momentenrestriktionen im vorliegenden Modellrahmen miteinander verglichen.
Herausgearbeitet wird f

ur beide betrachteten klassischen Sch

atzmethoden, inwiefern deren





ur hohe J und/oder T rechnerisch nicht handhabbar ist. Die

uberblicksartige
Darstellung der asymptotischen Eigenschaften der Maximum-Likelihood-Methode und der
Verallgemeinerten Momentenmethode bildet letztlich die Grundlage f

ur die entsprechen-
den asymptotischen Eigenschaften der klassischen Simulationssch

atzverfahren (vgl. Kapitel
4.3.1 und 4.3.2). Ein wesentlicher Schwerpunkt dieses Kapitels liegt in der Ableitung der
speziellen Beziehungen zwischen der Maximum-Likelihood-Methode und der Verallgemei-
nerten Momentenmethode im MMPM. Diese Zusammenh

ange besitzen insbesondere einen
Einu auf die asymptotischen Eigenschaften bestimmter Sch

atzer der Verallgemeinerten
Momentenmethode. Herausgearbeitet wird dabei, inwiefern eine zweistuge Verallgemeiner-
te Momentenmethode die asymptotische EÆzienz der Maximum-Likelihood-Methode errei-




ater auf die simulierten Entsprechungen der





2.1 Die Maximum-Likelihood-Methode (MLM)
Bei der Maximum-Likelihood-Methode (MLM) wird der Parametervektor  gesucht, der




) (i = 1; : : : ; N) die Masse- oder Dichte-
funktion f(y
1




; : : : ; X
N
; ) von (Y
1
; : : : ; Y
N
) maximiert. Die Verteilung, aus der die
Beobachtungsvariablen stammen, wird dabei bis auf die Komponenten des Parametervektors
_






















ur den hier betrachteten Fall der Unabh





























Im MMPM (ebenso wie in anderen diskreten Mehrperioden-Mehralternativen-Entschei-
dungsmodellen) ist Y
i
multinomialverteilt (zur Multinomialverteilung vgl. Anhang A) mit
den Parametern 1 und allen P
is
() (s 2 S). Dabei bezeichnet P
is
() entsprechend (1.6) die






























Die Berechnung des Maximums von L() erfolgt i.d.R.

uber die Loglikelihoodfunktion lnL().
Damit erh














































atzer ist im allgemeinen eine L







































































ucksichtigen ist, da die MLM-Sch








im Maximierungsproze zur Bestimmung der Auswahlwahrschein-
lichkeit P
is
() entsprechend (1.6) die Berechnung eines (J   1)  T -dimensionalen Integrals
erfordert. Eine solche Berechnung ist bei groen J und/oder T (vgl. z.B. Stern, 2000, S.
12) mit herk

ommlichen numerischen Integrationsverfahren wegen der hohen rechnerischen
Kosten nicht handhabbar. Lediglich durch die Vorgabe rigider Korrelationsstrukturen in der
Varianz-Kovarianz-Matrix  oder bei einperiodigen Probitmodellen mit kleinem J ist die-
ses Problem vernachl






() schnell und genau approximie-
ren lassen (vgl. Kapitel 3). Diese Simulationsverfahren k

onnen dann mit der MLM verkn

upft
werden. Die aus diesen

Uberlegungen bestehende Simulierte MLM wird in Kapitel 4.1 be-
trachtet.
2.2 Die Verallgemeinerte Momentenmethode (GMM)





andig spezizieren. Ausgangspunkt der GMM sind
stattdessen auf den wahren unbekannten Parametervektor
_
 bezogene Momentenrestriktio-







mit der Einbeziehung einer (lp)-dimensionalen sogenannten Instrumentenmatrix A
i
(wobei

















Die Idee der GMM besteht darin, diese Momentenbedingungen durch die Minimierung














; ) nach  nachzuahmen. Somit erh




















































Typischerweise existiert bei der Maximierung der Loglikelihoodfunktion keine geschlossene Formel zur
Berechnung der Sch








eine positiv denite (l  l)-dimensionale Gewichtungsmatrix dar, die sto-
chastisch gegen eine Matrix W konvergiert (zur stochastischen Konvergenz vgl. Anhang B).





ur l = dim ), spielt die Wahl von W
N
keine Rolle. In diesem Fall erh

alt














; ) mit dem Nullvektor einen GMM-
Sch

atzer. Im allgemeinen Fall gelangt man mit unterschiedlichen Gewichtungsmatrizen W
N
bzw. unterschiedlichen Instrumentenmatrizen A
i




Vor allem aber spielt bei der Ableitung eines GMM-Sch








; ) eine entscheidende Rolle. Im Rahmen des MMPM ergibt sich




a (1.3) bzw. (1.5) eine denkbare Spezika-
tion. F

ur die entsprechend (1.2) bernoulliverteilten Indikatorvariablen D
ijt





































; : : : ; D
iJ2
; : : : : : : ; D
i1T













(); : : : ; P
iJ2
(); : : : : : : ; P
i1T

































































Der wesentliche (rechnerische) Vorteil dieser Version der GMM im Vergleich zur MLM be-





() bestimmt werden m

ussen. Damit sind hier nicht (J   1)  T -dimensionale,
sondern entsprechend (1.5) lediglich (J 1)-dimensionale Integrale zu berechnen. Von beson-
derem Interesse ist dabei das bin

are mehrperiodige Probitmodell. Da in diesem Fall J = 2 ist,
erfordert die Berechnung der Komponenten dieses GMM-Ansatzes nicht die L

osung mehrdi-
mensionaler Integrale. Deshalb entstehen hier bei der Bestimmung der Auswahlwahrschein-
lichkeiten P
ijt




angig von T keine
rechnerischen Probleme. Dagegen erfordert die MLM in bin

aren mehrperiodigen Probitmo-
dellen die Bestimmung T -dimensionaler Integrale.





gen Probitmodell. Mit den dort gew

ahlten Momentenrestriktionen entsprechend (2.8) besteht
keine Abh

angigkeit von den Kovarianz-Parametern der Varianz-Kovarianz-Matrix . Diese
24









atzlicher Momentenfunktionen auch solche Kovarianz-Parameter einbezogen
werden, vgl. Lechner/Breitung, 1996, Breitung/Lechner, 1999). Zu beachten ist dabei, da
dieser GMM-Sch






schaften besitzt (vgl. Kapitel 2.3). Insbesondere ist aber zu ber

ucksichtigen, da die rechne-
rische Einfachheit dieser Variante der GMM-Sch

atzung generell nicht f

ur Mehralternativen-
Probitmodelle gilt. Sowohl in mehrperiodigen als auch in einperiodigen Mehralternativen-
Probitmodellen m

ussen bei der Verwendung der Momentenfunktionen (2.8) im allgemeinen
(J   1)-dimensionale Integrale berechnet werden. Damit k

onnen bei groem J erneut rech-
nerische Probleme entstehen.
Eine alternative Spezikation der Momentenrestriktionen im MMPM ergibt sich durch die






ur die entsprechend (1.11)
bernoulliverteilten Zufallsvariablen Y
is











































































































ussen bei dieser Version der GMM entsprechend (1.6) die durch (J   1)  T -
dimensionale Integrale gekennzeichneten Auswahlwahrscheinlichkeiten P
is
() berechnet
werden. Somit ergeben sich schon bei einer moderaten Anzahl an Kategorien J und/oder
Perioden T rechnerische Probleme im iterativen Minimierungsproze. Selbst im bin

aren Pro-
bitmodell ist diese Version der GMM bei hohem T mit herk

ommlichen numerischen Inte-










(), so da die Momentenfunktionen in (2.8) und in (2.10) ineinander

uberie-
en. In diesem Fall m

ussen deshalb im allgemeinen (J   1)-dimensionale Integrale berechnet
werden.
Festzuhalten ist damit, da auch die GMM-Sch

atzung im exibel formulierten MMPM vor
dem Problem der Berechnung mehrfacher Integrale steht. Einen Ausweg bieten hier erneut
Simulationsverfahren zur Approximation der Auswahlwahrscheinlichkeiten (vgl. Kapitel 3).
Diese Simulationsverfahren k

onnen dann mit der GMM verkn

upft werden. Die aus dieser

Uberlegung bestehende Simulierte GMM wird in Kapitel 4.2 betrachtet.
25















Konsistenz sowie eine asymptotische Normalverteilung vor (vgl. z.B. Amemiya, 1985, S. 115



























































































Im MMPM konkretisiert sich die Informationsmatrix zu:
I(
_













































































ufen (vgl. Kapitel 5) bzw. Kondenzintervalle zu konstruieren.
Die MLM besitzt im Gegensatz zu anderen Sch

atzmethoden und vor allem im Gegensatz
zur GMM die Eigenschaft der asymptotischen EÆzienz. Diese Eigenschaft bezieht sich auf
























die asymptotische Cramer-Rao-Schranke erreicht






































































































zu verstehen. Diese Darstellungs-













(mit der Gewichtungsmatrix W
N
p





 Konsistenz und eine asymptotische





































































































































































atzen. Die Komponenten G und
P k

onnen konsistent auf der Grundlage der entsprechenden Stichprobenmomente gesch

atzt








Bei der Betrachtung der asymptotischen Varianz-Kovarianz-Matrix V
GMM
ist zu erkennen,
da diese insbesondere von W (und damit von W
N




angt. Hinsichtlich der asymptotischen EÆzienz bilden diese Matrizen den Ansatzpunkt
f





uber die optimale Wahl dieser Matrizen werden
von Hansen (1982), Newey (1990 bzw. 1993) sowie Bertschek/Lechner (1998) beschrieben.







die Wahl der Gewichtungsmatrix W
N
obsolet wird. Nun h

angt die optimale Instrumenten-
matrix vom unbekannten Parametervektor
_









durch einen konsistenten Sch


































mehrperiodigen Probitmodell verwendet werden. Festzuhalten ist aber, da unter der Ber

uck-






eine asymptotische EÆzienz lediglich
in der eingeschr





ur die bestimmte Momentenrestriktionen
zugrunde liegen, erreicht werden kann.
2.3.3 Zusammenhang zwischen der MLM und der GMM
Entsprechend den obigen

Uberlegungen ist die GMM im Gegensatz zur MLM nicht in einer
allgemeinen Klasse von Sch






atzer selbst zur Klasse der GMM-Sch

atzer. Entsprechend (2.5) gilt f








)] = 0. Zudem erh











































; ) = S
i
() sowie die Instrumen-
tenmatrix A
i









































atzer betrachtet werden. Dadurch ist der MLM-
Sch

atzer insbesondere in der Klasse der GMM-Sch

atzer asymptotisch eÆzient (vgl. Ne-
wey/McFadden, 1994, S. 2162 ).
F

ur den Spezialfall des MMPM lassen sich

uber diese allgemein geltenden Zusammenh

ange
hinaus weitere Beziehungen zwischen der MLM und der zweiten Version der GMM gem

a
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. Allerdings leidet dieser Ansatz darunter, da f

ur jede Untersuchungseinheit




ur alle potentiellen Kategoriensequen-



















































(). Unter der Ber

uck-
sichtigung einer Instrumentenmatrix A
i














entsprechend (2.10) bzw. (2.11) GMM-Sch

atzer konstruieren. Die Instrumentenmatrix A
i





iterativen Optimierungsproze nicht modiziert werden darf (vgl. McFadden, 1989, S. 998).























dingungen, die den Ableitungen der Loglikelihoodfunktion asymptotisch entsprechen. Somit
gelangt man in diesem Fall zu einem GMM-Sch

atzer, der asymptotisch eÆzient ist. Die
Anzahl der unbekannten Parameter entspricht dabei der Anzahl der unbedingten Momen-
tenrestriktionen. Hinsichtlich der Durchf








 berechnet werden, ohne die asymptotischen Eigen-










































 abgeleitet werden mu,
wodurch ein zweistuges Sch

atzverfahren vorliegt. Dabei stellt sich hinsichtlich der empi-
rischen Anwendung der optimalen GMM-Sch

atzung insbesondere die Frage, mit welchem




 in der ersten Stufe vorgenommen werden soll.
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atzer zwar entsprechend Kapitel 2.3.2 bzgl.
_
 Konsistenz
und eine asymptotische Normalverteilung vorliegt, aber keine asymptotische EÆzienz in ei-
ner allgemeinen Klasse von Sch












() entsprechend (2.8) keine M

oglichkeit, einen asymptotisch eÆzi-
enten GMM-Sch

atzer im MMPM abzuleiten. Hinsichtlich der asymptotischen EÆzienz kann





a (2.9) nicht ausgenutzt werden. Bei der optimalen GMM-Sch

atzung im (exibel for-
mulierten) MMPM in (2.18) m

ussen entsprechend (2.11) im iterativen Minimierungsproze
(J   1) T -dimensionale Integrale berechnet werden. Damit ergeben sich hier ebenso wie bei
der MLM-Sch






atzliche Problematik der klassischen Parametersch

atzung im MMPM werden
im folgenden Kapitel Simulationsverfahren diskutiert, mit denen Wahrscheinlichkeiten ap-
proximiert werden k







Die wesentliche Erkenntnis des vorhergehenden Kapitels besteht darin, da die Parame-
tersch

atzung im MMPM mit der MLM bzw. mit der GMM die Berechnung der Auswahl-
wahrscheinlichkeiten P
ijt
() entsprechend (1.5) bzw. insbesondere P
is
() entsprechend (1.6)
erfordert. Die Bestimmung dieser (im allgemeinen) durch Vielfachintegrale gekennzeichneten
Wahrscheinlichkeiten ist aber oft mit herk

ommlichen (deterministischen) numerischen Inte-





die Wahrscheinlichkeiten jedoch schnell und pr

azise mit Hilfe von (stochastischen) Simula-
tionsmethoden, d.h. mit transformierten Ziehungen von Pseudo-Zufallszahlen, approximiert
werden. Mit der Darstellung des einfachen H






atzliche Prinzip derartiger Verfahren erl

autert. Aufgrund einer Vielzahl





verfahren nicht durchgesetzt. Mit der Importance-Sampling-Technik, die eine ganze Klasse
von Simulatoren darstellt, k






ammt werden. Abgeleitet wird in diesem Kapitel insbesondere der wich-
tigste Vertreter dieser Familie, der Geweke-Hajivassiliou-Keane- bzw. Smooth-Recursive-
Conditioning-Simulator. Dieser Simulator hat sich in vergleichenden Monte-Carlo-Studien
hinsichtlich der Ann

aherung an die wahre Wahrscheinlichkeit gegen

uber vielen anderen Si-
mulationsmethoden als

uberlegen erwiesen. Deshalb wird dieser Simulator als Spezialfall
von Importance-Sampling-Simulatoren (auch im Hinblick auf die Monte-Carlo-Studien in
Teil II) ausf

uhrlich betrachtet. Zu betonen ist, da alle in diesem Kapitel diskutierten Simu-
lationsmethoden konsequent auf die Auswahlwahrscheinlichkeiten P
is
() entsprechend (1.6)





Grundlegender Ausgangspunkt der rechnerischen Probleme bei der Parametersch

atzung im
exibel formulierten MMPM ist ein Zufallsvektor U = (U
1





f(u), wobei U  NV (0; 





ur die Wahl einer bestimmten Kategoriensequenz s durch Untersuchungseinheit i gilt z.B.






































































= erw [1(U 2 A)] (3.2)
Dabei stellt 1(U 2 A) die Indikatorfunktion f

ur das Ereignis A = fa < U < bg mit
a = (a
1




und b = (b
1




dar. Somit kann die Wahrscheinlichkeit P () in
(3.1) als Erwartungswert dieser Indikatorfunktion ausgedr






augkeitssimulator mit Hilfe einzelner Zufallsvektoren U
r
(r = 1; : : : ; R), die
aus der Verteilung von U gezogen werden, die relative H

augkeit der Ereignisse U
r
2 A. Da-
bei bezeichnet R die Anzahl der jeweiligen Zufallsziehungen bzw. Simulationsreplikationen.









Ausgangspunkt ist eine Cholesky-Zerlegung der Varianz-Kovarianz-Matrix

 von U , d.h. eine untere Dreiecksmatrix L mit L  L
0
= 
 (zur Generierung von L vgl.
Davidson/MacKinnon, 1993, S. 788 f). Seien nun E
h
(h = 1; : : : ; H) unabh

angige standard-
normalverteilte Zufallsvariablen. Mit E = (E
1




und  = (
1





+L E  NV (; 
). Den Zufallsvektor U mit U  NV (0; 
) erh

alt man somit durch L E.









Zur Erzeugung standardnormalverteilter Zufallsvariablen existieren in vielen Programmpaketen Pseudo-
Zufallszahlen-Generatoren. Liegen keine derartigen Generatoren f

ur normalverteilte Zufallsvariablen vor,
k

onnen diese aus [0;1]-rechteckverteilten Pseudo-Zufallsvariablen abgeleitet werden. Allgemein ist Y = F (X)
im Intervall [0;1] rechteckverteilt (zur Rechteckverteilung vgl. Anhang A), falls die Verteilungsfunktion F (x)
einer Zufallsvariablen X stetig ist (vgl. z.B. Fisz, 1973, S. 177).

Ubertragen auf eine standardnormalver-
teilte Zufallsvariable X mit der Verteilungsfunktion (x) ergibt sich, da (X) im Intervall [0;1] recht-
eckverteilt ist. Zu einer Realisation x von X gelangt man damit ausgehend von der Realisation y einer






















































ussen sowohl bei der MLM als auch bei der GMM (zweite Version, vgl. Kapi-
tel 2.2) die Auswahlwahrscheinlichkeiten P
is
() entsprechend (1.6) berechnet werden. Eine
solche im allgemeinen durch (J   1) T -dimensionale Integrale gekennzeichnete Wahrschein-


















(r = 1; : : : ; R), die












= 1; : : : ; J ; k 6= j
it









































































augkeitssimulator haben Lerman/Manski (1981) erstmals Auswahlwahrschein-









() aus (3.3) ist ein erwartungstreuer Simulator f

ur die Wahr-










fP ()[1  P ()]g, da die Indikatorfunktion 1(U 2 A) eine mit P () ber-







ur R ! 1 gegen Null. Obwohl der H

augkeitssimulator einfach und schnell
zu berechnen ist, liegen im Hinblick auf die empirische Anwendung eine Reihe negativer
Begleiterscheinungen vor:
 Bei einer endlichen Anzahl R an Simulationsreplikationen besitzt der Simulator eine
positive Wahrscheinlichkeit daf

ur, den Wert Null anzunehmen. Dies ist hinsichtlich
der Verkn

upfung mit der MLM h

ochst problematisch (vgl. Kapitel 4.1). Um hierbei
Schwierigkeiten zu vermeiden, ist eine hohe Anzahl von R notwendig (vgl. vor allem
Lerman/Manski, 1981).
 Der Simulator ist ineÆzient. Insbesondere kleine Wahrscheinlichkeiten lassen sich mit
den relativen H

augkeiten im Rahmen des Simulators nur durch eine riesige Anzahl R
an Simulationsreplikationen hinreichend gut approximieren.
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 Der Simulator ist nicht stetig. Eine

Anderung der Parameter der betrachteten Wahr-
scheinlichkeit verursacht lediglich eine Ver

anderung der relativen H

augkeiten in dis-





atzverfahren (vgl. Kapitel 4).
In vergleichenden Monte-Carlo-Studien (z.B. B

orsch-Supan/Hajivassiliou, 1993, Hajivassi-
liou u.a., 1996) hat sich gezeigt, da der H

augkeitssimulator vielen anderen Simulations-
methoden, bei denen Wahrscheinlichkeiten in stetiger Abh

angigkeit von den Parametern
approximiert werden, hinsichtlich der Ann

aherung an die wahre Wahrscheinlichkeit unter-





Simulation von Wahrscheinlichkeiten mit Hilfe der Importance-Sampling-Technik ein geeig-
neter allgemeiner Ansatz.
3.2 Importance-Sampling
Das Prinzip dieser Klasse von Simulatoren wird durch die modizierte Darstellung der Wahr-












































Dabei bezeichnet g(v) die Dichtefunktion eines Zufallsvektors V = (V
1







ager in einer Menge, die A umfat (vgl. auch B

orsch-Supan, 1994, S. 28 f). F

ur
die Approximation der Wahrscheinlichkeit in (3.1) ergibt sich mit den aus der Verteilung von







































































Dabei bezeichnet R wiederum die Anzahl der Simulationsreplikationen. Zu erkennen ist,
da der Importance-Sampling-Simulator im Gegensatz zum H

augkeitssimulator nicht auf
Ziehungen aus der Verteilung des zugrunde liegenden (normalverteilten) Zufallsvektors U
beruht. Diese Vorgehensweise ist insbesondere dann sinnvoll, wenn eine derartige Ziehung







oglichst gro ist. Im idealen Fall besitzt g(v) genau den Tr

ager A, so da
P (V
r
2 A) = 1, wodurch in (3.6) die Indikatorfunktion 1() vernachl

assigt werden kann.
Eine wichtige Rolle spielt dabei auch, da sich die Dichtefunktion g(v) im Intervall A der
Dichtefunktion f(v) gut anpat, d.h. da der Quotient
f(v)
g(v)
relativ konstant ist (vgl. z.B.
Hajivassiliou u.a., 1996, S. 96, Kaltenborn, 1997, S. 63 ).






ur die Wahl einer Kategori-




























































































() aus (3.6) ein erwartungstreuer Simulator f

ur die Wahr-























































































































() stochastisch gegen die Wahrscheinlichkeit P (). F

ur eine end-














































































































Importance-Sampling-Simulatoren unterscheiden sich nach der Wahl der Importance-Dich-
tefunktionen g(v). Hajivassiliou u.a. (1996) analysieren Importance-Dichtefunktionen, die
sich auf unabh

angige exponentialverteilte bzw. auf gestutzte normalverteilte Zufallsvaria-
blen beziehen. Vijverberg (1997) extrahiert im Rahmen der Importance-Sampling-Technik
eine Klasse rekursiver Simulatoren. Der wichtigste Vertreter dieser Familie ist der Smooth-
Recursive-Conditioning (SRC)- bzw. Geweke-Hajivassiliou-Keane (GHK)-Simulator.
3.3 Der GHK-Simulator
Um den GHK-Simulator als Importance-Sampling-Simulator zu interpretieren, wird die





(h = 1; : : : ; H) dargestellt (vgl. im folgenden Wilde, 1999, S. 112 ). Mit U  NV (0; 
),
der Cholesky-Zerlegung (vgl. Kapitel 3.1) L  L
0
= 
 und E = (E
1




 NV (0; I)
gelten L E  NV (0; 
) und L
 1
U  NV (0; I). Die Elemente der unteren Dreiecksmatrix
L aus dieser Cholesky-Zerlegung seien l
km
(k;m = 1; : : : ; H) mit l
km
= 0, falls m > k. Mit
Hilfe des Transformationssatzes f

ur Dichtefunktionen normalverteilter Zufallsvektoren (vgl.
auch Anhang A) sowie der Substitutionsregel f

ur Mehrfachintegrale (vgl. z.B. Wilde, 1999,







































































































































































Es bezeichnet '() die Dichtefunktion einer standardnormalverteilten Zufallsvariablen. Man
erkennt, da der Integrationsbereich A jetzt von L und insbesondere von den Integrations-
variablen e
1




angt, so da die Integralgrenzen gegen

uber der Darstellung in (3.1)
komplexer werden. Unter Einbeziehung der Indikatorfunktion 1() kann die Wahrscheinlich-










































































































































; : : : ; v
h 1
ab, die sich aus der Dichte-

















































































































































Beim GHK-Simulator werden demnach die einzelnen Komponenten V
h
von V = (V
1




rekursiv von der auf V
1


















ur die Approximation von P ()













































() entsprechend (1.6) f

ur die Wahl einer Kategoriensequenz s
durch Untersuchungseinheit i l

at sich im Hinblick auf die Anwendung des GHK-Simulators
wie folgt modizieren (vgl. im folgenden B

orsch-Supan u.a., 1992, B

orsch-Supan/Hajivassi-




















H = (J   1)  T -dimensionalen Vektoren a
i












































































 NV (0; 

s
). Die Elemente der unteren Dreiecksmatrix L werden wiederum mit
l
km
(k;m = 1; : : : ; H) bezeichnet, wobei l
km





























































































































onnen demnach als Produkt bedingter Wahrscheinlichkei-










Die Dichtefunktion einer im Intervall [a; b] (mit a < b) gestutzten standardnormalverteilten Zufalls-
variablen X
gest
lautet ausgehend von einer standardnormalverteilten Zufallsvariablen X mit der Dich-








. Daraus ergibt sich die Verteilungsfunktion von X
gest
(vgl. auch Stern,




















f(a) + [(b) (a)]Y g. Mit dieser

Uberlegung gelangt man ausgehend von der




1; : : : ; R) gestutzter standardnormalverteilter Zufallsvariablen in den Grenzen, die sich aus
a
i












































































































































































erwartungstreu hinsichtlich der zu berechnenden Wahrscheinlichkeit P () in (3.1). Dieses Re-
sultat ergibt sich direkt aus der Darstellung des GHK-Simulators als Importance-Sampling-
Simulator. Im Unterschied zum H

augkeitssimulator ist der GHK-Simulator stetig und dif-
ferenzierbar in den Parametern, die die Wahrscheinlichkeit bestimmen. Zudem kann der
GHK-Simulator nicht den Wert Null annehmen. In vergleichenden Monte-Carlo-Studien hat
sich die

Uberlegenheit des GHK-Simulators gegen

uber vielen anderen Simulationsmetho-
den (z.B. auch gegen











uhleisen, 1994, S. 142 , Hajivassiliou u.a., 1996, Kaltenborn,
1997, S. 70 , Vijverberg, 1997):
3
 Sehr kleine Wahrscheinlichkeiten k






Unbetrachtet bleiben in dieser Arbeit Weiterentwicklungen des GHK-Simulators, wie z.B. der Line-
Integral-Simulator entsprechend Breslaw (1994) oder der Accelerated-Importance-Sampling-Simulator ent-
sprechend Zhang/Lee (1998). Ausgangspunkt dieser beiden Ans

atze ist der Versuch, die Varianz eines Simu-





unstigere Ergebnisse als die Verwendung des GHK-Simulators zu liefern (zum Line-Integral-
Simulator vgl. auch die Untersuchungen von Bommert, 1999, S. 68 ). Allerdings mu ber

ucksichtigt werden,
da diese Simulationsverfahren auf dem GHK-Simulator selbst beruhen. Letztlich ist damit im Vergleich zur
alleinigen Verwendung des GHK-Simulators eine wesentlich komplexere Implementierung notwendig. Zudem
liegen im Hinblick auf die empirische Verwendung noch viel zu wenig praktische Erfahrungen bei der Ein-
beziehung der beiden Simulatoren in klassische Sch

atzverfahren vor (zur Verkn








 Der GHK-Simulator besitzt vergleichsweise einen geringeren mittleren quadratischen
Fehler bei der Ann

aherung an die wahre Wahrscheinlichkeit.
 Eine kleine Anzahl R an Simulationsreplikationen gen

ugt, um mit dem GHK-Simulator
Wahrscheinlichkeiten sehr genau zu sch

atzen.
Abschlieend sei zu bemerken, da die betrachteten Simulationsverfahren bisher ausschlie-
lich zur Approximation von Wahrscheinlichkeiten verwendet wurden. Jedoch tauchen im
Rahmen des MMPM sowohl bei der MLM- als auch bei der GMM-Sch












auf (eine kompakte Darstellung von Wahrscheinlichkeiten
und deren Ableitungen ndet sich z.B. in Hajivassiliou u.a., 1996, S. 88 f, vgl. auch Kapitel
4.4.1). Falls diese Ableitungen durch Mehrfachintegrale gekennzeichnet sind, k

onnen auch





erwartungstreu simuliert werden (vgl. z.B.
M



























erwartungstreu simuliert werden, jedoch impliziert eine unverzerrte
Simulation von P
is





. Dieser Sachverhalt spielt
bei der vergleichenden Betrachtung der im folgenden diskutierten simulierten klassischen
Sch









In diesem Kapitel werden zun

achst die im vorhergehenden Kapitel erl

auterten Simulations-




a Kapitel 2 eingebettet. Damit gelangt
man zur Simulierten Maximum-Likelihood-Methode und zur Simulierten Verallgemeiner-
ten Momentenmethode. Auch diese simulierten Sch

atzer werden konsequent anhand des in
Kapitel 1.2.2 abgeleiteten exibel formulierten MMPM dargestellt. Insbesondere bei der
Analyse der asymptotischen Eigenschaften werden aufbauend auf den Erl

auterungen in Ka-
pitel 2.3 die speziellen Beziehungen zwischen der Simulierten Maximum-Likelihood-Methode
und der Simulierten Verallgemeinerten Momentenmethode im MMPM abgeleitet. Heraus-
gearbeitet wird, inwiefern eine mehrstuge Simulierte Verallgemeinerte Momentenmetho-





aug im Konikt zwischen der Praktikabilit

at in der Anwen-
dung und w

unschenswerten asymptotischen Eigenschaften steht. Basierend auf diesem Span-
nungsverh

altnis werden in der Literatur weitere simulierte klassische Sch

atzmethoden und
-strategien vorgeschlagen. In diesem Kapitel werden mit der Methode der Simulierten Scores,
mit der modizierten Simulierten Verallgemeinerten Momentenmethode nach Keane sowie
mit der Simulierten Linearisierten Maximum-Likelihood-Methode drei Ans

atze anhand des
MMPM diskutiert. Darauf aufbauend liegt der Schwerpunkt dieses Kapitels in der verglei-





wird argumentiert, warum letztlich die Simulierte Maximum-Likelihood-Methode unter der
Einbeziehung des GHK-Simulators in der Abw

agung zwischen den asymptotischen Eigen-
schaften und der praktischen Eignung f

ur die empirische Anwendung im exibel formulier-
ten MMPM zu empfehlen ist. Mit der Andeutung noch oener Fragen f

ur den Umgang mit
diesem speziellen simulierten klassischen Sch

atzverfahren im MMPM wird zum Schlu ein
Ausblick auf die Monte-Carlo-Studien in Teil II gegeben.
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4.1 Die Simulierte Maximum-Likelihood-Methode
(SMLM)






































; ) im Ma-























; ) im allgemeinen von einem Zufallsterm V
i
mit bekannter Vertei-
lung ab. Mit den entsprechend dieser Verteilung gezogenen V
ir
(i = 1; : : : ; N ; r = 1; : : : ; R)
gelangt man zu einem SMLM-Sch









































































() approximiert werden. Bei der Ver-
kn


















































































































Die Einbeziehung des Superskripts s in (4.2) sowie unten in (4.3) und (4.4) deutet jeweils
die Abh

angigkeit der KoeÆzienten und Variablen von den einzelnen Kategoriensequenzen
s 2 S an.
Bei der Verkn

















































































































Schlielich gelangt man bei der Verkn








































































































































































































nach (4.1) in Analogie zu (2.3) eine L


























































Zu beachten ist, da der H

augkeitssimulator entsprechend Kapitel 3.1 diskret ist, so da mit
der Einbeziehung dieses Simulationsverfahrens eine derartige Ableitung nicht m

oglich ist. Im













































Zu betonen ist, da bei der SMLM-Sch

atzung im MMPM f

ur eine Beobachtungseinheit









simuliert werden mu. Dadurch ergeben sich h

aug rechnerische Vorteile gegen

uber der An-
wendung der im folgenden diskutierten Simulierten Verallgemeinerten Momentenmethode.
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4.2 Die Simulierte Verallgemeinerte Momentenmetho-
de (SGMM)
Ausgangspunkt der Simulierten Verallgemeinerten Momentenmethode (SGMM) ist entspre-










































































; ) von einem Zufallsterm V
i
mit bekannter Verteilung abh

angt. Mit den
entsprechend dieser Verteilung gezogenen V
ir
(i = 1; : : : ; N ; r = 1; : : : ; R) gelangt man zu
einem SGMM-Sch

































































Im MMPM werden in Kapitel 2.2 zwei m


















(). Bei einer groen
Anzahl J an Kategorien k

onnen die im allgemeinen durch (J   1)-dimensionale Integra-


































des J  T -
dimensionalen Vektors P
i
(). Bei der Verkn




















() ergeben sich folgende Versionen der SGMM-Sch

atzer im



















































In der Literatur ist diese Variante der SGMM im MMPM (nach meiner Kenntnis) noch
nicht verwendet bzw. mit der SMLM verglichen worden. Im Gegensatz zur SMLM-Sch

atzung
im exibel formulierten MMPM m

ussen hier nicht (J   1)  T -, sondern lediglich (J   1)-
dimensionale Integrale in den Auswahlwahrscheinlichkeiten P
ijt
() approximiert werden. Da-
mit liegen scheinbar geringere rechnerische Kosten vor. Allerdings ist zu beachten, da bei




ur jede Untersuchungseinheit i = 1; : : : ; N und f

ur alle
Kategorien j = 1; : : : ; J in s

amtlichen Perioden t = 1; : : : ; T simuliert werden m

ussen.






; ) im MMPM erscheinen der-












(). Bei groen J und/oder T k

onnen die im allgemeinen durch (J 1)T -dimensionale





() nach den obigen

Uberlegungen

































































upft werden. Daraus ergeben sich folgende Versionen der SGMM-Sch

atzer



















































Zwar beinhaltet dieser Sch

atzansatz im MMPM genauso wie die SMLM die Simulation
der P
is
(). Im Gegensatz zur SMLM m

ussen bei diesen Versionen der SGMM aber die im





ur die Wahl aller J
T
potentiellen Kategoriensequenzen s 2 S approximiert werden.
Bei groen J und/oder T f

uhrt dies schnell zu einem immensen Rechenaufwand, so da diese
Versionen der SGMM dann nicht handhabbar sind. Einen m

oglichen Ausweg aus diesen
rechnerischen Problemen bietet eine modizierte SGMM nach Keane (1994) (vgl. Kapitel
4.4.2).
Ebenso wie bei der Verkn






keitssimulators mit der GMM (bei endlichem R) eine vom Parametervektor  abh

angige
diskrete Zielfunktion. So gelangt man schon bei einer minimalen Modikation der Parame-
terwerte zu einer Ver

anderung der Zielfunktion in diskreten Schritten. Dies f

uhrt einerseits
zu numerischen Problemen bei der Optimierung nach  (vgl. B

orsch-Supan/Hajivassiliou,
1993), andererseits zu einer komplexeren asymptotischen Theorie hinsichtlich der simulier-
ten Sch

atzverfahren. Aus diesem Grund wird bei der folgenden Untersuchung der asympto-
tischen Eigenschaften davon ausgegangen, da in die MLM bzw. in die GMM ein stetiger
Simulator (und insbesondere der GHK-Simulator) eingebettet wird. Dabei sollte beachtet
werden, da die ganz zu Beginn erzeugten Pseudo-Zufallszahlen (Ausgangspunkt sind h

aug
Realisationen [0;1]-rechteckverteilter Pseudo-Zufallsvariablen, vgl. Kapitel 3) im iterativen
Suchproze des jeweiligen Sch

atzers nicht mit den Parametern ver

andert werden (vgl. z.B.













Es wird also unterstellt, da f

ur jede Untersuchungseinheit i unabh

angig voneinander je-
weils R unterschiedliche Simulationsreplikationen durchgef






ar gezogenen Zufallszahlen f

ur alle Untersuchungseinheiten zur Appro-
ximation der Auswahlwahrscheinlichkeiten verwendet werden. In diesem Fall gelangt man
kontr

ar zur folgenden Analyse zu dierenzierten asymptotischen Eigenschaften der SMLM-
und SGMM-Sch

atzer (vgl. Gourieroux/Monfort, 1991, Lee, 1992 bzw. 1995).
4.3 Asymptotische Eigenschaften im Vergleich
4.3.1 SMLM
Ausgangspunkt der SMLM ist gem



























() entscheidend. Allerdings ist die resultierende unverzerrte Simu-
lation der Likelihoodfunktion weder notwendig noch hinreichend f

ur die Konsistenz des
SMLM-Sch

atzers (vgl. Hajivassiliou/Ruud, 1994, S. 2414). Unter einer Reihe von Regu-
larit

atsbedingungen (vgl. Gourieroux/Monfort, 1991, Hajivassiliou/Ruud, 1994, Lee, 1999,
die jeweils insbesondere von der unabh
















ur eine feste Anzahl R an Simulationsreplikationen und f








 ein inkonsistenter Sch




























; ) unverzerrt zu approximieren. Eine derartige erwar-











 ein konsistenter Sch

atzer.













) vorliegen, falls R im Verh

altnis zu N nicht ausreichend
























































) entsprechend Kapitel 2.3.1 die Informationsmatrix. Im allge-
meinen Fall ist der (dim   1)-dimensionale Vektor  ungleich dem Nullvektor. Im
Rahmen des MMPM h






() ab (vgl. die Ableitungen von Lee, 1995, im multinomialen
Probitmodell).













= 0 asymptotisch eÆzient ist.
4.3.2 SGMM
Der in theoretischer Hinsicht wesentliche Unterschied zwischen der SGMM und der SMLM








; ) in den zugrunde lie-

















; ) verschwinden die Simulationsverzerrungen

uber
das Gesetz der groen Zahlen f














nicht notwendig, die Anzahl R der Simulationsreplikationen gegen unendlich wachsen zu










(vgl. Hajivassiliou/Ruud, 1994, bzw. McFadden, 1989, speziell f





ur eine feste Anzahl R an Simulationsreplikationen und f













ur eine feste Anzahl R an Simulationsreplikationen und f




























) entsprechend Kapitel 2.3.2 und zum an-
deren den Einu der Simulationen. Dabei spielt insbesondere die Varianz des verwen-
deten Simulators eine wichtige Rolle.
 F






















) (vgl. auch die Ausf

uhrungen von Gourieroux/Monfort,
1991, 1993 bzw. 1996, S. 29 zur asymptotischen relativen EÆzienz des SGMM-Sch

atzers
im Vergleich zum GMM-Sch

atzer.
Bei den beschriebenen asymptotischen Eigenschaften m

ussen hinsichtlich der Beziehungen
zwischen der GMM und der SGMM dieselben Momentenbedingungen zugrunde liegen. Nun
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k
onnen bei der SGMM genauso wie bei der GMM sowohl die Gewichtungsmatrix W
N
als
auch die Instrumentenmatrix A
i





die optimaleWahl dieser Matrizen bei der SGMM und insbesondere

uber den Zusammenhang
zur optimalen Wahl dieser Matrizen bei der GMM werden in Gourieroux/Monfort (1996, S.
31 ) beschrieben. Letztlich gelangt man (basierend auf bestimmten Momentenrestriktio-
nen) bei der SGMM f












) im Rahmen der GMM-Sch

atzung. Die GMM ist jedoch
im allgemeinen nicht asymptotisch eÆzient (vgl. Kapitel 2.3.2). Ebenso wie bei der GMM
stellt sich also auch hier die Frage, inwieweit mit der SGMM die asymptotische EÆzienz
des MLM-Sch

atzers erreicht werden kann. Aufbauend auf den Ableitungen in Kapitel 2.3.3
wird deshalb im folgenden der spezielle Zusammenhang zwischen der SMLM und der SGMM
im MMPM analysiert. Zu beachten ist dabei, da die (von Probitmodellen abstrahierenden)
















() = 1 (vgl. Lee, 1995, S. 441) ergeben sich entsprechend (2.17)











































































; : : :)
0
. Ausgehend von dieser




























)] = 0 (vgl. auch Kapitel





















mit dem Nullvektor zu einem SGMM-Sch






































































(r = 1; : : : ; R) mit H = (J 1) T gilt, keine



























































()] vor, selbst wenn diese Gr























































(r = 1; : : : ;

R) simuliert
werden. Die Voraussetzung f

































































































 gelangt man dann im MMPM zum simulierten
Analogon von (2.18), d.h. zu einem SGMM-Sch











































































































































R an Simulationsreplikationen nicht erwartungstreu approximiert werden k

onnen.
Auerdem mu wegen der vorliegenden Simulationsverzerrungen mit N !1 sowohl R als
auch

R gro sein, um der asymptotischen EÆzienz des MLM-Sch

atzers hinreichend nahezu-
kommen (vgl. Gourieroux/Monfort, 1996, S. 95).







atzer bei der empirischen Anwendung im MMPM eine mehrstuge
49
Vorgehensweise an (vgl. McFadden, 1989, Stern, 1997 bzw. 2000). Zun

achst ist ein SGMM-
Sch

atzer mit Hilfe einer leicht handhabbaren Instrumentenmatrix abzuleiten. Dieser ist hin-
sichtlich
_
 bei einer beliebigen festen Anzahl an Simulationsreplikationen konsistent. Danach
kann unter der Verwendung des SGMM-Sch

atzers aus der ersten Stufe die obige optimale
Instrumentenmatrix mit einer sehr groen Anzahl

R an Simulationsreplikationen approxi-
miert werden. Dies ist rechnerisch handhabbar, da dieser Simulationsvorgang nur einmal
durchgef

uhrt werden mu. Schlielich kann man mit der approximierten idealen Instrumen-



























; ) kann im allgemeinen kein
SGMM-Sch






Uberlegung gilt insbesondere f


















a (4.8). Dementsprechend mu der rechneri-

















werten asymptotischen Eigenschaften steht. Daran ankn

upfend werden in der Literatur eine
Reihe weiterer simulierter (klassischer) Sch

atzmethoden bzw. -strategien vorgeschlagen. Im
folgenden werden drei Ans

atze dargestellt und hinsichtlich der Anwendung imMMPM disku-
tiert. Herausgearbeitet wird bei der zun

achst betrachteten Methode der Simulierten Scores
insbesondere, inwiefern dort Ideen der SMLM und der SGMM verbunden werden.
4.4 Alternative simulierte klassische Sch

atzverfahren
4.4.1 Die Methode der Simulierten Scores























. Falls die Scorefunktionen wegen
vorliegender Vielfachintegrale rechnerisch nicht handhabbar sind, k

onnen mit der MSS die
S
i




() approximiert werden. Damit erh











































































Diese Denition der MSS beinhaltet eine ganze Klasse denkbarer Sch

atzer. Ein Beispiel ist


























(vgl. im folgenden Hajivassiliou/McFadden, 1998). Im allgemeinen Fall k

onnen




































(i = 1; : : : ; N ; r = 1; : : : ;
































































































































in (4.14) bzw. (4.15) (unter der Verwendung

















! 1. Die Anzahl

R an Simu-
lationsreplikationen besitzt bei diesem MSS-Sch

atzer einen Einu auf das Erreichen der
asymptotische EÆzienz (vgl. auch Hajivassiliou/Ruud, 1994, S. 2432 f). Vorteilhaft ist es











































































































































Zu erkennen ist, da dieser MSS-Sch

atzer entsprechend (4.5) identisch mit dem SMLM-
Sch



































atzer zu interpretieren. In diesem Fall werden die S
i







(r = 1; : : : ;

R) bzw. in V
ir

















































ur das Erreichen der asymptotischen EÆzienz ist bei diesem Ansatz,
da

R gegen unendlich w

achst (vgl. McFadden, 1989, S. 1004).





ur die Scores S
i















() darstellt, ist der resultierende MSS-Sch

atzer auch ein SGMM-Sch

atzer
(vgl. Gourieroux/Monfort, 1996, S. 35). Damit w

urde eine erwartungstreue Simulation von
S
i





uhren (vgl. Hajivassiliou/McFadden, 1998). Der wesentliche Reiz der MSS im
Kontext der SGMM besteht darin, da die MSS-Sch

atzung im Hinblick auf die asymptoti-
sche EÆzienz der SGMM-Sch

atzung automatisch die optimalen Instrumente verwendet.
Eine erwartungstreue Simulation der Scores ist mit den bislang dargestellten stetigen Simu-
lationsverfahren jedoch nicht m

oglich. Ein Ansatzpunkt zur L

osung dieser Problematik ist







im MMPM. Um diesen Ansatz zu
beschreiben, wird im folgenden ein mit Erwartungsvektor  und Varianz-Kovarianz-Matrix 

normalverteilter Zufallsvektor U = (U
1




betrachtet. Im Hinblick auf das MMPM ist
mit a = (a
1




und b = (b
1




die Ableitung der logarithmiertenWahrscheinlich-
keit von P (; 












) zu berechnen, wobeiH = (J 1)T .













(h = 1; : : : ; H). Betrachtet man das Ereignis A = fa < U < bg, dann ergeben sich (vgl.


























ur eine kompakte Schreibweise kann man diese Ableitungen zusammenfassen in erw[g(U)j

















(vgl. auch Hajivassiliou u.a., 1996, S. 88 f).

Ubertragen auf das MMPM beinhaltet der Vektor  alle erkl

arenden Variablen sowie die
52
unbekannten Parameter in  und in 
1
; : : : ; 
J
(vgl. Kapitel 1.1). Werden im MMPM al-
le zu sch









mit Hilfe bedingter Erwartungswerte dargestellt werden. Sofern





; : : : ; V
Hr


















ahrleistet das Verfahren des (einfachen oder beschleunigten) ARS (vgl. z.B. Gou-
rieroux/Monfort, 1996, S. 107 , Hajivassiliou/Ruud, 1994, S. 2406 f) eine derartige Zie-
hung aus der Verteilung des gestutzten Zufallsvektors, so da ein empirisches Analogon
zu obigem bedingten Erwartungswert berechnet werden kann. Deshalb werden mit diesem
Simulationsverfahren die Scores S
i
() auch bei einer endlichen Anzahl R an Simulationsre-








, bei dem die Scores S
i
() mit dem ARS approximiert werden,














Der GSS (vgl. z.B. Hajivassiliou/Ruud, 1994, S. 2407 f) ist dagegen eine Marko-Ketten-
Simulationsmethode, die von Ziehungen aus der gestutzten (eindimensionalen) Normalver-
teilung ausgeht. Der Hintergrund dieser Strategie besteht darin, da eine mehrdimensionale
Verteilung mit strikt positiver Dichtefunktion durch die einzelnen eindimensionalen beding-
ten Dichtefunktionen gekennzeichnet ist (vgl. Gourieroux/Monfort, 1996, S. 109). Der GSS
gew

ahrleistet allerdings lediglich mit der Durchf

uhrung unendlich vieler sogenannter Gibbs
Resampling Runden eine Ziehung aus der Verteilung des gew

unschten (H-dimensionalen) ge-
stutzten Zufallsvektors (vgl. Hajivassiliou/McFadden, 1998, S. 881 ). Um R Replikationen
dieser Verteilung zu erhalten, m

ussen die einzelnen R
G
Resampling Runden R-mal wieder-







, bei dem die Scores S
i
() mit dem GSS approximiert werden, f

ur eine feste Anzahl R
G



























ur R!1 wird dar





Diese in aller K

urze angedeuteten asymptotischen Eigenschaften zeigen die wesentlichen
theoretischen Vorz

uge vor allem der Verkn

upfung der MSS mit dem ARS. Jedoch mu be-
achtet werden, da der urspr

ungliche ARS keine stetige Funktion der einzelnen Parameter
darstellt. Damit entstehen im iterativen Optimierungsproze

ahnliche Probleme wie bei der
Parametersch

atzung mit dem H

augkeitssimulator. Der GSS ist im Gegensatz zum ARS
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zwar ein stetiger Simulator. Allerdings ist die Ziehung der Zufallsvektoren bei diesem Ver-













Runden gegen unendlich gehen mu. Dadurch besteht aus der Sicht der asymptotischen
Theorie kein entscheidender Vorteil dieser Version der MSS z.B. gegen

uber der SMLM (vgl.
Kapitel 4.3.1). Festzuhalten ist, da entsprechend Kapitel 4.3.3 im Vergleich insbesondere
ein SGMM-Sch

atzer bei einer festen Anzahl R der Simulationsreplikationen f





4.4.2 Die modizierte SGMM nach Keane
Die wesentliche Einschr

ankung der Verwendung der herk

ommlichen SGMM im exibel for-
mulierten MMPM stellen jedoch entsprechend Kapitel 4.2 die rechnerischen Probleme dar.










liert werden, so da dieses Verfahren bei groen J und/oder T rechnerisch nicht durchf

uhrbar
ist. Diese Schwierigkeiten sind der Ansatzpunkt der Modikation der SGMM nach Keane
(1993 bzw. 1994; vgl. im folgenden auch Elrod/Keane, 1995, Geweke u.a., 1997). Grundlage











im MMPM entsprechend Kapitel 2.1.
Unter Beachtung von (1.2) und (1.6) sowie mit der

Uberlegung, da eine Beobachtungseinheit
i im Zeitablauf genau eine bestimmte Kategoriensequenz s w































































































































von Periode 1 bis Periode t. Somit kann die Loglikelihoodfunktion im MMPM mit einer Sum-
me logarithmierter bedingter Wahrscheinlichkeiten formuliert werden. In Analogie zu Kapitel
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0 (8t), so da f





















































































































Durch diesen Ansatz lassen sich erneut Momentenrestriktionen ableiten. Bei groen J und/









durch Mehrfachintegrale gekennzeichnet und k

onnen mit einer Simulationsmethode appro-
ximiert werden. Dadurch l

at sich eine (modizierte) SGMM-Sch

atzung konstruieren. Al-
lerdings ist die Simulation bedingter Wahrscheinlichkeiten komplexer als die Simulation un-
bedingter Wahrscheinlichkeiten. Dies erkennt man anhand der Formulierung der bedingten




















Zur Approximation dieser bedingten Wahrscheinlichkeiten schl

agt Keane (1993 bzw. 1994)
einen Algorithmus vor, der formal identisch mit dem GHK-Simulator ist, aber speziell im





ur eine Beobachtungseinheit i mit der R-fachen Ziehung
von Vektoren gestutzter standardnormalverteilter Zufallsvariablen, die von der Kategorien-
sequenz s abh






























Mit der Einbeziehung (dim   1)-dimensionaler Instrumentenvektoren A
ijt
gelangt man
















































a Kapitel 4.2 sind bei diesem Ansatz f

ur
jede Beobachtungseinheit i anstatt J
T
lediglich J  T verschiedene Wahrscheinlichkeiten zu
approximieren. Dadurch ist die modizierte SGMM-Sch

atzung (4.21) nach Keane auch im
exibel formulierten MMPM mit groen J und/oder T rechnerisch handhabbar.









ur eine feste Anzahl R an Simulationsreplikationen nicht erwar-





in diesem Fall unabh

angig von der Wahl der Instrumente
hinsichtlich
_
 einen inkonsistenten Sch

atzer dar. Lediglich f































(vgl. Keane, 1994, S. 108 f). Diese Eigenschaften unterscheiden den modizierten SGMM-
Sch

atzer nach Keane vom konventionellen SGMM-Sch

atzer (vgl. Kapitel 4.3.2). Festzuhalten
ist damit, da bei der modizierten SGMM nach Keane aus der Sicht der asymptotischen
Theorie auch keine g

unstigeren Eigenschaften vorliegen als bei der SMLM (vgl. Kapitel
4.3.1). Im Hinblick auf die asymptotische EÆzienz ist bei der modizierten SGMM-Sch

atzung
nach Keane zu bemerken, da in den Ansatz eine Approximation der sich aus (4.20) erge-



















4.4.3 Die Simulierte Linearisierte Maximum-Likelihood-Methode
Hinsichtlich des bereits angedeuteten Spannungsverh

altnisses zwischen der rechnerischen
Handhabbarkeit und der w






agt Hajivassiliou (2000, S. 79 f) eine Strategie vor, die auf der klassischen
Linearisierten MLM (LMLM) beruht (vgl. dazu z.B. Ruud, 2000, S. 333 f, Theil, 1971, S.










; ) kann allgemein gezeigt
werden, da der MLM-Sch




































sind (vgl. Ruud, 2000, S. 331 f), wobei I(
_
) entsprechend (2.12)
bzw. (2.13) die Informationsmatrix darstellt. Mit














) asymptotisch normalverteilt ist mit Er-
wartungsvektor Null und endlicher Varianz-Kovarianz-Matrix, sowie mit einer konsistenten
Sch

atzung der Informationsmatrix I(
_













































und damit asymptotisch eÆzient ist. Nun l

at sich die Informationsmatrix I(
_
) in ver-
schiedener Weise konsistent sch

atzen. Mit der Einbeziehung von

 und unter der Verwendung
der sp

ater in Kapitel 5.2 diskutierten konsistenten Sch




























































































atzung im exibel formulierten MMPM aufgrund vorliegender Mehrfach-
integrale f






(2000, S. 79 f) die

Uberlegungen zur LMLM auf simulierte Sch

atzverfahren. In der ersten Stu-
fe schl





atzung vor, die f

ur eine beliebige feste Anzahl R
an Simulationsreplikationen bzgl.
_
 konsistent ist. In der zweiten Stufe sollen die Informati-
onsmatrix sowie die Scores unter Verwendung des SGMM-Sch

atzwertes aus der ersten Stufe
mit einer riesigen Anzahl

R an Simulationsreplikationen (z.B. mit dem GHK-Simulator) ap-
proximiert werden. Dieses Vorgehen ist rechnerisch handhabbar, weil die Simulationen auf






ussen. Damit ergibt sich
der Sch


































































































































































































































(r = 1; : : : ;

R) mit H =
(J   1)  T die Erl

auterungen in Kapitel 4.1.
57
Im Hintergrund dieser Strategie steht ebenso wie bei der optimalen mehrstugen SGMM-
Sch






uhrt werden, eine groe Anzahl an Simulationsreplikationen vorgenom-
men werden kann. Damit lassen sich letztlich Simulationsverzerrungen weitgehend beseiti-














aug im Konikt zwischen w

unschenswerten asymptotischen Eigenschaften und der rech-
nerischen Praktikabilit

at. Im Hinblick auf letzteren Punkt scheidet vor allem die Verwen-
dung diskreter Simulatoren aus. Die Einbeziehung des H

augkeitssimulators in die SMLM
gem






a (4.8) bzw. (4.9), aber auch die Einbeziehung des ARS in die
MSS (vgl. Kapitel 4.4.1) f

uhrt zu immensen Schwierigkeiten bei der iterativen Parametersu-
che. Insbesondere k






Optimierung verwendet werden, da auch die resultierende Zielfunktion nicht stetig in den
zu sch

atzenden Parametern ist. Damit m











(vgl. Kapitel 4.4.1) relativiert werden. Zu bemerken
ist, da die Einbeziehung diskreter Simulatoren eine wesentlich komplexere asymptotische
Theorie erfordert, um Konsistenz bzw. eine asymptotische Normalverteilung bei einem simu-
lierten Sch







diesem Grund wird auch bei der Betrachtung der asymptotischen Eigenschaften der SMLM
und der SGMM in Kapitel 4.3 die Einbeziehung des H

augkeitssimulators ausgeschlossen.
Mit der MSS kann entsprechend Kapitel 4.4.1 durch die unverzerrte Simulation der Scores
aus dem MLM-Ansatz zumindest potentiell bei einer festen Anzahl R an Simulationsreplika-
tionen eine konsistente Sch

atzung erreicht werden. Wenn man nach den obigen Bemerkungen
von der Einbeziehung des ARS absieht, verbleibt hinsichtlich der g

unstigen asymptotischen
Eigenschaften lediglich die Verkn

upfung mit dem GSS. Der GSS ist zwar im Gegensatz zum














eine feste Anzahl R an Simulationsreplikationen die Konsistenz bzgl. des unbekannten wah-
ren Parametervektors
_








doch keinen entscheidenden theoretischen Vorteil gegen

uber der SMLM bzw. der SGMM
(unter der Einbeziehung stetiger Simulatoren) besitzt. Vor allem aber ist die Ziehung der
Zufallszahlen beim GSS wesentlich aufwendiger als bei anderen Simulationsverfahren (und
insbesondere beim GHK-Simulator, vgl. auch Wilde, 1999, S. 142 f). Gerade die letzte Ei-
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genschaft spricht gegen die empirische Anwendung der MSS/GSS im MMPM, zumal auch
noch wenige praktische Erfahrungen f

ur den Umgang mit dieser Sch

atzmethode vorliegen
(vgl. die Bemerkung von Hajivassiliou, 2000, S. 78).
Mit der SLMLM kann gem

a Kapitel 4.4.3 durch die sehr genaue Simulation der Hessema-
trix der Loglikelihoodfunktion sowie der Scores ein Sch

atzer abgeleitet werden, der weitge-














atzmethode von Hajivassiliou (2000) hinsichtlich der
asymptotischen Eigenschaften unsauber, da auch eine riesige Anzahl R der Simulationsrepli-
kationen eine endliche Anzahl darstellt. Vor allem aber liegen (nach meiner Kenntnis) noch

uberhaupt keine praktischen Erfahrungen mit diesem Sch

atzansatz vor. Es stellt sich z.B.
die Frage, welche Form der SGMM-Sch

atzung in der ersten Stufe durchgef

uhrt werden sollte
(vgl. auch die unten beschriebenen Probleme bei der optimalen mehrstugen SGMM/GHK-
Sch

atzung im MMPM). Zu untersuchen ist letztlich, ob die unbekannten Parameter bei ei-
nem beschr










der empirischen Anwendung dieses Verfahrens im MMPM sollten deshalb noch zuk

unftige
vergleichende Monte-Carlo-Studien abgewartet werden.
Die bisher in Probitmodellen eindeutig am h

augsten verwendeten simulierten klassischen
Sch

atzverfahren sind die SMLM sowie die (herk

ommliche oder nach Keane modizierte)
SGMM. Zu beachten ist dabei, da die asymptotischen Eigenschaften der SMLM sowie der
(konventionellen) SGMM nicht von speziellen einbezogenen (stetigen) Simulationsverfahren
abh









besteht entsprechend Kapitel 4.3.2 darin, da sie schon bei einer endlichen Anzahl R an Si-
mulationsreplikationen bzgl.
_










in diesem Fall gem

a Kapitel 4.3.1 Inkonsistenz vor. Allerdings ist hinsichtlich der













gelangt dagegen (basierend auf denselben Momentenbedin-
gungen) f

ur R;N ! 1 zu den Eigenschaften des (in der Regel) asymptotisch ineÆzienten
GMM-Sch

atzers. Lediglich mit der Einbettung der optimalen Instrumentenmatrix entspre-
chend (4.11) kann im MMPM auch die SGMM der asymptotischen EÆzienz der MLM nahe
kommen.
Die Einbeziehung eines bestimmten Simulators in ein Sch

atzverfahren sollte aber in erster





achtungsumfang und bei beschr

ankter Anzahl an Simulationsreplikationen bestimmt werden.
In Kapitel 3.3 wird beschrieben, da der GHK-Simulator im Vergleich zu vielen anderen Si-
mulatoren Wahrscheinlichkeiten erheblich genauer approximiert. Monte-Carlo-Studien (z.B.
Stern, 2000, Weeks, 1995, Geweke u.a., 1994, M

uhleisen, 1994, S. 166 ) haben gezeigt, da
59
die Dominanz des GHK-Simulators in Verbindung mit der (herk

ommlichen) SGMM bzw.
mit der SMLM auch hinsichtlich der Verzerrungen der Sch

atzer bestehen bleibt (eine Aus-
nahme bildet lediglich der Accelerated Importance-Sampling-Simulator in Zhang/Lee, 1998,
vgl. Funote 3 in Kapitel 3.3). Im Hinblick auf empirische Arbeiten ist damit die Verwendung








achst auf die bei der SGMM h

aug
auftauchenden numerischen Schwierigkeiten hinzuweisen. Die sich ergebenden Konvergenz-
und Ausreierprobleme scheinen f

ur jegliche Form der SGMM-Sch

atzung kennzeichnend zu
sein (vgl. z.B. die Untersuchungen von Lee, 1995, S. 451 , oder M

uhleisen, 1994, S. 166 ).
In Hajivassiliou (2000, S. 82 ) wird erl

autert, warum die SMLM in dieser Hinsicht rech-
nerisch wesentlich attraktiver ist. Dar

uber hinaus wird in Geweke u.a. (1994) beschrieben,
da die G





atzung im einperiodigen Sie-
benalternativen-Probitmodell sehr stark von der Form der konsistenten Parametersch

atzung





upfend simulieren die Autoren in ihrer Monte-Carlo-Studie die optimalen Instru-





atzwerte auch als Startwerte des Suchalgorithmus. Bei einem solchen Vorgehen
verliert aber die Anwendung der konventionellen SGMM/GHK gegen

uber der Anwendung
der SMLM/GHK vehement an Attraktivit

at.
Durch die Einbeziehung der SMLM/GHK-Sch






atzung in Geweke u.a. (1994) erscheint insbesondere der direkte Vergleich zwischen
der konventionellen SGMM/GHK und der SMLM/GHK in Probitmodellen nicht legitim.
Aber selbst darauf aufbauend berichten die Autoren bei den mittleren quadratischen Feh-
lern h






aus dokumentiert Stern (2000) in seinen Monte-Carlo-Studien in dieser Hinsicht eine klare





ommlichen SGMM/GHK im einperiodi-
gen Sechsalternativen-Probitmodell. Der entscheidende Nachteil der Anwendung der kon-
ventionellen SGMM/GHK resultiert aber aus der speziellen Betrachtung des MMPM in







oere J und/oder T rechnerisch nicht durchf












Eine Alternative zur Verwendung der konventionellen SGMM/GHK im MMPM bietet ent-















bei einer festen Anzahl R an Simulationsreplikationen
bzgl.
_
 inkonsistent ist. Damit ergeben sich bei dieser Sch

atzmethode keine besseren asymp-
60
totischen Eigenschaften als bei der SMLM/GHK. Aber auch die Entscheidung zwischen dem
Einsatz der modizierten SGMM/GHK nach Keane und dem Einsatz der SMLM/GHK im
exibel formulierten MMPM sollte in erster Linie aufgrund der jeweiligen Praktikabilit

at





umfang bzw. bei beschr

ankter Anzahl der Simulationsreplikationen erfolgen.
Einige Monte-Carlo-Studien deuten dabei auf eine gewisse Attraktivit

at der modizierten
SGMM/GHK nach Keane gegen

uber der SMLM/GHK hin. Sowohl bei den Untersuchungen
von Keane (1994) im bin

aren mehrperiodigen (T = 8) Probitmodell als auch bei den Unter-
suchungen von Geweke u.a. (1997) im MMPM (J = 3;T = 10) werden bei der SMLM/GHK-
Sch

atzung unter hoher intertemporaler Korrelation in den stochastischen Nutzenkomponen-
ten vor allem hinsichtlich der Autokorrelationsparameter bei einer geringen Anzahl R an
Simulationsreplikationen zum Teil starke Verzerrungen beschrieben. Im Vergleich dazu tre-
ten in diesem Fall bei der Verwendung der modizierten SGMM/GHK nach Keane geringere
derartige Probleme auf. Ebenfalls von verzerrten SMLM/GHK-Sch

atzungen der Autokorrela-
tionskoeÆzienten, insbesondere bei hohem T sowie bei kleinen R bzw. N berichtet Lee (1995
bzw. 1997a) in seinen Monte-Carlo-Studien zu bin

aren mehrperiodigen Probitmodellen (Lee
variiert in den Arbeiten die Anzahl T der Perioden zwischen 4 und 100). Zu

ahnlichen Er-




agung zwischen der modizierten SGMM/GHK nach Keane und der SMLM/
GHK ist aufgrund der Fokussierung eines exibel formulierten MMPM vor allem die Stu-
die von Geweke u.a. (1997) im zehnperiodigen Dreialternativen-Probitmodell genauer zu
betrachten.
2





upfung der stochastischen Nutzenkomponenten sowie
der intertemporalen Korrelation der erkl

arenden Variablen analysiert. In vielen dieser Mo-
dellspezikationen ergeben sich aber mit der SMLM/GHK bei der Sch

atzung zahlreicher Mo-
dellparameter geringere Verzerrungen als mit der modizierten SGMM/GHK nach Keane.
Zudem k

onnen die Verzerrungen der SMLM/GHK-Sch

atzung der Autokorrelationsparameter
mit einer Zunahme der Anzahl R der Simulationsreplikationen (Geweke u.a., 1997, variieren
R zwischen 10 und 1280) einged

ammt werden. Zu diesem Ergebnis gelangt auch Lee (1995





Zu beachten ist, da in den Experimenten von Geweke u.a. (1997) und auch von Keane (1994)
die Anzahl der Simulationsreplikationen als Vergleichsbasis f

ur die beiden Sch

atzverfahren
dient. Bei der SMLM/GHK m

ussen im MMPM die einzelnen Auswahlwahrscheinlichkei-
2
In die Studie wird auch eine Bayes'sche Sch

atzmethodik einbezogen. Jedoch werden in dieser Arbeit
ausschlielich klassische Sch

atzverfahren analysiert, so da auf diese Resultate nicht eingegangen wird (vgl.
auch die Einleitung der vorliegenden Arbeit).
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ten im iterativen Maximierungsproze simuliert werden. Bei der modizierten SGMM/GHK
nach Keane sind einerseits die (bedingten) Auswahlwahrscheinlichkeiten im iterativen Opti-
mierungsproze zu approximieren. Dar

uber hinaus werden in beiden Studien die optimalen
Instrumente aus dem MLM-Ansatz verwendet, die ebenfalls (vor der Optimierung) zu simu-
lieren sind. In beiden Arbeiten bleibt unklar, mit welchen Parameterwerten die Simulation





are der direkte Vergleich zwischen der
SMLM/GHK und der modizierten SGMM/GHK nach Keane bezogen auf eine bestimmte




are damit die Attraktivit

at




uber hinaus ist auch
hier bei der Betrachtung der beiden Sch

atzverfahren nochmals auf die (oben beschriebenen)
grunds

atzlichen numerischen Schwierigkeiten jeglicher Form der SGMM und damit auch der
modizierten SGMM nach Keane hinzuweisen.
















ublichen Maximum-Likelihood-Programmpakete verwendet werden, lediglich erg

anzt durch
die GHK-Simulation der einzelnen Auswahlwahrscheinlichkeiten in der Likelihoodfunktion.
Bei anderen simulierten klassischen Sch

atzmethoden und vor allem bei der modizierten
SGMM/GHK nach Keane ist dagegen eine viel speziellere Software notwendig. Insbesondere
ist die SMLM/GHK seit kurzem in einigen Programmpaketen (z.B. GAUSSX und LIMDEP)
implementiert, so da die Eintrittsbarrieren f

ur die Anwendung von Simulationssch

atzverfah-




ufung statistischer Hypothesen (vgl. Kapitel 5.3) sehr einfach ist, empehlt sich letzt-
lich unter der Abw

agung aller Aspekte f

ur die empirische klassische Parametersch

atzung im
exibel formulierten MMPM die Anwendung der SMLM unter der Einbeziehung des GHK-
Simulators.
4.6 Ausblick
Im Gegensatz zu den asymptotischen Eigenschaften sind allerdings viele Aspekte dieser
Sch

atzmethodik bei endlichen Beobachtungsumf

angen N noch ungekl

art. Die bisher einzi-
gen systematischen Monte-Carlo-Experimente zur SMLM/GHK-Sch

atzung in einem exibel
formulierten MMPM nden sich in Geweke u.a. (1997). Darauf aufbauend untersuchen die
Monte-Carlo-Studien in Teil II folgende bisher nicht aufgegriene Fragestellungen:
 Geweke u.a. (1997) analysieren ausschlielich zehnperiodige Dreialternativen-Probit-




atzung im MMPM ein Zusammenhang zwischen der Anzahl J bzw. T der Katego-




atzten Parameter besteht. Aus diesem
Grund werden in den Monte-Carlo-Studien in Kapitel 7 einperiodige Vieralternativen-,
f

unfperiodige Dreialternativen- sowie achtperiodige Vieralternativen-Probitmodelle un-
tersucht.
 Hinsichtlich der Identikation der gesch

atzten Varianz-Kovarianz-Parameter ist zu er-
warten, da sowohl die Anzahl R der Simulationsreplikationen als auch die Anzahl N
der Beobachtungseinheiten (vgl. auch Geweke u.a., 1994, S. 626) eine entscheidende
Rolle bei der SMLM/GHK-Sch

atzung spielen. In den Monte-Carlo-Studien in Kapitel
7 werden dementsprechend bei der Parametersch

atzung in vielen korrekt spezizierten
Probitmodellen sowohl R als auch N variiert. Geweke u.a. (1997) untersuchen dagegen
lediglich einen einzigen Beobachtungsumfang (N = 500)

uber 10 Perioden.





onnten sich insbesondere bei den KoeÆzienten verschiedenartiger inter-
temporaler Verkn

upfungen ergeben. Geweke u.a. (1997) beziehen in dieser Hinsicht
ausschlielich autokorrelierte Elemente ein. Damit bleiben dort insbesondere die in
der empirischen Panelanalyse regelm

aig betrachteten zeitinvarianten stochastischen
Eekte unber

ucksichtigt. In den Monte-Carlo-Studien in Kapitel 7 und 8 werden dage-
gen bei der SMLM/GHK-Sch

atzung aufbauend auf der Modellierung in Kapitel 1.2.2
sowohl autoregressive als auch zeitinvariante Verkn

upfungen betrachtet.
 Geweke u.a. (1997) untersuchen nicht die Auswirkungen von Modellfehlspezikationen.
In den Monte-Carlo-Studien in Kapitel 8 werden dagegen systematisch SMLM/GHK-
Sch

atzungen in verschiedenen fehlspezizierten Probitmodellen analysiert. Eine ver-
gleichbare Untersuchung ist bisher (nach meiner Kenntnis) in mehrperiodigen Mehral-
ternativen-Probitmodellen noch nicht vorgenommen worden. Lediglich Lee (1997a bzw.






Der wichtigste substantielle Unterschied zwischen den Experimenten in Geweke u.a. (1997)
und den Monte-Carlo-Studien in Teil II besteht aber darin, da in der vorliegenden Arbeit
(auf der Grundlage der SMLM/GHK-Sch

atzungen) auch systematisch verschiedene stati-












Klassisches Testen in Probitmodellen
Entsprechend den Ausf
















uft werden. Die Grundlage der simulierten klassischen Tests
bilden zun

achst der Wald-, der Score- und der Likelihood-Quotienten-Test, die ihrerseits
auf einzelnen (restringierten und/oder unrestringierten) MLM-Sch

atzungen beruhen. Diese
drei klassischen Testverfahren werden in diesem Kapitel konsequent anhand des MMPM






ur spezielle Hypothesen im
MMPM formuliert. Ohne die Problematik auftauchender Vielfachintegrale w

aren die klassi-
schen Tests die ad






der rechnerischen Schwierigkeiten sind aber h

aug weder die MLM-Sch

atzung noch das klas-





in Testverfahren Simulatoren einbezogen werden. Die simulierten Entsprechungen der drei
klassischen Testverfahren, d.h. der Simulierte Wald-, der Simulierte Score- und der Simulierte
Likelihood-Quotienten-Test, werden ebenfalls konsequent anhand des MMPM erl

autert. Die
Basis dieser simulierten klassischen Testverfahren bilden die entsprechenden (restringierten
und/oder unrestringierten) SMLM-Sch

atzungen. In die vergleichende Analyse der verschie-
denen (simulierten und unsimulierten) klassischen Tests werden auch die asymptotischen
Eigenschaften einbezogen. Mit der Andeutung noch oener Fragen zur simulierten klassi-
schen Hypothesenpr

ufung im MMPM wird zum Schlu des Kapitels ein Ausblick auf die
Monte-Carlo-Studien in Teil II gegeben. Entsprechend der Argumentation im vorhergehen-
den Kapitel wird auch bei den Experimenten zu den statistischen Testverfahren in Kapitel
9 und 10 ausschlielich der GHK-Simulator einbezogen.
65
5.1 Motivation von Testverfahren





tert werden, welche Vorteile

uberhaupt aus statistischen Testverfahren im Rahmen diskreter
Entscheidungsmodelle gezogen werden k

onnen. Im allgemeinen l

at sich die Spezikation
eines diskreten Entscheidungsmodells und damit des MMPM nicht aus der

okonomischen
Theorie ableiten. Zum Beispiel ist meist unklar, welche erkl

arenden Variablen die Entschei-
dung f

ur eine bestimmte Kategorie j bzw. f

ur eine bestimmte Kategoriensequenz s tats

achlich
beeinussen. Genauso schwierig gestaltet sich die Spezikation der unbeobachtbaren stocha-
stischen Nutzenkomponenten "
ijt
. Dabei stellt sich z.B. die Frage, ob und gegebenenfalls in
welcher Form eine kontempor






aus besteht keine Sicherheit dar

uber, da die in dieser Arbeit unterstellte Normalverteilung
bzgl. der "
ijt
gerechtfertigt ist, d.h. da eine Entscheidungssituation

uberhaupt durch ein
Probitmodell beschrieben werden kann. Es stellt sich somit die Frage, ob ein diskretes Ent-
scheidungsmodell korrekt speziziert ist.
Eine Modellfehlspezikation kann aber zu einer Vielzahl von Problemen bei der Parame-
tersch

atzung in diskreten Entscheidungsmodellen f

uhren (vgl. auch Kapitel 1). Dies be-





















sowie zu Verzerrungen bei der Sch












uhren (vgl. z.B. K

onig/Lechner, 1994). Wichtige Fehlspezi-












Uberlegungen werden deshalb bei den Monte-Carlo-Studien in






oglichkeit zur Vermeidung derartiger Probleme ist die Abkehr von vollst

andig pa-
rametrischen Modellen und der Einsatz von semi- und nichtparametrischen Modellen bzw.
Sch

atzmethoden (vgl. z.B. K

onig/Lechner, 1994, S. 318 f). Damit k

onnen potentiell viele
strenge Annahmen, die h

aug nicht aus der

okonomischen Theorie abzuleiten sind, vermie-







are, nicht aber f

ur multinomiale diskrete Entscheidungsmodelle theoretisch
umfassend analysiert und verwendet (vgl. z.B. Horowitz, 1993a bzw. 1993b). Wegen der Fo-
kussierung diskreter Mehrperioden-Mehralternativen-Entscheidungsmodelle werden deshalb
derartige Verfahren in dieser Arbeit nicht betrachtet.
Eine weitere M

oglichkeit zur Vermeidung der Auswirkungen von Fehlspezikationen ist die
Parametersch

atzung in komplex strukturierten (parametrischen) diskreten Entscheidungs-
66
modellen, die einfachere Modelle als Spezialf

alle beinhalten. Dieser Ansatz wird letztlich
in der vorliegenden Arbeit gew

ahlt. Entsprechend Kapitel 1.2.2 wird ein sehr exibles ho-
moskedastisches MMPM betrachtet, das viele spezielle Probitmodelle (z.B. das Independent
Probitmodell) parametrisch nistet. Die Ber

ucksichtigung heteroskedastischer Elemente (vgl.
Kapitel 1.2.3) bzw. allgemeinerer Verteilungen bzgl. der "
ijt
(vgl. Lee, 1997b) w

are auch
in diesem exiblen MMPM m






allen rechnerisch noch aufwendiger, wobei man selbst dann nicht sicher sein kann,
da die gew

ahlte Modellspezikation allgemein genug ist.
Der wichtigste Ansatz, potentielle Fehlspezikationen, z.B. im Rahmen diskreter Entschei-
dungsmodelle,

uberhaupt zu identizieren, besteht aber in der Durchf

uhrung von Spezi-
kationstests (vgl. z.B. Bera u.a., 1984, Yatchew/Griliches, 1985, Godfrey, 1988, S. 206 ,
Lechner, 1995, Maddala, 1995). F

ur den Fall, da die Testentscheidung dann eine Modell-
fehlspezikation ergibt, sollte die Modellstruktur nochmals sorgf

altig untersucht werden. Im




ufung einer Modellspezikation z.B. mit Hilfe
des Informationsmatrix-Tests nach White (1982) m

oglich. Dieses Testverfahren beruht auf
der Informationsmatrix-





































































































































Aquivalenz ist die korrekte Modellspezikation. Ist
das Modell und damit die Likelihoodfunktion fehlspeziziert, gilt der Zusammenhang (5.1)













































von der Nullmatrix ab, ist dies ein Indiz daf

ur, da das zugrunde liegende Modell fehlspezi-
ziert ist (vgl. auch Maddala, 1995, S. 6 f). Mit dem Informationsmatrix-Test wird demnach





ist die Alternativhypothese aber unvollst

andig speziziert (vgl. auch K

onig/Lechner, 1994,
S. 317). Im Gegensatz dazu werden bei den folgenden Testverfahren die Modelle sowohl unter
der Null- als auch unter der Alternativhypothese vollst

andig speziziert.
Die wichtigsten statistischen Tests im Rahmen der MLM sind die drei klassischen Verfahren














uft werden. Festzuhalten ist, da es sich sowohl bei den drei klassi-
schen Testverfahren als auch bei den simulierten Entsprechungen um sogenannte genistete
statistische Testverfahren handelt. Bei derartigen Tests wird von der G

ultigkeit einer e-
xibel formulierten Hypothese ausgegangen, die durch eine bestimmte Verteilungsannahme
bzgl. der endogenen Variablen (Y
1
; : : : ; Y
N
), z.B. eines diskreten Entscheidungsmodells (vgl.




angt (vgl. z.B. Gourieroux/Monfort, 1995b, S. 275). Dabei wird angenommen, da
_
 zu einem bestimmten Parameterraum  geh










 gekennzeichnet, also in die
origin

are allgemein formulierte Hypothese genistet. Unbetrachtet bleiben demnach in dieser
Arbeit nicht-genistete statistische Testverfahren, in die auch Simulatoren einbezogen werden
k

onnen. Bei diskreten Entscheidungsmodellen k

onnen damit z.B. Logit- gegen Probitmodelle
getestet werden (vgl. z.B. Pesaran/Pesaran, 1993, Duncan/Weeks, 1997, Weeks, 2000).
Konkret wird in dieser Arbeit folgende exibel formulierte Nullhypothese getestet (vgl. Gou-


































































entsprechend Kapitel 2.3.1 hinsichtlich
_
























































































































) eine konsistente Sch

atzung der Informationsmatrix I(
_





ist WT asymptotisch zentral 
2
-verteilt mit m Freiheitsgraden (zur zentralen

2





. Groe Werte von WT legen die Vermutung
nahe, da H
0
nicht zutrit. So wird H
0












































































































































































































































































































) ergibt sich aus der Quasi-
Maximum-Likelihood-Theorie nach White (1982), bei der Auswirkungen der MLM-Sch

at-
zung bei Modellfehlspezikationen untersucht werden. Es wird gezeigt, da der unter einer


















allen auch bzgl. des wahren Parametervektors
_
 konsistent sein. Entsprechend den in Whi-
te (1982) dargestellten




































































































































































kaum vom Nullvektor unterscheidet.












oe des Score-Tests lautet im allgemeinen (vgl. Gourieroux/Monfort,
































) eine konsistente Sch

atzung der Informationsmatrix I(
_











zum Signikanzniveau  verworfen wird, falls ST > 
2
m;















ohne da sich die asymptotische Verteilung ver

andert. Entsprechend den Ausf

uhrungen beim
































































































































oglich (vgl. White, 1982, S. 8). F





























































































































































) unterscheidet. Die Testidee des Likelihood-Quotienten-




















oe des Likelihood-Quotienten-Tests lautet im allgemeinen (vgl. Gourieroux/Monfort,























. Groe Werte von LRT legen die Vermutung nahe,
da H
0
nicht zutrit, so da H
0




Zu erkennen ist, da der Likelihood-Quotienten-Test im Unterschied zum Wald-Test und















5.2.4 Asymptotische Eigenschaften im Vergleich









) = 0 asymptotisch

aquivalent sind, d.h. es gilt (vgl.










Aus der vorliegenden Betrachtung zeigt sich, da die asymptotische Verteilung von WT , ST
und LRT (unter H
0
) die zentrale 
2
-Verteilung mit m Freiheitsgraden darstellt.
Desweiteren sind die Tests konsistent (vgl. z.B. Gourieroux/Monfort, 1995b, S. 82 ), d.h.

















Konsistente statistische Testverfahren werden hinsichtlich der asymptotischen Eigenschaften
h





















) = 0 (vgl. zu diesem Konzept z.B. David-
son/MacKinnon, 1993, S. 409 ). Wesentlich ist, da die drei klassischen Testverfahren auch
unter Folgen derartiger lokaler Alternativhypothesen asymptotisch

aquivalent sind (vgl. z.B.
Ruud, 2000, S. 404, Engle, 1984, S. 796 ). Die asymptotische Verteilung von LRT sowie
aller Versionen von WT und ST ist dabei die nichtzentrale 
2
-Verteilung mit m Freiheits-
graden und einem Nichtzentralit

atsparameter  (vgl. auch Davidson/MacKinnon, 1993, S.
445 ; zur nichtzentralen 
2
-Verteilung vgl. Anhang A)
5.2.5 Spezielle Hypothesen in Probitmodellen









uft. In empirischen Anwendungen werden h

aug sehr spezielle Hypothesen












, d.h. mit der
Zerlegung des unbekannten Parametervektors
_
































uft, bei der a einen vorgegebenen m
1
-dimensionalen Vektor darstellt. Damit ergibt
sich f




















































































oen des Wald- und Score-Tests erfolgt in diesem Fall mit der partitionier-
ten Informationsmatrix. Allgemein geht das Konzept der Partitionierung von quadratischen
























aus, wobei die jeweiligen Diago-
nalbl















































































































































































































































































































ufung von Hypothesen bzgl.
eines einzigen Parameters (z.B. einer erkl























































































) asymptotisch zentral 
2





















asymptotisch standardnormalverteilt. Man erh





















































































Elemente des Vektors []. Somit gelangt man entsprechend































































































































































































































































oen sind entsprechend Kapitel 5.2.4 asymptotisch

aquivalent. Im
Hinblick auf die empirische Arbeit sind f

ur die Auswahl eines bestimmten statistischen Test-













oe eine wichtige Rolle. Dabei ist zu beachten, da der Likelihood-Quotienten-Test






als auch die Einbezie-






erfordert. Aus dieser Sicht ist die Verwendung
des Wald- sowie des Score-Tests g

unstiger als die Verwendung des Likelihood-Quotienten-
Tests. Die Wahl zwischen dem Score-Test und dem Wald-Test h



























oe ST nicht immer einfach ist, vgl. Maddala, 1995, S. 3).




ufung statistischer Hypothesen im MMPM be-
steht aber darin, da bei groen J und/oder T eine MLM-Sch

atzung ohne vereinfachende
Modellannahmen rechnerisch nicht handhabbar ist. Aus diesem Grund ist die Anwendung der
drei klassischen Testverfahren im exibel formulierten MMPM meist nicht m

oglich. Ledig-







onnen der Wald-, der Score- sowie der Likelihood-Quotienten-Test praktiziert werden. Sy-
stematische Monte-Carlo-Studien

uber die Eigenschaften klassischer Testverfahren bei einer
beschr

ankten Anzahl N der Beobachtungseinheiten in speziellen Probitmodellen nden sich
z.B. in Davidson/MacKinnon (1984), Guilkey/Murphy (1993) oder Lechner (1995). Einen
Ausweg aus den rechnerischen Problemen bei der Parametersch

atzung im MMPM bietet
entsprechend den vorherigen Kapiteln insbesondere die SMLM (und vor allem unter der Ein-





oglich, simulierte klassischen Testverfahren zu konstruieren. Insbesondere k

onnen da-






5.3 Simulierte klassische Testverfahren

























entsprechend (4.1), die sich im MMPM






































atzer (jeweils z.B. unter der Einbeziehung des GHK-
Simulators). Nach den

Uberlegungen in Kapitel 5.2 lassen sich mit dem Simulierten Wald-
Test, mit dem Simulierten Score-Test und mit dem Simulierten Likelihood-Quotienten-Test
75
die simulierten Entsprechungen der drei klassischen Testverfahren formulieren (vgl. im fol-
genden Lee, 1999).
















































) eine konsistente (simulierte) Sch

atzung der Informationsmatrix I(
_
)































































































































































































































































) entsprechend (5.1) dar. Zu erkennen






in (5.28), (5.29) bzw. (5.30) zum













ussen aber im Rahmen der Sch

atzung der Informationsmatrix zur Approximation der








































































































































































































































































































































in (5.32), (5.33) bzw. (5.34) m

ussen im















oe SLRT des Simulierten Likelihood-Quotienten-Tests ist das simulierte Analo-




















Auch in den Simulierten Likelihood-Quotienten-Test k

onnen Ideen der Quasi-Maximum-
Likelihood-Theorie nach White (1982) einbezogen werden. Im Rahmen des MMPM gilt unter
H
0































































































oe SLRT sowohl unter H
0
als auch unter Folgen





















































































































In Analogie zu den asymptotischen Eigenschaften der klassischen Testverfahren (vgl. Ka-
pitel 5.2.4) sind der Simulierte Wald-Test, der Simulierte Score-Test sowie der Simulierte



















aquivalent. Nun wird in Kapi-








trotz vorliegender Konsistenz eine














der simulierten klassischen Testverfahren (vgl. Lee, 1999).


















alle Versionen von SWT , SST und SLRT asymptotisch nichtzentral 
2
-verteilt mit m Frei-




. Insofern liegt noch kein substantiel-
ler Unterschied zu den (unsimulierten) klassischen Testverfahren vor. Wesentlich ist aber,























(u.a.) c sowie den in Kapitel 4.3.1













= 0 folgt 
1




alle Versionen von SWT ,
SST und SLRT asymptotisch zentral 
2
-verteilt sind mit m Freiheitsgraden. Damit wird in




oen WT , ST und LRT der (unsimu-
lierten) klassischen Testverfahren erreicht.
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5.3.5 Spezielle Hypothesen in Probitmodellen
Entsprechend Kapitel 5.2.5 werden in empirischen Arbeiten h

aug spezielle Hypothesen
analysiert (vgl. auch die Monte-Carlo-Studien in Teil II). Im folgenden werden die dort
angestellten





























































. So lautet in Analogie zu (5.17)







































von SWT im MMPM





ufung von Hypothesen bzgl. eines einzelnen Parameters kann auch SWT weiter














































SWT asymptotisch nichtzentral 
2






























und Varianz 1. Damit erh

alt man
















von SNV T .















































von SST im MMPM ergeben
sich nach den obigen Ableitungen analog zu (5.24), (5.25) und (5.26).
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Mit den simulierten klassischen Testverfahren ist es nun m

oglich, beliebige statistische Hypo-




ufen (vgl. auch Kapitel
6.3). So kann z.B. der in empirischen Arbeiten h

aug interessierende Einu einzelner er-
kl








Nach den vorhergehenden Ausf






oen simulierter klassischer Testverfahren von derjenigen klassischer Testverfahren
wegen der m










abweichen kann. Unter Verwendung der Ablehnungsbereiche der klassischen Testverfahren







= c) fehlerhafte Test-
entscheidungen denkbar. Desweiteren ist abgeleitet worden, da alle betrachteten Versionen
simulierter klassischer Testverfahren sowohl unter der Nullhypothese als auch bei Folgen
lokaler Alternativhypothesen asymptotisch

aquivalent sind. Festzuhalten ist dabei, da die
erl

auterten asymptotischen Eigenschaften bei einer Vielzahl verschiedener einbezogener (ste-
tiger) Simulatoren und insbesondere auch bei der Einbeziehung des GHK-Simulators gelten
(zu den allgemeinen Voraussetzungen f

ur die Ableitung der asymptotischen Eigenschaften
vgl. Lee, 1999).
Hinsichtlich der Anwendung statistischer Testverfahren spielt aber in empirischen Arbeiten
die Praktikabilit

at eine wichtige Rolle (vgl. auch die Bemerkungen zum Ende von Kapitel




ufung statistischer Hypothesen im exibel formulierten MMPM
letztlich mit allen drei simulierten klassischen Testverfahren m

oglich. Allerdings ist z.B. der




ufung von Hypothesen bzgl. einzelner Para-
meter im Vergleich zum Simulierten Score-Test besser geeignet, da der Simulierte Wald-Test
die (i.d.R. interessierende) unrestringierte SMLM-Sch

atzung der unbekannten Parameter
einbezieht. Der Gebrauch des Simulierten Likelihood-Quotienten-Tests ist hier wegen der
erforderlichen restringierten sowie unrestringierten SMLM-Sch

atzung rechnerisch weniger





ufung derartiger Hypothesen ausschlielich die verschiedenen Versionen des Simulierten





oe in (5.39), verwendet.
Die geringe praktische Eignung des Simulierten Likelihood-Quotienten-Tests f

ur empirische





spezieller Probitmodelle bestehen. In den Monte-Carlo-Studien in Kapitel 10 sollen aber in
dieser Hinsicht die verschiedenen Versionen des Simulierten Score- sowie des Simulierten
80
Wald-Tests miteinander verglichen werden. Damit ist es notwendig, sowohl eine restringierte




uhren, so da ohne groen rechne-




ur die Wahl zwischen den einzelnen simulierten klassischen Testverfahren
ist aber vor allem das Verhalten bei einem beschr

ankten Beobachtungsumfang N und bei
einer beschr

ankten Anzahl R an Simulationsreplikationen. Dabei ist neben der korrekten
Einhaltung des vorgegebenen Signikanzniveaus auch eine m






unschenswert. In empirischen Arbeiten mit Probitmo-
dellen (vgl. z.B. B

orsch-Supan u.a., 1992, B

orsch-Supan/Pfeier, 1992, Hajivassiliou, 1994,
M

uhleisen/Zimmermann, 1994, Bolduc, 1994, Bolduc u.a., 1996, Kaltenborn, 1997, S. 105 ,
Weeks, 1997, Bolduc u.a., 1997, Hyslop, 1999) ist die Problematik der Einbeziehung von







ur die in all diesen Untersuchungen betrachteten Simulierten Normalvertei-
lungstests, aber auch f

ur Simulierte Likelihood-Quotienten-Tests. Dar

uber hinaus ist in die-
sen Arbeiten hinsichtlich der Simulierten Normalverteilungstests h






oen und damit welche (simulierten) Sch

atzungen der Informationsmatrix
jeweils benutzt werden und welche Absicht hinter dem Vorgehen steht.
In den Monte-Carlo-Studien von Lee (1999) werden mit Hilfe der verschiedenen simulierten
klassischen Testverfahren (unter der Einbeziehung des GHK-Simulators) erstmals systema-




uft. Ausgehend von den Ablehnungsbereichen
der (unsimulierten) klassischen Testverfahren wird dabei z.B. gezeigt, da die Einbeziehung
von






oen im Vergleich bessere Anpassungen der Anteile der Fehler erster Art an die vor-
gegebenen Signikanzniveaus liefert. Aus diesen Experimenten ergibt sich insbesondere die
groe Bedeutung einer hohen Anzahl R an Simulationsreplikationen (R wird dabei allerdings
im Gegensatz zu den Untersuchungen zum Simulierten Score-Test in Lee, 1997b, nur zwi-
schen 15 und 100 variiert). Aufbauend auf diesen Erkenntnissen betrachten die Monte-Carlo-
Studien in Teil II, bei denen entsprechend der Argumentation in Kapitel 4.5 ausschlielich die
Einbeziehung des GHK-Simulators in die klassischen Testverfahren erfolgt, folgende bisher
nicht aufgegriene Aspekte:
 Lee (1999 bzw. 1997b) analysiert ausschlielich bin

are mehrperiodige (mit T = 8
bzw. T = 15) Probitmodelle. Die vorliegende Arbeit fokussiert aber (mehrperiodige)
Mehralternativen-Probitmodelle. Aus diesem Grund wird in den Monte-Carlo-Studien












modelle. In empirischen Arbeiten ist aber h

aug vor allem das Testen bzgl. einzelner
Parameter interessant. Dementsprechend werden in den Monte-Carlo-Studien in Kapi-
tel 9 systematisch Simulierte Normalverteilungstests analysiert.
 Lee (1999 bzw. 1997b) betrachtet ausschlielich einen einzigen Beobachtungsumfang
(N = 200). Jedoch ist zu erwarten, da neben der Anzahl R der Simulationsreplika-
tionen auch der (beschr

ankte) Beobachtungsumfang N einen Einu auf die Ergeb-
nisse simulierter klassischer Testverfahren besitzt, insbesondere bei Mehralternativen-
Probitmodellen. Aus diesem Grund wird in den Monte-Carlo-Studien in Kapitel 9 und








Im Hinblick auf die folgenden Monte-Carlo-Studien zur SMLM/GHK-Sch

atzung und zu den







autert. Danach wird das Simulationsdesign der einzelnen
Experimente diskutiert. Die Darstellung bezieht sich auf die datengenerierenden Prozesse
der verschiedenen betrachteten Mehralternativen-Probitmodelle. Erl

autert werden jeweils
die Struktur der erkl

arenden Variablen, die Varianz-Kovarianz-Struktur der stochastischen
Nutzenkomponenten "
ijt
(vgl. auch Kapitel 1) sowie die zugrunde gelegten Parameterwer-
te. Zur Analyse der Auswirkungen der Anzahl J der Alternativen sowie der Anzahl T der




atzungen der Parameter (vgl. Kapitel 7)
werden einperiodige Vieralternativen-, f

unfperiodige Dreialternativen- sowie achtperiodige
Vieralternativen-Probitmodelle untersucht. Auf numerische Probleme, die sich bei Vorunter-
suchungen zur SMLM/GHK-Sch

atzung im exibel formulierten einperiodigen Vieralternati-
ven-Probitmodell ergeben haben, wird hingewiesen. Schlielich wird auf die im Rahmen der
Monte-Carlo-Studien analysierten Statistiken eingegangen. Hinsichtlich der SMLM/GHK-
Sch






















Alle in Teil II analysierten SMLM/GHK-Sch

atzungen und simulierten klassischen Testver-
fahren basieren auf Programmen, die in der Programmiersprache GAUSS (Windows NT/95
Version 3.2.32) geschrieben wurden. Grundlage bildete dabei ein von Prof. Axel B

orsch-
Supan Ph. D. (u.a. unter Mitwirkung von Dr. Angelika Eymann) entwickeltes FORTRAN-
Programm. Die f

ur diese Arbeit implementierten GAUSS-Programme erm

oglichen zum einen
(entsprechend Kapitel 1.1) die Sch

atzung von Probitmodellen mit exibler Struktur der er-
kl

arenden Variablen. Damit k

onnen sowohl die Parametervektoren 
j
individuenspezischer
Charakteristika (einschlielich Konstanten als Spezialfall derartiger erkl

arender Variablen)
als auch die Parameter alternativenspezischer Attribute in  gesch

atzt werden.
Insbesondere wird aber mit den Programmen (entsprechend Kapitel 1.2) die exible Model-
lierung der stochastischen Nutzenkomponenten "
ijt
im homoskedastischen MMPM erm

og-
licht. Im allgemeinen (Mehrperioden-) Fall k












atzt werden (vgl. Kapitel 1.2.2). In diesem Fall werden sowohl kontempor

are
Korrelationen als auch zeitinvariante stochastische Eekte und autoregressive Verkn

upfun-




















oen simulierter klassischer Testverfahren. So lassen sich einerseits die Teststatistiken
Simulierter Normalverteilungstests gem














ahlter Probitmodelle im Rahmen des exibel formulierten (homoske-






amtlicher Versionen Simulierter Wald-, Score- sowie





uhrung dieser simulierten klassischen Testverfahren sind die (restringierten
und/oder unrestringierten) SMLM/GHK-Sch

atzungen in den jeweils betrachteten Probit-
modellen.
In der Regel existiert bei der SMLM (ebenso wie bei der MLM) hinsichtlich der Maximie-





ussen zur Bestimmung des Maximums der simulierten Loglikelihoodfunktion iterative Opti-
mierungsverfahren verwendet werden. Die in dieser Arbeit entwickelten GAUSS-Programme
bedienen sich hierf

ur des GAUSS-Moduls OPTMUM. Diese Prozedur bietet zur Optimierung
von Funktionen mehrere Algorithmen an (vgl. im folgenden die GAUSS-Handb

ucher). In
allen vorliegenden Untersuchungen wird zur Berechnung eines Richtungsvektors bei der ite-
86
rativen Anpassung der Parametersch

atzwerte ausschlielich die Broyden-Fletcher-Goldfarb-
Shanno-Methode verwendet, die eine Approximation der Hessematrix vornimmt (vgl. auch
z.B. Greene, 1997, S. 204 f). Die Berechnung des Schrittweitenparameters nach der Ablei-
tung des Richtungsvektors erfolgt dabei in jedem Iterationsschritt durch eine Variation des
Verfahrens des goldenen Schnittes nach Brent. Die Toleranzgrenze f

ur den Gradienten der
gesch

atzten Parameter ist durchweg auf den Wert 0.001 xiert.
Die entwickelten GAUSS-Programme erm

oglichen bei der SMLM/GHK-Sch

atzung den Ge-
brauch analytischer Gradienten der simulierten Loglikelihoodfunktion. Jedoch ist zu ber

uck-
sichtigen, da die Gradienten in GAUSS wegen der hohen Anzahl an Schleifen nicht eÆzient
implementiert werden k

onnen (vgl. auch M

uhleisen, 1994, S. 166 ). Deshalb ben

otigt deren
Bestimmung eine vergleichsweise hohe Rechenzeit. Als Alternative bietet das GAUSS-Modul
OPTMUM die Berechnung numerischer Gradienten an. In zahlreichen Voruntersuchungen
ergab sich tats

achlich, da die Dauer der analytischen Berechnung der Gradienten meist
viel h

oher ist als die Dauer der numerischen Berechnung der Gradienten. Da sich auer-
dem herausstellte, da die resultierenden SMLM/GHK-Sch

atzungen bei beiden Varianten
sehr eng beieinander liegen, werden im Rahmen dieser Arbeit die Gradienten im iterativen
Optimierungsproze bei der SMLM/GHK-Sch

atzung ausschlielich numerisch berechnet. Im





der simulierten klassischen Testverfahren analytisch. Dies ist rechnerisch besser handhabbar,




Entsprechend Teil I m

ussen bei der SMLM-Sch

atzung im exibel formulierten MMPM Aus-
wahlwahrscheinlichkeiten approximiert werden. Ausgangspunkt des im folgenden ausschlie-
lich verwendeten GHK-Simulators sind Realisationen gestutzter standardnormalverteilter
Zufallsvariablen (vgl. Kapitel 3.3). Diese lassen sich mit Hilfe von [0; 1]-rechteckverteil-
ten Zufallsvariablen generieren. Die Erzeugung derartiger [0; 1]-rechteckverteilter Pseudo-
Zufallszahlen erfolgt in den entwickelten Programmen mit der GAUSS-Funktion RNDU.




uber hinaus durch das Setzen eines Start-
wertes die Kontrolle des Pseudo-Zufallszahlengenerators, so da eine Folge von Pseudo-
Zufallszahlen exakt rekonstruiert werden kann. Die Generierung standardnormalverteilter
Pseudo-Zufallszahlen erm

oglicht GAUSS durch die entsprechenden Funktionen RNDN bzw.





die Monte-Carlo-Studien erzeugt (vgl. Kapitel 6.2). Die Bestimmung von Funktionswerten
der inversen Verteilungsfunktion der Standardnormalverteilung erfolgt in den verwendeten
Programmen nach dem Algorithmus von Odeh/Evans (1974) in Verbindung mit der inversen
Interpolation entsprechend Zelen/Severo (1970, S. 954 f).
Im Rahmen des exibel formulierten MMPM ist die Varianz-Kovarianz-Matrix  von "
i
87
durch einzelne Varianzen und Kovarianzen sowie durch Autokorrelationsparameter gekenn-
zeichnet (vgl. Kapitel 1.2). Die entwickelten GAUSS-Programme sind derart gestaltet, da
hinsichtlich  (neben den Autokorrelationsparametern) zun

achst Standardabweichungen und
KorrelationskoeÆzienten in die SMLM/GHK-Sch

atzung eingehen. Durch die direkte Bezie-
hung zu Varianzen und Kovarianzen wird dann im Optimierungsproze jeweils die Varianz-
Kovarianz-Matrix  erstellt. Im exibel formulierten MMPM erh

alt man damit (unter Be-
r















































; : : : ; 
J 1
.
Zu beachten ist dabei, da diese Parameter im iterativen Maximierungsproze der SMLM/
GHK Werte annehmen k

onnen, die auerhalb ihres Denitionsbereiches liegen. Hinsichtlich
dieser Problematik wird in den entwickelten Programmen ausgenutzt, da die MLM ge-
gen

uber Reparametrisierungen eines Modells invariant ist (vgl. z.B. Cramer, 1986, S. 30 ).















































upfend werden den freien Varianz-Kovarianz-Parametern des MMPM bei der
SMLM/GHK-Sch


















































Diese transformierten KoeÆzienten gehen dann in den Optimierungsproze ein. Bei der
iterativen Anpassung der Varianz-Kovarianz-Matrix  von "
i
sowie bei der Ableitung der
SMLM/GHK-Sch




























































































































ahrleistet, da die Standardabweichungen (und damit die Varianzen) im bzw.
nach dem Optimierungsproze nur positive Werte und die KorrelationskoeÆzienten bzw.
Autokorrelationsparameter ausschlielich Werte zwischen -1 und +1 annehmen.
Alle Berechnungen f






ur empirische Arbeiten interessante Rechendauer von SMLM/GHK-
Sch

atzungen wird letztlich durch viele Faktoren beeinut. Zum einen spielt bei der SMLM/
GHK-Sch

atzung im exibel formulierten MMPM die Anzahl J der Alternativen bzw. die An-
zahl T der Perioden und damit die Dimension der auftauchenden Vielfachintegrale (vgl. Ka-
pitel 1) eine wichtige Rolle. Dar

uber hinaus wachsen die Rechenzeiten mit der Erh

ohung der
Anzahl R der Simulationsreplikationen im Rahmen des GHK-Simulators, mit der Erh

ohung
des Beobachtungsumfangs N sowie mit der Erh

ohung der Anzahl (dim ) der zu sch

atzenden
Modellparameter. Extrem wichtig ist aber (bei gleichen J , T , N , R und dim ) insbesondere










aug nur von begrenzter Relevanz. Daran ankn

upfend wird in dieser Arbeit auch auf
die Angabe dieser Werte verzichtet. In den folgenden Monte-Carlo-Studien schwanken die Re-







unfperiodigen Dreialternativen-Independent Probitmodell, N = 100, R = 10, zwei alterna-
tivenspezische erkl






atzung im exibel formulierten achtperiodigen Vieralternativen-




6.2 Datengenerierende Prozesse (DGP)






ur die Analyse verschieden strukturierter Modellfehlspezikationen werden in Kapitel 8
zun

achst ausgehend von (1.1) folgende diskrete einperiodige Vieralternativen-Entscheidungs-

















































ur die zwei individuenspezischen Charakteristika gilt dabei (i = 1; : : : ; N ; j = 1; : : : ; 4):
x
i11
 NV (0; 1) x
i12
 BV (0:5)






































Hinsichtlich der Struktur der Varianz-Kovarianz-Matrix der stochastischen Nutzenkompo-
nenten "
i11
; : : : ; "
i41
(i = 1; : : : ; N) werden verschiedene Spezikationen betrachtet. Aus-
gangspunkt ist zun

achst das einperiodige Vieralternativen-Independent Probitmodell (vgl.
Kapitel 1.2.3). Damit ist die Varianz-Kovarianz-Matrix der gemeinsam normalverteilten
"
i11
; : : : ; "
i41
durch die (4 4)-dimensionale Einheitsmatrix gekennzeichnet. Das heit, aus-
gehend von den Varianz-Kovarianz-Komponenten nach (1.10) gilt _

j







) = 0 (j; j
0
= 1; : : : ; 4; j 6= j
0
) und damit (da T = 1 ist 
i











1 0 0 0
0 1 0 0
0 0 1 0









Ein zweiter DGP beinhaltet ein normalisiertes Logitmodell (vgl. Kapitel 1.1). Dabei gilt f

ur














angig standardextremwertverteilt (zur Extremwertverteilung vgl. Anhang A) sind. Durch
die Normalisierung ergibt sich erw "
ij1
= 0 sowie var "
ij1
= 1. Die Varianz-Kovarianz-Matrix
_
 entspricht damit in diesem DGP derjenigen im Independent Probitmodell.
In zwei weiteren DGP werden in das einperiodige Vieralternativen-Probitmodell heteroske-





der gemeinsam normalverteilten "
i11







achst wird eine schw






















0 0 1 0











uber hinaus wird eine st
























0 0 1 0









Schlielich werden den gemeinsam normalverteilten Nutzenkomponenten "
i11
; : : : ; "
i41
des
einperiodigen Vieralternativen-Probitmodells auch kontempor

are Korrelationen auferlegt.
Der erste derartige Verkn

































2:25 0:375 0:75 0
0:375 0:25 0:25 0
0:75 0:25 1 0














































4 3:2 1:6 0
3:2 4 1:6 0
1:6 1:6 1 0











atzung erfolgt in diesem Modellrahmen ausschlielich im einperiodigen
Vieralternativen-Independent Probitmodell. Damit k

onnen hier keine freien Varianz-Kova-
rianz-Parameter gesch

atzt werden. Falls der DGP selbst durch das Independent Probitmo-
dell gekennzeichnet ist, liegt eine Parametersch

atzung im korrekt spezizierten Probitmo-
dell vor. Auf der Grundlage der anderen beschriebenen DGP erfolgt dagegen die Parame-
tersch

atzung in fehlspezizierten Probitmodellen. Der betrachtete Beobachtungsumfang bei
diesem Modellansatz betr

agt durchweg N = 500, die Anzahl der Simulationsreplikationen
betr










Zu betonen ist, da f






uhrt worden sind, obwohl die Parametersch

atzung im Independent Probitmodell z.B. auch







atzung in (einperiodigen) Mehralternativen-Probitmodellen ist
aber die M





upfungen. Deshalb sollte auf





relationen einschlieenden, DGP auch die SMLM/GHK-Sch

atzung im exibel formulierten
Probitmodell vorgenommen werden. In zahlreichen Voruntersuchungen ergaben sich jedoch
wiederholt Schwierigkeiten bei der Konvergenz der simulierten Loglikelihoodfunktion zu ei-
nem Maximum. Ausgangspunkt war dabei zun

achst ein Beobachtungsumfang von N = 500
sowie eine Anzahl von R = 10 Simulationsreplikationen. Aber selbst bei einer sukzessiven
Erh





Diese Beobachtungen decken sich mit den Ergebnissen von Keane (1992). Dort wird erl

autert,





uber eine groe Bandbreite von Parameterwerten sehr geringe Va-
riationen aufweisen kann. Zudem wird dargestellt, inwiefern derartige Schwierigkeiten ent-
stehen k

onnen, falls ein Mehralternativen-Probitmodell ausschlielich individuenspezische
erkl

arende Variablen beinhaltet (vgl. auch Weeks, 1997, S.304 , bzw. Bommert, 1999, S.
92 f). Entsprechend dieser Argumentation werden solche Probleme hinsichtlich der Loglike-
lihoodfunktion vermieden, falls alternativenspezische erkl

arende Variablen Komponenten





atzen gearbeitet wird, die ausschlielich individuenspezi-
sche erkl

arende Variablen enthalten. Im Hinblick auf empirische Arbeiten in den Wirtschafts-







In weiteren Voruntersuchungen zeigte sich, da solche numerischen Schwierigkeiten auch bei
der Einbeziehung alternativenspezischer erkl

arender Variablen in das einperiodige Vieral-
ternativen-Probitmodell lediglich dann verschwinden, wenn Beobachtungsumf

ange von min-
destens etwa N = 1000 vorliegen. Bei den folgenden Studien soll aber insbesondere auch der
Einu von N sowie von R auf die SMLM/GHK-Sch

atzung in Probitmodellen untersucht
werden (vgl. Kapitel 7). Mit der Erh





ur den Fall, da keine alternativenspezischen erkl

arenden Variablen vorliegen, schl

agt Bommert, 1999,











atzender Parameter sehr hohe Rechenzeiten (vgl. auch die Ausf

uhrungen zum En-
de von Kapitel 6.1). Aus diesem Grund werden im folgenden zur Reduzierung der Anzahl
der Modellparameter ausschlielich zwei alternativenspezische erkl

arende Variablen in das
einperiodige Vieralternativen-Probitmodell einbezogen. Zu bemerken ist dabei, da auch in
diesem Fall vereinzelt Konvergenzprobleme aufgetaucht sind, falls die alternativenspezi-
schen erkl

arenden Variablen entsprechend der Standardnormalverteilung (pseudo-zuf

allig)
erzeugt wurden. Oensichtlich ist in diesem Fall die Variation

uber die Alternativen nicht
ausreichend stark, um ausnahmslos derartige Schwierigkeiten zu vermeiden.
Ankn

upfend an diese Bemerkungen wird bei den Analysen in Kapitel 7 bis 10 ausgehend
von (1.1) insbesondere folgendes einperiodige Vieralternativen-Probitmodell betrachtet (i =



















































ur die zwei alternativenspezischen Attribute gilt (i = 1; : : : ; N ; j = 1; : : : ; 4):
z
ij11
 NV (0; 2) z
ij21
 NV (0; 2)








uglich der Varianz-Kovarianz-Parameter des DGP werden je nach der Fragestellung bei
der SMLM/GHK-Sch

atzung (vgl. Kapitel 7 und 8) sowie bei den simulierten klassischen







upfungen betrachtet. Damit gilt
(da T = 1 ist 
i











) = 0 (j; j
0


























atzung vollzieht sich entweder im Independent Probitmodell oder im





atzt. Zur formalen Identizierung der Pa-
93






auf den Wert Eins sowie _

j4
(j = 1; 2; 3) auf den Wert Null restringiert. Der Beobachtungsumfang variiert zwischen
N = 500, N = 1000 und N = 2000, die Anzahl der Simulationsreplikationen variiert zwi-
schen R = 10, R = 50 und R = 200. Ein Beobachtungsumfang von N = 500 wird lediglich
bei der Parametersch

atzung im Independent Probitmodell betrachtet, da bei dieser (gerin-
gen) H

ohe von N mit der SMLM/GHK-Sch

atzung im exibel formulierten einperiodigen
Vieralternativen-Probitmodell vereinzelt Schwierigkeiten bei der Konvergenz der simulierten
Loglikelihoodfunktion zu einem Maximum aufgetreten sind. Die Anzahl der Replikationen
des DGP betr

















































ur die zwei alternativenspezischen Attribute gilt im Hinblick auf intertemporale Ver-
kn













 NV (0; 1) und z
(2)
ijt1












 NV (0; 1) und z
(2)
ijt2
 NV (0; 1)








uglich der Varianz-Kovarianz-Parameter des DGP wird je nach der Fragestellung bei der
SMLM/GHK-Sch

atzung (vgl. Kapitel 7 und 8) sowie bei den simulierten klassischen Test-
verfahren (vgl. Kapitel 9 und 10) ein exibel formuliertes MMPM sowie einzelne Submodelle
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= 0 (j = 1; : : : ; 3)
Die SMLM/GHK-Sch

atzung vollzieht sich entweder im exibel formulierten MMPM oder
aber in einzelnen Submodellen. Im allgemeinsten Fall werden damit sechs Varianz-Kovarianz-
Parameter gesch

atzt. Zur formalen Identizierung der Parameter werden die in Kapitel 1.2.2
zum Ende vorgeschlagenen Normierungen gew

ahlt, d.h. speziell 

3










sichtigt werden, gilt 

1




) = 0. Wenn keine stochastischen Eekte
gesch











auf den Wert Null
restringiert, falls keine autoregressiven Verkn

upfungen in die SMLM/GHK-Sch

atzung auf-
genommen werden. Der Beobachtungsumfang variiert zwischen N = 100, N = 250 und
N = 500, die Anzahl der Simulationsreplikationen variiert zwischen R = 10, R = 50
und R = 200. Ein Beobachtungsumfang von N = 100 wird lediglich bei der Parame-
tersch

atzung im Independent Probitmodell betrachtet, da bei dieser (geringen) H

ohe von
N bei der SMLM/GHK-Sch

atzung im exibel formulierten f

unfperiodigen Dreialternativen-
Probitmodell erneut Schwierigkeiten bei der Konvergenz der simulierten Loglikelihoodfunk-
tion zu einem Maximum aufgetaucht sind. Die Anzahl der Replikationen der einzelnen DGP
betr

agt wiederum jeweils Nrep = 200.
6.2.4 Achtperiodige Vieralternativen-Probitmodelle
Schlielich wird folgendes achtperiodige Vieralternativen-Probitmodell betrachtet (i =

















































Hinsichtlich der beiden alternativenspezischen Attribute wird hier auch eine Dummy-Va-












 NV (0; 1) und z
(2)
ijt1













uglich der Varianz-Kovarianz-Parameter des DGP wird ausschlielich ein exibel formu-








































atzung werden analog zu den Erl

auterungen in Kapitel 6.2.3 entweder
das exibel formulierte MMPM oder aber die einzelnen Submodelle zugrunde gelegt. Im
allgemeinsten Fall werden somit elf Varianz-Kovarianz-Parameter gesch

atzt. Zur formalen





ahlt (vgl. auch B

orsch-Supan u.a., 1992), d.h. speziell 

4
wird auf den Wert Eins
restringiert. Der Beobachtungsumfang variiert zwischen N = 100, N = 250 und N = 500,
die Anzahl der Simulationsreplikationen variiert zwischen R = 10, R = 50 und R = 200. Ein
Beobachtungsumfang von N = 100 wird auch jetzt lediglich bei der Parametersch

atzung im
Independent Probitmodell betrachtet. Die Anzahl der Replikationen des DGP betr

agt auf-
grund der langen Rechenzeiten (vgl. dazu auch die Bemerkungen zum Ende von Kapitel 6.1)
jeweils Nrep = 20. Wegen dieser geringen Anzahl werden im Rahmen des achtperiodigen
Vieralternativen-Probitmodells keine simulierten klassischen Testverfahren untersucht (vgl.
auch Kapitel 6.3).

Uberblicksartig werden in Anhang C nochmals einzelne Werte von Parametern der erkl

aren-
den Variablen sowie von Varianz-Kovarianz-Parametern der verschiedenen DGP entspre-
chend Kapitel 6.2.1 bis 6.2.4 dargestellt. Die Betrachtung bezieht sich auf die KoeÆzien-





ucksichtigt bleiben dabei die Varianz-Kovarianz-Parameter, die sich











arenden Variablen verwendet. Dies gilt auch f

ur
den Fall, da die Anzahl R der Simulationsreplikationen variiert wird. Bei einer sukzessiven
Erh






arenden Variablen wieder verwendet. DieR ([0; 1]-rechteckverteilten Pseudo-) Zufallszahlen
96
zur Ableitung des GHK-Simulators werden dagegen f

ur jede Beobachtungseinheit i

uber die
jeweiligen Nrep Replikationen des DGP modiziert. Hinsichtlich der Vergleichbarkeit der Er-
gebnisse werden die einzelnen Zufallszahlen bei der SMLM/GHK-Sch

atzung unterschiedlich
spezizierter Probitmodelle analog verwendet.

Ahnlich werden bei der sukzessiven Erh

ohung
des Beobachtungsumfangs N bzw. der Anzahl R der Simulationsreplikationen die zuvor bei





ur den iterativen Maximierungsproze der SMLM/GHK-Sch

atzung werden als Startwerte
durchweg dieselben neutralen Parameterwerte eingegeben. Konkret wird zu Beginn den Koef-
zienten der erkl

arenden Variablen der Wert Null, den Standardabweichungen der Wert Eins
(und damit entsprechend der in Kapitel 6.1 beschriebenen Parametrisierung dem nat

urlichen
Logarithmus der Standardabweichungen der Wert Null) sowie den KorrelationskoeÆzienten
und den Autokorrelationsparametern (bzw. deren Parametrisierungen) der Wert Null aufer-
legt.
Grundlage der vergleichenden Analysen sind die KoeÆzienten des DGP. Die von der jeweili-




angigen freien wahren Parame-















































(q = 1; : : : ; dim ) aus der
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uber alle Nrep Replikationen des DGP.
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uber alle Nrep Replikationen
























































uber alle Nrep Replikationen des DGP.
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(q = 1; : : : ; dim )

































bezeichnen den durchschnittlichen Betrag der mittleren Verzerrungen sowie den Durch-




















; : : :

uber alle Nrep Re-
plikationen des DGP.
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Zu beachten ist, da ein Vergleich mit diesen beiden

Ubersichtsstatistiken nur dann sinnvoll
ist, wenn bei der SMLM/GHK-Sch

atzung die gleiche Modellspezikation und damit die-
selben Parameter betrachtet werden. Interessant sind diese Berechnungen deshalb bei der
Analyse der Auswirkungen des Beobachtungsumfangs N und der Anzahl R der Simulati-
onsreplikationen sowie bei der Untersuchung von Modellfehlspezikationen (vgl. Kapitel 8).
Andernfalls werden diese beiden Statistiken im folgenden nicht ausgewiesen. Dar

uber hinaus
sollte bei der ausf






alle Nrep Replikationen des DGP diese Anzahl Nrep nicht zu klein sein. Aus diesem Grund
werden die 25%- bzw. 75%-Quantile lediglich ausgewiesen, wenn der DGP 200 mal repli-
ziert wird. Die sonstigen Statistiken werden dagegen im Rahmen aller Modellspezikationen
betrachtet.
6.3.2 Simulierte klassische Testverfahren
Eine groe Anzahl Nrep an Replikationen des DGP ben

otigt man auch f

ur die Analyse
von Testverfahren. In dieser Arbeit wird die statistische Hypothesenpr

ufung lediglich bei




ahnt werden, da auch diese Anzahl f

ur
die systematische Untersuchung von Testverfahren relativ gering ist. Aufgrund der langen
Rechenzeiten (vgl. auch die Bemerkungen zum Ende von Kapitel 6.1) war es jedoch nicht
m

oglich, relevante Fragestellungen zu simulierten klassischen Testverfahren mit einer deutlich
h

oheren Anzahl Nrep an Replikationen eines DGP zu betrachten. Im einzelnen k

onnen durch
die entwickelten GAUSS-Programme die verschiedenen Versionen Simulierter Wald-, Score-
und Likelihood-Quotienten-Tests und speziell Simulierter Normalverteilungstests hinsichtlich
der Anpassung der Anteile der Fehler erster Art an die vorgegebenen Signikanzniveaus bzw.
hinsichtlich der Anzahl der Fehler zweiter Art untersucht werden.









bzw. (falls sich der Parameter 
(q)















Ausgewiesen wird der Anteil der abgelehnten Nullhypothesen

uber alle Nrep = 200 Repli-
kationen des DGP entsprechend der 5%- und 10%-Quantile der Standardnormalverteilung.












Zu beachten ist dabei, da die zu sch

atzenden Parameter der Varianz-Kovarianz-Matrix 
von "
i





uber Reparametrisierungen eines Modells invariant (vgl. Kapitel 6.1). Aller-
dings gilt eine derartige Invarianz-Eigenschaft im allgemeinen nicht f

ur klassische Testverfah-





rell nicht durch Reparametrisierungen unbeeinut bleiben mu (vgl. Davidson/MacKinnon,
1993, S. 463 ). Insbesondere beim (Simulierten) Wald-Test f

uhrt in der Regel jede nicht-
lineare Transformation der Parameter zu unterschiedlichen Werten der Teststatistik. Da der





ufung obiger Nullhypothesen und zur Abkehr von diesen Problemen
die Varianz-Sch

atzungen der reparametrisierten KoeÆzienten in den Teststatistiken entspre-
chend modiziert (vgl. dazu z.B. Fomby u.a., 1984, S.58).





angig davon, ob die korrekte Informationsmatrix (vgl. Kapitel 5) selbst oder
eine Sch





oe eingeht. Aber auch der (Simulierte) Score-Test kann durch
verschiedene Parametrisierungen beeinut werden, falls Sch

atzungen der Informationsma-
trix in die Teststatistik einbezogen werden (vgl. dazu Davidson/MacKinnon, 1993, S. 458 ).
Diese Problematik kann umgangen werden, falls die Formulierung der Nullhypothesen mit
den zu Beginn reparametrisierten in den Maximierungsproze eingehenden KoeÆzienten er-
folgt. In den f






ufung spezieller Probitmodelle im Kontext des exibel formulierten
MMPM diese Vorgehensweise gew

ahlt.





uft (vgl. Kapitel 10.1). Die Nullhypothese lautet
damit (in einperiodigen Probitmodellen gilt 
i


























= 0 (j; j
0


















uber alle Nrep = 200 Replikationen des DGP entsprechend der 5%-, 10%-, 25%- und
50%-Quantile der zentralen 
2
5
-Verteilung ausgewiesen. Bei G

ultigkeit der Alternativhypo-
these bezieht sich die Betrachtung lediglich auf die entsprechenden 5%- und 10%-Quantile.

















der Simulierten Wald-, Score- und Likelihood-Quotienten-Tests abgelei-
tet (vgl. Kapitel 5.3).
Im Rahmen des f






uft (vgl. Kapitel 10.2, 10.3, 10.4). Zu beachten ist
100
dabei, da mit der ersten in Kapitel 1.2.2 diskutierten Restriktion der Varianz-Parameter







uft werden kann. Damit l

at sich z.B. auch das Indepen-





unfperiodigen Dreialternativen-Probitmodell (im Gegensatz zur Analyse im achtperiodigen




Wert Null restringiert (vgl. Kapitel 6.2.3). Somit wird die statistische Pr

ufung, da keine
zeitinvarianten stochastischen Eekte vorliegen, erm

oglicht.




= 0 (8j). Jedoch werden die Nullhypothesen nach den obigen

Uberle-



















mulierten Wald- und Score-Tests sowie bei der Formulierung von SLRT
2
wird diese Hypothe-






uft. Da in diesem Fall gem

a (5.2) m = 2, wird der Anteil der Ablehnung von H
0

uber alle Nrep = 200 Replikationen des DGP bei G

ultigkeit der Nullhypothese entspre-
chend der 5%-, 10%-, 25%- und 50%-Quantile bzw. bei G

ultigkeit der Alternativhypothese
























































uft. Da hier gem

a (5.2)
m = 6, wird der Anteil der Ablehnung von H
0

uber alle Nrep = 200 Replikationen des DGP
bei G

ultigkeit der Nullhypothese entsprechend der 5%-, 10%-, 25%- und 50%-Quantile bzw.
bei G






Die Nullhypothesen zur statistischen Pr













































Im Vergleich zur obigen Hypothesenpr






oen keinerlei derartige Schwierigkeiten, so da beide Hypothesen mit allen Versionen











Nrep = 200 Replikationen des DGP bei G

ultigkeit der Nullhypothese entsprechend der 5%-,
10%-, 25%- und 50%-Quantile bzw. bei G

ultigkeit der Alternativhypothese entsprechend der










Auf der Grundlage der in Kapitel 6.2 erl

auterten DGP werden im folgenden ausschlielich
SMLM/GHK-Sch

atzergebnisse in korrekt spezizierten exibel formulierten Mehralterna-
tiven-Probitmodellen dargestellt und analysiert. Die Untersuchung orientiert sich dabei an
der Vorgehensweise von Lee (1997a) in bin

aren mehrperiodigen Probitmodellen, insbesondere
aber an der Studie von Geweke u.a. (1997) im zehnperiodigen Dreialternativen-Probitmodell
(vgl. auch Kapitel 4.6). Im Unterschied zu diesen Analysen werden hier SMLM/GHK-
Sch

atzergebnisse in verschieden strukturierten ein- und mehrperiodigen Mehralternativen-
Probitmodellen gegen

uber gestellt. Damit soll der Zusammenhang zwischen der Anzahl J












atzergebnisse bei empirischen Anwendungen
mit sehr kleinen Auswahlwahrscheinlichkeiten, wie sie f

ur mehrperiodige Mehralternativen-





aquaten (vom Anwender zu denierenden) Anzahl R der Simulationsreplikationen
im GHK-Simulator geben. Dar

uber hinaus betrachtet die folgende Analyse aber auch die
Auswirkungen unterschiedlicher Beobachtungsumf

ange N bei konstanter Anzahl R der Si-
mulationsreplikationen auf die Sch

atzergebnisse. Damit soll f

ur empirische Anwendungen
eine Hilfestellung gegeben werden hinsichtlich der Einsch

atzung des notwendigen Beobach-









bzgl. der Parameter im MMPM liefert. Wegen der markant unterschiedlichen Resultate dif-









Tabelle 7.1: Zusammenfassende Statistiken bei der SMLM/GHK-Sch





N = 1000 R = 10 0.0194 0.1890
N = 1000 R = 50 0.0168 0.1927
N = 1000 R = 200 0.0180 0.1934
N = 2000 R = 10 0.0123 0.1299





N = 1000 R = 10 0.0430 0.1756
N = 1000 R = 50 0.0209 0.1797
N = 1000 R = 200 0.0267 0.1799
N = 2000 R = 10 0.0320 0.1303





Entsprechend den Bemerkungen zu Beginn von Kapitel 6.2.2 wird hier ausschlielich das
durch zwei alternativenspezische erkl

arende Variablen gekennzeichnete einperiodige Vier-
alternativen-Probitmodell betrachtet. Hinsichtlich der stochastischen Nutzenkomponenten










atzung in diesem exibel formulierten einperiodigen Vieralternativen-Pro-
bitmodell

uber alle Nrep = 200 Replikationen des jeweils betrachteten DGP dargestellt.
Betrachtet werden dabei verschiedene Kombinationen des Beobachtungsumfangs N und der
Anzahl R der Simulationsreplikationen.




upfungen gekennzeichnet ist, erkennt man bei
gleichen Variationen von N und R durchweg gr

oere Werte von jBiasj im Vergleich zur
Parametersch

atzung, bei der der DGP keine kontempor





atzung der Parameter der erkl







 Bias Min 25% Med 75% Max Std Rmse
N = 1000 
1
1.0086 0.0086 0.7801 0.9378 1.0098 1.0628 1.3058 0.0901 0.0905
R = 10 
2
-0.0000 -0.0000 -0.0636 -0.0151 0.0012 0.0121 0.0594 0.0200 0.0200
N = 1000 
1
1.0116 0.0116 0.7796 0.9430 1.0111 1.0625 1.3311 0.0905 0.0913
R = 50 
2
0.0000 0.0000 -0.0639 -0.0149 0.0006 0.0119 0.0613 0.0202 0.0202
N = 1000 
1
1.0120 0.0120 0.7746 0.9450 1.0116 1.0596 1.3198 0.0901 0.0909
R = 200 
2
0.0001 0.0001 -0.0640 -0.0143 0.0003 0.0119 0.0625 0.0201 0.0201
N = 2000 
1
0.9989 -0.0011 0.8684 0.9620 0.9896 1.0331 1.1747 0.0574 0.0574
R = 10 
2
-0.0009 -0.0009 -0.0398 -0.0094 -0.0009 0.0080 0.0438 0.0143 0.0143
N = 2000 
1
1.0019 0.0019 0.8714 0.9611 0.9922 1.0385 1.1830 0.0599 0.0599
R = 50 
2







 Bias Min 25% Med 75% Max Std Rmse
N = 1000 
1
1.0208 0.0208 0.8176 0.9579 1.0129 1.0782 1.2778 0.0888 0.0912
R = 10 
2
0.0006 0.0006 -0.0537 -0.0104 -0.0009 0.0117 0.0471 0.0169 0.0169
N = 1000 
1
1.0167 0.0167 0.8325 0.9533 1.0060 1.0693 1.3007 0.0884 0.0900
R = 50 
2
0.0007 0.0007 -0.0458 -0.0102 -0.0022 0.0113 0.0487 0.0162 0.0162
N = 1000 
1
1.0145 0.0145 0.8395 0.9536 1.0087 1.0673 1.2938 0.0872 0.0884
R = 200 
2
0.0007 0.0007 -0.0501 -0.0106 -0.0018 0.0109 0.0489 0.0162 0.0162
N = 2000 
1
1.0066 0.0066 0.8917 0.9617 0.9994 1.0343 1.1836 0.0560 0.0564
R = 10 
2
0.0000 0.0000 -0.0420 -0.0078 0.0001 0.0076 0.0290 0.0112 0.0112
N = 2000 
1
1.0011 0.0011 0.8915 0.9627 0.9947 1.0373 1.1975 0.0539 0.0539
R = 50 
2
-0.0002 -0.0002 -0.0397 -0.0078 0.0002 0.0067 0.0269 0.0109 0.0109









ur N = 1000 allerdings kleinere Werte von Rmse, wenn der DGP durch
kontempor

are Korrelationen gekennzeichnet ist. Unabh

angig vom DGP sinkt bei gleichem
105
N und bei einer Zunahme von R = 10 auf R = 50 jBiasj sowie bei gleichem R und mit
zunehmenden N Rmse. Falls dagegen die Anzahl der Simulationsreplikationen von R = 50
auf R = 200 (bei N = 1000) steigt, erh

oht sich jBiasj. Ebenso steigt Rmse (bei gleichem N)
mit wachsendem R. Das heit, mit einer zunehmenden Anzahl der Simulationsreplikationen
erh





uber die Nrep = 200
Replikationen des DGP. Bei R = 50 steigt zudem jBiasj leicht bei einer Erh

ohung von











Eine bessere Einsicht erh

alt man bei der umfassenden Betrachtung der SMLM/GHK-Sch

atz-
werte der einzelnen Parameter. In Tabelle 7.2 sind f

ur die verschiedenen Kombinationen des

















ur die beiden zugrunde gelegten DGP keinerlei systematische Unterschiede bei den Sch

atz-
ergebnissen. Insgesamt ergeben sich unabh

angig von N und R stabile Parametersch

atzungen








uber alle Nrep = 200 Replikationen des
jeweiligen DGP sehr nahe an den entsprechenden (wahren) Parameterwerten des DGP.
Insbesondere besitzt R

uberhaupt keine systematischen Auswirkungen auf die SMLM/GHK-
Sch

atzung der Parameter der erkl

arenden Variablen im betrachteten einperiodigen Vieral-
ternativen-Probitmodell. Wegen des sinkenden Std vermindert sich mit wachsendem Beob-




auch der Wert von Rmse, durchweg auf niedrigem







dem zugrunde gelegten Wert im DGP deutlich h

oher. Hinsichtlich empirischer Arbeiten deu-
ten diese Ergebnisse an, da die KoeÆzienten alternativenspezischer erkl

arender Variablen
im korrekt spezizierten einperiodigen Vieralternativen-Probitmodell unabh

angig vom zu-
grunde liegenden DGP schon bei einem moderaten Beobachtungsumfang N und bei einer











In Tabelle 7.3 sind auf der Grundlage des einperiodigen Vieralternativen-Independent Pro-
bitmodells als DGP f

ur die verschiedenen Kombinationen von N und R ausf

uhrliche Sta-
tistiken hinsichtlich der gesch





atzung der Varianz-Kovarianz-Parameter im exibel formu-








1.0040 0.0040 0.3688 0.8291 1.0268 1.1574 1.5611 0.2152 0.2153
N = 1000 

2





) -0.0717 -0.0717 -0.9781 -0.2467 -0.0218 0.1546 0.6017 0.3108 0.3190













0.9979 -0.0021 0.4107 0.8523 1.0004 1.1437 1.6323 0.2160 0.2160
N = 1000 

2





) -0.0547 -0.0547 -0.9778 -0.1679 -0.0032 0.1311 0.5581 0.3104 0.3152













0.9944 -0.0056 0.4319 0.8472 1.0020 1.1275 1.6279 0.2167 0.2168
N = 1000 

2





) -0.0495 -0.0495 -0.9511 -0.1499 0.0106 0.1368 0.5552 0.2991 0.3032













1.0088 0.0088 0.6347 0.9248 1.0090 1.1037 1.4297 0.1379 0.1381
N = 2000 

2





) -0.0304 -0.0304 -0.9813 -0.0997 -0.0006 0.0836 0.3750 0.2026 0.2049













1.0037 0.0037 0.6233 0.9227 1.0125 1.0958 1.4407 0.1405 0.1406
N = 2000 

2





) -0.0220 -0.0220 -0.7533 -0.0808 0.0006 0.0921 0.3853 0.2070 0.2082













atzung der Varianz-Kovarianz-Parameter im exibel formu-










1.4800 -0.0200 0.9692 1.3305 1.4682 1.6240 2.0652 0.2119 0.2129
N = 1000 

2





) 0.3978 -0.1022 -0.3570 0.2464 0.4127 0.5710 0.9071 0.2412 0.2620













1.4867 -0.0133 0.9710 1.3414 1.4610 1.6357 2.2398 0.2152 0.2156
N = 1000 

2





) 0.4752 -0.0248 -0.9991 0.2706 0.4452 0.6826 1.0000 0.2905 0.2916













1.4780 -0.0220 0.9671 1.3310 1.4575 1.6105 2.2618 0.2115 0.2126
N = 1000 

2





) 0.4822 -0.0178 -0.9840 0.2818 0.4539 0.6927 1.0000 0.2927 0.2933













1.4762 -0.0238 1.1506 1.3653 1.4549 1.5865 1.9348 0.1469 0.1488
N = 2000 

2





) 0.4222 -0.0778 -0.1877 0.2938 0.4376 0.5543 0.9237 0.1831 0.1991













1.4758 -0.0242 1.1173 1.3613 1.4700 1.5735 1.9888 0.1453 0.1473
N = 2000 

2





) 0.4891 -0.0109 -0.6902 0.3251 0.4895 0.6309 0.9984 0.2329 0.2332



























arenden Variablen (vgl. Tabelle 7.2). Dies ist insofern bemerkenswert, als die
im DGP zugrunde gelegten Werte der Varianz-Kovarianz-Parameter hier ausnahmslos mit





ubereinstimmen. Vor allem sind aber in Tabelle 7.3 im Vergleich deutlich h

ohere
Werte von Std und damit auch von Rmse zu erkennen. Dar

uber hinaus weichen vereinzelt







uber alle Nrep = 200 Replikationen des DGP
st

arker von den entsprechenden Medianen ab, z.B. f








). Insgesamt ist aber festzuhalten, da auch die Varianz-Kovarianz-Parameter
basierend auf diesem einfachen DGP unabh

angig von N bzw. R im Durchschnitt relativ
genau gesch

atzt werden. Wegen des sinkenden Std vermindert sich (bei konstantem R) auch
hier mit wachsendem Beobachtungsumfang N bei allen Parametern der Wert von Rmse.
Wenngleich bei den einzelnen Varianz-Kovarianz-Parametern keine durchweg unterschied-
lichen Resultate hinsichtlich der Werte von Rmse zu erkennen sind, zeigen sich bei diesen
gesch










upfungen beinhaltet (zu den DGP-Werten vgl. auch Anhang C). In Tabelle 7.4 sind f

ur










uber alle Nrep = 200 Replikationen dieses DGP abgebildet. Zu erken-
nen sind selbst bei hohem N = 2000 und R = 50 gr






). Bei kleineren N bzw. R erscheinen zum Teil noch etwas st

arkere
Verzerrungen bzw. Streuungen der Sch

atzwerte. Zudem tauchen (vor allem bei N = 1000)
wiederholt negative Sch

atzwerte der KorrelationskoeÆzienten auf. Insgesamt l

at sich aber
kein systematischer Einu von N bzw. R ableiten. Mit wachsendem N (und gleichem R)
ist lediglich erneut bei allen Parametern eine Abnahme von Std und damit von Rmse zu er-
kennen. Dennoch kann festgehalten werden, da die Varianz-Kovarianz-Parameter auch auf
der Grundlage dieses DGP (vor allem im Vergleich zu den Ergebnissen in mehrperiodigen






















tistiken bei der SMLM/GHK-Sch





Tabelle 7.5: Zusammenfassende Statistiken bei der SMLM/GHK-Sch







N = 250 R = 10 0.0530 0.1400
N = 250 R = 50 0.0568 0.1438
N = 250 R = 200 0.0571 0.1440
N = 500 R = 10 0.0473 0.1059
N = 500 R = 50 0.0508 0.1098
DGP: Kontempor

are und intertemporale Korrelationen
jBiasj Rmse
N = 250 R = 10 0.0932 0.2566
N = 250 R = 50 0.0456 0.2418
N = 250 R = 200 0.0470 0.2508
N = 500 R = 10 0.1026 0.2057
N = 500 R = 50 0.0438 0.1987
nativen-Probitmodell

uber alle Nrep = 200 Replikationen des jeweiligen DGP abgebildet.
Bei den stochastischen Nutzenkomponenten liegen im DGP gem

a Kapitel 6.2.3 zum einen





upfungen vor. Betrachtet werden auch hier verschiedene Kombinationen des
Beobachtungsumfangs N und der Anzahl R der Simulationsreplikationen. Falls der DGP
kontempor

are und intertemporale Verkn

upfungen beinhaltet, sind (f

ur alle Variationen von
N und R) im Vergleich zur Parametersch

atzung auf der Grundlage des Independent Pro-
bitmodells als DGP h

ohere Werte von Rmse zu erkennen. Bei jBiasj ist dagegen keine
eindeutige Aussage m

oglich. Lediglich mit kleinem R = 10 erscheinen hier deutlich h

ohere
Werte, falls der DGP kontempor

are und intertemporale Korrelationen enth

alt.
Hinsichtlich des Einusses von N bzw. R auf jBiasj und Rmse zeigt sich insgesamt ein un-
einheitliches Bild. Eindeutig ist lediglich zu erkennen, da Rmse mit zunehmendem N sinkt.

Ahnlich wie bei der SMLM/GHK-Sch

atzung im einperiodigen Vieralternativen-Probitmodell
(vgl. Tabelle 7.1) ist festzuhalten, da die ausschlieliche Erh

ohung von R keinen durchweg




atzung der Parameter der erkl









 Bias Min 25% Med 75% Max Std Rmse
N = 250 
1
1.0052 0.0052 0.8636 0.9703 1.0023 1.0436 1.1937 0.0607 0.0609
R = 10 
2
-0.0040 -0.0040 -0.0726 -0.0201 -0.0026 0.0106 0.0727 0.0243 0.0246
N = 250 
1
1.0073 0.0073 0.8608 0.9709 1.0051 1.0448 1.1872 0.0618 0.0622
R = 50 
2
-0.0039 -0.0039 -0.0732 -0.0202 -0.0037 0.0113 0.0700 0.0242 0.0245
N = 250 
1
1.0081 0.0081 0.8561 0.9707 1.0048 1.0500 1.1775 0.0619 0.0624
R = 200 
2
-0.0038 -0.0038 -0.0728 -0.0202 -0.0035 0.0117 0.0694 0.0242 0.0245
N = 500 
1
1.0042 0.0042 0.8832 0.9732 1.0041 1.0334 1.1351 0.0412 0.0414
R = 10 
2
-0.0024 -0.0024 -0.0507 -0.0123 -0.0014 0.0073 0.0431 0.0163 0.0164
N = 500 
1
1.0070 0.0070 0.8900 0.9751 1.0072 1.0319 1.1321 0.0408 0.0414
R = 50 
2
-0.0025 -0.0025 -0.0513 -0.0115 -0.0013 0.0063 0.0427 0.0163 0.0165
DGP: Kontempor





 Bias Min 25% Med 75% Max Std Rmse
N = 250 
1
1.0037 0.0037 0.7947 0.9387 1.0040 1.0627 1.1857 0.0835 0.0835
R = 10 
2
-0.0053 -0.0053 -0.0870 -0.0256 -0.0047 0.0158 0.0752 0.0323 0.0327
N = 250 
1
0.9964 -0.0036 0.8146 0.9292 0.9900 1.0509 1.3041 0.0898 0.0899
R = 50 
2
-0.0056 -0.0056 -0.0922 -0.0248 -0.0055 0.0175 0.0722 0.0317 0.0321
N = 250 
1
0.9977 -0.0023 0.8407 0.9252 0.9950 1.0496 1.3490 0.0894 0.0894
R = 200 
2
-0.0057 -0.0057 -0.0923 -0.0269 -0.0051 0.0158 0.0710 0.0316 0.0321
N = 500 
1
0.9972 -0.0028 0.8599 0.9468 0.9952 1.0338 1.1811 0.0608 0.0609
R = 10 
2
-0.0021 -0.0021 -0.0644 -0.0155 -0.0018 0.0120 0.0600 0.0221 0.0222
N = 500 
1
0.9893 -0.0107 0.8733 0.9385 0.9854 1.0297 1.1842 0.0610 0.0619
R = 50 
2
-0.0019 -0.0019 -0.0609 -0.0141 -0.0017 0.0139 0.0592 0.0216 0.0217
Independent Probitmodell gekennzeichnet ist, steigt erneut (in geringem Ausma) mit wach-
sendem R (bei gleichem N) der Wert von Rmse. Dar

uber hinaus zeigt sich in diesem Fall
auch eine systematische (leichte) Erh







upfungen beinhaltet, ist ein derartiger Eekt auch f

ur N = 250 bei einer
Erh

ohung von R = 50 auf R = 200 zu erkennen. Die hier bei einer Erh

ohung von R = 10 auf









bei kleinem R = 10 extrem verzerrt gesch

atzt
werden (vgl. Kapitel 7.2.3).
7.2.2 SMLM/GHK-Sch









ur die verschiedenen Kombinationen des Beobachtungsumfangs N und
der Anzahl R der Simulationsreplikationen die ausf

uhrlichen Statistiken zur SMLM/GHK-
Sch








(zu den DGP-Werten vgl. auch Anhang C). Hierbei zeigen sich im Vergleich zur Parame-
tersch

atzung im einperiodigen Vieralternativen-Probitmodell (vgl. Tabelle 7.2) sehr analoge
Ergebnisse. Bei allen Variationen von N bzw. R und damit schon bei kleinem N = 250 und
bei kleinem R = 10 gelangt man zu stabilen Parametersch

atzungen mit minimalen Verzer-
rungen, sowohl hinsichtlich der arithmetischen Mittel in

^





uber alle Nrep = 200 Replikationen der beiden DGP. Zudem wird auch hier

2
im Vergleich zu 
1




uber hinaus vermindert sich
wiederum mit wachsendem N wegen des sinkenden Std sowohl bei 
1




Im Hinblick auf die durchschnittlichen Verzerrungen lassen sich bei den beiden zugrunde
gelegten DGP keine systematischen Unterschiede beobachten. Dagegen sind die Streuungen
und damit auch die Werte von Rmse

uber alle Nrep = 200 Replikationen des durch kontem-
por

are und intertemporale Verkn

upfungen gekennzeichneten DGP f

ur alle Kombinationen






oher, allerdings auf niedrigem Niveau. Letztlich ergibt sich so-
mit im Hinblick auf empirische Anwendungen, da die KoeÆzienten alternativenspezischer
erkl

arender Variablen auch in dem hier betrachteten korrekt spezizierten f

unfperiodigen
Dreialternativen-Probitmodell schon bei einem kleinen Beobachtungsumfang N und bei ei-













ollig andere Ergebnisse erh

alt man dagegen bei der SMLM/GHK-Sch

atzung der Varianz-
Kovarianz-Parameter. In Tabelle 7.7 sind f

ur die verschiedenen Kombinationen des Beobach-
tungsumfangs N und der Anzahl R der Simulationsreplikationen die ausf

uhrlichen Resultate






atzung der Varianz-Kovarianz-Parameter im exibel formu-
lierten f









0.9908 -0.0092 0.4248 0.8663 1.0054 1.1094 1.4855 0.1592 0.1595








0.1495 0.1495 0.0002 0.0527 0.1064 0.2248 0.5852 0.1192 0.1915
R = 10 

2
0.1496 0.1496 0.0001 0.0523 0.1205 0.2252 0.5137 0.1146 0.1888

1
-0.0530 -0.0530 -0.5588 -0.1448 -0.0512 0.0499 0.3421 0.1574 0.1661

2




0.9845 -0.0155 0.5727 0.8437 1.0064 1.1049 1.4824 0.1605 0.1613








0.1500 0.1500 0.0062 0.0501 0.1178 0.2317 0.5010 0.1175 0.1908
R = 50 

2
0.1565 0.1565 0.0116 0.0602 0.1251 0.2333 0.5460 0.1187 0.1968

1
-0.0578 -0.0578 -0.5649 -0.1694 -0.0613 0.0637 0.2906 0.1646 0.1745

2




0.9858 -0.0142 0.5477 0.8672 1.0041 1.1003 1.4556 0.1616 0.1622








0.1498 0.1498 0.0004 0.0518 0.1146 0.2168 0.4925 0.1176 0.1907
R = 200 

2
0.1580 0.1580 0.0010 0.0613 0.1349 0.2316 0.5695 0.1187 0.1980

1
-0.0584 -0.0584 -0.5600 -0.1601 -0.0539 0.0634 0.2835 0.1634 0.1735

2




1.0046 0.0046 0.7079 0.9358 1.0104 1.0748 1.3301 0.1090 0.1091








0.1362 0.1362 0.0022 0.0510 0.1168 0.2036 0.4309 0.0971 0.1675
R = 10 

2
0.1439 0.1439 0.0036 0.0571 0.1285 0.2177 0.5249 0.1013 0.1763

1
-0.0291 -0.0291 -0.3637 -0.0875 -0.0263 0.0353 0.2235 0.1010 0.1051

2




1.0017 0.0017 0.7106 0.9416 1.0060 1.0717 1.2940 0.1063 0.1063








0.1451 0.1451 0.0086 0.0630 0.1311 0.2079 0.4280 0.0958 0.1742
R = 50 

2
0.1522 0.1522 0.0085 0.0711 0.1346 0.2189 0.5409 0.0968 0.1807

1
-0.0352 -0.0352 -0.3678 -0.0951 -0.0345 0.0289 0.2209 0.1099 0.1154

2




atzung der Varianz-Kovarianz-Parameter im exibel formulier-
ten f









1.3828 -0.1172 0.5982 1.1164 1.3157 1.5991 2.4826 0.3547 0.3736








1.5652 0.0652 0.0854 1.3851 1.6895 1.8828 2.5053 0.5130 0.5172
R = 10 

2
0.4534 -0.0466 0.0076 0.2183 0.4886 0.6458 1.0585 0.2522 0.2565

1
0.5468 -0.2532 -0.5674 0.3941 0.5526 0.7207 0.9575 0.2432 0.3515

2




1.4840 -0.0160 0.2487 1.2037 1.4326 1.7676 2.6528 0.3987 0.3990








1.4010 -0.0990 0.0027 1.0447 1.4897 1.8105 2.4188 0.5256 0.5349
R = 50 

2
0.4011 -0.0989 0.0000 0.1457 0.3959 0.6265 1.0563 0.2750 0.2923

1
0.7017 -0.0983 -0.0822 0.5837 0.7467 0.8722 0.9538 0.2092 0.2312

2




1.5202 0.0202 0.2254 1.2307 1.4809 1.8028 2.6557 0.4164 0.4169








1.3392 -0.1608 0.0075 1.0175 1.4613 1.7582 2.4209 0.5607 0.5834
R = 200 

2
0.3928 -0.1072 0.0000 0.1283 0.3722 0.6138 1.1446 0.2821 0.3019

1
0.7323 -0.0677 -0.0990 0.6415 0.7831 0.8817 0.9555 0.1991 0.2103

2




1.3499 -0.1501 0.7968 1.1480 1.3066 1.5053 2.7877 0.2789 0.3169








1.6257 0.1257 0.1666 1.5252 1.6836 1.8255 2.1750 0.3537 0.3755
R = 10 

2
0.4358 -0.0642 0.0251 0.2578 0.4942 0.6036 0.8142 0.2168 0.2261

1
0.5760 -0.2240 0.1338 0.4623 0.5835 0.6891 0.9499 0.1791 0.2873

2




1.4999 -0.0001 0.7560 1.2379 1.4329 1.6841 2.4187 0.3417 0.3417








1.3859 -0.1141 0.0394 1.1927 1.5374 1.6918 2.1840 0.4723 0.4860
R = 50 

2
0.3843 -0.1157 0.0000 0.1745 0.3949 0.5804 0.8356 0.2316 0.2591

1
0.7420 -0.0580 0.2471 0.6601 0.7530 0.8591 0.9667 0.1422 0.1536

2
0.4827 -0.0173 0.0138 0.4075 0.5101 0.5845 0.7186 0.1426 0.1437
114
dell gekennzeichnet ist. Das wesentliche Ergebnis ist die mit relativ geringen Streuungen und
unabh












der zeitinvarianten stochastischen Eekte. Dieses Ergebnis konnte allerdings erwartet
werden. Aufgrund der Struktur des betrachteten MMPM (vgl. Kapitel 1.2.2) liegen (z.B.






= 0. Um zu
vermeiden, da diese Parameter negative Sch

atzwerte annehmen, werden im iterativen Op-
timierungsproze entsprechende Parametrisierungen vorgenommen (vgl. Kapitel 6.1). Damit




atzungen der Parameter. Zu ber

uck-
sichtigen ist zudem, da der vorgegebene Startwert f

ur den Maximierungsproze jeweils
Eins betr










ampft werden, wenngleich das grunds

atzliche strukturelle Problem
bestehen bleibt. Eigene Versuche mit sehr kleinen Startwerten (< 0:1) haben dar

uber hinaus
gezeigt, da der Optimierungsproze in der SMLM/GHK auch nach sehr vielen Iterationen
bei den vorgegebenen Parameterwerten verharren kann. Festzuhalten ist damit im Hinblick
auf empirische Arbeiten, da die Sch

atzung der Parameter der stochastischen Eekte pro-
blematisch ist, falls im DGP tats








atzung dieser Parameter d













Oenbar liegt hier eine Interdependenz zwischen den gesch

atzten KoeÆzienten der inter-
temporalen Korrelationen vor (vgl. auch die Ergebnisse bei der SMLM/GHK-Sch

atzung in










aren Korrelationen werden dagegen unabh

angig vom Beobachtungsumfang N bzw.






Uberhaupt ist der Eekt von N und R auf die Verzerrungen relativ gering. Wiederum er-
gibt sich bei einer Erh

ohung von N = 250 auf N = 500 (bei gleichem R) ausnahmslos eine
Reduzierung der Werte von Std und damit von Rmse.
Falls der DGP durch kontempor

are und intertemporale Verkn

upfungen gekennzeichnet ist,
sind die entsprechenden Werte von Std und Rmse meistens f

ur die einzelnen Kombinationen
des Beobachtungsumfangs N und der Anzahl R der Simulationsreplikationen deutlich h

oher.







atzung der Varianz-Kovarianz-Parameter dargestellt (zu den DGP-Werten
vgl. auch Anhang C). Vor allem im Vergleich zu den Sch








arenden Variablen (vgl. Tabelle 7.6), aber auch im Vergleich zu den Sch

atzungen
der Varianz-Kovarianz-Parameter auf der Basis des Independent Probitmodells als DGP
(vgl. Tabelle 7.7), erkennt man hier selbst bei N = 500 und R = 50 sehr hohe Werte
von Rmse. Zudem unterscheiden sich die arithmetischen Mittel in

^













recht deutlich. Eine Erh

ohung des Beobachtungsumfangs N bewirkt wiederum eine Senkung
der einzelnen Werte von Std und Rmse, besitzt aber keinen systematischen Eekt auf die
durchschnittlichen Verzerrungen.
Markant zeigt sich hier im Unterschied zur SMLM/GHK-Sch

atzung auf der Grundlage des
Independent Probitmodells als DGP (vgl. Tabelle 7.7) der Einu von R. Bei kleinem R = 10
werden vor allem die AutokorrelationskoeÆzienten (und insbesondere 
1































Dreialternativen-Probitmodell ist also eine hohe Anzahl R der Simulationsreplikationen not-
wendig. Diese Beobachtung deckt sich mit den entsprechenden Untersuchungen von Geweke









der zeitinvarianten stochastischen Eekte ist dagegen kein systema-
tischer Einu einer Erh






Im Hinblick auf die Auswirkungen der Zunahme der Anzahl J der Alternativen und der




uber alle Nrep = 20 Replikationen
des DGP die

Ubersichtsstatistiken bei der SMLM/GHK-Sch

atzung im exibel formulierten
achtperiodigen Vieralternativen-Probitmodell abgebildet. Der DGP beinhaltet dabei ent-
sprechend Kapitel 6.2.4 ausschlielich kontempor

are und intertemporale Verkn

upfungen (zu
den DGP-Werten vgl. auch Anhang C). Wiederum werden verschiedene Kombinationen des
Beobachtungsumfangs N und der Anzahl R der Simulationsreplikationen betrachtet.
Zu erkennen ist hier, da im Unterschied zur SMLM/GHK-Sch

atzung im einperiodigen Vier-
alternativen-Probitmodell (vgl. Tabelle 7.1) bzw. im f

unfperiodigen Dreialternativen-Probit-
modell (vgl. Tabelle 7.5) mit zunehmendem R (bei gleichem N) sowohl jBiasj als auch Rmse
sinkt. In dieser Hinsicht ist in diesem MMPM eine Erh

ohung der Anzahl R der Simulationsre-
plikationen w

unschenswert. Auch dieser Eekt wird im wesentlichen dadurch verursacht, da
die AutokorrelationskoeÆzienten bei wachsendem R mit deutlich geringeren Verzerrungen
gesch

atzt werden (vgl. Kapitel 7.3.3). F

ur den Beobachtungsumfang N ergibt sich erneut ein
uneinheitliches Bild. Zwar nimmt bei wachsendem N (und gleichem R) Rmse wiederum ab.
Allerdings w

achst jBiasj (bei gleichem R) ausnahmslos mit einer Steigerung von N = 250
auf N = 500, wenn auch in geringem Ausma.
116
Tabelle 7.9: Zusammenfassende Statistiken bei der SMLM/GHK-Sch

atzung im exibel for-





N = 250 R = 10 0.2282 0.3366
N = 250 R = 50 0.1318 0.2988
N = 250 R = 200 0.1048 0.2781
N = 500 R = 10 0.2300 0.2842
N = 500 R = 50 0.1526 0.2425
N = 500 R = 200 0.1196 0.2259
7.3.2 SMLM/GHK-Sch





In Tabelle 7.10 sind f

ur die verschiedenen Kombinationen des Beobachtungsumfangs N und
der Anzahl R der Simulationsreplikationen die ausf

uhrlichen Ergebnisse zur SMLM/GHK-
Sch

atzung der Parameter der erkl

arenden Variablen dargestellt (zu den DGP-Werten vgl.
auch Anhang C). Hierbei k

onnen die Bemerkungen hinsichtlich der Ergebnisse bei der Pa-
rametersch

atzung im einperiodigen Vieralternativen-Probitmodell (vgl. Tabelle 7.2) sowie
im f

unfperiodigen Dreialternativen-Probitmodell (vgl. Tabelle 7.6) weitgehend beibehalten
werden. Bei allen Variationen von N und R und damit schon bei kleinem N = 250 und
kleinem R = 10 erh

alt man stabile Parametersch

atzungen mit sehr geringen Verzerrun-
gen. Erw

ahnenswert ist, da auch hier die arithmetischen Mittel in

^
 sowie die Mediane der
Sch

atzwerte jeweils sehr eng beieinander liegen, obwohl der zugrunde liegende DGP lediglich
20 mal repliziert wird. Eine Zunahme von R hat bzgl. Bias kaum Auswirkungen. Wegen der
sinkenden Streuungen vermindert sich erneut Rmse mit wachsendem N , insbesondere beim
Parameter 
2
, aber auch beim Parameter 
1
, jeweils auf niedrigem Niveau.
Eine sukzessive Erh

ohung von R bietet (bei gleichem N) bzgl. KoeÆzient 
1
bei Rmse ein
uneinheitliches Bild. Festzuhalten ist, da die Sch






arenden Variablen (vor allem f






der Dummy-Variablen geringere Werte von Std sowie von Rmse aufwei-
sen. Im Hinblick auf empirische Arbeiten zeigt sich somit auch in diesem achtperiodigen
Vieralternativen-Probitmodell, da die Parameter alternativenspezischer erkl

arender Va-




atzung der Parameter der erkl

arenden Variablen im exibel







 Bias Min Med Max Std Rmse
N = 250 
1
1.0243 0.0243 0.9249 1.0076 1.1882 0.0672 0.0717
R = 10 
2
1.0222 0.0222 0.8010 1.0062 1.3166 0.1197 0.1219
N = 250 
1
1.0126 0.0126 0.9078 0.9955 1.1951 0.0705 0.0716
R = 50 
2
1.0188 0.0188 0.8336 1.0298 1.2650 0.1153 0.1169
N = 250 
1
1.0213 0.0213 0.9438 0.9944 1.2151 0.0657 0.0692
R = 200 
2
1.0235 0.0235 0.8693 0.9916 1.2929 0.1056 0.1084
N = 500 
1
0.9973 -0.0027 0.9435 0.9795 1.0977 0.0460 0.0460
R = 10 
2
0.9899 -0.0101 0.8691 0.9823 1.1543 0.0706 0.0713
N = 500 
1
0.9943 -0.0057 0.8933 0.9838 1.1284 0.0583 0.0586
R = 50 
2
0.9920 -0.0080 0.9047 0.9726 1.1664 0.0680 0.0685
N = 500 
1
0.9920 -0.0080 0.8945 0.9861 1.1177 0.0537 0.0543
R = 200 
2
0.9862 -0.0138 0.9061 0.9706 1.1379 0.0617 0.0633
und bei einer geringen Anzahl R der Simulationsreplikationen mit der SMLM/GHK sehr
pr









atzung einzelner Varianz-Kovarianz-Parameter (zu den DGP-Wer-
ten vgl. auch Anhang C) erh

alt man hier im Vergleich zur Parametersch

atzung im einpe-





unfperiodigen Dreialternativen-Probitmodell (vgl. Tabelle 7.8) die instabilsten Ergebnisse.
In den Tabellen 7.11 und 7.12 sind f

ur die verschiedenen Kombinationen des Beobachtungs-







atzung dieser Parameter abgebildet. Wiederum erkennt man deutlich
gr






arenden Variablen (vgl. Tabelle 7.10). Zudem tauchen teilweise markante Unterschiede
zwischen dem arithmetischen Mittel in

^









atzung der Varianz-Kovarianz-Parameter im exibel formu-
lierten achtperiodigen Vieralternativen-Probitmodell (DGP: Kontempor

are und intertempo-

















) 0.2384 -0.2616 -0.2988 0.2492 0.6178 0.2379 0.3586

















1.5120 0.0120 1.1465 1.5354 2.1591 0.2216 0.2219
R = 10 

3
0.3055 -0.1945 0.0361 0.2491 0.7309 0.1873 0.2736

1
0.4636 -0.3364 0.2476 0.3994 0.9437 0.2080 0.4029

2
0.0338 -0.7662 -0.3667 0.0543 0.4136 0.2134 0.8146

3













) 0.2621 -0.2379 -0.1210 0.2622 0.6467 0.2465 0.3469

















1.5260 0.0260 1.2063 1.5041 2.1421 0.2131 0.2147
R = 50 

3
0.3799 -0.1201 0.0774 0.3157 0.9838 0.2612 0.2888

1
0.7087 -0.0913 0.3999 0.7078 0.9459 0.1517 0.1783

2
0.1125 -0.6875 -0.3741 0.1261 0.7241 0.2555 0.7502

3













) 0.2907 -0.2093 -0.1497 0.2273 0.8054 0.2463 0.3267

















1.5304 0.0304 1.2674 1.5190 1.9924 0.1890 0.1915
R = 200 

3
0.4083 -0.0917 0.1120 0.3182 0.9250 0.2537 0.2705

1
0.7630 -0.0370 0.5324 0.7452 0.9378 0.1263 0.1318

2
0.2324 -0.5676 -0.2565 0.2392 0.7031 0.2071 0.6181

3




atzung der Varianz-Kovarianz-Parameter im exibel formu-
lierten achtperiodigen Vieralternativen-Probitmodell (DGP: Kontempor

are und intertempo-

















) 0.2619 -0.2381 -0.0911 0.3211 0.5136 0.1767 0.3015

















1.5300 0.0300 1.3665 1.4829 1.7923 0.1253 0.1290
R = 10 

3
0.3373 -0.1627 0.1364 0.3288 0.6439 0.1491 0.2238

1
0.4483 -0.3517 0.2930 0.4552 0.6347 0.0995 0.3743

2
0.0647 -0.7353 -0.3253 0.0489 0.3083 0.1787 0.7753

3













) 0.2460 -0.2540 -0.0591 0.2339 0.6532 0.1828 0.3183

















1.5588 0.0588 1.4264 1.5213 1.8675 0.1134 0.1284
R = 50 

3
0.3733 -0.1267 0.1491 0.3462 0.8473 0.1845 0.2257

1
0.7089 -0.0911 0.4810 0.7078 0.8987 0.1167 0.1495

2
0.0438 -0.7562 -0.4038 0.0761 0.2856 0.1720 0.7947

3













) 0.2063 -0.2937 -0.0590 0.1702 0.6621 0.1682 0.3451

















1.5312 0.0312 1.3768 1.5010 1.7313 0.1056 0.1103
R = 200 

3
0.3986 -0.1014 0.0921 0.4023 0.8667 0.1863 0.2134

1
0.7864 -0.0136 0.5231 0.8021 0.9122 0.0958 0.0968

2
0.1961 -0.6039 -0.4679 0.2205 0.5771 0.2141 0.6555

3
0.4454 -0.0546 0.1509 0.4589 0.7009 0.1268 0.1386
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ohung von N = 250 auf N = 500




ur R = 200) bei allen Varianz-Kovarianz-
Parametern eine Senkung der jeweiligen Werte von Std.
Hinsichtlich der durchschnittlichen Verzerrungen ergibt sich dagegen bei einer Steigerung von
N ein uneinheitliches Bild. H

aug ist mit wachsendem N (und gleichem R) eine Erh

ohung
einzelner Werte von Bias verbunden. Eine Erh

ohung von R scheint dagegen bei der SMLM/
GHK-Sch

atzung der Varianz-Kovarianz-Parameter in diesem mehrperiodigen Mehralterna-
tiven-Probitmodell f

ur die Senkung der durchschnittlichen Verzerrungen viel wichtiger zu
sein. Insbesondere bei den AutokorrelationskoeÆzienten (und vor allem bei 
1
), zum Teil




upfungen, ist mit wachsendem R
(und gleichem N) stellenweise ein deutlicher R

uckgang der Werte von Bias zu erkennen.
Festzuhalten ist jedoch, da bei den gesch

atzten Varianz-Kovarianz-Parametern im vorliegen-
den achtperiodigen Vieralternativen-Probitmodell auch bei hohen N sowie R sehr instabile









ur N = 500 bzw. R = 200 im Durchschnitt extrem un-
tersch














ur kleinere N bzw. R,

















upfungen auf. Ein solch ung

unstiges Verhalten selbst bei hohem N und
R ist bei den gesch

atzten Varianz-Kovarianz-Parametern im f

unfperiodigen Dreialternativen-
Probitmodell (vgl. Tabelle 7.8), d.h. also bei einer geringeren Anzahl J der Alternativen sowie
bei einer geringeren Anzahl T der Perioden, nicht zu erkennen.
7.4 Schlufolgerungen
Die Monte-Carlo-Studien in diesem Kapitel zeigen zun

achst die Robustheit der SMLM-
Sch

atzung unter der Einbeziehung des GHK-Simulators im exibel formulierten MMPM.
Bei den hier untersuchten Modellspezikationen, Beobachtungsumf

angen N sowie Anzah-
len R an Simulationsreplikationen entstanden keinerlei Probleme bei der Konvergenz der
simulierten Loglikelihoodfunktion zu einem Maximum. Diese Beobachtung ist vor allem im
Hinblick auf die in der Literatur beschriebenen Schwierigkeiten bei der Parametersch

atzung
mit verschiedenen Versionen der SGMM sowie der MSS (vgl. z.B. M

uhleisen, 1994, Geweke
u.a., 1994, Lee, 1995) zu betonen.
Ein wesentliches Ergebnis der Experimente ist die stabile und im Durchschnitt unverzerrte
Sch

atzung der Parameter der alternativenspezischen erkl

arenden Variablen. Sowohl in ein-
periodigen als auch in mehrperiodigen Mehralternativen-Probitmodellen scheint die SMLM/
121
GHK bei korrekter Modellspezikation hinsichtlich der Sch

atzung dieser KoeÆzienten pr

azi-
se Ergebnisse zu liefern. Zu betonen ist dabei, da dieser Sachverhalt bei allen betrachteten
Probitmodellen schon mit einem kleinem Beobachtungsumfang N sowie mit einer kleinen An-
zahl R der Simulationsreplikationen eintritt. Zudem zeigen sich diese Resultate unabh

angig
davon, ob dem DGP einfache Strukturen wie das Independent Probitmodell oder aber kom-
plexere kontempor

are bzw. intertemporale Verkn

upfungen zugrunde liegen. Eine oene Frage









onnen. Entsprechend den Bemerkungen in Kapitel 6.2.1
und 6.2.2 erfolgt die Sch

atzung solcher KoeÆzienten in dieser Arbeit lediglich im Rahmen
eines einperiodigen Vieralternativen-Independent Probitmodells (zu den Ergebnissen vgl.
Kapitel 8.1). Hinsichtlich der systematischen Analyse individuenspezischer erkl

arender Va-
riablen bei der SMLM/GHK-Sch

atzung in verschieden strukturierten exibel formulierten
MMPM bedarf es weiterer zuk

unftiger Monte-Carlo-Studien.





nen die Varianz-Kovarianz-Parameter in den untersuchten ein- und mehrperiodigen Mehral-
ternativen-Probitmodellen bei weitem nicht derart stabil und korrekt mit der SMLM/GHK
gesch

atzt werden. Dabei zeigen sich hinsichtlich der verschieden strukturierten Probitmodel-


















atzung der Varianz-Kovarianz-Parameter in mehrperiodigen Mehr-
alternativen-Probitmodellen spielen dagegen N bzw. R eine viel gr

oere Rolle. Bei kleinemN
und vor allem bei kleinem R sind zum Teil (gegen

uber der ohnehin instabilen SMLM/GHK-
Sch

atzung bei groem N und R) noch deutlich st

arkere Verzerrungen bzw. Streuungen der
entsprechenden Sch

atzwerte zu erkennen, insbesondere hinsichtlich der Autokorrelationsko-
eÆzienten. Es zeigt sich, da gerade f

ur die korrekte und stabile SMLM/GHK-Sch

atzung
der Autokorrelationsparameter eine hohe Anzahl R der Simulationsreplikationen notwendig
ist. Diese Beobachtung deckt sich mit den Untersuchungen von Geweke u.a. (1997) im zehn-
periodigen Dreialternativen-Probitmodell, aber auch mit denen von Lee (1995, 1997a) oder
Hyslop (1999) in bin

aren mehrperiodigen Probitmodellen.






Allerdings mu dabei ber

ucksichtigt werden, da diese Studie keine zeitinvarianten stochasti-
schen Eekte einbezieht. Auf der Grundlage der in diesem Kapitel untersuchten f

unfperiodi-






atzungen werden zum Testen spezieller Probitmodelle
ben

otigt, vgl. Kapitel 10.2), da die massiven Verzerrungen bei der Sch

atzung der Autokorre-
lationsparameter stark sinken, falls im DGP keine stochastischen Eekte vorliegen und auch
keine entsprechenden Parameter gesch

atzt werden. Diese Ergebnisse deuten letztlich an, da
insbesondere die Identikation der KoeÆzienten der intertemporalen Verkn

upfungen, d.h.
der Autokorrelationsparameter einerseits sowie der Parameter der stochastischen Eekte an-
dererseits, im Rahmen der (korrekten) SMLM/GHK-Sch

atzung im MMPM (insbesondere






Zu betonen ist, da intertemporale Verkn

upfungen im betrachteten exibel formulierten
MMPM lediglich bei den stochastischen Nutzenkomponenten einbezogen werden. Dagegen
analysiert Lee (1997a) in bin

aren mehrperiodigen Probitmodellen anlehnend an Heckman
(1981) eine Vielzahl weiterer dynamischer Strukturen. Bei seinen Monte-Carlo-Studien be-
trachtet Lee insbesondere zur

uck liegende Wahlentscheidungen sowie vergangene Nutzen-
funktionswerte im Probitmodell. Die Einbeziehung derartiger intertemporaler Verkn

upfun-
gen in ein mehrperiodiges Mehralternativen-Probitmodell ist relativ problemlos m

oglich (vgl.











uber dieser Arbeit) erweiterten MMPM die Untersuchung der Identikation
der Parameter verschiedener dynamischer Strukturen. Nach den vorliegenden Ergebnissen ist
zu erwarten, da die Sch

atzung solcher KoeÆzienten in mehrperiodigen Mehralternativen-
Probitmodellen im Gegensatz zu den Resultaten von Lee (1997a) bei bin

aren mehrperiodigen
Probitmodellen viel schwieriger ist.
Besondere Probleme ergeben sich im hier betrachteten Modellansatz bei der SMLM/GHK-
Sch






upfungen vorliegen. Da diese Schwierigkeiten durch die Struktur des
vorliegenden MMPM verursacht werden, kann eine Erh

ohung von N und/oder R die entste-
henden Verzerrungen bestenfalls d

ampfen, jedoch nicht beseitigen. Nun k

onnte argumentiert
werden, da in der empirischen Analyse ohnehin immer mit stochastischen Eekten zu rech-
nen sei. In dieser Hinsicht w

urden sich bei der Sch

atzung der entsprechenden Parameter keine
derartigen Probleme ergeben. So sind in der Vergangenheit auch viele empirische Anwen-
dungen zu relativ hohen Sch

atzwerten bei Parametern zeitinvarianter stochastischer Eekte







den Parametern einer bestimmten intertemporalen Korrelation, falls bei der SMLM/GHK-
Sch








onnten bisherige empirische Sch

atzergebnisse mit der ausschlielichen Einbeziehung
zeitinvarianter stochastischer Eekte auch dadurch beeinut sein, da in der Realit

at an-
dere intertemporale (z.B. autoregressive) Verkn





zwischen verschiedenen Alternativen im Zeitablauf zeitinvariante stochastische Eekte keine
Rolle spielen, verbleiben bei der Sch

atzung der entsprechenden Parameter durch die Struktur
des vorliegenden MMPM die beschriebenen Probleme.
Beim Vergleich zwischen den beiden betrachteten mehrperiodigen Mehralternativen-Probit-





unfperiodigen Dreialternativen-Probitmodell mit groem N = 500 und mit R = 50 zu-
mindest im Durchschnitt moderate Verzerrungen vorliegen. Im achtperiodigen Vieralternati-
ven-Probitmodell erscheinen dagegen auch bei groem N = 500 und bei groem R = 200
zum Teil

auerst starke Verzerrungen. Oenbar spielen die Anzahl J der Kategorien so-









atzung dieser Parameter eine wichtige Rolle. Letzt-
lich ist aber festzuhalten, da die hier betrachteten Beobachtungsumf

ange N sowie Anzah-
len R an Simulationsreplikationen zur stabilen und korrekten SMLM/GHK-Sch

atzung aller
Varianz-Kovarianz-Parameter vor allem in mehrperiodigen, teilweise aber auch in einperi-
odigen Mehralternativen-Probitmodellen nicht ausreichend sind.
Jedoch darf daraus keineswegs gefolgert werden, da damit die Sch

atzung der Varianz-





assigen, klingt zwar insofern attraktiv, als damit Simulationssch

atzverfahren wie
die SMLM und der damit verbundene Aufwand, z.B. durch die MLM-Sch

atzung im Indepen-
dent Probitmodell (oder gar im multinomialen Logitmodell), vermieden werden k

onnen. Zu
beachten ist allerdings, da dadurch eine Parametersch

atzung in fehlspezizierten Probit-







upfungen gekennzeichnet ist. Daraus folgt aber im allgemeinen eine Inkonsistenz dieser
Sch

atzer (vgl. auch Lee, 1997a, bzw. Kapitel 5.1). Daran ankn

upfend sollen die Monte-Carlo-
Studien im n

achsten Kapitel untersuchen, welche Auswirkungen sich durch verschiedene For-
men von Fehlspezikationen in Probitmodellen auf die SMLM/GHK-Sch

atzung vor allem
der Parameter der erkl








arer und/oder intertemporaler Verkn

upfungen im







Auf der Grundlage der in Kapitel 6.2 erl

auterten DGP werden im folgenden SMLM/GHK-
Sch

atzergebnisse in Mehralternativen-Probitmodellen unter verschiedenen Formen von Fehl-
spezikationen dargestellt und analysiert. Wie im vorhergehenden Kapitel werden einperiodi-
ge Vieralternativen-, f

unfperiodige Dreialternativen- sowie achtperiodige Vieralternativen-
Probitmodelle untersucht. Besondere Beachtung erh

alt dabei die inkorrekte Parametersch

at-
zung im Independent Probitmodell. Durch die Betrachtung der verschiedenen Probitmodelle
kann ein Eindruck

uber die Auswirkungen der Anzahl J der Alternativen sowie der Anzahl
T der Perioden auf die Sch

atzergebnisse vermittelt werden. Bei der SMLM/GHK-Sch

atzung
mehrperiodiger Mehralternativen-Probitmodelle werden zudem (entgegen der zugrunde lie-









onnen auch die Eekte von Modellfehlspezikationen
auf die Sch

atzung von Varianz-Kovarianz-Parametern analysiert werden. Dar

uber hinaus
wird (wie bei der SMLM/GHK-Sch

atzung korrekt spezizierter Probitmodelle in Kapitel 7)
betrachtet, ob der Beobachtungsumfang N sowie die Anzahl R der Simulationsreplikationen




achst werden aber (in Kapitel 8.1) bei
der Parametersch

atzung im einperiodigen Vieralternativen-Independent Probitmodell zwei
Fehlspezikationen untersucht, die sich nicht in die exible Struktur des (homoskedastischen)
MMPM nach Kapitel 1.2.2 einbeziehen lassen. Die entsprechenden SMLM/GHK-Sch

atzer-







upfungen verglichen. Fehlspezikationen in Probitmodellen sind bisher in der





aren mehrperiodigen Probitmodellen). Insbesondere
ist aber eine vergleichbare Analyse (nach meiner Kenntnis) noch nicht in mehrperiodigen
Mehralternativen-Probitmodellen vorgenommen worden.
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Tabelle 8.1: Zusammenfassende Statistiken bei der SMLM/GHK-Sch

atzung im einperiodi-
gen Vieralternativen-Independent Probitmodell (individuenspezische erkl

arende Variablen),
N = 500, R = 10
DGP jBiasj Rmse
Independent Probitmodell 0.0134 0.2314
Normalisiertes Logitmodell 0.1045 0.2509
Schw

achere Heteroskedastie 0.1022 0.2551
St











are Korrelationen 0.4890 0.6537










achst wird bei der SMLM/GHK-Sch

atzung im einperiodigen Vieralternativen-Indepen-
dent Probitmodell der in Kapitel 6.2.1 diskutierte DGP betrachtet, der individuenspezi-
sche erkl

arende Variablen beinhaltet (zu den Parameterwerten vgl. auch Anhang C). Ent-
sprechend den dortigen Erl

auterungen werden hinsichtlich der stochastischen Nutzenkom-
ponenten verschiedene Varianz-Kovarianz-Strukturen und damit verschiedene diskrete Ent-
scheidungsmodelle im DGP zugrunde gelegt. In der zweiten bis sechsten Zeile von Tabelle
8.1 sind






atzung dieser fehlspezizierten Modelle dargestellt. Als Vergleichsbasis
dienen in der ersten Zeile von Tabelle 8.1 die Werte von jBiasj und Rmse bei der Para-
metersch

atzung im korrekt spezizierten einperiodigen Vieralternativen-Independent Pro-
bitmodell. Betrachtet wird dabei ausschlielich ein Beobachtungsumfang von N = 500 und
eine Anzahl von R = 10 Simulationsreplikationen.
Falls dem DGP ein normalisiertes Logitmodell oder eine schw

achere Form der Heteroske-
dastie im Probitmodell zugrunde liegt, erscheinen im Vergleich zur korrekten SMLM/GHK-
Sch











Betrachtung von Rmse als wesentlichem Vergleichskriterium besitzen somit derartige Mo-
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dellfehlspezikationen nur geringe Auswirkungen auf die Parametersch

atzung in diesem Inde-
pendent Probitmodell. Wenn dem DGP eine st

arkere Heteroskedastie zugrunde liegt, erh

oht




acheren Heteroskedastie im DGP. Eine





upfungen im Probitmodell gekennzeichnet ist. Die h

ochsten Werte von jBiasj














upfungen vergleichsweise die st

arksten Auswirkungen auf die SMLM/GHK-Sch

atzung im
einperiodigen Vieralternativen-Independent Probitmodell besitzt.
8.1.2 DGP: Independent Probitmodell, normalisiertes Logitmo-
dell und schw

achere Form der Heteroskedastie
Konkretisiert werden die bisherigen Resultate durch die umfassende Betrachtung der SMLM/
GHK-Sch

atzwerte der Parameter (der individuenspezischen erkl

arenden Variablen). Im
mittleren und unteren Teil von Tabelle 8.2 sind f

ur den Beobachtungsumfang von N = 500
und f

ur die Anzahl von R = 10 Simulationsreplikationen ausf






atzung im einperiodigen Vieralternativen-Independent Probitmodell
abgebildet, falls der DGP durch ein normalisiertes Logitmodell bzw. durch eine schw

achere
Form heteroskedastischer Elemente im Probitmodell gekennzeichnet ist. Als Vergleichsba-
sis dienen im oberen Teil von Tabelle 8.2 die entsprechenden Ergebnisse bei der Parame-
tersch

atzung im korrekt spezizierten Independent Probitmodell.
Bei der korrekten SMLM/GHK-Sch

atzung im einperiodigen Vieralternativen-Independent
Probitmodell zeigt sich, da alle Parameter im Durchschnitt mit sehr geringen Verzerrun-
gen gesch









uber die Nrep = 200 Replikationen des DGP lie-





















atzt werden. Dadurch liegen auch die jeweiligen Werte von Rmse bei
den Parametern der Dummy-Variablen

uber den entsprechenden Werten bei den Parame-
tern der standardnormalverteilten Variablen. Festzuhalten ist aber, da die KoeÆzienten
aller individuenspezischen erkl

arenden Variablen mit relativ hohen Werten von Std und
damit auch von Rmse gesch

atzt werden. Zu ber

ucksichtigen ist dabei, da die Resultate
auf einem geringen Beobachtungsumfang von N = 500 sowie auf einer geringen Anzahl von





atzergebnisse sind hier nicht gesondert ausgewiesenen) haben sich meist (bei etwa kon-




atzung im einperiodigen Vieralternativen-Independent Probit-
modell I (individuenspezische erkl









-1.0046 -0.0046 -1.6607 -1.1404 -1.0096 -0.8257 -0.4372 0.2330 0.2330

21
1.0156 0.0156 0.7488 0.9208 1.0153 1.1057 1.3356 0.1215 0.1225

31
-1.0177 -0.0177 -1.9595 -1.1495 -1.0073 -0.8626 -0.4879 0.2202 0.2209

12
1.0217 0.0217 0.5348 0.8859 1.0177 1.1487 1.5555 0.2031 0.2042

22
0.0064 0.0064 -0.3944 -0.0806 0.0111 0.0763 0.2801 0.1154 0.1156

32
1.0228 0.0228 0.5842 0.8710 0.9975 1.1599 2.0852 0.2027 0.2040

13
-0.0174 -0.0174 -1.9445 -0.2799 0.0047 0.2774 1.0307 0.3975 0.3979

23
1.0038 0.0038 0.4697 0.8477 1.0111 1.1529 1.5430 0.2144 0.2144

33




-0.7907 0.2093 -1.5868 -0.9179 -0.7811 -0.6500 -0.3135 0.2049 0.2933

21
1.0316 0.0316 0.6682 0.9518 1.0241 1.1134 1.3828 0.1162 0.1205

31
-0.8080 0.1920 -1.3839 -0.9458 -0.7928 -0.6529 -0.3543 0.1941 0.2734

12
0.7944 -0.2056 0.3306 0.6617 0.7763 0.9364 1.5329 0.1955 0.2841

22
-0.0636 -0.0636 -0.4199 -0.1476 -0.0649 0.0145 0.2063 0.1165 0.1328

32
0.8140 -0.1860 0.3117 0.6765 0.8002 0.9415 1.6049 0.1948 0.2697

13
0.0303 0.0303 -1.1143 -0.1854 0.0615 0.2889 0.8451 0.3549 0.3562

23
0.9974 -0.0026 0.4387 0.8525 0.9854 1.1521 1.5750 0.2009 0.2009

33






-0.9436 0.0564 -1.5611 -1.1017 -0.9430 -0.7738 -0.4365 0.2312 0.2380

21
1.0656 0.0656 0.7825 0.9771 1.0615 1.1451 1.3937 0.1245 0.1408

31
-1.0381 -0.0381 -1.9216 -1.2136 -1.0053 -0.8961 -0.4856 0.2293 0.2324

12
1.1199 0.1199 0.6826 0.9715 1.1164 1.2377 1.6946 0.1883 0.2234

22
-0.1613 -0.1613 -0.4497 -0.2388 -0.1536 -0.0813 0.1834 0.1206 0.2017

32
0.9570 -0.0430 0.4432 0.7900 0.9278 1.0693 1.9496 0.2206 0.2247

13
0.2499 0.2499 -0.8882 0.0359 0.2290 0.5018 1.1520 0.3417 0.4237

23
0.9705 -0.0295 0.2974 0.8364 0.9614 1.1439 1.6199 0.2241 0.2261

33
0.1562 0.1562 -0.8129 -0.0406 0.1867 0.3729 1.2638 0.3522 0.3854
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arender Variablen im entsprechenden Independent Probitmodell
erheblich kleinere Werte von Std und Rmse.
Im mittleren und unteren Teil von Tabelle 8.2 erkennt man hinsichtlich der beiden Fehlspe-
zikationen

uber die Nrep = 200 Replikationen des jeweiligen DGP bei allen Parametern
relativ geringe Unterschiede zwischen dem arithmetischen Mittel in

^
 sowie dem Median der
SMLM/GHK-Sch






urbare durchschnittliche Verzerrungen zu erkennen. Dabei kristallisieren sich aber keine
spezischen Parameter heraus, bei denen systematisch besonders groe Verzerrungen entste-
hen.

Uberraschenderweise werden die KoeÆzienten hier im Vergleich zur Parametersch

atzung





uber die Nrep = 200 Replikationen der DGP gesch

atzt. Insbeson-
dere bei der SMLM/GHK-Sch

atzung unter falscher Verteilungsannahme bei den stochasti-
schen Nutzenkomponenten zeigen sich im mittleren Teil der Tabelle (auer bei 
22
) bei allen





Modellspezikation. Dadurch entstehen hier bei einzelnen Parametern vergleichsweise nied-
rigere Werte von Rmse. Aber auch wenn der DGP durch schw

achere heteroskedastische
Elemente gekennzeichnet ist, ergeben sich bei der Sch

atzung einzelner KoeÆzienten geringe-
re Werte von Std als bei der SMLM/GHK-Sch











In Tabelle 8.3 sind f

ur den Beobachtungsumfang von N = 500 und f

ur die Anzahl von
R = 10 Simulationsreplikationen ausf






atzung der Parameter (der individuenspezischen erkl

arenden Variablen) im einperiodi-
gen Vieralternativen-Independent Probitmodell abgebildet, falls der DGP durch eine st

arkere
Form der Heteroskedastie sowie durch die unterschiedlich starken kontempor

aren Korrelatio-
nen im Probitmodell gekennzeichnet ist. Auf der Grundlage einer st

arkeren Heteroskedastie
erscheinen im oberen Teil von Tabelle 8.3 gegen

uber den Ergebnissen in Tabelle 8.2 h

ohere
durchschnittliche Verzerrungen sowie h




















Im mittleren und unteren Teil von Tabelle 8.3 sind jedoch teilweise noch erheblich st

arkere









atzung im einperiodigen Vieralternativen-Independent Probit-
modell II (individuenspezische erkl











-0.7139 0.2861 -1.2935 -0.8476 -0.7139 -0.5788 -0.2868 0.1935 0.3460

21
1.0950 0.0950 0.7100 1.0018 1.0815 1.1932 1.4447 0.1325 0.1632

31
-1.0481 -0.0481 -1.8429 -1.1804 -1.0398 -0.9182 -0.3633 0.2237 0.2289

12
1.0843 0.0843 0.6981 0.9524 1.0874 1.1979 1.6688 0.1714 0.1911

22
-0.3238 -0.3238 -0.6398 -0.4111 -0.3210 -0.2432 -0.0250 0.1202 0.3461

32
0.9126 -0.0874 0.4989 0.7635 0.8782 1.0545 1.5540 0.2119 0.2293

13
0.3688 0.3688 -0.8478 0.1948 0.3680 0.5648 1.2784 0.3051 0.4794

23
0.8304 -0.1696 0.3565 0.6609 0.8264 0.9801 1.6435 0.2285 0.2848

33








-0.7720 0.2280 -1.6898 -0.9543 -0.7623 -0.6139 -0.1713 0.2444 0.3347

21
1.1416 0.1416 0.8629 1.0447 1.1436 1.2206 1.5138 0.1280 0.1911

31
-1.8548 -0.8548 -3.4529 -2.0559 -1.7987 -1.5758 -1.0670 0.4241 0.9561

12
0.9542 -0.0458 0.4094 0.8115 0.9515 1.0949 1.5249 0.2070 0.2121

22
-0.1135 -0.1135 -0.4362 -0.1812 -0.1085 -0.0276 0.1409 0.1172 0.1634

32
1.3740 0.3740 0.6706 1.1690 1.3490 1.5396 2.2927 0.2978 0.4788

13
0.1140 0.1140 -1.2596 -0.1349 0.0951 0.3548 1.4213 0.4140 0.4295

23
1.3693 0.3693 0.5516 1.1699 1.3703 1.5448 2.0058 0.2675 0.4567

33








-1.5522 -0.5522 -2.7553 -1.6952 -1.5199 -1.3486 -0.9481 0.2976 0.6285

21
0.5870 -0.4130 0.2883 0.5003 0.5859 0.6674 0.8524 0.1184 0.4306

31
-2.4629 -1.4629 -4.4988 -2.6539 -2.3720 -2.1635 -1.6297 0.4514 1.5345

12
1.0262 0.0262 0.5002 0.8840 1.0142 1.1598 2.0523 0.2284 0.2299

22
-0.0384 -0.0384 -0.2806 -0.1087 -0.0441 0.0159 0.2421 0.0961 0.1036

32
1.3448 0.3448 0.4695 1.1386 1.3226 1.5452 2.7327 0.3372 0.4829

13
-0.5150 -0.5150 -4.8725 -0.7787 -0.4880 -0.1549 0.6543 0.5749 0.7727

23
0.6618 -0.3382 0.0928 0.5624 0.6536 0.7947 1.1332 0.1821 0.3849

33
















der Dummy-Variablen. Die stellenweise groen Verzerrungen erh

ohen




are Korrelationen aufweist (vgl. un-
teren Teil der Tabelle). Im Gegensatz zur SMLM/GHK-Sch

atzung unter falscher Vertei-
lungsannahme bei den stochastischen Nutzenkomponenten werden die Parameter jetzt im
Vergleich zur SMLM/GHK-Sch

atzung im korrekt spezizierten Independent Probitmodell
(vgl. Tabelle 8.2) nicht mit geringeren Streuungen gesch






upfungen im DGP (auer bei 
22





are Korrelationen aufweist) bei allen KoeÆzienten die Werte von Rmse (zum Teil
deutlich) h

oher als die entsprechenden Werte bei korrekter Modellspezikation. Zu erkennen
ist zudem, da beim Parameter 
33








uber die Nrep = 200 Replikationen beider zuletzt diskutierter DGP
stark abweicht.
Festzuhalten ist damit f

ur empirische Arbeiten, da inkorrekte SMLM/GHK-Sch

atzungen
im einperiodigen Vieralternativen-Independent Probitmodell auf der Grundlage des norma-
lisierten Logitmodells sowie einer schw

acheren Form der Heteroskedastie im Probitmodell
als DGP vergleichsweise moderate Verzerrungen bewirken. Dagegen kann eine st

arkere Form
der Heteroskedastie im DGP zu relevanten Verzerrungen f

uhren, falls solche heteroskeda-










unftige Arbeiten ein interessantes Bet






are Korrelationen bei der SMLM/GHK-Sch

atzung






upfend an diese Ergebnisse werden im folgenden nur noch Fehlspezikationen, die
sich auf die kontempor

aren und/oder intertemporalen Verkn

upfungen in homoskedastischen





aren Korrelationen im DGP wird zun








upfungen bei der SMLM/GHK-Sch

atzung
im einperiodigen Vieralternativen-Independent Probitmodell n

aher betrachtet. Entsprechend
dem in Kapitel 6.2.2 diskutierten DGP werden dabei zwei alternativenspezische erkl

arende
Variablen einbezogen. Durch die geringere Anzahl zu sch

atzender Parameter und den sich
dadurch ergebenden R

uckgang der Rechenzeiten (vgl. dazu die Ausf

uhrungen zum Ende von
Kapitel 6.1) k

onnen somit auch die Auswirkungen des Beobachtungsumfangs N und der
Anzahl R der Simulationsreplikationen auf die SMLM/GHK-Sch

atzung unter dieser Modell-









In Tabelle 8.4 sind die

Ubersichtsstatistiken bei der SMLM/GHK-Sch

atzung des in Ka-
pitel 6.2.2 erl

auterten einperiodigen Vieralternativen-Independent Probitmodells

uber al-
le Nrep = 200 Replikationen der beiden betrachteten DGP abgebildet. Im unteren Teil
der Tabelle beruhen die Resultate auf dem durch kontempor

are Korrelationen gekennzeich-
neten DGP (zu den Parameterwerten vgl. auch Anhang C). Damit erfolgt hier die Para-
metersch

atzung bei einer inkorrekten Modellspezikation. Demgegen

uber sind im oberen
Teil der Tabelle die entsprechenden Ergebnisse bei der korrekten SMLM/GHK-Sch

atzung
im einperiodigen Vieralternativen-Independent Probitmodell dargestellt. Betrachtet werden
verschiedene Kombinationen des Beobachtungsumfangs N und der Anzahl R der Simulati-
onsreplikationen.
Mit wachsendem N sinken dabei

uber die Nrep = 200 Replikationen der beiden DGP erneut
wegen der sinkenden Streuungen der SMLM/GHK-Sch

atzungen die Werte von Rmse. Falls
der DGP das Independent Probitmodell beinhaltet, zeigen sich f

ur alle Kombinationen vonN
und R extrem kleine Werte von jBiasj. Demgegen

uber sind die Werte von jBiasj und Rmse
f

ur alle Variationen von N und R h

oher, falls der DGP kontempor

are Korrelationen aufweist.
Dabei steigt zwar mit wachsendem R sowie sinkendem N tendenziell jBiasj, allerdings in

auerst geringem Ausma. Sowohl der Beobachtungsumfang N als auch die Anzahl R der
Simulationsreplikationen besitzen hier also nur einen sehr schwachen Einu auf die durch die
Modellfehlspezikation ausgel

osten Verzerrungen. Festzustellen ist zudem, da das Ausma
des Eektes der Fehlspezikation auf die





atzung im Independent Probitmodell
Die letzte






aftigt. In Tabelle 8.5 sind ausf








der beiden alternativenspezischen erkl

arenden Variablen im ein-
periodigen Vieralternativen-Independent Probitmodell abgebildet. Betrachtet werden dabei
lediglich diejenigen Kombinationen des Beobachtungsumfangs N und der Anzahl R der Si-
mulationsreplikationen, die auch in Kapitel 7.1 untersucht werden. Ausnahmslos vermindert




der Wert von Rmse. Falls der









atzungen mit geringen Verzerrungen. Dabei zei-
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Tabelle 8.4: Zusammenfassende Statistiken bei der SMLM/GHK-Sch

atzung im einperiodigen





N = 500 R = 10 0.0048 0.0442
N = 500 R = 50 0.0073 0.0445
N = 500 R = 200 0.0077 0.0446
N = 1000 R = 10 0.0005 0.0324
N = 1000 R = 50 0.0027 0.0326
N = 1000 R = 200 0.0031 0.0325
N = 2000 R = 10 0.0019 0.0212
N = 2000 R = 50 0.0019 0.0213





N = 500 R = 10 0.0316 0.0619
N = 500 R = 50 0.0343 0.0636
N = 500 R = 200 0.0348 0.0638
N = 1000 R = 10 0.0304 0.0486
N = 1000 R = 50 0.0331 0.0507
N = 1000 R = 200 0.0335 0.0510
N = 2000 R = 10 0.0251 0.0357
N = 2000 R = 50 0.0279 0.0381
N = 2000 R = 200 0.0284 0.0385
gen sich






durchweg geringere Streuungen als bei der Sch

atzung des KoeÆzienten 
1
.
Zu betonen ist nochmals, da bei der (korrekten) Sch

atzung dieser Parameter (auch f

ur
den hier nicht ausf

uhrlich ausgewiesenen Fall von N = 500 und R = 10) erheblich geringe-














 Bias Min 25% Med 75% Max Std Rmse
N = 1000 
1
0.9997 -0.0003 0.8648 0.9679 0.9964 1.0317 1.1346 0.0453 0.0453
R = 10 
2
-0.0006 -0.0006 -0.0641 -0.0142 0.0005 0.0112 0.0560 0.0195 0.0195
N = 1000 
1
1.0050 0.0050 0.8669 0.9735 1.0040 1.0378 1.1429 0.0452 0.0454
R = 50 
2
-0.0005 -0.0005 -0.0641 -0.0148 0.0001 0.0115 0.0584 0.0197 0.0197
N = 1000 
1
1.0057 0.0057 0.8672 0.9730 1.0037 1.0364 1.1438 0.0450 0.0454
R = 200 
2
-0.0004 -0.0004 -0.0636 -0.0146 0.0003 0.0117 0.0587 0.0197 0.0197
N = 2000 
1
0.9973 -0.0027 0.8934 0.9809 0.9946 1.0153 1.0735 0.0282 0.0283
R = 10 
2
-0.0011 -0.0011 -0.0395 -0.0097 -0.0011 0.0074 0.0449 0.0141 0.0141
N = 2000 
1
1.0026 0.0026 0.8983 0.9871 1.0002 1.0199 1.0811 0.0284 0.0285
R = 50 
2







 Bias Min 25% Med 75% Max Std Rmse
N = 1000 
1
1.0604 0.0604 0.9482 1.0270 1.0545 1.0884 1.2195 0.0510 0.0791
R = 10 
2
-0.0004 -0.0004 -0.0626 -0.0133 0.0005 0.0121 0.0512 0.0180 0.0180
N = 1000 
1
1.0658 0.0658 0.9536 1.0343 1.0607 1.0920 1.2175 0.0509 0.0833
R = 50 
2
-0.0004 -0.0004 -0.0624 -0.0132 -0.0005 0.0129 0.0506 0.0181 0.0181
N = 1000 
1
1.0667 0.0667 0.9545 1.0341 1.0607 1.0942 1.2196 0.0508 0.0840
R = 200 
2
-0.0004 -0.0004 -0.0636 -0.0130 -0.0005 0.0132 0.0499 0.0181 0.0181
N = 2000 
1
1.0502 0.0502 0.9683 1.0295 1.0493 1.0711 1.1406 0.0317 0.0595
R = 10 
2
-0.0000 -0.0000 -0.0417 -0.0086 0.0004 0.0088 0.0287 0.0119 0.0119
N = 2000 
1
1.0556 0.0556 0.9692 1.0339 1.0541 1.0770 1.1484 0.0320 0.0643
R = 50 
2
-0.0003 -0.0003 -0.0397 -0.0093 0.0000 0.0083 0.0278 0.0119 0.0119
individuenspezischer erkl

arender Variablen (vgl. oberen Teil von Tabelle 8.2). Interessant
ist zudem der Vergleich zu den Ergebnissen im oberen Teil von Tabelle 7.2 in Kapitel 7.1.
Dort erfolgt die korrekte SMLM/GHK-Sch





arenden Variablen im exibel formulierten einperiodigen Vieralternativen-




ussige (Varianz-Kovarianz-) Parameter mit gesch

atzt. Dadurch ergeben sich dort im
Vergleich zur Parametersch

atzung im Independent Probitmodell (vgl. oberen Teil von Ta-




ohere Werte von Std und auch h

ohere Werte von Rmse.




upfungen in die SMLM/
GHK-Sch















keine systematischen Verzerrungen vor. Allerdings sind die ausgewiesenen Ver-
zerrungen auch beim KoeÆzienten 
1





upfend an die Bemerkungen zum Ende von Kapitel 7.4 argumentiert werden, da
die Sch

atzung der Varianz-Kovarianz-Parameter in einem exibel formulierten Probitmodell
doch nicht derart relevant sei. Somit k

onnte letztlich aber auf Simulationssch

atzverfahren
verzichtet werden. Dieser Argumentation stehen jedoch die Resultate in Kapitel 8.1.3 ent-





bei der Einbeziehung individuenspezischer erkl






aten bei den entsprechend gesch

atzten Parametern ausgewiesen (vgl.
Tabelle 8.3). In empirischen Anwendungen werden aber h

aug gerade derartige individu-
enspezische erkl

arende Variablen betrachtet. Die vorliegenden (moderaten) Verzerrungen







ur die Auswirkungen der betrachteten Modellfehlspezikation interpretiert wer-
den. Dar

uber hinaus zeigt sich im folgenden, da bei der inkorrekten SMLM/GHK-Sch

atzung
in mehrperiodigen Mehralternativen-Independent Probitmodellen selbst bei der Betrachtung
zweier alternativenspezischer erkl




















aher analysiert. In Tabelle 8.6 sind

uber alle Nrep = 200 Replikationen
der beiden betrachteten DGP die

Ubersichtsstatistiken bei der SMLM/GHK-Sch

atzung im
entsprechenden Independent Probitmodell dargestellt. Falls der DGP die in Kapitel 6.2.3
beschriebenen kontempor

aren und intertemporalen Verkn

upfungen beinhaltet (zu den Pa-
rameterwerten vgl. auch Anhang C), werden dadurch die Parameter bei inkorrekter Mo-
dellspezikation gesch

atzt. Den entsprechenden Ergebnissen im unteren Teil von Tabelle 8.6












N = 100 R = 10 0.0037 0.0520
N = 100 R = 50 0.0054 0.0522
N = 100 R = 200 0.0057 0.0522
N = 250 R = 10 0.0025 0.0317
N = 250 R = 50 0.0034 0.0317
N = 250 R = 200 0.0037 0.0317
N = 500 R = 10 0.0028 0.0228
N = 500 R = 50 0.0015 0.0228
N = 500 R = 200 0.0018 0.0228
DGP: Kontempor

are und intertemporale Korrelationen
jBiasj Rmse
N = 100 R = 10 0.1434 0.1684
N = 100 R = 50 0.1421 0.1672
N = 100 R = 200 0.1421 0.1671
N = 250 R = 10 0.1476 0.1604
N = 250 R = 50 0.1463 0.1593
N = 250 R = 200 0.1462 0.1591
N = 500 R = 10 0.1450 0.1551
N = 500 R = 50 0.1438 0.1539
N = 500 R = 200 0.1436 0.1537
im f

unfperiodigen Dreialternativen-Independent Probitmodell gegen

uber gestellt. Auch jetzt
werden wieder verschiedene Kombinationen des Beobachtungsumfangs N und der Anzahl R
der Simulationsreplikationen betrachtet.
Wie bei der korrekten SMLM/GHK-Sch

atzung im einperiodigen Vieralternativen-Indepen-
dent Probitmodell (vgl. oberen Teil von Tabelle 8.4) zeigen sich auch hier sehr geringe Werte
136





uber sind, bedingt durch die betrachtete Fehlspezikation,
f

ur alle Kombinationen von N und R die entsprechenden Werte viel h

oher, falls der DGP
kontempor

are und intertemporale Korrelationen aufweist. Zu betonen ist, da die Werte von
jBiasj und Rmse insbesondere deutlich

uber denen bei der inkorrekten Parametersch

atzung
im einperiodigen Vieralternativen-Independent Probitmodell liegen (vgl. unteren Teil von
Tabelle 8.4). Erneut besitzen hier N sowie R nur einen geringen Einu, vor allem auf die
H

ohe von jBiasj. Wegen der sinkenden Streuungen

uber die Nrep = 200 Replikationen des
DGP nehmen mit wachsendem N wiederum die Werte von Rmse ab. Dieser R

uckgang ist
aber bei der inkorrekten SMLM/GHK-Sch

atzung sehr gering, da der Wert von Rmse vor
allem durch die hohen durchschnittlichen Verzerrungen beeinut wird. Bei der korrekten
Parametersch

atzung im Independent Probitmodell sind dagegen mit wachsendem N deutli-
chere Senkungen von Rmse zu erkennen.
8.3.2 SMLM/GHK-Sch

atzung im Independent Probitmodell
Konkretisiert werden die beschriebenen Ergebnisse bei der umfassenden Betrachtung der
gesch

atzten Parameter. In Tabelle 8.7 sind ausf

uhrliche Statistiken zur SMLM/GHK-Sch

at-









unfperiodigen Dreialternativen-Independent Probitmodell abgebildet. Betrachtet werden
diejenigen Kombinationen des Beobachtungsumfangs N und der Anzahl R der Simulations-
replikationen, die auch in Kapitel 7.2 analysiert werden. Das wesentliche Resultat ist dabei





uber alle Nrep = 200 Replikationen des
durch kontempor

are und intertemporale Verkn

upfungen gekennzeichneten DGP (vgl. unte-
ren Teil von Tabelle 8.7). Dieses Ergebnis zeigt sich erneut unabh

angig von N sowie von R.




bei der inkorrekten Parametersch

atzung im einpe-










unfperiodigen Dreialternativen-Independent Probitmodell im
Vergleich von deutlich h

oherem Ausma.





neut keine Verzerrungen zu erkennen. Dieses Ergebnis deckt sich mit demjenigen bei der
inkorrekten Parametersch

atzung im einperiodigen Vieralternativen-Independent Probitmo-
dell. Oensichtlich ist bei der inkorrekten SMLM/GHK-Sch

atzung des Parameters einer
alternativenspezischen erkl

arenden Variablen im Independent Probitmodell lediglich mit
geringen bzw. mit






achlich keinen Einu auf die Wahlentscheidung aus

ubt (d.h. falls der














 Bias Min 25% Med 75% Max Std Rmse
N = 250 
1
0.9989 -0.0011 0.9064 0.9682 0.9982 1.0247 1.1156 0.0394 0.0394
R = 10 
2
-0.0039 -0.0039 -0.0711 -0.0197 -0.0038 0.0108 0.0692 0.0236 0.0239
N = 250 
1
1.0030 0.0030 0.9102 0.9733 1.0021 1.0287 1.1193 0.0394 0.0395
R = 50 
2
-0.0038 -0.0038 -0.0708 -0.0203 -0.0038 0.0115 0.0682 0.0236 0.0239
N = 250 
1
1.0037 0.0037 0.9120 0.9732 1.0029 1.0299 1.1226 0.0394 0.0395
R = 200 
2
-0.0037 -0.0037 -0.0706 -0.0203 -0.0042 0.0116 0.0680 0.0236 0.0238
N = 500 
1
0.9968 -0.0032 0.9049 0.9755 0.9953 1.0160 1.0765 0.0294 0.0296
R = 10 
2
-0.0025 -0.0025 -0.0511 -0.0124 -0.0010 0.0074 0.0407 0.0159 0.0160
N = 500 
1
1.0005 0.0005 0.9106 0.9797 0.9994 1.0197 1.0804 0.0294 0.0294
R = 50 
2
-0.0025 -0.0025 -0.0514 -0.0114 -0.0015 0.0056 0.0422 0.0160 0.0161
DGP: Kontempor





 Bias Min 25% Med 75% Max Std Rmse
N = 250 
1
0.7120 -0.2880 0.6059 0.6793 0.7089 0.7435 0.8302 0.0415 0.2917
R = 10 
2
-0.0071 -0.0071 -0.0758 -0.0250 -0.0047 0.0124 0.0615 0.0282 0.0291
N = 250 
1
0.7144 -0.2856 0.6058 0.6813 0.7120 0.7468 0.8323 0.0416 0.2893
R = 50 
2
-0.0071 -0.0071 -0.0753 -0.0267 -0.0042 0.0114 0.0616 0.0283 0.0292
N = 250 
1
0.7147 -0.2853 0.6066 0.6822 0.7128 0.7473 0.8313 0.0417 0.2890
R = 200 
2
-0.0070 -0.0070 -0.0747 -0.0261 -0.0045 0.0104 0.0622 0.0283 0.0292
N = 500 
1
0.7127 -0.2873 0.6453 0.6911 0.7115 0.7291 0.7856 0.0285 0.2894
R = 10 
2
-0.0027 -0.0027 -0.0564 -0.0163 -0.0023 0.0114 0.0586 0.0206 0.0207
N = 500 
1
0.7151 -0.2849 0.6479 0.6933 0.7146 0.7332 0.7881 0.0287 0.2870
R = 50 
2
-0.0027 -0.0027 -0.0574 -0.0172 -0.0021 0.0110 0.0589 0.0206 0.0208





Die entsprechenden Ergebnisse bei der inkorrekten SMLM/GHK-Sch

atzung im einperiodi-
gen Vieralternativen-Independent Probitmodell zeigen (vgl. Tabelle 8.3), da auch dann
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starke systematische Verzerrungen auftauchen k

onnen, wenn der Parameter einer derartigen
erkl

arenden Variablen im DGP den Wert Null besitzt.
Falls der DGP durch das f

unfperiodige Dreialternativen-Independent Probitmodell gekenn-
zeichnet ist, erh

alt man auch bei der SMLM/GHK-Sch

atzung in diesem Independent Probit-
modell unabh

angig von N und R extrem stabile Resultate mit geringen Verzerrungen (vgl.
oberen Teil von Tabelle 8.7). Erneut zeigen sich

uber alle Nrep = 200 Replikationen des









. Interessant ist hier der Vergleich zu den Ergebnissen im oberen Teil von Tabelle 7.6 in
Kapitel 7.2. Dort erfolgt die SMLM/GHK-Sch

atzung im exibel formulierten f

unfperiodigen
Dreialternativen-Probitmodell, obwohl der DGP lediglich durch das entsprechende Inde-







Kovarianz-) Parameter ergeben sich auch dort im Vergleich zur hier betrachteten korrekten
SMLM/GHK-Sch






von Std und damit auch h

ohere Werte von Rmse.
8.3.3 SMLM/GHK-Sch










arer und/oder intertemporaler Verkn






periodigen Dreialternativen-Probitmodell genauer untersucht werden. Da die Analyse im
Independent Probitmodell gezeigt hat, da sowohl der Beobachtungsumfang N als auch die
Anzahl R der Simulationsreplikationen kaum Einu auf die Auswirkungen der inkorrekten
Parametersch

atzung besitzen, wird jetzt nur noch eine Kombination von N und R betrach-
tet. Weiter gehende eigene Versuche best

atigen (die Ergebnisse sind nicht gesondert ausge-
wiesen), da die wesentlichen im folgenden beschriebenen Resultate auch bei alternativen
Variationen von N und R bestehen bleiben.
In Tabelle 8.8 sind f

ur N = 500 und R = 50 ausf

uhrliche Statistiken zur SMLM/GHK-
Sch

atzung der Parameter der (alternativenspezischen) erkl






uber alle Nrep = 200 Replikationen des durch kon-
tempor

are und intertemporale Verkn

upfungen gekennzeichneten DGP abgebildet. Im oberen
Teil der Tabelle sind als Ausgangsbasis die Ergebnisse bei der korrekten Parametersch

atzung
im exibel formulierten MMPM dargestellt (vgl. auch unteren Teil von Tabelle 7.6 in Kapi-





unfperiodigen Dreialternativen-Independent Probitmodell abgebildet (vgl.






atzung der Parameter der erkl

arenden Variablen im f

unfperi-
odigen Dreialternativen-Probitmodell (DGP: Kontempor

are und intertemporale Korrelatio-




 Bias Min 25% Med 75% Max Std Rmse
Sch

atzung: Flexibel formuliertes MMPM (korrekte Modellspezikation)

1
0.9893 -0.0107 0.8733 0.9385 0.9854 1.0297 1.1842 0.0610 0.0619

2






0.7151 -0.2849 0.6479 0.6933 0.7146 0.7332 0.7881 0.0287 0.2870

2










0.9382 -0.0618 0.7936 0.9078 0.9394 0.9693 1.0569 0.0436 0.0757

2
-0.0023 -0.0023 -0.0655 -0.0172 -0.0016 0.0130 0.0782 0.0249 0.0251
Sch






1.1525 0.1525 1.0493 1.1208 1.1491 1.1800 1.2639 0.0449 0.1593

2
-0.0024 -0.0024 -0.0688 -0.0183 -0.0017 0.0149 0.0668 0.0259 0.0261
Sch






0.7373 -0.2627 0.6768 0.7196 0.7353 0.7517 0.8026 0.0240 0.2644

2










1.0682 0.0682 0.9371 1.0249 1.0674 1.1094 1.2526 0.0582 0.0898

2










0.9377 -0.0623 0.8036 0.9091 0.9390 0.9661 1.0494 0.0417 0.0751

2
-0.0018 -0.0018 -0.0572 -0.0136 -0.0017 0.0132 0.0544 0.0206 0.0207
Sch






0.9524 -0.0476 0.8074 0.9232 0.9483 0.9773 1.1099 0.0463 0.0665

2














Desweiteren sind in Tabelle 8.8 Resultate dargelegt, die sich durch die inkorrekte SMLM/
GHK-Sch






upfungen ergeben. Zu erkennen ist insgesamt die durchweg stabile und durch-
schnittlich unverzerrte Sch

atzung des Parameters 
2
. Damit wird die Bemerkung in Kapitel
8.3.2 hinsichtlich der Sch

atzung des Parameters einer alternativenspezischen erkl

arenden
Variablen, der im DGP den Wert Null besitzt, bekr






merken, da der Wert von Std bei allen betrachteten Formen von Modellfehlspezikationen
geringer ist als bei der korrekten Parametersch









zwischen den einzelnen Formen von
Fehlspezikationen markante Unterschiede. Die geringste Verminderung der Verzerrungen
gegen

uber der inkorrekten Parametersch

atzung im Independent Probitmodell ergibt sich




alle Nrep = 200 Replikationen des DGP stark untersch

atzt. Falls bei der SMLM/GHK-
Sch












, absolut gesehen allerdings in deutlich geringerem







die geringsten Verzerrungen, wenn kontempor






ucksichtigt werden. Die absoluten Werte von Bias und Rmse entsprechen hier etwa denje-
nigen bei der verbundenen Einbeziehung kontempor

arer und autoregressiver Verkn

upfungen
und liegen leicht unterhalb der entsprechenden absoluten Werte bei der verbundenen Ein-
beziehung kontempor

arer und zeitinvarianter Verkn









Zu betonen ist, da sich im Vergleich zwischen den einzelnen Modellfehlspezikation bei
der Ber

ucksichtigung der beiden intertemporalen Korrelationen die geringsten Verzerrungen
ergeben. Falls also bei der SMLM/GHK-Sch

















atzt als bei der korrekten Parametersch

atzung
im exibel formulierten MMPM. Vor allem aber sind dabei die Unterschiede zwischen den




Die Auswirkungen verschiedener Formen von Fehlspezikationen auf die SMLM/GHK-Sch

at-











are und intertemporale Korrelationen),




















) 0.2302 -0.2698 -0.0795 0.1599 0.2310 0.3035 0.5223 0.0991 0.2880
Sch











0.8383 0.3383 0.5872 0.7609 0.8304 0.9127 1.1087 0.1027 0.3544
Sch






0.9962 0.1962 0.9539 0.9961 0.9995 0.9999 1.0000 0.0069 0.1968

2








































) 0.3263 -0.1737 0.0455 0.2465 0.3314 0.4051 0.5544 0.1038 0.2027

1
0.9233 0.1233 0.8839 0.9110 0.9232 0.9365 0.9666 0.0173 0.1248

2
0.6415 0.1415 0.3833 0.5897 0.6438 0.7027 0.8234 0.0891 0.1675
Sch











0.1348 -0.3652 0.0000 0.0337 0.1023 0.1694 0.7482 0.1432 0.3932

1
0.7305 -0.0695 0.2959 0.6716 0.7427 0.7996 0.9688 0.1030 0.1244

2
0.6567 0.1567 0.0726 0.6047 0.6747 0.7365 0.8803 0.1269 0.2020
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kennt man in Tabelle 8.9. Dabei sind f

ur den Beobachtungsumfang von N = 500 und f

ur
die Anzahl von R = 50 Simulationsreplikationen ausf






uber alle Nrep = 200 Replikationen des durch
kontempor

are und intertemporale Verkn

upfungen gekennzeichneten DGP abgebildet. Als
Vergleichsbasis f

ur diese Resultate k

onnen die entsprechenden Resultate im unteren Teil von
Tabelle 7.8 in Kapitel 7.2 bei der korrekten Sch

atzung der Varianz-Kovarianz-Parameter im
exibel formulierten MMPM herangezogen werden.
Das wesentliche Ergebnis in Tabelle 8.9 ist die gegenseitige Beeinussung der gesch

atzten Ko-
eÆzienten der intertemporalen Korrelationen. Wenn eine der beiden betrachteten intertem-
poralen Verkn

upfungen nicht in die SMLM/GHK-Sch






atzung der Parameter der anderen intertemporalen Verkn

upfung. So






der stochastischen Eekte im Gegensatz zur korrekten
Parametersch





atzt, falls die beiden Para-
meter die einzigen gesch

















ucksichtigt werden. Zu beto-
nen ist dabei, da 
1

uber die Nrep = 200 Replikationen des DGP wiederholt nur

auerst
knapp unterhalb des maximal m

oglichen Wertes von Eins gesch

atzt wird. In empirischen
Arbeiten kann damit ein solches Ergebnis als Indiz f

ur eine Modellfehlspezikation gewertet









atzung der Parameter der einzelnen intertempora-
len Korrelationen bestehen, allerdings in etwas geringerem Ausma. Oensichtlich schl

agt
sich die inkorrekte Vernachl






atzwerten der Parameter einer anderen intertemporalen Korrelation nieder.
Diese

Uberlegung wird bei den Untersuchungen in Kapitel 8.4 best

atigt.
Falls dagegen bei der SMLM/GHK-Sch






















). Interessant ist diese
Fehlspezikation auch insofern, als die Verzerrungen bei den Parametern der erkl

arenden
Variablen sehr gering sind (vgl. Tabelle 8.8). Bei der Sch

atzung der Varianz-Kovarianz-





im korrekt spezizierten f

unfperiodigen Dreialternativen-Probitmodell (vgl. Tabelle 7.8 in




atzt werden. Andererseits wer-
den diese Parameter im fehlspezizierten Modell aber mit vergleichsweise geringeren Werten
von Std gesch

atzt, so da letztlich bei 

1
und auch bei 
1
kleinere Werte von Rmse vorlie-
gen. Dieser Sachverhalt deutet im Umkehrschlu nochmals an, da die betrachteten Anzah-
len N und R f

ur die stabile und unverzerrte Sch

atzung der Varianz-Kovarianz-Parameter im
143
korrekt spezizierten mehrperiodigen Mehralternativen-Probitmodell nicht ausreichend sind
(vgl. auch Kapitel 7.4).
Schlielich ist auch bei den gesch

atzten Parametern der kontempor

aren Korrelationen ein sy-
stematischer Einu zu erkennen, wenn zeitinvariante Verkn

upfungen bei der SMLM/GHK-
Sch

atzung nicht einbezogen werden. In diesem Fall wird entgegen der korrekten Parame-
tersch

atzung im exibel formulierten f












atzt. Dieses Ergebnis zeigt sich
sowohl bei der Einbeziehung autoregressiver Verkn

upfungen in die Parametersch

atzung als
auch bei fehlender Ber






upfungen nicht nur systematische Auswirkungen auf
die gesch






aren Korrelationen. Auch diese Beobachtung wird durch die Analysen in Ka-
pitel 8.4 bekr

aftigt. Falls dagegen kontempor






atzung eingehen, ergibt sich












Im Hinblick auf den Einu der Anzahl J der Alternativen sowie der Anzahl T der Pe-
rioden auf die fehlspezizierte SMLM/GHK-Sch

atzung wird nun das achtperiodige Vieral-
ternativen-Probitmodell entsprechend Kapitel 6.2.4 betrachtet. In Tabelle 8.10 sind

uber





atzung im entsprechenden Independent Probitmodell abgebildet. Falls
der DGP durch die in Kapitel 6.2.4 dargelegten kontempor

aren und intertemporalen Ver-
kn

upfungen gekennzeichnet ist (zu den Parameterwerten vgl. auch Anhang C), erfolgt somit
eine Parametersch

atzung bei inkorrekter Modellspezikation. Die zusammenfassenden Er-
gebnisse sind im unteren Teil der Tabelle dargestellt. Demgegen

uber erscheinen im oberen
Teil der Tabelle die entsprechenden Resultate bei korrekter Parametersch

atzung im achtpe-
riodigen Vieralternativen-Independent Probitmodell. Auch hier werden wieder verschiedene
Kombinationen des Beobachtungsumfangs N und der Anzahl R der Simulationsreplikationen
betrachtet.
Genauso wie bei der korrekten SMLM/GHK-Sch

atzung im einperiodigen Vieralternativen-
sowie im f

unfperiodigen Dreialternativen-Independent Probitmodell (vgl. oberen Teil von
Tabelle 8.4 bzw. von Tabelle 8.6) zeigen sich auch im oberen Teil von Tabelle 8.10 bei allen
Kombinationen von N und R geringe Werte f

ur jBiasj und Rmse. Dabei besitzt die Anzahl
144






N = 100 R = 10 0.0209 0.0571
N = 100 R = 50 0.0140 0.0543
N = 100 R = 200 0.0110 0.0534
N = 250 R = 10 0.0146 0.0454
N = 250 R = 50 0.0081 0.0439
N = 250 R = 200 0.0080 0.0439
N = 500 R = 10 0.0071 0.0301
N = 500 R = 50 0.0015 0.0296
N = 500 R = 200 0.0024 0.0298
DGP: Kontempor

are und intertemporale Korrelationen
jBiasj Rmse
N = 100 R = 10 0.3579 0.3722
N = 100 R = 50 0.3518 0.3660
N = 100 R = 200 0.3500 0.3640
N = 250 R = 10 0.3480 0.3599
N = 250 R = 50 0.3415 0.3532
N = 250 R = 200 0.3400 0.3518
N = 500 R = 10 0.3612 0.3717
N = 500 R = 50 0.3554 0.3657
N = 500 R = 200 0.3542 0.3645
R der Simulationsreplikationen erneut keinen systematischen Einu auf die Statistiken.
Festzustellen ist aber, da mit wachsendem Beobachtungsumfang N sowohl die Werte von
jBiasj als auch die Werte von Rmse sinken, allerdings auf niedrigem Niveau.
Wenn dagegen der DGP kontempor






angig von N und R erheblich h

ohere Werte von jBiasj und Rmse. Zu beto-
145
nen ist, da hier N keinen systematischen Einu auf die

Ubersichtsstatistiken besitzt. Mit
wachsendem R sinken zwar (bei gleichem N) durchweg die Werte von jBiasj und Rmse,
allerdings in sehr geringem Ausma. Zu beachten ist, da die Werte von jBiasj und Rmse
nochmals deutlich h






Dreialternativen-Independent Probitmodell (vgl. unteren Teil von Tabelle 8.6). Dabei mu
allerdings ber






arenden Variablen im DGP den Wert Null besitzt. Dieser KoeÆzient wird aber trotz vor-
liegender Modellfehlspezikation ohne systematische Verzerrungen gesch

atzt. Bei dem hier





im DGP den Wert Eins. Dieser Sachverhalt besitzt einen wesentlichen Einu





atzung im Independent Probitmodell
Verdeutlicht wird die letzte

Uberlegung bei der umfassenden Betrachtung der gesch

atzten
Parameter. In Tabelle 8.11 sind ausf










arenden Variablen im achtperi-
odigen Vieralternativen-Independent Probitmodell abgebildet. Analysiert werden diejenigen
Kombinationen des Beobachtungsumfangs N und der Anzahl R der Simulationsreplikatio-
nen, die schon in Kapitel 7.3 untersucht werden.
Das wesentliche Ergebnis ist die unabh









uber alle Nrep = 20 Replikationen des durch kontem-
por

are und intertemporale Korrelationen gekennzeichneten DGP (vgl. unteren Teil von Ta-
belle 8.11). Durch die systematische Untersch

atzung beider KoeÆzienten ergeben sich aber
letztlich h











unfperiodigen Dreialternativen-Independent Probitmodell. Dennoch ist zu














unfperiodigen Dreialternativen-Independent Probitmodell (vgl. unteren Teil von









uber die Nrep = 20 Replikationen des DGP
mit gr

oeren Streuungen und mit etwas st

arkeren durchschnittlichen Verzerrungen gesch

atzt










Auch wenn der DGP durch das achtperiodige Vieralternativen-Independent Probitmodell






ohere Werte von Std und von Rmse














 Bias Min Med Max Std Rmse
N = 250 
1
0.9937 -0.0063 0.9483 0.9947 1.0555 0.0277 0.0284
R = 10 
2
0.9771 -0.0229 0.8744 0.9810 1.0741 0.0576 0.0623
N = 250 
1
0.9998 -0.0002 0.9550 1.0014 1.0667 0.0286 0.0286
R = 50 
2
0.9840 -0.0160 0.8875 0.9866 1.0821 0.0569 0.0592
N = 250 
1
1.0021 0.0021 0.9586 1.0034 1.0712 0.0292 0.0293
R = 200 
2
0.9861 -0.0139 0.8870 0.9889 1.0838 0.0568 0.0586
N = 500 
1
0.9915 -0.0085 0.9589 0.9859 1.0340 0.0222 0.0238
R = 10 
2
0.9944 -0.0056 0.9357 0.9898 1.0651 0.0359 0.0363
N = 500 
1
0.9988 -0.0012 0.9653 0.9939 1.0439 0.0230 0.0230
R = 50 
2
1.0019 0.0019 0.9520 0.9975 1.0742 0.0362 0.0362
N = 500 
1
1.0010 0.0010 0.9684 0.9949 1.0467 0.0230 0.0231
R = 200 
2
1.0038 0.0038 0.9520 1.0001 1.0781 0.0362 0.0364
DGP: Kontempor





 Bias Min Med Max Std Rmse
N = 250 
1
0.6610 -0.3390 0.5835 0.6598 0.7053 0.0336 0.3494
R = 10 
2
0.6430 -0.3570 0.5288 0.6429 0.7403 0.0547 0.3703
N = 250 
1
0.6660 -0.3340 0.5910 0.6675 0.7115 0.0333 0.3443
R = 50 
2
0.6511 -0.3489 0.5332 0.6496 0.7493 0.0548 0.3621
N = 250 
1
0.6672 -0.3328 0.5918 0.6681 0.7133 0.0337 0.3431
R = 200 
2
0.6528 -0.3472 0.5398 0.6494 0.7502 0.0552 0.3605
N = 500 
1
0.6436 -0.3564 0.6154 0.6385 0.6947 0.0213 0.3663
R = 10 
2
0.6339 -0.3661 0.5562 0.6339 0.6882 0.0336 0.3771
N = 500 
1
0.6486 -0.3514 0.6224 0.6449 0.6980 0.0213 0.3612
R = 50 
2
0.6406 -0.3594 0.5616 0.6391 0.6944 0.0334 0.3703
N = 500 
1
0.6500 -0.3500 0.6236 0.6454 0.7002 0.0216 0.3597
R = 200 
2
0.6416 -0.3584 0.5631 0.6389 0.6955 0.0338 0.3693
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unfperiodigen Dreialternativen- sowie im
einperiodigen Vieralternativen-Independent Probitmodell (vgl. oberen Teil von Tabelle 8.5
und 8.7) zu stabilen Sch

atzergebnissen mit geringen Verzerrungen. Das Resultat bezieht sich




uber alle Nrep = 20 Replikationen des DGP. Zu erw

ahnen ist lediglich, da der Parameter

2
der Dummy-Variablen bei einem kleinen Beobachtungsumfang (N = 250) mit etwas
st










Im folgenden sollen auch bei der SMLM/GHK-Sch

atzung im achtperiodigen Vieralternati-







upfungen analysiert werden. Erneut wird wie in Kapitel 8.3
jetzt nur noch eine Kombination des Beobachtungsumfangs N und der Anzahl R der Simu-
lationsreplikationen betrachtet. In Tabelle 8.12 sind f











uber alle Nrep = 20 Replikationen des durch kontempor

are und
intertemporale Korrelationen gekennzeichneten DGP abgebildet. Ankn

upfend an die Dar-
stellung im f

unfperiodigen Dreialternativen-Probitmodell (vgl. Tabelle 8.8) sind im oberen
Teil von Tabelle 8.12 die entsprechenden Ergebnisse bei der korrekten Parametersch

atzung
im exibel formulierten MMPM dargelegt (vgl. auch Tabelle 7.10 in Kapitel 7.3). Direkt
darunter werden die Resultate bei der inkorrekten Parametersch

atzung im achtperiodigen
Vieralternativen-Independent Probitmodell ausgewiesen (vgl. auch unteren Teil von Tabelle
8.11). Sowohl bei 
1
als auch bei 
2
zeigen sich wiederum die vergleichsweise st

arksten sy-








Bei der Betrachtung der sonstigen Modellfehlspezikationen erkennt man in Tabelle 8.12










der Dummy-Variablen durchweg h

oher als bei der Sch
















uber der inkorrekten SMLM/GHK-Sch

atzung im In-
dependent Probitmodell die geringste Eind


























atzung der Parameter der erkl

arenden Variablen im achtperi-
odigen Vieralternativen-Probitmodell (DGP: Kontempor

are und intertemporale Korrelatio-




 Bias Min Med Max Std Rmse
Sch

atzung: Flexibel formuliertes MMPM (korrekte Modellspezikation)

1
0.9943 -0.0057 0.8933 0.9838 1.1284 0.0583 0.0586

2






0.6486 -0.3514 0.6224 0.6449 0.6980 0.0213 0.3612

2










0.7756 -0.2244 0.7092 0.7804 0.8474 0.0375 0.2332

2
0.7689 -0.2311 0.6652 0.7592 0.8840 0.0531 0.2430
Sch






1.1893 0.1893 1.1016 1.1871 1.2487 0.0350 0.1973

2
1.1878 0.1878 1.0874 1.1925 1.2854 0.0532 0.1998
Sch






0.6555 -0.3445 0.6225 0.6516 0.7018 0.0199 0.3540

2










1.0150 0.0150 0.9466 0.9997 1.1679 0.0607 0.0626

2










0.7943 -0.2057 0.7543 0.7946 0.8505 0.0233 0.2124

2
0.7907 -0.2093 0.7299 0.7852 0.8761 0.0372 0.2179
Sch






1.0037 0.0037 0.8951 0.9784 1.1648 0.0772 0.0773

2
1.0020 0.0020 0.8848 0.9883 1.1630 0.0813 0.0813
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ner einzigen Korrelationsstruktur erh








ucksichtigt werden. Allerdings liegen auch dann immer noch
betr

achtliche systematische Verzerrungen vor.


















Die Bedeutung der Einbeziehung zeitinvarianter Verkn

upfungen in die Parametersch

atzung
erkennt man auch bei der Ber

ucksichtigung zweier (der insgesamt drei betrachteten) Korre-
lationsstrukturen. Falls bei der SMLM/GHK-Sch






assigt werden, ergeben sich










. Die absoluten Werte von Bias und Rmse sind dabei
noch h

oher als bei der alleinigen Einbeziehung zeitinvarianter Strukturen. Die geringsten
durchschnittlichen Verzerrungen beim Vorliegen von Modellfehlspezikationen erh

alt man
hier jedoch mit der verbundenen Einbeziehung kontempor

arer und zeitinvarianter sowie mit





allen weichen die absoluten Werte von Bias und Rmse nur wenig von den entsprechen-
den Werten bei der korrekten Parametersch






Die Auswirkungen von Fehlspezikationen auf die Sch

atzung der Varianz-Kovarianz-Para-
meter im achtperiodigen Vieralternativen-Probitmodell lassen sich aus den Tabellen 8.13
und 8.14 ableiten. Dabei sind f

ur den Beobachtungsumfang von N = 500 und f

ur die Anzahl
von R = 50 Simulationsreplikationen ausf






uber alle Nrep = 20 Replikationen des durch kontempor

are
und intertemporale Korrelationen gekennzeichneten DGP dargestellt. Als Vergleichsbasis
k

onnen hier die Ergebnisse bei der korrekten Sch

atzung der Varianz-Kovarianz-Parameter
im exibel formulierten achtperiodigen Vieralternativen-Probitmodell (vgl. mittleren Teil
von Tabelle 7.12 in Kapitel 7.3) betrachtet werden.






(vgl. Tabelle 8.9) bestehen. Wenn eine der beiden intertemporalen Verkn


























) der anderen intertemporalen Korrelationen,













upfungen werden die Koef-













atzung der Varianz-Kovarianz-Parameter im achtperiodigen
Vieralternativen-Probitmodell I (DGP: Kontempor

are und intertemporale Korrelationen),


































) 0.2577 -0.2423 -0.0356 0.2604 0.4137 0.1253 0.2784
Sch















0.7683 0.2683 0.5022 0.7670 0.9660 0.1289 0.3040
Sch






0.9236 0.1236 0.8920 0.9214 0.9558 0.0202 0.1284

2
0.9724 0.1724 0.9425 0.9701 0.9995 0.0147 0.1775

3










































0.5444 0.0444 0.2645 0.5326 0.8673 0.1710 0.1769











atzung der Varianz-Kovarianz-Parameter im achtperiodigen
Vieralternativen-Probitmodell II (DGP: Kontempor

are und intertemporale Korrelationen),


































) 0.3989 -0.1011 0.2458 0.4033 0.5619 0.0847 0.1339

1
0.9181 0.1181 0.8894 0.9189 0.9456 0.0142 0.1220

2
0.9734 0.1734 0.9411 0.9747 0.9968 0.0140 0.1785

3
0.7867 0.2867 0.7023 0.7818 0.9477 0.0567 0.2996
Sch















0.2329 -0.2671 0.0136 0.1803 0.8100 0.2112 0.3460

1
0.6059 -0.1941 0.4167 0.5978 0.7316 0.0790 0.2142

2
0.7611 -0.0389 0.2417 0.9404 0.9951 0.3163 0.3188

3
0.4658 -0.0342 0.1675 0.4653 0.7008 0.1596 0.1634
gen vernachl

assigt werden. Entgegen der korrekten Parametersch

atzung im exibel formu-







































arenden Variablen (vgl. Tabelle 8.12) sollen die verbundene Einbeziehung
kontempor

arer und zeitinvarianter sowie die verbundene Einbeziehung autoregressiver und
zeitinvarianter Verkn

upfungen genauer betrachtet werden. Bei letzterer Modellfehlspezika-
tion zeigt sich (vgl. unteren Teil von Tabelle 8.14), da die AutokorrelationskoeÆzienten
152
3




uber der korrekten SMLM/GHK-Sch

atzung im exibel formu-





are diese inkorrekte Parametersch

atzung der korrekten Parametersch

atzung vor-



















uber die Nrep = 20
Replikationen des DGP das arithmetische Mittel stark vom Median ab. Bei der zweiten












geringere durchschnittliche Verzerrungen so-
wie geringere Werte von Rmse als bei der korrekten SMLM/GHK-Sch

atzung im exibel
formulierten achtperiodigen Vieralternativen-Probitmodell. Dagegen liegen bei allen ande-
ren Varianz-Kovarianz-Parametern wiederum vergleichsweise h

ohere Werte von Rmse vor.





aren Korrelationen wird dabei

uber




Die Monte-Carlo-Studien in diesem Kapitel oenbaren zum Teil massive Auswirkungen in-
korrekter SMLM/GHK-Sch

atzungen im MMPM. Beim Vergleich verschiedener Formen von









upfungen bei der Parametersch

atzung im einperiodigen Vieralternativen-Independent
Probitmodell die st

arksten Verzerrungen bewirkt. Demgegen

uber scheinen eine inkorrekte





achere Form der Heteroskedastie im Probitmodell weniger problematisch zu sein.
Allerdings k

onnen durchaus markante Verzerrungen und Instabilit

aten entstehen, falls der
DGP eine st

arkere Form der Heteroskedastie beinhaltet und falls diese heteroskedastischen




ucksichtigt werden. Eine systematische-
re Analyse der Auswirkungen einer derartigen Fehlspezikation insbesondere auch auf die
SMLM/GHK-Sch











gen der Vergleich mit der SMLM/GHK-Sch

atzung in einem MMPM, der heteroskedastische
Elemente ber

ucksichtigt. Ein solches (heteroskedastisches) MMPM w

urde letztlich eine Ver-
allgemeinerung des in dieser Arbeit zugrunde gelegten homoskedastischen MMPM darstellen
(vgl. auch Kapitel 1.2).
Bei der inkorrekten SMLM/GHK-Sch

atzung von Mehralternativen-Independent Probitmo-
dellen werden Verzerrungen bei den Parametern alternativenspezischer erkl

arender Varia-
blen (deren Wert im DGP von Null abweicht) weder vom Beobachtungsumfang N noch
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von der Anzahl R der Simulationsreplikationen beeinut. Im Umkehrschlu bedeutet dies
f

ur empirische Arbeiten, da derartige Verzerrungen (bedingt durch die Modellfehlspezi-
kation) mit einer Erh

















ucksichtigt bleiben. Dieser Sachverhalt ergibt sich bei der inkorrek-
ten SMLM/GHK-Sch

atzung aller betrachteten ein- und mehrperiodigen Mehralternativen-
Independent Probitmodelle und damit unabh

angig von der Anzahl J der Alternativen sowie
von der Anzahl T der Perioden.





() eine wichtige Rolle zu spielen. So liegen bei der inkor-
rekten SMLM/GHK-Sch

atzung der KoeÆzienten alternativenspezischer erkl

arender Varia-
blen im einperiodigen Vieralternativen-Independent Probitmodell vergleichsweise moderate
Verzerrungen vor. Dagegen ist die St

arke der Verzerrungen bei der inkorrekten SMLM/GHK-
Sch

atzung in mehrperiodigen Mehralternativen-Independent Probitmodellen deutlich h

oher.
Die massivsten Auswirkungen erscheinen demnach bei der inkorrekten Parametersch

atzung
im achtperiodigen Vieralternativen-Independent Probitmodell, d.h. also bei hohen J und T .
Zu betonen ist dabei, da sich die Ergebnisse lediglich auf diejenigen alternativenspezischen
erkl

arenden Variablen beziehen, die auch tats

achlich einen Einu auf die Wahlentscheidung
besitzen. Falls dagegen ein derartiger KoeÆzient im DGP den Wert Null aufweist, ist un-
abh

angig von J , T , N sowie R bei der inkorrekten Sch

atzung dieser KoeÆzienten nicht mit
systematischen Verzerrungen zu rechnen.
Allerdings gilt das letzte Resultat lediglich f

ur die Parameter alternativenspezischer er-
kl

arender Variablen. Im Gegensatz dazu k






arender Variablen, die im DGP den Wert Null besitzen,





Uberhaupt zeigen sich insgesamt im Rahmen der inkorrekten SMLM/
GHK-Sch

atzung von Independent Probitmodellen bei den Parametern individuenspezischer
erkl

arender Variablen deutlich st

arkere Verzerrungen als bei Parametern alternativenspezi-
scher erkl

arender Variablen. Jedoch wird zu dieser Thematik in den vorliegenden Monte-
Carlo-Studien ausschlielich das einperiodige Vieralternativen-Independent Probitmodell be-
trachtet. Eine systematischere Analyse hinsichtlich des Vergleichs der inkorrekten Sch

atzung





ur die Zukunft w

unschenswert. Im Hinblick auf empirische Arbeiten wird aber an-
gedeutet, da bei der inkorrekten SMLM/GHK-Sch

atzung der Parameter der erkl

arenden
Variablen in Independent Probitmodellen

uber die in dieser Arbeit dargestellten Auswirkun-
gen hinaus noch st

arkere Verzerrungen entstehen k

onnen.
Aber auch hinsichtlich der korrekten SMLM/GHK-Sch

atzung der beschriebenen KoeÆzien-
154
tengruppen deuten sich Unterschiede an. Die Parametersch

atzung im einperiodigen Vieral-
ternativen-Independent Probitmodell zeigt zwar, da bei korrekter Modellspezikation so-
wohl die KoeÆzienten der alternativenspezischen als auch die KoeÆzienten der individuen-
spezischen erkl

arenden Variablen im Durchschnitt schon bei einem kleinen Beobachtungs-
umfang N und bei einer kleinen Anzahl R der Simulationsreplikationen sehr genau gesch

atzt
werden. Insofern wird das wesentliche Ergebnis aus Kapitel 7 bekr






angig von N und R, aber auch unabh

angig von der Anzahl









ur den Vergleich mit Kapi-
tel 7, da die korrekte Parametersch

atzung in diesem Kapitel ausschlielich im Independent
Probitmodell, d.h. also in einem

auerst einfach strukturierten Modellrahmen, vorgenommen
wird.
Allerdings ergeben sich bei der SMLM/GHK-Sch

atzung der Parameter individuenspezischer
erkl





uber die einzelnen Replikationen des DGP
als bei der SMLM/GHK-Sch

atzung der KoeÆzienten alternativenspezischer erkl

arender
Variablen. Oensichtlich besitzt die Struktur der einbezogenen erkl

arenden Variablen einen




atzten Parameter. Eine systematische Untersuchung hin-
sichtlich des Vergleichs der korrekten Sch

atzung dieser einzelnen KoeÆzienten, insbesondere




ur mehr Klarheit sorgen. Von
besonderem Interesse f

ur empirische Anwendungen w

are die vergleichende Analyse bei der
korrekten SMLM/GHK-Sch

atzung im exibel formulierten MMPM und nicht nur in einfach
strukturierten Independent Probitmodellen. Wie schon zum Ende von Kapitel 6.1 bemerkt,
steigen die Rechenzeiten bei einer solchen Untersuchung aufgrund der hohen Anzahl zu
sch

atzender Parameter (individuenspezischer erkl

arender Variablen) entsprechend massiv
an.














arender Variablen in mehrperiodigen Mehralternativen-Independent Probit-
modellen ged

ampft werden. Zu betonen ist dabei, da trotz vorliegender Modellfehlspezi-





atzung im exibel formulierten MMPM vorliegen. Demnach k

onnte
argumentiert werden, da zur Vereinfachung bzw. Beschleunigung der Parametersch

atzung
entgegen dem zugrunde liegenden DGP die Einbeziehung bestimmter Korrelationen ver-
nachl

assigt werden kann. Allerdings ist zu beachten, da sich aus den Untersuchungen keine
spezielle Verkn








atzung der Parameter der (alternativenspezischen) erkl

arenden Variablen gene-
rell verzichtet werden k

onnte. Insbesondere aber liegen unabh





atzung dieser KoeÆzienten (deren Wert im DGP von Null ab-
weicht) die geringsten Werte f

ur Rmse vor. Deshalb sollte in empirischen Anwendungen
hinsichtlich der Auswirkungen von Modellfehlspezikationen eine SMLM/GHK-Sch

atzung





den vorliegenden Studien auch nicht ableiten, ob die geringen Verzerrungen unter einzel-
nen Modellfehlspezikationen tats

achlich systematisch sind oder aber wesentlich durch die
vorgegebene Parameterkonstellation im DGP beeinut werden. Auch zur Kl

arung dieser
Fragestellung sind weitere Untersuchungen notwendig.
Zudem ist festzuhalten, da einzelne Varianz-Kovarianz-Parameter bei den angesproche-




atzt werden als im kor-
rekt spezizierten MMPM. Dennoch mu nochmals betont werden, da die in den vor-
liegenden Monte-Carlo-Studien betrachteten Beobachtungsumf

ange N und Anzahlen R an
Simulationsreplikationen auch bei einer korrekten Modellspezikation f






atzung aller Varianz-Kovarianz-Parameter insbesondere in mehr-
periodigen Mehralternativen-Probitmodellen nicht ausreichen. Hinsichtlich der inkorrekten
SMLM/GHK-Sch

atzung der Varianz-Kovarianz-Parameter ist festzuhalten, da viele struk-
turelle Auswirkungen unabh

angig von der Anzahl J der Alternativen sowie von der An-





upfungen sowohl im f





















Das wesentliche Ergebnis bei der inkorrekten SMLM/GHK-Sch

atzung der Varianz-Kova-
rianz-Parameter in mehrperiodigen Mehralternativen-Probitmodellen ist aber der Zusam-
menhang zwischen den Parametern verschiedener intertemporaler Verkn

upfungen. Falls ei-
ne der beiden betrachteten intertemporalen Strukturen irrt

umlich nicht in die Parame-
tersch










atzung der KoeÆzienten der anderen intertemporalen Korrelation. Letzt-
lich werden damit auch die Bemerkungen in Kapitel 7.4 bekr

aftigt. Das heit, die in em-
pirischen Arbeiten auftretenden hohen Sch

atzwerte bzgl. der Parameter der stochastischen
Eekte k

onnen auch durch die inkorrekte Vernachl

assigung anderer intertemporaler Struk-
turen beeinut sein. Nochmals sei erw

ahnt, da das in dieser Arbeit betrachtete MMPM
intertemporale Verkn

upfungen ausschlielich in die stochastischen Nutzenkomponenten ein-
bezieht. Allerdings k

onnen anlehnend an Lee (1997a) auch im vorliegenden Modellansatz
weitere dynamische Strukturen betrachtet werden (vgl. auch Kapitel 7.4). Von Interesse,
insbesondere f





unftigen Arbeiten die systematische




upfungen auf die SMLM/GHK-Sch

atzung mehrperiodiger Mehralternativen-
Probitmodelle. Die dabei erhaltenen Ergebnisse k

onnen dann mit den entsprechenden Resul-
taten in diesem Kapitel sowie mit den Resultaten in bin

aren mehrperiodigen Probitmodellen
in Lee (1997a) verglichen werden.




azise und stabile Parametersch

atzung in
Mehralternativen-Probitmodellen die dem DGP zugrunde liegende Struktur korrekt erfat







auerst komplex strukturierter MMPM.

Uber das in der vorliegenden Arbeit betrach-
tete exibel formulierte MMPM hinaus kann die SMLM/GHK auch zur Sch

atzung hetero-
skedastischer Probitmodelle oder zur Sch

atzung von Probitmodellen mit einer komplexeren
intertemporalen Struktur (vgl. Lee, 1997a, in bin

aren mehrperiodigen Probitmodellen, oder
Keane, 1997, im MMPM) verwendet werden. Allerdings steigt bei derartigen Ans

atzen auch









atzt werden. Die Untersuchungen in diesem Kapitel deuten aber an, da f

ur diesen
























ussige Parameter im betrach-






ufung ist generell mit Hilfe
der in Kapitel 5 erl

auterten simulierten klassischen Testverfahren m

oglich. Mit der statisti-
schen Pr








are und/oder intertemporale Strukturen und damit konkrete Probitmodelle
im Rahmen des exibel formulierten MMPM getestet werden (vgl. Kapitel 10). Im n

achsten
Kapitel sollen jedoch zun

achst Simulierte Normalverteilungstests bzgl. einzelner Parameter








aug besteht ein wesentliches Interesse empirischer Arbeiten darin, ob eine Wahlentschei-
dung

uberhaupt von einzelnen erkl








angt. Anlehnend an die in Kapitel 6.3.2 formulierten Nullhy-
pothesen bzgl. der einzelnen Modellparameter werden deshalb in diesem Kapitel systematisch
die Ergebnisse verschiedener Versionen Simulierter Normalverteilungstests auf der Grundla-
ge der SMLM/GHK-Sch

atzung im MMPM analysiert. Zur Untersuchung ein- und mehrpe-
riodiger Mehralternativen-Probitmodelle werden (beispielhaft) Resultate im einperiodigen
Vieralternativen- mit solchen im f

unfperiodigen Dreialternativen-Probitmodell verglichen.
Die Betrachtungen beziehen sich sowohl auf die Abweichungen der Anteile der Fehler erster
Art von den vorgegebenen Signikanzniveaus als auch auf die Anzahl der Fehler zweiter
Art. Ebenso wie bei der Analyse von SMLM/GHK-Sch

atzwerten (in korrekt spezizierten
Probitmodellen, vgl. Kapitel 7) werden im Hinblick auf die Anwendung Simulierter Normal-
verteilungstests in empirischen Arbeiten der Beobachtungsumfang N und die Anzahl R der
Simulationsreplikationen variiert. Die vergleichende Betrachtung dierenziert dabei wegen
der unterschiedlichen Resultate zwischen Hypothesen bzgl. der KoeÆzienten der erkl

aren-
den Variablen sowie bzgl. der Varianz-Kovarianz-Parameter. In der Literatur sind (nach
meiner Kenntnis) Simulierte Normalverteilungstests in Probitmodellen trotz regelm

aiger
Anwendung in empirischen Arbeiten noch nicht systematisch untersucht worden. Selbst eine
Analyse von Normalverteilungstests auf der Grundlage der MLM-Sch

atzung in einfach struk-
turierten Probitmodellen ndet sich relativ selten (so z.B. Guilkey/Murphy, 1993, im bin

aren
mehrperiodigen Probitmodell). Die einzigen Monte-Carlo-Studien zu simulierten klassischen
Testverfahren in Probitmodellen liegen in Lee (1997b, 1999) vor. Allerdings werden dort





are mehrperiodige) Probitmodelle getestet (vgl. auch Kapitel 10).
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9.1 Einperiodige Vieralternativen-Probitmodelle
9.1.1 Simulierte Normalverteilungstests bzgl. der Parameter im
Independent Probitmodell
In Tabelle 9.1 sind die Ergebnisse Simulierter Normalverteilungstests auf der Grundlage der
SMLM/GHK-Sch

atzung im einperiodigen Vieralternativen-Independent Probitmodell abge-
bildet. Betrachtet werden dabei verschiedene Kombinationen des Beobachtungsumfangs N
und der Anzahl R der Simulationsreplikationen. Bei den Resultaten im oberen Teil der Tabel-
le liegt im DGP das entsprechende Independent Probitmodell zugrunde. Die Ergebnisse im





upfungen gekennzeichneten DGP (zu den Parameterwerten vgl. auch Anhang
C). Damit werden hier Simulierte Normalverteilungstests im Rahmen eines fehlspezizierten
Probitmodells analysiert (zu den jeweiligen entsprechenden SMLM/GHK-Sch

atzungen vgl.
Tabelle 8.5 in Kapitel 8.2). Ausgewiesen wird zu den vorgegebenen Signikanzniveaus von






















des Simulierten Normalverteilungstests, die sich
auf die unterschiedlichen (simulierten) Varianz-Sch

atzungen beziehen (vgl. Kapitel 5.3.5).








= 0 und somit die Analyse
der Anzahl an Fehlern zweiter Art (da in den DGP jeweils _
1







angig von N und R sowie von den verwen-
deten Teststatistiken wird die Nullhypothese

uber alle Nrep = 200 Replikationen des DGP
ausnahmslos korrekt verworfen. Somit tritt hier kein Fehler zweiter Art auf. Zu betonen ist,
da dieses Resultat auch gilt, falls dem DGP kontempor

are Korrelationen zugrunde liegen.
Allerdings ist ein derartiges Ergebnis nicht weiter











atzung im einperiodigen Vieralternativen-Independent Pro-













= 0 und damit die Un-
tersuchung der

Ubereinstimmung der Anteile an Fehlern erster Art mit den vorgegebenen
Signikanzniveaus (da in den DGP jeweils _
2
= 0, wird hier die G

ultigkeit der Nullhypothese
betrachtet). Ist der DGP durch das einperiodige Vieralternativen-Independent Probitmodell





trotz der geringen Anzahl von Nrep = 200 Replikationen des DGP sehr
gute Anpassungen an die zugrunde gelegten Signikanzniveaus, insbesondere f

ur einen groen









Tabelle 9.1: Anteil der Ablehnung von H
0
(Simulierte Normalverteilungstests bzgl. der Pa-

















N = 1000 _
1
= 0 1.000 1.000 1.000 1.000 1.000 1.000
R = 10 _
2
= 0 0.030 0.030 0.030 0.075 0.080 0.065
N = 1000 _
1
= 0 1.000 1.000 1.000 1.000 1.000 1.000
R = 50 _
2
= 0 0.030 0.030 0.030 0.080 0.080 0.080
N = 1000 _
1
= 0 1.000 1.000 1.000 1.000 1.000 1.000
R = 200 _
2
= 0 0.030 0.030 0.030 0.075 0.080 0.075
N = 2000 _
1
= 0 1.000 1.000 1.000 1.000 1.000 1.000
R = 10 _
2
= 0 0.060 0.060 0.055 0.110 0.110 0.110
N = 2000 _
1
= 0 1.000 1.000 1.000 1.000 1.000 1.000
R = 50 _
2



















N = 1000 _
1
= 0 1.000 1.000 1.000 1.000 1.000 1.000
R = 10 _
2
= 0 0.020 0.020 0.020 0.045 0.040 0.045
N = 1000 _
1
= 0 1.000 1.000 1.000 1.000 1.000 1.000
R = 50 _
2
= 0 0.020 0.020 0.020 0.040 0.040 0.045
N = 1000 _
1
= 0 1.000 1.000 1.000 1.000 1.000 1.000
R = 200 _
2
= 0 0.020 0.020 0.020 0.050 0.045 0.050
N = 2000 _
1
= 0 1.000 1.000 1.000 1.000 1.000 1.000
R = 10 _
2
= 0 0.005 0.010 0.005 0.035 0.040 0.035
N = 2000 _
1
= 0 1.000 1.000 1.000 1.000 1.000 1.000
R = 50 _
2
= 0 0.005 0.010 0.005 0.035 0.035 0.035
161











= 0 entsprechend dem unteren Teil von Tabelle 9.1
f

ur alle Variationen des Beobachtungsumfangs N und der Anzahl R der Simulationsrepli-
kationen unterhalb der vorgegebenen Signikanzniveaus. W

ahrend ein Anstieg von N meist
noch eine weitere Senkung der relativen H

augkeiten bewirkt, ist erneut kein systemati-
scher Einu von R sowie (im Gegensatz zur Analyse im f

unfperiodigen Dreialternativen-







zu erkennen. Insbesondere aber ist die Anzahl der Fehler erster Art

uber alle Nrep = 200 Replikationen dieses DGP durchweg (vor allem f

ur N = 2000) gerin-
ger als auf der Grundlage der korrekten Parametersch

atzung im Independent Probitmodell.




a Tabelle 8.5 in Kapitel 8.2















die Nrep = 200 Replikationen des DGP f

ur alle Kombinationen von N und R geringer,
falls der DGP kontempor














Die Testergebnisse in Tabelle 9.1 beruhen auf der SMLM/GHK-Sch

atzung im Independent
Probitmodell. Wesentlich interessanter ist aber hinsichtlich der Vermeidung von Modell-
fehlspezikationen die Betrachtung Simulierter Normalverteilungstests auf der Grundlage
der SMLM/GHK-Sch

atzung im exibel formulierten einperiodigen Vieralternativen-Probit-
modell. Allerdings treten hierbei (im Gegensatz zur Analyse in Kapitel 9.1.1) massive nu-
merische Probleme bei der (simulierten) Sch

atzung der Informationsmatrix mit Hilfe der
Hessematrix der simulierten Loglikelihoodfunktion auf. Wiederholt zeigen sich

uber die




ur die Varianzen der
SMLM/GHK-Sch

atzungen. Durch die Wurzelbildung

uber diese negativen Werte ergeben
sich somit h












angen, da die Ableitung der Gradienten der simulierten Loglikelihood-
funktion nicht analytisch, sondern numerisch erfolgt (vgl. Kapitel 6.1). Bei der simulierten
Sch

atzung der Informationsmatrix mit den beiden anderen (in Kapitel 5.3 diskutierten)
Versionen entstehen keine derartigen Probleme. Nun k

onnen zwar ausgehend von den auf-
tauchenden komplexen Zahlen durch die Betragsbildung bei SNV T
1
positive reelle Werte
abgeleitet werden. Im Hinblick auf empirische Untersuchungen erscheint die Interpretation








Tabelle 9.2: Anteil der Ablehnung von H
0
(Simulierte Normalverteilungstests bzgl. der Pa-
rameter der erkl

arenden Variablen im exibel formulierten einperiodigen Vieralternativen-
Probitmodell)
DGP: Independent Probitmodell DGP: Kontempor

are Korrelationen



















N = 1000 _
1
= 0 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
R = 10 _
2
= 0 0.030 0.030 0.080 0.075 0.030 0.035 0.060 0.050
N = 1000 _
1
= 0 1.000 1.000 1.000 1.000 1.000 0.995 1.000 0.995
R = 50 _
2
= 0 0.030 0.025 0.065 0.095 0.025 0.020 0.055 0.065
N = 1000 _
1
= 0 1.000 1.000 1.000 1.000 1.000 0.990 1.000 0.995
R = 200 _
2
= 0 0.030 0.025 0.075 0.080 0.030 0.030 0.055 0.055
N = 2000 _
1
= 0 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
R = 10 _
2
= 0 0.050 0.050 0.110 0.110 0.015 0.010 0.025 0.035
N = 2000 _
1
= 0 1.000 1.000 1.000 1.000 1.000 0.980 1.000 0.980
R = 50 _
1
= 0 0.050 0.050 0.100 0.105 0.015 0.010 0.035 0.040
mulierten Normalverteilungstests in diesen F

allen nicht zu empfehlen ist. Im folgenden wird
deshalb die Teststatistik SNV T
1




Basierend auf der SMLM/GHK-Sch

atzung im exibel formulierten einperiodigen Vieralter-
nativen-Probitmodell werden in Tabelle 9.2 die Ergebnisse Simulierter Normalverteilungs-
tests bzgl. der Parameter der erkl

arenden Variablen dargestellt. Abgebildet sind wie in Ta-











Nrep = 200 Replikationen der beiden betrachteten DGP. Analysiert werden jetzt nach den








. Im linken Teil von Tabel-
le 9.2 beziehen sich die Resultate auf den durch das entsprechende Independent Probitmodell




atzergebnisse sind im oberen
Teil von Tabelle 7.2 in Kapitel 7.1 dargestellt). Im rechten Teil von Tabelle 9.2 beziehen sich




upfungen (vgl. Kapitel 6.2.2) gekenn-
zeichneten DGP (die entsprechenden SMLM/GHK-Sch

atzergebnisse sind im unteren Teil










uber alle Nrep = 200 Replikationen des DGP
unabh

angig von N und R ausnahmslos korrekt verworfen, falls der DGP das einperiodi-
ge Vieralternativen-Independent Probitmodell beinhaltet. Somit tritt bei diesem Simulier-
ten Normalverteilungstest ebenso wie bei den entsprechenden Tests auf der Grundlage der
SMLM/GHK-Sch

atzung im Independent Probitmodell (vgl. Tabelle 9.1) nie ein Fehler zwei-
ter Art auf (da in den DGP wiederum jeweils _
1





betrachtet). Aber auch wenn der DGP durch kontempor

are Korrelationen
gekennzeichnet ist, wird die Nullhypothese

uber die Nrep = 200 Replikationen des DGP le-









lich zeigen sich also bei den hier betrachteten Simulierten Normalverteilungstest unabh

angig
vom zugrunde gelegten DGP nur










= 0 wird dagegen erneut vom zugrunde liegenden DGP beein-
ut. Falls der DGP durch das Independent Probitmodell gekennzeichnet ist, zeigen sich im





pothesen relativ gute Anpassungen an die vorgegebenen Signikanzniveaus (da in den DGP
wiederum jeweils _
2
= 0, wird hier die G

ultigkeit der Nullhypothese betrachtet). Insbesonde-
re durch die Zunahme von N = 1000 auf N = 2000 ergibt sich mit dem Anstieg der Anteile
an Fehlern erster Art fast eine Identit

at mit den zugrunde gelegten maximalen Irrtums-




upfungen aufweist, ist der
Anteil der irrt







uber die Nrep = 200 Replikationen des
DGP meist vergleichsweise geringer (vgl. rechten Teil von Tabelle 9.2). Insbesondere liegen
die Anteilswerte (bei hohem N = 2000 deutlich) unterhalb der vorgegebenen Signikanzni-
veaus. Auch diese Testergebnisse k






atzt wird, falls der DGP kontempor

are Korrelationen und nicht
das Independent Probitmodell beinhaltet (vgl. Tabelle 7.2 in Kapitel 7.1). Erneut besitzen








keine systematischen Auswirkungen auf die H






Festzuhalten ist damit, da der betrachtete Simulierte Normalverteilungstest bzgl. 
2
im
vorliegenden einperiodigen Vieralternativen-Probitmodell insbesondere vom zugrunde lie-
genden DGP beeinut wird. Wenn der DGP das Independent Probitmodell beinhaltet,








= 0 sehr na-





upfungen gekennzeichnet ist, sind die entsprechenden Werte geringer als die vorgege-
benen maximalen Irrtumswahrscheinlichkeiten. Dieses letzte Resultat zeigt sich unabh

angig
davon, ob die SMLM/GHK-Sch

atzung (inkorrekt) im entsprechenden Independent Probit-
modell (vgl. Kapitel 9.1.1) oder aber (korrekt) im exibel formulierten Probitmodell statt-













= 0 mit dem Simulierten Normalverteilungstest. Zu betonen ist dabei,
da die Anteile der Fehler erster Art (unabh

angig von N bzw. R und unabh

angig vom zu-















9.1.3 Simulierte Normalverteilungstests bzgl. der Varianz-Kova-
rianz-Parameter
Uneinheitlicher zeigen sich auf der Grundlage der SMLM/GHK-Sch

atzung im exibel formu-
lierten einperiodigen Vieralternativen-Probitmodell Simulierte Normalverteilungstests bzgl.
der Varianz-Kovarianz-Parameter. In Tabelle 9.3 sind f

ur die verschiedenen Kombinationen
des Beobachtungsumfangs N und der Anzahl R der Simulationsreplikationen zu den vorge-
gebenen Signikanzniveaus von 5% und 10%

uber alle Nrep = 200 Replikationen der beiden





upfungen abgebildet. Nach den Bemerkungen zu Beginn von Kapitel









Im linken Teil von Tabelle 9.3 wird die G

ultigkeit der jeweiligen Nullhypothesen H
0
betrach-






















atzergebnisse sind in Tabelle 7.3 in Kapitel 7.1 abge-
bildet). Damit wird der Anteil der Fehler erster Art ausgewiesen, so da die Einhaltung der
vorgegebenen Signikanzniveaus untersucht werden kann. Im rechten Teil von Tabelle 9.3
wird dagegen die G

ultigkeit einzelner Alternativhypothesen H
1
























) = 0:5, die entsprechenden SMLM/GHK-
Sch

atzergebnisse sind in Tabelle 7.4 in Kapitel 7.1 abgebildet). Damit kann die Anzahl der
Fehler zweiter Art (bzw. die Macht) analysiert werden.
Bei den Anteilen der Fehler erster Art zeigen sich im linken Teil von Tabelle 9.3

uber die

























jeweils sehr nahe an den zugrunde gelegten maximalen Irrtumswahr-




umlichen Ablehnung von Nullhypothesen
bzgl. der KorrelationskoeÆzienten weisen insgesamt sowohl Resultate oberhalb als auch un-
terhalb der vorgegebenen Signikanzniveaus auf. Dagegen sind die entsprechenden Werte bei
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Tabelle 9.3: Anteil der Ablehnung von H
0
(Simulierte Normalverteilungstests bzgl. der Va-
rianz-Kovarianz-Parameter im exibel formulierten einperiodigen Vieralternativen-Probit-
modell)
































= 1 0.015 0.050 0.035 0.080 0.665 0.670 0.775 0.750
N = 1000 _

2





) = 0 0.045 0.095 0.060 0.115 0.420 0.475 0.475 0.530













= 1 0.010 0.040 0.015 0.090 0.540 0.635 0.735 0.745
N = 1000 _

2





) = 0 0.055 0.095 0.065 0.130 0.315 0.440 0.365 0.470













= 1 0.010 0.045 0.020 0.095 0.530 0.630 0.700 0.745
N = 1000 _

2





) = 0 0.050 0.095 0.065 0.120 0.275 0.415 0.335 0.490













= 1 0.020 0.040 0.055 0.080 0.930 0.890 0.965 0.940
N = 2000 _

2





) = 0 0.035 0.040 0.050 0.070 0.615 0.625 0.635 0.670













= 1 0.015 0.025 0.060 0.070 0.920 0.825 0.960 0.915
N = 2000 _

2





) = 0 0.035 0.040 0.045 0.075 0.445 0.575 0.515 0.615



























ur alle Kombinationen von N und
R sowie bei beiden verwendeten Teststatistiken nie

uber den theoretischen Werten von 5%
bzw. 10%.
Bei den Simulierten Normalverteilungstests bzgl. dieser Varianz-Parameter zeigen sich (ge-
gen

uber Simulierten Normalverteilungstests bzgl. der KoeÆzienten erkl

arender Variablen,










ahrend der Anteil der irrt






ur N = 1000 deutlich unterhalb der vorgegebenen Signikanzniveaus
liegt, ergibt sich beim Gebrauch von SNV T
3










) = 0 erkennt man unter der Verwendung der einzelnen
Teststatistiken f

ur N = 1000 hinsichtlich des Anteils der Fehler erster Art unterschiedliche
Werte. Oensichtlich liefert hier der Gebrauch von SNV T
3
und damit die Einbeziehung
der Ideen der Quasi-Maximum-Likelihood-Theorie nach White (1982) in den Simulierten
Normalverteilungstest f

ur die Einhaltung der vorgegebenen Signikanzniveaus etwas robu-
stere Ergebnisse. Dagegen besitzt die Anzahl R der Simulationsreplikationen wiederum keine
systematischen Auswirkungen.
Vor allem bei der Analyse der Fehler zweiter Art sind im vorliegenden einperiodigen Vieral-
ternativen-Probitmodell Unterschiede zwischen den Simulierten Normalverteilungstests bzgl.
der KoeÆzienten der erkl

arenden Variablen (vgl. Tabelle 9.2) und den Simulierten Normal-
verteilungstests bzgl. der Varianz-Kovarianz-Parameter zu erkennen. Im rechten Teil von
Tabelle 9.3 zeigen sich

uber alle Nrep = 200 Replikationen des DGP wiederholt irrt

umlich
beibehaltene Nullhypothesen bzgl. der Parameter der kontempor

aren Korrelationen. Die
geringste Anzahl an Fehlern zweiter Art liegt dabei unabh






















Nrep = 200 Replikationen des DGP korrekt verworfen, vor allem bei groem N = 2000.






















ur N = 1000 unter der Verwendung von SNV T
2
sehr viele Fehler zweiter Art. Zu erkennen ist, da R erneut keinen systematischen Einu
besitzt, w

ahrend der Anstieg von N ausnahmslos eine Erh

ohung der Anzahl der korrekt
abgelehnten Nullhypothesen bewirkt. Zur Reduktion der Gefahr des Vorliegens von Fehlern
zweiter Art ist demnach hier eine Zunahme des Beobachtungsumfangs N w

unschenswert.
Im Vergleich zwischen den beiden Versionen Simulierter Normalverteilungstests ist der An-










ur alle Variationen von N und R gr

oer als unter der Verwendung von SNV T
3
. Allerdings
liegen diese Werte teilweise sehr eng beieinander, durchweg auf hohem Niveau. Dagegen er-






























weise deutlich mehr Fehler zweiter Art. Insbesondere ist dabei die relative H

augkeit der





= 1, gerade bei N = 1000,

auerst gering und liegt in
diesem Fall bei einem vorgegebenen Signikanzniveau von 5% (f

ur R = 50 bzw. R = 200)
lediglich in der N

ahe dieser zugrunde gelegten maximalen Irrtumswahrscheinlichkeit. Durch
den Gebrauch von SNV T
3
kann hier die Anzahl der Fehler zweiter Art gesenkt werden,
wenngleich immer noch hohe Werte zu verzeichnen sind. Letztlich zeigt sich, da auch die
Verwendung von SNV T
3
bei hohem N = 2000 und R = 50 wiederholt zu Fehlern zweiter




ufung von Hypothesen bzgl. Varianz-Kovarianz-Parametern






9.2.1 Simulierte Normalverteilungstests bzgl. der Parameter im
Independent Probitmodell
Im Hinblick auf die Analyse von Paneldaten sind zun







die Ergebnisse Simulierter Normalverteilungstests dargestellt. Untersucht wird jeweils zu den











uber alleNrep = 200 Replikationen der beiden betrachteten
DGP. Analysiert werden erneut verschiedene Kombinationen des Beobachtungsumfangs N
und der Anzahl R der Simulationsreplikationen. Die Resultate im oberen Teil der Tabelle
beruhen auf dem DGP, der das entsprechende Independent Probitmodell beinhaltet. Die
Testergebnisse im unteren Teil der Tabelle basieren dagegen nach Kapitel 6.2.3 auf dem
durch kontempor

are und intertemporale Verkn

upfungen gekennzeichneten DGP (zu den Pa-
rameterwerten vgl. auch Anhang C). Damit werden hier Simulierte Normalverteilungstests in
einem fehlspezizierten MMPM analysiert (zu den jeweiligen SMLM/GHK-Sch

atzungen vgl.













des Simulierten Normalverteilungstests betrachtet.








= 0 auf der Grundlage der SMLM/GHK-
Sch

atzung im einperiodigen Vieralternativen-Independent Probitmodell (vgl. Tabelle 9.1)
wird diese Nullhypothese gem






periodigen Dreialternativen-Independent Probitmodell ausnahmslos

uber alle Nrep = 200
Replikationen der beiden DGP korrekt verworfen. Somit tritt erneut unabh

angig von N und




oen kein Fehler zweiter Art auf (da in den DGP jeweils
_
1
= 1, wird hier die G

ultigkeit der Alternativhypothese H
1
betrachtet). Wiederum zeigt sich
dieses Testergebnis auch bei der SMLM/GHK-Sch

atzung im fehlspezizierten MMPM (d.h.
168
Tabelle 9.4: Anteil der Ablehnung von H
0




















N = 250 _
1
= 0 1.000 1.000 1.000 1.000 1.000 1.000
R = 10 _
2
= 0 0.050 0.060 0.060 0.085 0.085 0.090
N = 250 _
1
= 0 1.000 1.000 1.000 1.000 1.000 1.000
R = 50 _
2
= 0 0.055 0.060 0.055 0.080 0.080 0.090
N = 250 _
1
= 0 1.000 1.000 1.000 1.000 1.000 1.000
R = 200 _
2
= 0 0.055 0.055 0.055 0.085 0.085 0.090
N = 500 _
1
= 0 1.000 1.000 1.000 1.000 1.000 1.000
R = 10 _
2
= 0 0.040 0.040 0.040 0.095 0.105 0.085
N = 500 _
1
= 0 1.000 1.000 1.000 1.000 1.000 1.000
R = 50 _
2
= 0 0.040 0.040 0.045 0.100 0.095 0.085
DGP: Kontempor

















N = 250 _
1
= 0 1.000 1.000 1.000 1.000 1.000 1.000
R = 10 _
2
= 0 0.170 0.230 0.090 0.220 0.280 0.140
N = 250 _
1
= 0 1.000 1.000 1.000 1.000 1.000 1.000
R = 50 _
2
= 0 0.165 0.225 0.085 0.220 0.295 0.145
N = 250 _
1
= 0 1.000 1.000 1.000 1.000 1.000 1.000
R = 200 _
2
= 0 0.170 0.230 0.085 0.220 0.295 0.150
N = 500 _
1
= 0 1.000 1.000 1.000 1.000 1.000 1.000
R = 10 _
2
= 0 0.140 0.210 0.085 0.185 0.270 0.120
N = 500 _
1
= 0 1.000 1.000 1.000 1.000 1.000 1.000
R = 50 _
2
= 0 0.140 0.205 0.085 0.195 0.275 0.120
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wenn der DGP durch kontempor

are und intertemporale Korrelationen gekennzeichnet ist).
Bemerkenswert ist dabei, da der KoeÆzient 
1





unfperiodigen Dreialternativen-Independent Probitmodell entsprechend dem unteren Teil
von Tabelle 8.7 in Kapitel 8.3 (im Gegensatz zur inkorrekten Parametersch

atzung im ein-
periodigen Vieralternativen-Independent Probitmodell, vgl. unteren Teil von Tabelle 8.5 in
Kapitel 8.2) stabil untersch










aher am getesteten Wert von Null liegen.








= 0 dierenzierte Testergebnisse. Ent-
sprechend dem oberen Teil von Tabelle 9.4 liegen die Anteile der Fehler erster Art

uber die
Nrep = 200 Replikationen des durch das f

unfperiodige Dreialternativen-Independent Pro-
bitmodell gekennzeichneten DGP extrem nahe bei den vorgegebenen Signikanzniveaus (da
in den DGP jeweils _
2
= 0, wird hier die G

ultigkeit der Nullhypothese betrachtet). Wieder-
um ist dieses Ergebnis unabh












zu erkennen. Bemerkenswert ist, da die Anpassung der re-
lativen H

augkeiten an die zugrunde gelegten maximalen Irrtumswahrscheinlichkeiten im
vorliegenden MMPM bei einem kleinen Beobachtungsumfang (d.h. f

ur N = 250) noch exak-
ter ist als die (gute) Anpassung bei der korrekten SMLM/GHK-Sch

atzung im einperiodigen
Vieralternativen-Independent Probitmodell mit moderatem N = 1000 (vgl. oberen Teil von
Tabelle 9.1).
Wenn der DGP dagegen kontempor

are und intertemporale Verkn

upfungen aufweist, sind die
Anteile der irrt





= 0 ausnahmslos (teilweise deutlich) h

oher





unfperiodigen Dreialternativen-Independent Probitmodell markante Auswir-
kungen auf die Resultate Simulierter Normalverteilungstests zu erkennen. Dieses Ergebnis

















uber die Nrep = 200 Replikationen des DGP h

oher, falls
der DGP durch kontempor

are und intertemporale Korrelationen und nicht durch das Inde-





atzwerte um den Wert Null die erl





ahrend R erneut keinen systematischen Einu auf die H

augkeit der Fehler erster Art
aus








= 0, allerdings in geringem Ausma. St

arkere Auswirkungen besitzt




oe des Simulierten Normalverteilungstests. Mit der Verwen-
dung der Teststatistik SNV T
3
liegen die Anteile der irrt
















und vor allem SNV T
2






ein Vorteil durch die Einbeziehung der Ideen der Quasi-Maximum-Likelihood-Theorie nach
White (1982) in den Simulierten Normalverteilungstest. Allerdings mu beachtet werden, da
die relativen H

augkeiten der Fehler erster Art

uber die Nrep = 200 Replikationen des DGP
selbst bei der Benutzung von SNV T
3
ausnahmslos oberhalb der vorgegebenen maximalen





unfperiodigen Dreialternativen-Independent Probitmodell nicht nur auf die
gesch

atzten KoeÆzientenwerte (vgl. Kapitel 8.3.2), sondern auch auf die Ergebnisse Simu-
lierter Normalverteilungstests aus.




Zur Vermeidung systematischer Verzerrungen bei den gesch

atzten Parametern sollten kon-
tempor

are und intertemporale Verkn






riodigen Dreialternativen-Probitmodell einbezogen werden. Darauf aufbauend werden im
folgenden Simulierte Normalverteilungstests bzgl. der Parameter der erkl

arenden Variablen











uber alle Nrep = 200 Replikationen der beiden betrachteten DGP darge-









analysiert. Die Testergebnisse im linken Teil der Tabelle basieren auf





atzergebnisse nden sich im oberen Teil von Tabelle 7.6 in
Kapitel 7.2). Die Testergebnisse im rechten Teil der Tabelle beziehen sich dagegen nach Ka-
pitel 6.2.3 auf den durch kontempor

are und intertemporale Verkn

upfungen gekennzeichneten
DGP (die entsprechenden SMLM/GHK-Sch

atzergebnisse sind im unteren Teil von Tabelle
7.6 in Kapitel 7.2 abgebildet).






uber alle Nrep = 200 Replikationen der bei-
den betrachteten DGP und f















ufung dieser Nullhypothese nur sehr selten Fehler zweiter
Art (da in den DGP wiederum jeweils _
1





betrachtet). Letztlich ergeben sich also wie bei den Simulierten Normalverteilungs-
tests auf der Grundlage der SMLM/GHK-Sch

atzung im exibel formulierten einperiodigen















Tabelle 9.5: Anteil der Ablehnung von H
0
(Simulierte Normalverteilungstests bzgl. der Pa-
rameter der erkl





DGP: Independent Probitmodell DGP: Kont. und intertemp. Korr.



















N = 250 _
1
= 0 1.000 0.995 1.000 1.000 1.000 0.990 1.000 0.990
R = 10 _
2
= 0 0.055 0.065 0.080 0.085 0.075 0.050 0.125 0.115
N = 250 _
1
= 0 1.000 0.995 1.000 0.995 1.000 0.990 1.000 0.990
R = 50 _
2
= 0 0.055 0.065 0.075 0.085 0.060 0.060 0.115 0.120
N = 250 _
1
= 0 1.000 1.000 1.000 1.000 1.000 0.975 1.000 0.975
R = 200 _
2
= 0 0.055 0.060 0.075 0.090 0.055 0.070 0.110 0.110
N = 500 _
1
= 0 1.000 0.995 1.000 0.995 1.000 0.985 1.000 0.985
R = 10 _
2
= 0 0.035 0.035 0.095 0.090 0.075 0.060 0.110 0.095
N = 500 _
1
= 0 1.000 0.990 1.000 0.990 1.000 0.980 1.000 0.990
R = 50 _
2
= 0 0.040 0.040 0.090 0.095 0.070 0.065 0.105 0.110






(bei der Ideen der Quasi-Maximum-Likelihood-
Theorie nach White, 1982, einbezogen sind) etwas g

unstigere Resultate zu liefern.








= 0 sind hinsichtlich der Anpassung der Anteile
der Fehler erster Art an die vorgegebenen Signikanzniveaus insgesamt relativ robuste Er-
gebnisse zu erkennen (da in den DGP wiederum jeweils _
2
= 0, wird hier die G

ultigkeit der
Nullhypothese betrachtet). Anders als im Rahmen der SMLM/GHK-Sch

atzung im exibel
formulierten einperiodigen Vieralternativen-Probitmodell (vgl. Tabelle 9.2) liegen die Anteile
der irrt

umlich abgelehnten Nullhypothesen unabh

angig vom zugrunde gelegten DGP durch-
weg sehr nahe bei den vorgegebenen maximalen Irrtumswahrscheinlichkeiten. Dies ergibt
sich damit entsprechend dem rechten Teil von Tabelle 9.5 auch, wenn der DGP kontem-
por

are und intertemporale Verkn










umlich verworfen als bei der SMLM/GHK-Sch

atzung auf der Grund-
lage des durch das Independent Probitmodell gekennzeichneten DGP (vgl. linken Teil von















und intertemporale Korrelationen beinhaltet (vgl. Tabelle 7.6 in Kapitel 7.2). Zu betonen









systematische Auswirkungen besitzen. Dar

uber hinaus ist wiederum
kein Einu durch die Anzahl R der Simulationsreplikationen zu erkennen.
9.2.3 Simulierte Normalverteilungstests bzgl. der Varianz-Kova-
rianz-Parameter
Bei den Simulierten Normalverteilungstests bzgl. der Varianz-Kovarianz-Parameter zeigen
sich auch im Rahmen der SMLM/GHK-Sch

atzung exibel formulierter f

unfperiodiger Drei-
alternativen-Probitmodelle wesentlich uneinheitlichere Ergebnisse. In Tabelle 9.6 sind zu
den vorgegebenen Signikanzniveaus von 5% und 10% f

ur die verschiedenen Kombinatio-
nen des Beobachtungsumfangs N und der Anzahl R der Simulationsreplikationen

uber alle
Nrep = 200 Replikationen der beiden betrachteten DGP die Anteile der Ablehnung von
Nullhypothesen bzgl. der Parameter der kontempor

aren, zeitinvarianten und autoregressi-
ven Verkn

upfungen abgebildet. Wiederum werden nach den Bemerkungen zu Beginn von










Im linken Teil von Tabelle 9.6 wird die G

ultigkeit der jeweiligen Nullhypothesen H
0
betrach-
tet, d.h. der DGP ist durch das f

unfperiodige Dreialternativen-Independent Probitmodell











= 0, die entsprechenden
SMLM/GHK-Sch

atzergebnisse sind in Tabelle 7.7 in Kapitel 7.2 abgebildet). Damit wird
der Anteil der Fehler erster Art ausgewiesen, so da die Einhaltung der vorgegebenen Signi-




















= 1 nicht m







= 0 gilt. Im rechten
Teil von Tabelle 9.6 wird die G

ultigkeit einzelner Alternativhypothesen H
1
betrachtet, d.h.
konkret weist der DGP kontempor


























atzergebnisse sind in Tabelle 7.8 in Kapitel 7.2 abgebildet).
Damit kann die Anzahl der Fehler zweiter Art (bzw. die Macht) analysiert werden.
Bei den Anteilen der Fehler erster Art sind im linken Teil von Tabelle 9.6 im Vergleich zu







aten hinsichtlich der Einhaltung der vorgegebenen Signikanz-












angig von N und R durchweg und bei der Verwendung der Teststatistik SNV T
2
deutlich unterhalb der zugrunde gelegten maximalen Irrtumswahrscheinlichkeiten. Die ent-
173
Tabelle 9.6: Anteil der Ablehnung von H
0
(Simulierte Normalverteilungstests bzgl. der Va-




































= 1 0.015 0.030 0.035 0.070 0.145 0.190 0.240 0.250








= 1 { { { { 0.685 0.625 0.700 0.665
R = 10 _

2
= 1 { { { { 0.330 0.445 0.475 0.580
_
1
= 0 0.050 0.075 0.070 0.140 0.750 0.635 0.800 0.710
_
2




= 1 0.020 0.025 0.040 0.070 0.065 0.225 0.115 0.310








= 1 { { { { 0.425 0.455 0.480 0.525
R = 50 _

2
= 1 { { { { 0.060 0.440 0.180 0.550
_
1
= 0 0.055 0.070 0.070 0.115 0.870 0.800 0.910 0.860
_
2




= 1 0.020 0.030 0.040 0.060 0.060 0.265 0.120 0.335








= 1 { { { { 0.320 0.465 0.395 0.520
R = 200 _

2
= 1 { { { { 0.055 0.460 0.125 0.585
_
1
= 0 0.040 0.060 0.060 0.115 0.855 0.845 0.885 0.880
_
2




= 1 0.015 0.025 0.065 0.085 0.310 0.235 0.405 0.345








= 1 { { { { 0.800 0.715 0.835 0.755
R = 10 _

2
= 1 { { { { 0.715 0.705 0.785 0.800
_
1
= 0 0.035 0.090 0.060 0.105 0.935 0.825 0.945 0.870
_
2




= 1 0.015 0.025 0.030 0.065 0.145 0.305 0.270 0.400








= 1 { { { { 0.515 0.520 0.545 0.585
R = 50 _

2
= 1 { { { { 0.330 0.580 0.490 0.680
_
1
= 0 0.055 0.080 0.075 0.115 0.985 0.930 0.995 0.955
_
2
= 0 0.065 0.065 0.090 0.135 0.845 0.650 0.915 0.740
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) = 0 unterschreiten dagegen











= 0 zeigen sich schlielich sowohl Resultate oberhalb als




ufung der beiden zu-










aber aus den vorliegenden relativen H

augkeiten bei der Einhaltung der vorgegebenen Signi-








des Simulierten Normalverteilungstests ableiten. Dar

uber hinaus besitzen hier
sowohl N als auch R keine systematischen Auswirkungen auf die Anzahl der Fehler erster
Art.
Im Gegensatz dazu bewirkt der Anstieg des Beobachtungsumfangs N (bei gleicher Anzahl R
der Simulationsreplikationen) wiederum ausnahmslos einen R

uckgang der Anzahl der Fehler
zweiter Art (vgl. rechten Teil von Tabelle 9.6). Ebenso wie bei den Simulierten Normalver-
teilungstests bzgl. der Varianz-Kovarianz-Parameter auf der Grundlage der SMLM/GHK-
Sch

atzung im exibel formulierten einperiodigen Vieralternativen-Probitmodell (vgl. rechten
Teil von Tabelle 9.3) zeigen sich jedoch wiederholt

uber die Nrep = 200 Replikationen des
DGP irrt

umlich beibehaltene Nullhypothesen. Erneut steht dieses Ergebnis kontr

ar zu den




ufung von Hypothesen bzgl. der KoeÆzienten er-
kl

arender Variablen (vgl. Tabelle 9.5). Zu erkennen ist dabei, da die Anzahl der Fehler








= 0 durchweg h










= 0. Dieses Resultat ist nicht weiter

uberraschend,
da im DGP _
1





uber hinaus ist mit dem Anstieg von R = 10 auf R = 50 (bei gleichem N) eine Zu-
nahme der Anzahl der korrekten Ablehnung der beiden zuletzt genannten Nullhypothesen




angen, da die systematischen Ver-
zerrungen bei der SMLM/GHK-Sch






wachsendem R sinken (vgl. Tabelle 7.8 in Kapitel 7.2). Allerdings ist zu bemerken, da der
Anteil der irrt









ur N = 250) die Anzahl der Simulationsreplikationen von R = 50 auf
R = 200 steigt. Mit wachsendem R ergibt sich aber auch bei den anderen Versionen Si-
mulierter Normalverteilungstests oft eine Erh











= 1 unter der Verwendung von SNV T
2
bei ei-










at sich insgesamt wieder keine systematische Vorteilhaftigkeit einer Versi-
on ableiten. Unter der Verwendung beider Teststatistiken sind selbst bei hohem N = 500
und R = 50







ufung von Nullhypothesen bzgl. Varianz-Kovarianz-Parametern im
f

unfperiodigen Dreialternativen-Probitmodell zu verzeichnen.
9.3 Schlufolgerungen
Die Monte-Carlo-Studien in diesem Kapitel zeigen, da Simulierte Normalverteilungstests
bzgl. der Parameter alternativenspezischer erkl

arender Variablen auf der Grundlage einer
korrekten SMLM/GHK-Sch

atzung von Mehralternativen-Probitmodellen zumeist robuste
Ergebnisse liefern. Dieses Resultat bezieht sich sowohl auf die pr

azise Anpassung der An-
teile der Fehler erster Art an die vorgegebenen Signikanzniveaus als auch auf die

auerst
selten auftretenden Fehler zweiter Art. Lediglich auf der Basis der SMLM/GHK-Sch

atzung
im exibel formulierten einperiodigen Vieralternativen-Probitmodell zeigen sich

uber die
Nrep = 200 Replikationen des durch kontempor

are und intertemporale Korrelationen ge-
kennzeichneten DGP deutlich geringere relative H

augkeiten an Fehlern erster Art als durch
die maximalen Irrtumswahrscheinlichkeiten zugrunde gelegt. Zu betonen ist, da bei der
Anzahl der irrt

umlichen Ablehnung der betrachteten Nullhypothesen bzgl. der KoeÆzienten
erkl

arender Variablen weder der Beobachtungsumfang N noch die Anzahl R der Simula-
tionsreplikationen einen systematischen Einu besitzen.
Aber auch hinsichtlich der Anzahl der Fehler zweiter Art sind letztlich bei Simulierten Nor-
malverteilungstests bzgl. der KoeÆzienten alternativenspezischer erkl

arender Variablen kei-
ne Auswirkungen von N und R abzuleiten. Sowohl im einperiodigen Vieralternativen- als
auch im f








uber die Nrep = 200 Replikationen der jeweiligen DGP korrekt abgelehnt.
Dieses Ergebnis zeigt sich unabh

angig davon, ob eine SMLM/GHK-Sch

atzung im korrekt
spezizierten Probitmodell stattndet oder ob eine inkorrekte Parametersch

atzung im In-
dependent Probitmodell vorliegt. Allerdings l

at sich aus den vorliegenden Studien nicht
ableiten, da derartige Resultate auf andere Probitmodelle

ubertragbar sind. Denkbar ist,
da die Testergebnisse stark durch die vorgegebene Parameterkonstellation im DGP, d.h. ins-
besondere durch _
1
= 1, beeinut werden. Weitere Untersuchungen w

urden hier in Zukunft
f

ur mehr Klarheit sorgen.
Dar

uber hinaus beziehen sich die beschriebenen Resultate auf Mehralternativen-Probitmo-
delle mit ausschlielich alternativenspezischen erkl

arenden Variablen. In den Studien in
Kapitel 7 und 8 wird aber bereits angedeutet, da die (korrekte) SMLM/GHK-Sch

atzung
der KoeÆzienten individuenspezischer erkl

arender Variablen im Vergleich zur (korrekten)
SMLM/GHK-Sch






azise und instabiler sein kann. Eine oene Frage bleibt damit, ob Simulierte Normal-






Ergebnissen gelangen wie Simulierte Normalverteilungstests bzgl. Parametern alternativen-
spezischer erkl






arende Variablen in die Analyse einbeziehen, ist eine sy-
















= 0 deutlich h

ohere Werte als durch das Signikanzniveau vorgegeben. In die-
sem Fall stellt sich die Einbeziehung der Ideen der Quasi-Maximum-Likelihood-Theorie nach






des Simulierten Normalverteilungstests als vorteilhaft





die Anpassung der relativen H

augkeiten der Fehler erster Art an die zugrunde gelegten
maximalen Irrtumswahrscheinlichkeiten deutlich verbessert werden. Dagegen liegen im Rah-
men der inkorrekten SMLM/GHK-Sch

atzung im einperiodigen Vieralternativen-Independent




oen keine derartigen Unterschiede vor.
Zur Vermeidung der Auswirkungen von Modellfehlspezikationen (vgl. Kapitel 8) sollte in
empirischen Arbeiten ohnehin eine SMLM/GHK-Sch

atzung z.B. im exibel formulierten
einperiodigen Vieralternativen- bzw. im exibel formulierten f

unfperiodigen Dreialternati-
ven-Probitmodell vorgenommen werden. Auf der Grundlage dieser Parametersch

atzungen





den Anteilen an Fehlern erster Art und den vorgegebenen Signikanzniveaus bei Tests bzgl.
der KoeÆzienten (alternativenspezischer) erkl

arender Variablen keine wesentliche Vortei-
le. Dagegen ist f

ur die Wahl zwischen den verschiedenen Teststatistiken die Verwendung
von SNV T
1
wegen der wiederholt auftauchenden numerischen Probleme eindeutig nicht
zu empfehlen. Bemerkenswert ist dabei, da derartige Schwierigkeiten zwar nicht bei der
SMLM/GHK-Sch

atzung im Independent Probitmodell, jedoch auf der Grundlage der (f

ur
die empirische Anwendung interessanteren) SMLM/GHK-Sch

atzung in exibel formulierten
Mehralternativen-Probitmodellen auftreten.
Die vorliegenden Resultate erlauben auch bei Simulierten Normalverteilungstests bzgl. Va-
rianz-Kovarianz-Parametern f






tigen Empfehlungen. Zwar scheint die Verwendung von SNV T
3
basierend auf der SMLM/
GHK-Sch

atzung im exibel formulierten einperiodigen Vieralternativen-Probitmodell robu-
stere Ergebnisse zu liefern. Allerdings gilt diese Beobachtung hinsichtlich der Abweichung
der Anteile an Fehlern erster Art von den vorgegebenen Signikanzniveaus sowie hinsicht-
lich der Anzahl der Fehler zweiter Art nicht durchweg f

ur alle formulierten Hypothesen. Vor
allem aber ist auf der Grundlage der SMLM/GHK-Sch







uberhaupt keine systematische Vorteilhaftigkeit des




uber der Verwendung von SNV T
2
zu erkennen.





von Hypothesen bzgl. der Parameter der kontempor

aren und (im f

unfperiodigen Dreialter-





ufung von Hypothesen bzgl. der KoeÆzienten (alternativenspezischer) erkl

arender Varia-
blen. Dieses Resultat deckt sich letztlich mit der vergleichsweise ebenfalls deutlich instabi-
leren SMLM/GHK-Sch

atzung der Varianz-Kovarianz-Parameter (bei korrekter Modellspe-
zikation, vgl. Kapitel 7). So zeigen sich hinsichtlich der H

augkeiten der Fehler erster Art










auch der Beobachtungsumfang N sowie die Anzahl R der Simulations-





umlich abgelehnten Nullhypothesen und den vorgegebenen Signikanznive-
aus besitzen.
Besonders deutlich wird die Instabilit

at Simulierter Normalverteilungstests bzgl. der Varianz-
Kovarianz-Parameter bei der Analyse der Fehler zweiter Art. Bei den untersuchten Mehral-
ternativen-Probitmodellen werden f

ur alle Kombinationen von N und R zum Teil sehr h

aug
Hypothesen bzgl. der Parameter der kontempor






umlich beibehalten. Diese Ergebnisse stehen im starken Gegensatz zu den Resultaten
bei Simulierten Normalverteilungstests bzgl. der KoeÆzienten (alternativenspezischer) er-
kl

arender Variablen. Festzuhalten ist, da die Anzahl R der Simulationsreplikationen auch
bei Simulierten Normalverteilungstests bzgl. der Varianz-Kovarianz-Parameter keinen syste-
matischen Einu auf die H

augkeit der Fehler zweiter Art aus

ubt. Lediglich bei Nullhypo-
thesen bzgl. der AutokorrelationskoeÆzienten bewirkt eine Erh

ohung von R (bei gleichem




Dagegen besitzt in dieser Hinsicht ein Anstieg von N einen durchweg positiven Eekt. Das
heit, in den betrachteten ein- und mehrperiodigen Mehralternativen-Probitmodellen wird
durch eine Zunahme des Beobachtungsumfangs N die Anzahl der Fehler zweiter Art bei
Simulierten Normalverteilungstests bzgl. Varianz-Kovarianz-Parametern teilweise deutlich
vermindert. Ankn

upfend an obige Bemerkungen deutet dieses Ergebnis an, da der Beob-
achtungsumfang N bei alternativen Parameterkonstellationen im DGP auch bei Simulierten
Normalverteilungstests bzgl. KoeÆzienten erkl






umlich beibehaltenen Nullhypothesen reduzierende Auswirkungen besitzen k

onnte.









der Grundlage von SMLM/GHK-Sch

atzungen) prinzipiell nicht nur mit dem Simulierten
Normalverteilungstest, sondern auch mit dem Simulierten Score- sowie mit dem Simulier-
ten Likelihood-Quotienten-Test m

oglich. Entsprechend den Ausf

uhrungen in Kapitel 5.4 ist
aber f

ur diese Analyse der Simulierte Normalverteilungstest als Spezialfall des Simulier-
ten Wald-Tests besser geeignet. Aus diesem Grund ist dieses Testverfahren in der Vergan-







aig verwendet worden. Der Gebrauch des Simulierten Score- sowie Likelihood-
Quotienten-Tests bietet sich dagegen insbesondere an, falls mehrere Parameter gemein-
sam getestet werden sollen. Durch das gleichzeitige Testen mehrerer Varianz-Kovarianz-
Parameter k








daran sowie an die Bemerkungen in Kapitel 8.5 werden im folgenden Kapitel verschiedene











Die gemeinsame statistische Pr

ufung mehrerer Parameter eines exibel formulierten diskre-
ten Entscheidungsmodells ist entsprechend Kapitel 5.3 mit simulierten klassischen Testver-
fahren m

oglich. Durch das Testen einzelner Gruppen von Varianz-Kovarianz-Parametern im
Rahmen des MMPM k






lehnend an die in Kapitel 6.3.2 formulierten Nullhypothesen werden deshalb im folgenden sy-
stematisch die Ergebnisse verschiedener Versionen Simulierter Wald-, Score- und Likelihood-
Quotienten-Tests auf der Grundlage restringierter und/oder unrestringierter SMLM/GHK-
Sch

atzungen in (korrekt spezizierten oder fehlspezizierten) Probitmodellen untersucht.
Im Hinblick auf die Analyse von ein- bzw. mehrperiodigen Mehralternativen-Probitmodellen
werden genauso wie im vorhergehenden Kapitel (beispielhaft) Resultate im einperiodigen
Vieralternativen-Probitmodell mit solchen im f

unfperiodigen Dreialternativen-Probitmodell
verglichen. Bei letzterem Probitmodell k

onnen im Gegensatz zu ersterem aufgrund der kom-
plexeren Varianz-Kovarianz-Struktur exibel formulierter mehrperiodiger Mehralternativen-
Probitmodelle verschiedene Formen spezieller Probitmodelle getestet werden. Untersucht
wird, ob sich bei einzelnen Testproblemen eine bestimmte Variante der simulierten klassi-
schen Testverfahren als besonders g

unstig herauskristallisiert. Die vergleichende Betrachtung
erfolgt wie in Kapitel 9 sowohl hinsichtlich der Abweichung zwischen den Anteilen der Fehler
erster Art und den zugrunde gelegten Signikanzniveaus als auch hinsichtlich der Anzahl der
Fehler zweiter Art. Die Monte-Carlo-Studien orientieren sich dabei an der Vorgehensweise
von Lee (1999). Allerdings betrachtet Lee lediglich bin

are (mehrperiodige) Probitmodelle.







uft. Insbesondere hinsichtlich empirischer Anwendungen werden erneut bei allen
Testproblemen der Beobachtungsumfang N und die Anzahl R der Simulationsreplikationen
variiert.
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10.1 Testen des einperiodigen Vieralternativen-Inde-
pendent Probitmodells
10.1.1 Fehler erster Art
In Tabelle 10.1 sind auf der Grundlage restringierter und/oder unrestringierter SMLM/GHK-
Sch





ufung des einperiodigen Vieral-
ternativen-Independent Probitmodells abgebildet. Die restringierte SMLM/GHK-Sch

atzung
vollzieht sich dabei im einperiodigen Vieralternativen-Independent Probitmodell, wogegen
die unrestringierte SMLM/GHK-Sch

atzung im exibel formulierten einperiodigen Vieralter-
nativen-Probitmodell erfolgt (zu den Sch

atzergebnissen vgl. Kapitel 7.1 und 8.2). Ausgewie-
sen wird zu den vorgegebenen Signikanzniveaus von 5%, 10%, 25% und 50% der Anteil

























= 0 (j; j
0
= 1; : : : ; 3; j > j
0
)
(vgl. auch Kapitel 6.3.2)






ultigkeit der Nullhypothese analysiert wird, ist der DGP durch das einperiodige Vieralter-
nativen-Independent Probitmodell (unter der Einbeziehung alternativenspezischer erkl

aren-






















Score-, Wald- und Likelihood-Quotienten-Tests (vgl. Kapitel 5.3) sowie verschiedene Kom-
binationen des Beobachtungsumfang N und der Anzahl R der Simulationsreplikationen.
Tabelle 10.1 zeigt bei den Anteilen der Fehler erster Art pr

azise Anpassungen an die vorgege-
benen Signikanzniveaus. Zu ber

ucksichtigten ist dabei, da viele (der insgesamt moderaten)
Instabilit

aten auch durch die relativ geringe Anzahl von Nrep = 200 Replikationen des DGP
beeinut werden d









ur alle Variationen von N und R Abweichungen von den zugrunde gelegten maxima-
len Irrtumswahrscheinlichkeiten sowohl nach oben als auch nach unten auf. Zu erkennen ist,
da die Anzahl R der Simulationsreplikationen keine systematischen Auswirkungen auf den





achere Abweichungen der Anteilswerte von den vorgegebenen Signikanzniveaus
zu verzeichnen. Dieses Resultat steht im Gegensatz zu den Analysen von Lee (1999). Dort
ergibt sich (im Rahmen bin






azisere Anpassung des Anteils der Fehler erster Art an die zugrunde gelegten
maximalen Irrtumswahrscheinlichkeiten.
Auch hinsichtlich des Einusses des Beobachtungsumfangs N zeigt sich insgesamt ein unein-
heitliches Bild. Sehr h

aug ist zwar mit einer Zunahme von N (bei gleichem R) eine Senkung
der Anzahl an Fehlern erster Art verbunden. Teilweise tritt aber in diesem Fall auch eine
Steigerung der entsprechenden Werte auf, z.B. bei einem vorgegebenen Signikanzniveau
182

























































N = 1000 R = 10 0.170 0.090 0.075 0.065 0.060 0.085 0.050 0.075
N = 1000 R = 50 0.140 0.080 0.065 0.040 0.050 0.060 0.045 0.080
N = 1000 R = 200 0.130 0.090 0.075 0.035 0.040 0.060 0.050 0.080
N = 2000 R = 10 0.100 0.040 0.030 0.025 0.035 0.030 0.030 0.030


















N = 1000 R = 10 0.210 0.125 0.120 0.095 0.105 0.140 0.100 0.120
N = 1000 R = 50 0.200 0.145 0.125 0.100 0.085 0.105 0.085 0.100
N = 1000 R = 200 0.185 0.140 0.125 0.085 0.090 0.095 0.080 0.105
N = 2000 R = 10 0.160 0.110 0.110 0.070 0.075 0.085 0.075 0.085


















N = 1000 R = 10 0.310 0.305 0.280 0.245 0.250 0.310 0.250 0.270
N = 1000 R = 50 0.280 0.265 0.245 0.225 0.210 0.270 0.210 0.230
N = 1000 R = 200 0.295 0.265 0.235 0.220 0.205 0.265 0.205 0.245
N = 2000 R = 10 0.310 0.290 0.280 0.205 0.210 0.220 0.260 0.270


















N = 1000 R = 10 0.475 0.555 0.540 0.460 0.450 0.505 0.505 0.525
N = 1000 R = 50 0.470 0.580 0.530 0.435 0.430 0.460 0.475 0.505
N = 1000 R = 200 0.460 0.590 0.570 0.420 0.425 0.460 0.505 0.535
N = 2000 R = 10 0.525 0.510 0.500 0.445 0.425 0.460 0.480 0.485




ur R = 50 bei einer Erh


















. Festzuhalten ist dabei, da




ufung des einperiodigen Vieralternativen-Independent Pro-
bitmodells durch die Zunahme von N nicht generell eine pr

azisere Anpassung der relativen
H












Simulierten Score-Tests, bei der die Informationsmatrix entsprechend Kapitel 5.3.2 mit Hil-





atzt wird. Insbesondere bei kleinen vorgegebenen Signi-
kanzniveaus von 5% bzw. 10% sind die Anteile der irrt

umlichen Ablehnung von H
0
gerade
bei geringem N = 1000 deutlich h

oher als die zugrunde gelegten theoretischen Werte. Als
Hintergrund f

ur diese Ergebnisse lassen sich die bei der Ableitung von SST
1
auftretenden
rechnerischen Schwierigkeiten vermuten. Wie schon in Kapitel 9.1.2 bei der Analyse Simulier-
ter Normalverteilungstests beschrieben, ist die Sch

atzung der Informationsmatrix mit Hilfe
der Hessematrix der simulierten Loglikelihoodfunktion numerisch problematisch. Bei der




uber die jeweils Nrep = 200 Replikationen
des DGP vereinzelt (f

ur N = 1000) negative Realisationen. Demgegen








des Simulierten Wald-Tests (bei der auch die Hessematrix der
simulierten Loglikelihoodfunktion einbezogen wird, allerdings mit Hilfe der unrestringierten
SMLM/GHK-Sch





werden jedoch im folgenden beim Auftreten solcher numerischer Probleme nicht von der ver-






und vor allem SLRT
2
des Simulierten Likelihood-Quotienten-Tests derartige Schwierigkeiten
entstehen k

onnen (vgl. Kapitel 10.2, 10.3 und 10.4).















gen sich bessere Anpassungen der Anteile der Fehler erster Art an die zugrunde gelegten
Signikanzniveaus als beim Gebrauch von SST
1
. Allerdings kristallisiert sich dabei keine ge-
nerelle Vorteilhaftigkeit einer dieser Varianten simulierter klassischer Testverfahren heraus.




ur N = 1000 durchweg h






verbunden als durch die maximalen Irrtumswahrscheinlichkeiten vorge-




liegen die relativen H

augkeiten der Fehler
erster Art teilweise (insbesondere bei groen vorgegebenen Signikanzniveaus von 25% und
50%, vgl. unteren Teil von Tabelle 10.1) betr

achtlich unterhalb der theoretischen Werte. F

ur
N = 2000 erh





als auch bei der
Verwendung von SWT
3
ausnahmslos Anteilswerte, die kleiner sind als die zugrunde gelegten
maximalen Irrtumswahrscheinlichkeiten.
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Quotienten-Tests zeigen sich insgesamt f

ur alle Kombinationen von N und R die pr

azise-
sten Anpassungen der Anteile der Fehler erster Art an die vorgegebenen Signikanzniveaus.
Bei diesen (stabilen) Ergebnissen ist nochmals die relativ geringe Anzahl von Nrep = 200
Replikationen des DGP zu betonen. Lediglich bei einer zugrunde gelegten maximalen Irr-





arkere Abweichungen von diesem theoretischen Wert. Interessanterweise ergeben sich f

ur
die Anteilswerte gerade mit N = 1000 und R = 10 (d.h. mit dem kleinsten betrachteten Be-
obachtungsumfang und mit der kleinsten betrachteten Anzahl an Simulationsreplikationen)
eine perfekte Anpassung an das jeweils vorgegebene Signikanzniveau von 5%, 10% und 25%
sowie eine nahezu perfekte Anpassung an das vorgegebene Signikanzniveau von 50%.
Schlielich erweist sich auch die Verwendung der Teststatistik SLRT
2
des Simulierten Likeli-
hood-Quotienten-Tests (bei der Ideen der Quasi-Maximum-Likelihood-Theorie nach White,
1982, einbezogen werden) als auerordentlich robust. Hier liegen die Anteile der irrt

umli-
chen Ablehnung von H
0
ebenfalls durchweg sehr nahe an den zugrunde gelegten maximalen
Irrtumswahrscheinlichkeiten. Allerdings ist dabei die Pr

azision der Resultate nicht h

oher als
bei der Verwendung von SLRT
1
. In analoger Weise l

at sich durch die Einbeziehung der








des Simulierten Score- bzw. Wald-Tests keine systematisch bessere Anpassung
der relativen H

augkeiten an die vorgegebenen Signikanzniveaus erreichen.
10.1.2 Fehler zweiter Art






des Simulierten Likelihood-Quotienten-Tests er-





In Tabelle 10.2 sind wie in Tabelle 10.1 auf der Grundlage der entsprechenden restringier-
ten und/oder unrestringierten SMLM/GHK-Sch






ufung des einperiodigen Vieralternativen-Independent Probitmodells darge-


























= 0 (j; j
0




uber alle Nrep = 200 Replikationen des
DGP, allerdings nur noch zu den vorgegebenen Signikanzniveaus von 5% und 10% (vgl.





betrachtet. Konkret beinhaltet das einperiodige Vieralternativen-










Entsprechend Tabelle 10.2 wird die betrachtete Nullhypothese unabh

angig von N und R un-
ter der Verwendung von SLRT
1

uber alle Nrep = 200 Replikationen des DGP ausnahmslos
185

























































N = 1000 R = 10 0.735 1.000 1.000 0.955 0.945 0.970 1.000 1.000
N = 1000 R = 50 0.635 1.000 1.000 0.935 0.935 0.965 1.000 0.995
N = 1000 R = 200 0.625 1.000 1.000 0.935 0.925 0.970 1.000 0.995
N = 2000 R = 10 0.825 1.000 1.000 1.000 1.000 1.000 1.000 0.995


















N = 1000 R = 10 0.750 1.000 1.000 0.965 0.955 0.980 1.000 1.000
N = 1000 R = 50 0.645 1.000 1.000 0.945 0.940 0.980 1.000 0.995
N = 1000 R = 200 0.625 1.000 1.000 0.940 0.945 0.975 1.000 0.995
N = 2000 R = 10 0.825 1.000 1.000 1.000 1.000 1.000 1.000 0.995
N = 2000 R = 50 0.730 1.000 1.000 1.000 1.000 1.000 1.000 1.000
korrekt verworfen. Somit tritt hierbei kein Fehler zweiter Art auf. Dieses Ergebnis gilt ebenso
f









des Simulierten Score-Tests. Zudem wird
die Nullhypothese auch mit der Verwendung von SLRT
2





auger tritt dieser Fall f








des Simulierten Wald-Tests auf, allerdings auf sehr niedrigem
Niveau. Bemerkenswert ist dabei, da mit der Erh

ohung von N = 1000 auf N = 2000
(unabh

angig von R) die Fehler zweiter Art

uber alle Nrep = 200 Replikationen des DGP
vollst

andig beseitigt werden. Insofern ist hier zur Reduktion der Gefahr des Vorliegens einer
irrt





Dieses Ziel ist dagegen oensichtlich nicht mit der Erh

ohung der Anzahl R der Simulati-
onsreplikationen erreichbar. Im Gegenteil bewirkt eine Zunahme von R (mit konstantem N)






des Simulierten Score-Tests einen R

uckgang der
Anzahl der korrekten Ablehnungen von H
0




uber alle Nrep = 200 Replikationen des DGP hier ausnahmslos durch
negative Realisationen von SST
1
verursacht. Damit ergeben sich hinsichtlich der h

aug auf-
tretenden Fehler zweiter Art noch st

arkere Auswirkungen der numerisch problematischen
Ableitung von SST
1
als hinsichtlich der Anpassung der Anteile der Fehler erster Art an die






















10.2 Testen des Fehlens zeitinvarianter stochastischer




10.2.1 Fehlen zeitinvarianter stochastischer Eekte





unfperiodigen Dreialternativen-Probitmodell die Testergeb-
nisse bei der statistischen Pr

ufung, da keine stochastischen Eekte vorliegen, abgebildet. Die
unrestringierte SMLM/GHK-Sch

atzung vollzieht sich dabei im exibel formulierten f

unfpe-





assigung der zeitinvarianten Verkn

upfungen erfolgt. Entsprechend den in Ka-







ausschlielich die Teststatistik SLRT
1
des Simulierten Likelihood-Quotienten-Tests betrach-
tet. Ausgewiesen wird zu den vorgegebenen Signikanzniveaus von 5%, 10%, 25% und 50%









=  1 (vgl. Kapitel 6.3.2)

uber alle Nrep = 200 Re-





Konkret ist das f






are, autoregressive und zeitinvariante Verkn

upfungen gekennzeichnet.




betrachtet, d.h. der DGP beinhal-
tet keine stochastischen Eekte. Betrachtet werden jeweils verschiedene Kombinationen des
Beobachtungsumfangs N und der Anzahl R der Simulationsreplikationen.
Die Anteile der Fehler erster Art (vgl. linken Teil von Tabelle 10.3) weichen insgesamt sehr
stark von den zugrunde gelegten maximalen Irrtumswahrscheinlichkeiten ab. F

ur R = 50
















=  1 (Statistische Pr

ufung, da


















5% 10% 25% 50% 5% 10%
N = 250 R = 10 0.090 0.140 0.245 0.370 0.365 0.450
N = 250 R = 50 0.025 0.060 0.140 0.235 0.080 0.150
N = 250 R = 200 0.020 0.045 0.120 0.205 0.060 0.120
N = 500 R = 10 0.100 0.165 0.270 0.395 0.570 0.665
N = 500 R = 50 0.040 0.065 0.105 0.210 0.165 0.280
nahmslos, zum Teil betr

achtlich, unterhalb der vorgegebenen Signikanzniveaus. Mit R = 10
erkennt man dagegen sowohl Anteilswerte von deutlich oberhalb als auch Anteilswerte von
deutlich unterhalb der zugrunde gelegten maximalen Irrtumswahrscheinlichkeiten. Mit zu-
nehmendem R sinkt dabei durchweg der Anteil der Fehler erster Art. Allerdings ist damit
keine generell pr

azisere Anpassung der relativen H

augkeiten an die vorgegebenen Signi-
kanzniveaus verbunden. Festzuhalten ist zudem, da der Beobachtungsumfang N keine
systematischen Auswirkungen auf die Anteile der Fehler erster Art besitzt.
Dagegen bewirkt eine Erh

ohung von N einen R

uckgang der Anzahl an Fehlern zweiter Art
(vgl. rechten Teil von Tabelle 10.3). Allerdings wird die betrachtete Nullhypothese

uber alle
Nrep = 200 Replikationen des DGP sehr oft irrt

umlich beibehalten. Lediglich f

ur N = 500
und R = 10 sind die Anteile der (irrt

umlichen) Beibehaltung von H
0
kleiner als die Anteile




uber hinaus steigt mit wachsender Anzahl R der
Simulationsreplikationen vehement die Anzahl der Fehler zweiter Art. Vor allem f

ur N = 250
und R = 200, aber auch f

ur N = 250 und R = 50 liegen die relativen H

augkeiten der
korrekten Ablehnung der Nullhypothese nur wenig oberhalb der vorgegebenen maximalen
Irrtumswahrscheinlichkeiten.




uhrungen in Kapitel 6.3.2. Wegen der zugrun-
de gelegten Struktur im betrachteten MMPM ist die statistische Pr

ufung, da keine zeitinva-
rianten stochastischen Eekte vorliegen, problematisch. Dies wirkt sich sowohl auf die Abwei-
chung zwischen den Anteilen an Fehlern erster Art und den vorgegebenen Signikanzniveaus
als auch auf die Anzahl der Fehler zweiter Art aus. Letztlich zeigen sich die Schwierigkeiten






des Simulierten Likelihood-Quotienten-Tests. Der maximale Funktionswert der simulierten
188
restringierten Loglikelihoodfunktion unterscheidet sich oft nur unwesentlich von demjenigen
der simulierten unrestringierten Loglikelihoodfunktion. Insbesondere

ubersteigt der erstere
Wert wiederholt den letzteren Wert, wodurch sich negative Realisationen der Teststatistik
SLRT
1











Diese Probleme beeinussen oensichtlich auch das Testen des f

unfperiodigen Dreialterna-
tiven-Independent Probitmodells. Ein solches spezielles MMPM ist u.a. dadurch gekenn-












betrachtet. Auf der Grundlage der unrestringierten SMLM/GHK-
Sch

atzungen im exibel formulierten f

unfperiodigen Dreialternativen-Probitmodell und der
restringierten SMLM/GHK-Sch

atzungen im entsprechenden Independent Probitmodell sind
in Tabelle 10.4 die Testergebnisse abgebildet. Ausgewiesen wird f

ur die verschiedenen Kom-
binationen von N und R zu den vorgegebenen Signikanzniveaus von 5%, 10%, 25% und
50% (vgl. linken Teil der Tabelle) bzw. 5% und 10% (vgl. rechten Teil der Tabelle) der







































= 0 (vgl. auch Kapitel 6.3.2)

uber alleNrep = 200 Replikationen des DGP.




betrachtet, d.h. der DGP beinhaltet das
f






betrachtet. Konkret beruht dabei der DGP wiederum auf dem durch
kontempor






odigen Dreialternativen-Probitmodell (vgl. Kapitel 6.2.3).
Der Einu der in Kapitel 10.2.1 beschriebenen Schwierigkeiten zeigt sich bei der Analyse der





liegen durchweg, zum Teil betr

achtlich, unterhalb der zugrunde gelegten maximalen
Irrtumswahrscheinlichkeiten. Zu betonen ist dabei, da sowohl der Beobachtungsumfang N
als auch die Anzahl R der Simulationsreplikationen kaum Auswirkungen auf den Anteil der
Fehler erster Art erkennen lassen. Allerdings ist zu beachten, da sich f

ur alle Variationen
von N und R








ergeben. Insofern ist das simulierte klassische Testen des f

unfperiodigen
Dreialternativen-Independent Probitmodells im Gegensatz zur statistischen Pr

ufung, da
keine stochastischen Eekte vorliegen (vgl. Kapitel 10.2.1) numerisch deutlich robuster. Zu-







angig von N und R

uber alle Nrep = 200 Replikationen
des DGP ausnahmslos korrekt verworfen (vgl. rechten Teil von Tabelle 10.4).
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5% 10% 25% 50% 5% 10%
N = 250 R = 10 0.030 0.050 0.160 0.370 1.000 1.000
N = 250 R = 50 0.030 0.065 0.185 0.330 1.000 1.000
N = 250 R = 200 0.020 0.065 0.170 0.330 1.000 1.000
N = 500 R = 10 0.025 0.045 0.185 0.345 1.000 1.000
N = 500 R = 50 0.025 0.065 0.165 0.350 1.000 1.000
Durch die Analyse des Anteils an Fehlern erster Art scheint dennoch aufgrund des Einus-





mehrperiodiger Mehralternativen-Independent Probitmodelle in empirischen Arbeiten pro-




onnen einperiodige Probitmodelle keine zeitinvarian-
ten stochastischen Eekte beinhalten, so da beim Testen einperiodiger Mehralternativen-
Independent Probitmodelle derartige Schwierigkeiten irrelevant sind (vgl. dazu das Testen
des einperiodigen Vieralternativen-Independent Probitmodells in Kapitel 10.1). Nun beein-
tr











Dreialternativen-Probitmodell vorliegen. Aus diesem Grund werden im folgenden bei die-





















der Simulierten Score-, Wald- und Likelihood-
Quotienten-Tests in die Untersuchung einbezogen.






10.3.1 Fehler erster Art





unfperiodigen Dreialternativen-Probitmodell die Testergebnisse bei der sta-
tistischen Pr

ufung, da keine kontempor





atzung vollzieht sich dabei wie in Kapitel 10.2 im exibel for-
mulierten f













ur verschiedene Kombinationen des Beobachtungsumfangs N und der Anzahl
R der Simulationsreplikationen zu den vorgegebenen Signikanzniveaus von 5%, 10%, 25%


















= 0 (vgl. Kapitel
6.3.2)












a Kapitel 6.2.3, aber keine kontempor

aren Korrelationen.





umlichen Ablehnung der Nullhypothese liegen oft deutlich unter- bzw.







des Simulierten Wald-Tests ergibt sich mit einem Beobachtungsumfang von N = 250
und mit der Anzahl von R = 50 bzw. R = 200 Simulationsreplikationen eine relativ pr

azise
Anpassung der Anteilswerte an die zugrunde gelegten maximalen Irrtumswahrscheinlichkei-
ten. Allerdings scheint dieses Resultat eher vom Zufall gepr

agt zu sein, da die Anteile der
Fehler erster Art bei den anderen Kombinationen von N und R auch mit dem Gebrauch
dieser Teststatistik teilweise massiv von den vorgegebenen theoretischen Werten abweichen
(z.B. f

ur N = 500 und R = 10 bei einem zugrunde gelegten Signikanzniveau von 50%).
Bei der Betrachtung aller Kombinationen von N und R erscheint erneut die Verwendung






des Simulierten Likelihood-Quotienten-Tests ver-
gleichsweise stabil. Festzustellen sind hier bei der statistischen Pr








ur die Anpassung der Anteile der Fehler erster Art an
die vorgegebenen Signikanzniveaus etwas pr

azisere Resultate als bei der (vor allem durch
die Struktur des MMPM ausgel

osten) noch instabileren statistischen Pr

ufung, da keine
stochastischen Eekte vorliegen (vgl. linken Teil von Tabelle 10.3). Aber auch mit dem Ge-
brauch von SLRT
1
ergeben sich bei den relativen H

augkeiten in Tabelle 10.5 oft sp

urbare
Unterschiede zu den vorgegebenen maximalen Irrtumswahrscheinlichkeiten.
Am ung















umlichen Ablehnung von H
0
und den vorgegebenen Signikanzniveaus zu verzeichnen
(insbesondere mit dem Gebrauch der Teststatistik SLRT
2
des Simulierten Likelihood-Quo-
tienten-Tests bei einem zugrunde gelegten theoretischen Wert von 50%). Aber auch die




des Simulierten Score-Tests erweist sich dies-
bez

uglich als kaum g

unstiger. Dabei liegen die Anteilswerte mit der Verwendung von SST
3
zumeist unterhalb und mit der Verwendung von SST
2
ausnahmslos oberhalb der vorgege-
benen Signikanzniveaus. Letztlich ist festzuhalten, da man mit keiner der betrachteten
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ufung, da keinerlei kontempor


























N = 250 R = 10 0.105 0.090 0.035 0.095 0.050 0.140 0.085 0.105
N = 250 R = 50 0.105 0.170 0.050 0.115 0.060 0.185 0.055 0.050
N = 250 R = 200 0.105 0.175 0.050 0.085 0.040 0.185 0.035 0.070
N = 500 R = 10 0.150 0.120 0.050 0.080 0.100 0.085 0.085 0.035


















N = 250 R = 10 0.155 0.115 0.065 0.145 0.125 0.175 0.145 0.120
N = 250 R = 50 0.145 0.265 0.085 0.140 0.095 0.215 0.115 0.080
N = 250 R = 200 0.120 0.240 0.075 0.135 0.080 0.245 0.085 0.085
N = 500 R = 10 0.175 0.180 0.105 0.150 0.180 0.125 0.170 0.090


















N = 250 R = 10 0.260 0.270 0.140 0.295 0.295 0.300 0.315 0.160
N = 250 R = 50 0.210 0.415 0.205 0.305 0.210 0.350 0.235 0.130
N = 250 R = 200 0.195 0.415 0.190 0.295 0.230 0.405 0.235 0.150
N = 500 R = 10 0.265 0.325 0.180 0.310 0.345 0.285 0.300 0.170


















N = 250 R = 10 0.410 0.545 0.365 0.510 0.560 0.500 0.515 0.270
N = 250 R = 50 0.345 0.610 0.420 0.490 0.510 0.565 0.415 0.240
N = 250 R = 200 0.340 0.620 0.420 0.500 0.470 0.580 0.405 0.225
N = 500 R = 10 0.505 0.630 0.470 0.540 0.640 0.495 0.565 0.330















gen zwischen den Anteilen der Fehler erster Art und den zugrunde gelegten maximalen
Irrtumswahrscheinlichkeiten gelangt.
Erneut besitzen sowohl N als auch R keine systematischen Auswirkungen auf die relativen
H

augkeiten der Fehler erster Art. Lediglich bei der Betrachtung einzelner spezieller Ver-
sionen simulierter klassischer Testverfahren sind partielle Eekte zu erkennen. So steigt bei






des Simulierten Wald-Tests mit einer Erh

ohung von
N (und gleichem R) durchweg der Anteil der irrt






sinken dagegen mit wachsendem N (und gleichem R) zumeist diese
Werte, w

ahrend hier eine Erh






augkeit der Fehler erster Art bewirkt. Bei der Verwendung der Teststatistik
SLRT
1
des Simulierten Likelihood-Quotienten-Tests sinkt dagegen meistens der Anteil der
irrt

umlichen Ablehnung von H
0
, falls R (bei gleichem N) steigt. Allerdings ergibt sich in
keinem Fall durch eine Erh

ohung des Beobachtungsumfangs N oder der Anzahl R der Si-
mulationsreplikationen eine systematisch pr





Die vorliegenden Testergebnisse sind erneut mit vehementen numerischen Problemen bei









einperiodigen Vieralternativen-Independent Probitmodells (vgl. Kapitel 10.1) ergeben sich
bei der Berechnung der Teststatistik SST
1
des Simulierten Score-Tests wiederholt negative
Realisationen. Noch h













lich der Anpassung der Anteile an Fehlern erster Art an die vorgegebenen Signikanznive-
aus zu erkl

aren. Dementsprechend erweist sich hier die Einbeziehung der Ideen der Quasi-







Likelihood-Quotienten-Tests (im Gegensatz zu den Studien von Lee, 1999) als sehr proble-
matisch. Zu erw

ahnen ist aber, da auch bei der Berechnung der Teststatistik SLRT
1
(bei
deren Verwendung insgesamt noch relativ pr

azise Resultate vorliegen) negative Realisationen
auftauchen, allerdings in viel geringerem Umfang als bei der Berechnung von SLRT
2
.
Die entstehenden numerischen Probleme sowie die unpr

azisen Testergebnisse in Tabelle 10.5
d

urften mageblich durch die entsprechenden (nicht gesondert ausgewiesenen) instabilen si-
mulierten Sch

atzungen der Informationsmatrix und durch die uneinheitlichen maximalen
Funktionswerte der simulierten (restringierten bzw. unrestringierten) Loglikelihoodfunktion




oen der simulierten klas-
sischen Testverfahren werden aber ihrerseits durch die jeweiligen restringierten bzw. unre-
stringierten SMLM/GHK-Sch












aten. Insbesondere die Varianz-Kovarianz-Parame-
ter werden mit sehr starken Streuungen

uber die jeweils Nrep = 200 Replikationen des DGP
gesch

atzt (zur Problematik der SMLM/GHK-Sch

atzung von Varianz-Kovarianz-Parametern
imMMPM vgl. auch die Studien in Kapitel 7 und 8). Letztlich scheint damit die Stabilit

at der
grundlegenden (restringierten bzw. unrestringierten) SMLM/GHK-Sch

atzungen auch einen
Einu auf das simulierte klassische Testen spezieller Mehralternativen-Probitmodelle zu
besitzen.
10.3.2 Fehler zweiter Art
Diese massiven numerischen Probleme im Rahmen der betrachteten Testproblematik beein-
ussen oensichtlich auch die Anzahl der Fehler zweiter Art. In Tabelle 10.6 sind wie in
Tabelle 10.5 auf der Grundlage der entsprechenden restringierten und/oder unrestringier-
ten SMLM/GHK-Sch
































uber alle Nrep = 200 Replikationen des DGP, allerdings jetzt nur
noch zu den vorgegebenen Signikanzniveaus von 5% und 10%. Da hier im Gegensatz zur
Analyse in Kapitel 10.3.1 die G

ultigkeit der Alternativhypothese H
1
betrachtet wird, ist das
f

unfperiodige Dreialternativen-Probitmodell in diesem DGP (gem

a Kapitel 6.2.3) durch
kontempor






arksten numerischen Schwierigkeiten entstehen im Rahmen der betrachteten Testpro-









des Simulierten Likelihood-Quotienten-Tests. Mit der Verwendung dieser bei-
den Teststatistiken ergibt sich durch wiederholt auftauchende negative Realisationen der
gr






oen robuster (lediglich bei der Ableitung von SLRT
1
treten ganz vereinzelt negati-
ve Werte auf). Im Vergleich zwischen diesen verschiedenen Varianten simulierter klassischer
















uber alle Kombinationen von N und R der vergleichsweise ge-





N = 500 und R = 50 insgesamt der kleinste Wert. Dagegen ist die Anzahl der irrt

umlichen





weist sich erneut die Einbeziehung der Ideen der Quasi-Maximum-Likelihood-Theorie nach
White (1982) (hier in den Simulierten Score-Test) als ung

unstig.
Zwar wird (bei der Verwendung von SLRT
1







uber der Nullhypothese, da keine stochastischen Eekte vor-
liegen (vgl. Tabelle 10.3), f


























ufung, da keinerlei kontempor


























N = 250 R = 10 0.275 0.495 0.295 0.690 0.650 0.660 0.585 0.210
N = 250 R = 50 0.160 0.605 0.325 0.710 0.535 0.715 0.570 0.200
N = 250 R = 200 0.120 0.685 0.395 0.715 0.485 0.760 0.600 0.195
N = 500 R = 10 0.345 0.760 0.535 0.835 0.875 0.810 0.820 0.410


















N = 250 R = 10 0.320 0.640 0.395 0.755 0.740 0.730 0.680 0.295
N = 250 R = 50 0.170 0.710 0.470 0.785 0.695 0.770 0.700 0.240
N = 250 R = 200 0.130 0.760 0.505 0.785 0.630 0.825 0.670 0.225
N = 500 R = 10 0.365 0.840 0.630 0.875 0.915 0.850 0.880 0.435
N = 500 R = 50 0.305 0.930 0.770 0.825 0.875 0.855 0.905 0.315
beibehalten. Allerdings zeigt sich in Tabelle 10.6 teilweise ein hohes Ausma an Fehlern
zweiter Art. Erneut d

urften bei diesen Ergebnissen die Stabilit

at der (nicht gesondert aus-
gewiesenen) simulierten Sch

atzungen der Informationsmatrix (sowohl im Rahmen der re-
stringierten als auch im Rahmen der unrestringierten SMLM/GHK-Sch

atzung) sowie der
abgeleiteten maximalen Funktionswerte der simulierten Loglikelihoodfunktion eine wichtige





atzergebnissen vgl. unteren Teil von Tabelle 7.6 sowie Tabelle 7.8 in
Kapitel 7.2) abgeleitete simulierte Sch

atzung der Informationsmatrix vor allem einen Ein-





oen des Simulierten Wald-Tests.
Bei der Analyse der simulierten Sch

atzung der Informationsmatrix im Rahmen der (fehlspe-
zizierten) restringierten SMLM/GHK-Sch
































ur hohes N oder
hohes R). Dieses Ergebnis ist insbesondere deshalb bemerkenswert, weil unter Anwendung
der verschiedenen Teststatistiken des Simulierten Score-Tests bei der statistischen Pr

ufung,
da keine autoregressiven Verkn

upfungen vorliegen (vgl. Kapitel 10.4.2), ausnahmslos eine
geringere Anzahl an Fehlern zweiter Art vorliegt.
Ein weiteres wichtiges Resultat in Tabelle 10.6 ist der deutliche Eekt einer Erh

ohung des
Beobachtungsumfangs N . Mit wachsendem N (und gleichem R = 10 bzw. R = 50) wird
die Anzahl der Fehler zweiter Art bei der statistischen Pr










oen der simulierten klassischen Test-
verfahren, zum Teil massiv, reduziert. Im Gegensatz dazu sind erneut keine systematischen
Auswirkungen der Anzahl R der Simulationsreplikationen zu erkennen. Zwar erh

oht sich mit










durchweg die Anzahl der korrekten Ablehnung der Nullhypothese. Demgegen

uber ergibt sich






bei steigendem R (und
gleichem N) ausnahmslos eine Zunahme der Anzahl an Fehlern zweiter Art.




10.4.1 Fehler erster Art





unfperiodigen Dreialternativen-Probitmodell die Testergebnisse bei der sta-
tistischen Pr

ufung, da keine autoregressiven Korrelationen vorliegen, abgebildet. Die un-
restringierte SMLM/GHK-Sch

atzung vollzieht sich dabei wie in Kapitel 10.2 und 10.3 im
exibel formulierten f






assigung der autoregressiven Verkn

upfungen erfolgt.
Ausgewiesen wird somit f

ur verschiedene Kombinationen des Beobachtungsumfangs N und
der Anzahl R der Simulationsreplikationen zu den vorgegebenen Signikanzniveaus von 5%,
















= 0 (vgl. Ka-
pitel 6.3.2)

uber alle Nrep = 200 Replikationen des DGP. Zun






betrachtet, so da der DGP zwar kontempor






a Kapitel 6.2.3, aber keine autoregressiven Korrelationen enth

alt.
In Tabelle 10.7 zeigen sich bei den relativen H

augkeiten zumeist deutlich stabilere Anpas-







upfungen vorliegen (vgl. Tabelle 10.5). Vereinzelt ergeben sich
196
















= 0 (Statistische Pr

ufung,

























N = 250 R = 10 0.075 0.060 0.035 0.015 0.025 0.065 0.015 0.065
N = 250 R = 50 0.080 0.060 0.030 0.035 0.025 0.040 0.035 0.045
N = 250 R = 200 0.090 0.055 0.020 0.030 0.020 0.055 0.035 0.050
N = 500 R = 10 0.125 0.055 0.045 0.040 0.035 0.060 0.060 0.050


















N = 250 R = 10 0.145 0.115 0.080 0.075 0.060 0.095 0.110 0.110
N = 250 R = 50 0.140 0.110 0.070 0.070 0.060 0.085 0.085 0.090
N = 250 R = 200 0.130 0.105 0.070 0.065 0.050 0.090 0.065 0.100
N = 500 R = 10 0.180 0.135 0.115 0.090 0.080 0.110 0.110 0.120


















N = 250 R = 10 0.310 0.285 0.225 0.240 0.180 0.245 0.280 0.260
N = 250 R = 50 0.290 0.290 0.255 0.215 0.190 0.240 0.280 0.250
N = 250 R = 200 0.270 0.260 0.225 0.200 0.160 0.255 0.260 0.230
N = 500 R = 10 0.340 0.310 0.290 0.245 0.225 0.250 0.290 0.265


















N = 250 R = 10 0.540 0.540 0.500 0.475 0.455 0.475 0.535 0.480
N = 250 R = 50 0.520 0.535 0.485 0.465 0.450 0.490 0.500 0.470
N = 250 R = 200 0.485 0.530 0.470 0.470 0.415 0.470 0.490 0.465
N = 500 R = 10 0.540 0.535 0.500 0.465 0.480 0.460 0.515 0.470
N = 500 R = 50 0.515 0.540 0.495 0.475 0.485 0.450 0.525 0.440
197
bei den Anteilen der Fehler erster Art nur

auerst geringe Unterschiede zu den vorgegebenen













ur N = 500 und R = 50) des Simulierten Score-Tests,
SWT
3
des Simulierten Wald-Tests (f













urften in erster Linie mit der relativ geringen Anzahl von
Nrep = 200 Replikationen des DGP zusammenh

angen.
Insgesamt kristallisiert sich keine Variante der simulierten klassischen Testverfahren heraus,





hinsichtlich der Einhaltung der vorgegebenen Signikanzniveaus erweist. Lediglich vereinzelt
ergeben sich mit dem Gebrauch der Teststatistik SWT
2
des SimuliertenWald-Tests sowie mit
dem Gebrauch der Teststatistik SST
1
des Simulierten Score-Tests (insbesondere f

ur N = 500
und R = 10) st

arkere Abweichungen der relativen H

augkeiten von den zugrunde gelegten
maximalen Irrtumswahrscheinlichkeiten. Hinsichtlich der Anpassung der Anteilswerte an die




















etwas robuster. Dabei liegen die relativen H






durchweg unterhalb der vorgegebenen Signikanzniveaus. Zu betonen ist, da hier
wiederum die Verwendung der Teststatistik SLRT
1
, aber auch die Verwendung der Test-
statistik SLRT
2
des Simulierten Likelihood-Quotienten-Tests zu stabilen Ergebnissen f

uhrt.
Letztlich ergibt sich bei den Anteilen der Fehler erster Art aus Tabelle 10.7, da die Pr

azi-







ufung des einperiodigen Vieralternativen-Independent Probitmodells

ahnelt (vgl. Tabelle 10.1).
Dabei gehen diese relativ stabilen Resultate in Tabelle 10.7 mit selten auftretenden numeri-





auch ganz vereinzelt bei der Berechnung von SLRT
1
) erneut negative Realisationen, aller-
dings in vergleichsweise geringem Umfang

uber die Nrep = 200 Replikationen des DGP.
Damit ist die Ableitung dieser Teststatistiken deutlich robuster als bei der Analyse in Ka-






des Simulierten Score-Tests liegt die
Anzahl der negativen Werte noch unterhalb der entsprechenden Anzahl beim Testen des





at sowie die insgesamt relativ pr

azisen Testergebnis-
se vermutlich durch die vergleichsweise stabilen (nicht gesondert ausgewiesenen) simulierten
Sch

atzungen der Informationsmatrix und maximalen Funktionswerte der simulierten Loglike-
lihoodfunktion. Die Berechnung dieser Komponenten ist hier (ausgel

ost durch relativ pr

azi-






nicht gesondert ausgewiesen) insbesondere robuster als bei den entsprechenden Ableitungen
in Kapitel 10.3.1.
Festzuhalten ist, da erneut sowohl der Beobachtungsumfang N als auch die Anzahl R der
Simulationsreplikationen keine systematischen Auswirkungen auf die H

augkeit der Fehler










vgl. Kapitel 10.3.1) nicht einmal partielle Eekte bei der Betrachtung einzelner Versionen
der simulierten klassischen Testverfahren. Wiederholt ist mit einer Erh

ohung von N bzw.
R sowohl ein Anstieg als auch ein R






verbunden. Insbesondere besitzen N und R keine systematischen Auswirkungen auf die
Anpassung der Anteilswerte an die vorgegebenen Signikanzniveaus. Im Hinblick auf den
Einu der Erh

ohung von R steht dieses Ergebnis wiederum den Studien von Lee (1999) im
Rahmen bin

arer mehrperiodiger Probitmodelle entgegen.
10.4.2 Fehler zweiter Art
In Tabelle 10.8 sind wie in Tabelle 10.7 auf der Grundlage der entsprechenden restringier-
ten und/oder unrestringierten SMLM/GHK-Sch

atzungen die Testergebnisse bei der statisti-
schen Pr

ufung, da keine autoregressiven Korrelationen im f

unfperiodigen Dreialternativen-



















uber alle Nrep = 200 Replikationen des DGP,
jedoch nur noch zu den vorgegebenen Signikanzniveaus von 5% und 10%. Im Gegensatz zur
Analyse in Kapitel 10.4.1 wird jetzt die G

ultigkeit der Alternativhypothese H
1
betrachtet.
Konkret ist das f

unfperiodige Dreialternativen-Probitmodell (analog zu Kapitel 10.3.2) im
DGP durch kontempor













Likelihood-Quotienten-Tests als sehr vorteilhaft heraus. F

ur alle Kombinationen von N und
R liegt dabei im Vergleich zu den anderen betrachteten Teststatistiken die geringste Anzahl














ohere Anzahl der irrt

umlichen Beibehaltung von H
0
















des Simulierten Wald-Tests. Insbesondere














des Simulierten Likelihood-Quotienten-Tests. Lediglich f

ur N = 500 und R = 10 sind die
199
















= 0 (Statistische Pr

ufung,

























N = 250 R = 10 0.650 0.690 0.535 0.565 0.455 0.610 0.775 0.395
N = 250 R = 50 0.680 0.815 0.665 0.635 0.350 0.750 0.880 0.365
N = 250 R = 200 0.605 0.825 0.705 0.700 0.310 0.810 0.915 0.350
N = 500 R = 10 0.885 0.925 0.875 0.820 0.925 0.770 0.945 0.605


















N = 250 R = 10 0.760 0.785 0.690 0.665 0.660 0.660 0.855 0.490
N = 250 R = 50 0.715 0.885 0.790 0.735 0.540 0.785 0.925 0.390
N = 250 R = 200 0.640 0.910 0.800 0.785 0.470 0.875 0.945 0.415
N = 500 R = 10 0.905 0.945 0.940 0.850 0.960 0.855 0.975 0.675
N = 500 R = 50 0.740 0.995 0.995 0.840 0.975 0.940 0.995 0.490









. Erneut erweist sich somit im Gegensatz zu den Studien von Lee (1999) die Einbe-
ziehung der Ideen der Quasi-Maximum-Likelihood-Theorie nach White (1982) in den Simu-
lierten Likelihood-Quotienten-Test als vergleichsweise nachteilig. Die

uber die Nrep = 200
Replikationen des DGP auftauchenden Fehler zweiter Art, vor allem bei der Verwendung von
SLRT
2
, aber auch bei der Verwendung von SST
1
, werden wiederum stark durch negative





Festzuhalten ist damit gerade f






Ubereinstimmung zwischen den Anteilen an Fehlern erster Art und den vorgegebe-
nen Signikanzniveaus (vgl. Kapitel 10.4.1) als auch hinsichtlich der geringen Anzahl an Feh-











uber den anderen betrachteten Teststatistiken deckt
sich insbesondere mit den Untersuchungen beim Testen des einperiodigen Vieralternativen-
200
Independent Probitmodells in Kapitel 10.1. Genauso wie bei der dortigen Analyse stellt sich
dagegen der Gebrauch von SST
1
wegen der auftretenden numerischen Schwierigkeiten als
weniger geeignet heraus. Aufgrund der noch vehementeren Probleme sollte aber zum Testen
spezieller f






ufung des einperiodigen Vieralternativen-Independent Probit-




Bemerkenswert ist, da sich gem

a Tabelle 10.8 trotz der wiederholt auftretenden Schwie-






ur alle Kombinationen von N und R





aren Korrelationen im f

unfperiodigen Dreialternativen-Probitmodell vorlie-
gen (vgl. Tabelle 10.6). Diese Beobachtung gilt nicht nur f






, sondern auch f



















Quotienten-Tests. Auch bei diesem Ergebnis d

urfte insbesondere die (nicht gesondert ausge-
wiesene) simulierte Sch

atzung der Informationsmatrix im Rahmen der (fehlspezizierten) re-
stringierten SMLM/GHK-Sch





ur N = 500





at gekennzeichneten simulierten Sch

atzungen der Informationsmatrix,
aber auch die einheitlicheren maximalen Funktionswerte der simulierten Loglikelihoodfunk-
tion f











Score- und Likelihood-Quotienten-Tests auch zu einer h







uber zeigt sich in Tabelle 10.8 hinsichtlich der Anzahl an Fehlern zweiter Art un-







Wald-Tests kein systematischer Unterschied zu den entsprechenden Werten in Tabelle 10.6.





at der grundlegenden unrestringierten SMLM/GHK-Sch

atzung besitzt anscheinend einen
mageblichen Einu auf die Stabilit






atzung der Informationsmatrix und damit auch auf die resultierende





beruht aber letztlich (bei G

ultigkeit der Alternativhypothese) sowohl bei der statistischen
Pr

ufung, da keine kontempor

aren Korrelationen vorliegen (vgl. Kapitel 10.3.2), als auch
hier bei der statistischen Pr

ufung, da keine autoregressiven Korrelationen vorliegen, auf
denselben unrestringierten SMLM/GHK-Sch






Analog zur Analyse in Kapitel 10.3.2 ist schlielich der massive Einu einer Zunahme des
Beobachtungsumfangs N zu erkennen. Mit einer Erh

ohung von N ist erneut (f

ur gleiche




oen ausnahmslos ein R

uckgang der
Anzahl an Fehlern zweiter Art verbunden. Demgegen

uber wirkt sich in dieser Hinsicht ein
Anstieg der Anzahl R der Simulationsreplikationen wiederum uneinheitlich aus. Zwar ergibt











des SimuliertenWald-Tests sowie SLRT
1
des Simulierten Likelihood-Quotienten-Tests
mit wachsendem R (und gleichem N) eine Abnahme der irrt

umlichen Beibehaltung der
Nullhypothese. Allerdings zeigen sich mit dem Gebrauch der anderen Teststatistiken mit




ange als auch Steigerungen der Anzahl der
Fehler zweiter Art.
10.5 Schlufolgerungen
Die Monte-Carlo-Studien in diesem Kapitel zeigen, da das simulierte klassische Testen
spezieller Mehralternativen-Probitmodelle Instabilit

aten aufweisen kann. Insbesondere im
Rahmen des f

unfperiodigen Dreialternativen-Probitmodells liegen bei einzelnen Testproble-
men starke Abweichungen zwischen den Anteilen der Fehler erster Art und den vorgegebe-
nen Signikanzniveaus sowie viele Fehler zweiter Art vor. Nochmals sei darauf verwiesen,









art werden. Weitere Monte-
Carlo-Studien zum simulierten klassischen Testen spezieller Mehralternativen-Probitmodelle
mit einer gr

oeren Anzahl Nrep an Replikationen des DGP w

aren deshalb in Zukunft
w

unschenswert. Allerdings liegt der Schwerpunkt der Untersuchungen in diesem Kapitel in
der vergleichenden Analyse der verschiedenen Testprobleme und der einzelnen Versionen der
simulierten klassischen Testverfahren sowie in der Betrachtung des Einusses des Beobach-
tungsumfangs N und der Anzahl R der Simulationsreplikationen. In dieser Hinsicht lassen
sich aber auch mit Nrep = 200 Replikationen des DGP einige Schlufolgerungen ziehen.





scher Testverfahren numerische Probleme entstehen k

onnen, nicht durch die Anzahl Nrep
der Replikationen des DGP ber

uhrt. Dabei erweist sich die Teststatistik SST
1
des Simu-
lierten Score-Tests als ung

unstig. Bei den betrachteten Testproblemen ergeben sich

uber










Vieralternativen-Independent-Probitmodells. Oensichtlich ist die Sch

atzung der Informati-
onsmatrix mit Hilfe der Hessematrix der simulierten Loglikelihoodfunktion, die als wesent-
licher Bestandteil in SST
1






solche Schwierigkeiten mit der numerischen Ableitung der Gradienten der simulierten Lo-
glikelihoodfunktion zusammenh








des Simulierten Wald-Tests, bei der auch die Hessema-
trix der simulierten Loglikelihoodfunktion einbezogen wird, vergleichsweise (trotz ganz ver-
einzelt auftauchender negativer Werte) deutlich robuster ist. Anscheinend wirkt sich die
Verwendung unrestringierter SMLM/GHK-Sch






der Verwendung restringierter SMLM/GHK-Sch





Genauso problematisch wie die Berechnung von SST
1











des einperiodigen Vieralternativen-Independent Probitmodells

uber die jeweils Nrep = 200





ben sich die rechnerischen Schwierigkeiten aber sehr zahlreich beim Testen spezieller f

unf-





aren Korrelationen in diesem MMPM vorliegen. Damit erweist sich die
Einbeziehung der Ideen der Quasi-Maximum-Likelihood-Theorie nach White (1982) in den
Simulierten Likelihood-Quotienten-Test als



















unstigen Einu auf die Anzahl der Fehler zweiter Art sowie auf die Anpassung des An-









ufung spezieller (insbesondere mehrperiodi-
ger) Mehralternativen-Probitmodelle in empirischen Arbeiten entsprechend den vorliegenden







ucksichtigen, da der Aufwand f

ur die Implementierung sehr umfangreich ist. Bei















des Simulierten Wald-Tests l

at sich keine generelle Vorteilhaftigkeit einer
bestimmten Teststatistik erkennen. Zu betonen ist, da sich (erneut entgegen den Analysen
von Lee, 1999) die Einbeziehung der Ideen der Quasi-Maximum-Likelihood-Theorie nach
White (1982) auch in den Simulierten Score- bzw. Wald-Test nicht generell als

uberlegen
erweist. Dieses Ergebnis k

onnte letztlich damit zusammenh












die Hessematrix der simulierten Loglikelihoodfunktion als Bestandteil



















ufung des einperiodigen Vieralternativen-Independent Probitmodells
sind

auerst geringe Abweichungen zwischen den relativen H

augkeiten der Fehler erster
Art und den vorgegebenen Signikanzniveaus zu erkennen. Dar

uber hinaus ergeben sich
unabh

angig von N und R

uber alle jeweils Nrep = 200 Replikationen des DGP keine Feh-
ler zweiter Art. Aber auch bei der statistischen Pr

ufung, da keine kontempor

aren bzw.





vorliegen, sind (trotz ganz vereinzelt auftretender numerischer Probleme) vergleichsweise
g





are zu untersuchen, ob die





ufung anderer spezieller mehrperiodiger Mehralternativen-Probitmodelle
bestehen bleibt. Entsprechend den vorliegenden Ergebnissen scheint aber der Gebrauch von
SLRT
1
in empirischen Arbeiten f

ur das gemeinsame Testen mehrerer Varianz-Kovarianz-
Parameter im MMPM sehr g

unstig zu sein. Der praktische Nachteil der Anwendung dieses
simulierten klassischen Testverfahrens besteht darin, da sowohl restringierte als auch unre-
stringierte SMLM/GHK-Sch

atzungen vorgenommen werden m

ussen.
Allerdings eignet sich die Verwendung von SLRT
1
nicht zur statistischen Pr

ufung, da keine
zeitinvarianten stochastischen Eekte im f

unfperiodigen Dreialternativen-Probitmodell vor-
liegen. Bei dieser Testproblematik zeigen sich sehr starke Unterschiede zwischen den Anteilen
der Fehler erster Art und den zugrunde gelegten maximalen Irrtumswahrscheinlichkeiten so-
wie

auerst viele Fehler zweiter Art

uber die jeweils Nrep = 200 Replikationen des DGP.
Jedoch begr













ufung derartiger spezieller Probitmodelle generell problematisch.
Dar

uber hinaus wirkt sich die vorliegende Modellstruktur auch ung





ufung mehrperiodiger Mehralternativen-Independent Probitmodelle aus, da diese ins-
besondere durch das Fehlen stochastischer Eekte gekennzeichnet sind. Demgegen

uber stellt
sich diese Problematik nicht beim Testen einperiodiger Mehralternativen-Independent Pro-
bitmodelle.







dependent Probitmodells, da sich f

ur beliebige N und R und

uber alle Nrep = 200 Re-





ubrigen auch im einperiodigen Vieralternativen-Fall. Beim Testen des entspre-












uberhaupt keine Fehler zweiter Art zu verzeichnen. Al-
lerdings stellt sich dabei die Frage, ob diese Resultate nicht mageblich durch die zugrunde
gelegten Parameterwerte im DGP beeinut werden. Falls die KoeÆzientenwerte der kon-
tempor





aher an den entsprechenden Werten der
204
jeweiligen Independent Probitmodelle liegen, w

are (z.B. im f

unfperiodigen Dreialternativen-
Probitmodell wie bei der statistischen Pr

ufung, da keine stochastischen Eekte vorliegen)
eine groe Anzahl an Fehlern zweiter Art denkbar. Zur Kl

arung dieser Fragestellung sind in






ur die Anpassung der Anteile der Fehler erster Art an die vorgegebenen Signikanzni-
veaus sowie f

ur die Anzahl irrt











atzungen eine magebliche Rolle. F

ur diese Argumen-
tation spricht insbesondere die vergleichende Betrachtung der Anzahl an Fehlern zweiter
Art beim Testen spezieller f

unfperiodiger Dreialternativen-Probitmodelle. So wird die Null-













als die Nullhypothese, da keine kontempor

aren Korrelationen vorliegen. Dagegen zeigen sich
mit dem Gebrauch der einzelnen Teststatistiken des Simulierten Wald-Tests, die bei beiden






upfend an die vergleichsweise stabilen SMLM/GHK-Sch

atzungen im einperiodigen





chenden Independent Probitmodells auch pr

azise Anpassungen der Anteile der Fehler erster





Uberlegung ist aber im f

unfperiodigen Dreialternativen-Probitmodell insbesondere
der Vergleich zwischen der statistischen Pr






vorliegen und der statistischen Pr

ufung, da keine autoregressiven Verkn

upfungen vorliegen.
Bei letzterer Testproblematik erscheinen hinsichtlich der

Ubereinstimmung zwischen den re-
lativen H






azise Ergebnisse wie beim Testen des einperiodigen Vieralternativen-Independent Probit-
modells. Dagegen sind bei ersterer Testproblematik viel st

arkere Abweichungen zu erkennen.










Nun ist der DGP bei der statistischen Pr











ussen sowohl im restringierten als auch im unrestringierten f

unf-
periodigen Dreialternativen-Probitmodell die entsprechenden Varianz-Kovarianz-Parameter
gemeinsam gesch

atzt werden. Aus Kapitel 7 und 8 ist aber bekannt, da die Identikati-
on der gesch

atzten KoeÆzienten beider intertemporaler Korrelationen schwierig ist. Analog
205





atzungen. Im Gegensatz dazu beinhaltet der DGP bei der statistischen
Pr






are und zeitinvariante Verkn

upfungen. Die restringierte und unre-
stringierte SMLM/GHK-Sch

atzung auf der Grundlage dieses DGP erweist sich dabei als viel
stabiler und ist hinsichtlich der Pr








ufung des einperiodigen Vieralternativen-Independent Probitmo-
dells vergleichbar. Letztlich scheint damit die Stabilit

at der grundlegenden SMLM/GHK-
Sch

atzungen nicht nur Auswirkungen auf Simulierte Normalverteilungstests bzgl. der ein-
zelnen KoeÆzienten (vgl. Kapitel 9), sondern auch auf das gemeinsame Testen mehrerer
Varianz-Kovarianz-Parameter im MMPM zu besitzen.
Genauso wie bei Simulierten Normalverteilungstests (vgl. Kapitel 9) lassen sich jedoch bei
den in diesem Kapitel betrachteten Tests mit der Erh






Ubereinstimmungen zwischen den Anteilen der Fehler erster Art und den vorgegebenen
Signikanzniveaus erzielen. Hinsichtlich der Auswirkungen einer Zunahme von R stehen diese
Ergebnisse erneut den Analysen von Lee (1999) in bin

aren mehrperiodigen Probitmodellen
entgegen. Damit sind oensichtlich die betrachteten Beobachtungsumf

ange N sowie Anzah-
















augkeiten an die zugrunde gelegten maximalen Irrtumswahrscheinlichkeiten
nicht ausreichend. Allerdings stellt sich die Frage, ob die uneinheitlichen Ergebnisse hinsicht-
lich der Anteile an Fehlern erster Art vor allem durch die geringen N und R oder durch die
lediglich Nrep = 200 Replikationen des DGP verursacht werden. Weitere Untersuchungen
mit h





ur mehr Klarheit sorgen. Zu beachten ist,
da bei derartigen Studien insbesondere f

ur die grundlegenden SMLM/GHK-Sch

atzungen
vehement die Rechenzeiten ansteigen (vgl. dazu auch Kapitel 6.1).
Die Anzahl R der Simulationsreplikationen besitzt auch keinen systematischen Eekt auf
die Anzahl der Fehler zweiter Art. H

aug ist mit einer Zunahme von R bei den betrachte-




umlichen Beibehaltung der Nullhypothese
verbunden. Demgegen

uber wirkt sich eine Steigerung des Beobachtungsumfangs N fast aus-
nahmslos reduzierend auf die H

augkeit der Fehler zweiter Art aus. Dieses Resultat steht im
Einklang mit den entsprechenden Ergebnissen bei Simulierten Normalverteilungstests bzgl.





der jeweils betrachteten Independent Probitmodelle ergeben sich teilweise schon bei kleinem
N

uber alle jeweils Nrep = 200 Replikationen des DGP keinerlei irrt

umlich beibehaltene
Nullhypothesen. Allerdings stellt sich die Frage, inwieweit bei alternativen vorgegebenen
Parameterkonstellationen im DGP auch hier eine Erh

ohung von N senkende Eekte auf die
206
Anzahl der Fehler zweiter Art besitzen k

onnte. Auch hinsichtlich dieser Fragestellung sind









atzung im MMPM ist bei einer gr

oeren Anzahl an Alternativen
und Perioden ohne restriktive Verteilungsannahmen hinsichtlich der stochastischen Nutzen-
komponenten wegen auftauchender Mehrfachintegrale nicht m

oglich (vgl. Kapitel 1 und 2).





ahrleistet dagegen den Umgang selbst mit

auerst komplex strukturierten Probitmo-
dellen. Bei der Wahl zwischen verschiedenen simulierten klassischen Sch

atzmethoden (vgl.
Kapitel 4) stellt sich die SMLM unter der Einbeziehung des GHK-Simulators gerade hin-
sichtlich der praktischen Eignung als vorteilhaft heraus. Insbesondere ist dieses Simulations-
sch

atzverfahren seit kurzem in einigen Programmpaketen (z.B. LIMDEP oder GAUSSX)
implementiert, so da die Eintrittsbarrieren f

ur die empirische Anwendung vehement redu-
ziert sind. Damit ist zu erwarten, da gerade von dieser Sch

atzmethodik in Zukunft vermehrt
Gebrauch gemacht wird. Die Monte-Carlo-Studien in Kapitel 7 und 8 geben potentiellen An-
wendern praktische Hinweise f

ur den Umgang mit der SMLM/GHK in ein- und mehrperiodi-
gen Mehralternativen-Probitmodellen.





atzung in korrekt spezizierten Probitmodellen ergibt sich entspre-
chend Kapitel 7:
 Die Parameter alternativenspezischer erkl

arender Variablen von Mehralternativen-
Probitmodellen werden mit der SMLM/GHK stabil und im Durchschnitt unverzerrt
gesch

atzt. Dieses Ergebnis ist unabh

angig von der Anzahl J bzw. T der Alternativen
bzw. Perioden sowie unabh

angig vom Beobachtungsumfang N und der Anzahl R der
Simulationsreplikationen.
 Im Gegensatz dazu werden die Varianz-Kovarianz-Parameter von Mehralternativen-





atzt. Das Ausma der Verzerrungen steigt mit wachsendem J und T , d.h mit
einer Reduktion der Gr

oe der individuellen Auswahlwahrscheinlichkeiten.
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 Insbesondere die Identikation der gesch

atzten Parameter verschiedener intertempora-
ler Verkn

upfungen ist (mit den betrachteten Gr

oen von N und R) in mehrperiodigen
Mehralternativen-Probitmodellen schwierig.
 Die AutokorrelationskoeÆzienten mehrperiodiger Mehralternativen-Probitmodelle
werden mit der SMLM/GHK zum Teil massiv untersch

atzt. Eine Zunahme der Anzahl
R der Simulationsreplikationen kann diese Verzerrungen deutlich vermindern.
 Falls im DGP mehrperiodiger Mehralternativen-Probitmodelle keine zeitinvarianten





origen Parameter systematische Verzerrungen. Da dieses Ergebnis durch die
zugrunde gelegte Struktur des MMPM verursacht wird, besitzt eine Zunahme von N
und/oder R nur geringe Auswirkungen.
Bei der SMLM/GHK-Sch





uber einer inkorrekten Verteilungsannahme der stochastischen Nutzenkompo-




ucksichtigten Heteroskedastie im Probitmodell be-






upfungen bei der SMLM/
GHK-Sch





 Bei der inkorrekten SMLM/GHK-Sch

atzung in einperiodigen Vieralternativen-Inde-









 Die wesentlichen systematischen Auswirkungen einer inkorrekten SMLM/GHK-Sch

at-
zung in Mehralternativen-Independent Probitmodellen werden weder vom Beobach-
tungsumfang N noch von der Anzahl R der Simulationsreplikationen beeinut. Da-
gegen steigt das Ausma der Verzerrungen mit der Zunahme der Anzahl J der Alter-
nativen und der Anzahl T der Perioden.
 Unabh

angig von J , T , N und R ergeben sich bei der fehlspezizierten SMLM/GHK-
Sch

atzung der Parameter alternativenspezischer erkl

arender Variablen eines Mehral-
ternativen-Probitmodells, die im DGP den Wert Null besitzen, keine systematischen
Verzerrungen. Dieses Ergebnis gilt im allgemeinen nicht f















onnen die Auswirkungen der inkor-
rekten SMLM/GHK-Sch





 Viele strukturelle Auswirkungen der SMLM/GHK-Sch

atzung in fehlspezizierten
mehrperiodigen Mehralternativen-Probitmodellen sind unabh

angig von J und T . So






















atzung in mehrperiodigen Mehralternativen-Probitmodellen
einbezogen wird, f






zienten der jeweils anderen intertemporalen Verkn

upfung. Auch dieses Ergebnis gilt
unabh

angig von der Anzahl J der Alternativen und der Anzahl T der Perioden.
H






bestimmter Hypothesen im Rahmen eines MMPM. Auf der Grundlage von SMLM/GHK-
Sch

atzwerten stellen simulierte klassische Testverfahren f

ur diese Problematik die ad

aquaten
Methoden dar (vgl. Kapitel 5). Aus den Monte-Carlo-Studien in Kapitel 9 und 10 erhalten
potentielle Anwender praktische Hinweise f

ur den Umgang mit derartigen Tests (unter der





ufung einzelner Modellparameter die Ergebnisse verschiede-






ahlter Probitmodelle die Ergebnisse verschiedener Versionen der Simu-




Uberblicksartig werden im folgenden die wesentlichen Resultate zusammengefat.
Bei den Simulierten Normalverteilungstests in Probitmodellen ergibt sich entsprechend Ka-
pitel 9:






des Simulierten Normalverteilungstests im
MMPM f

uhrt wiederholt zu betr

achtlichen numerischen Problemen.











aug (auf der Grundlage einer korrekt spezizierten SMLM/
GHK-Sch

atzung in Mehralternativen-Probitmodellen) keine systematische Vorteilhaf-
tigkeit der Verwendung einer Teststatistik hinsichtlich der Anpassung der relativen
H

augkeiten der Fehler erster Art an die vorgegebenen Signikanzniveaus sowie hin-
sichtlich der Anzahl der Fehler zweiter Art abzuleiten.
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 Die Anteile der Fehler erster Art liegen bei Simulierten Normalverteilungstests bzgl. der
Parameter alternativenspezischer erkl

arender Variablen auf der Grundlage einer kor-
rekt spezizierten SMLM/GHK-Sch

atzung in Mehralternativen-Probitmodellen ent-
weder sehr nahe bei oder aber unterhalb der vorgegebenen Signikanzniveaus. Weder
der Beobachtungsumfang N noch die Anzahl R der Simulationsreplikationen besitzen
hierbei einen systematischen Einu.
 Die Anteile der Fehler erster Art liegen bei Simulierten Normalverteilungstests bzgl.
der Parameter alternativenspezischer erkl














(bei der Ideen der Quasi-Maximum-Likelihood-Theorie nach
White, 1982, einbezogen werden) liefert hierbei vergleichsweise g

unstigere Ergebnisse.
 Bei Simulierten Normalverteilungstests bzgl. der Varianz-Kovarianz-Parameter von









at als bei Simulierten Normalver-
teilungstests bzgl. der KoeÆzienten der alternativenspezischen erkl

arenden Variablen.
 Durch die Zunahme des Beobachtungsumfangs N wird die Anzahl der Fehler zweiter
Art bei Simulierten Normalverteilungstests bzgl. der Varianz-Kovarianz-Parameter von
Mehralternativen-Probitmodellen reduziert.
Beim simulierten klassischen Testen spezieller Probitmodelle ergibt sich entsprechend Kapi-
tel 10:






des Simulierten Score-Tests und SLRT
2
des
Simulierten Likelihood-Quotienten-Tests imMMPM f





 Die Einbeziehung der Ideen der Quasi-Maximum-Likelihood-Theorie nach White
(1982) in die simulierten klassischen Testverfahren erweist sich bei den betrachteten
Testproblemen sowohl f

ur die Anzahl der Fehler zweiter Art als auch f

ur die Anpassung
des Anteils der Fehler erster Art an die vorgegebenen Signikanzniveaus nicht generell







Quotienten-Tests liefert in dieser Hinsicht insgesamt die g

unstigsten Ergebnisse.
 Wegen der zugrunde gelegten Struktur des MMPM ist die statistische Pr

ufung, da
keine stochastischen Eekte in mehrperiodigen Mehralternativen-Probitmodellen vor-
liegen, problematisch. Die aus der Modellierung resultierenden Schwierigkeiten wirken
sich auch ung






unfperiodigen Dreialternativen-Probitmodell ist das simulierte klassische Testen,




uber dem simulierten klas-




upfungen vorliegen, insbesondere hin-
sichtlich der






at der Resultate bei ersterer Testproblematik
ist dabei der entsprechenden Stabilit






einperiodigen Vieralternativen-Independent Probitmodells vergleichbar.





weichungen zwischen den Anteilen der Fehler erster Art und den vorgegebenen Signi-
kanzniveaus sowie die H

augkeit von Fehlern zweiter Art werden bei den betrach-
teten Testproblemen sehr stark durch die Pr





 Weder der Beobachtungsumfang N noch die Anzahl R der Simulationsreplikationen
besitzen beim simulierten klassischen Testen der ausgew

ahlten Mehralternativen-Pro-
bitmodelle einen systematischen Eekt auf die Anpassung der Anteile der Fehler erster
Art an die vorgegebenen Signikanzniveaus.
 Falls irrt

umlich beibehaltene Nullhypothesen bei den untersuchten Testproblemen

uberhaupt vorliegen, wirkt sich die Zunahme des Beobachtungsumfangs N reduzie-






Eine mit den Parametern a und b > 0 (vom Typ 1) extremwert- bzw. Gumbel-verteilte













 1 < u <1
Die Verteilungsfunktion von U lautet:





 1 < u <1
Es gilt:














 1 < u <1
Die Verteilungsfunktion von U lautet dann:
F (u) = e
 e
 u
 1 < u <1
Logistische Verteilung
Eine mit den Parametern a und b > 0 logistischverteilte Zufallsvariable U besitzt die Dich-















 1 < u <1
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 1 < u <1





 1 < u <1
Ein in standardisierter Form logistischverteilter Zufallsvektor U = (U
1





Dichtefunktion (vgl. z.B. Johnson/Kotz, 1972, S. 291 ):
f(u) = f(u
1






















Die Verteilungsfunktion des Zufallsvektors U lautet:
F (u) = F (u
1













Dabei ist jede einzelne Zufallsvariable U
1
; : : : ; U
H
aus U (eindimensional) standardlogistisch-
verteilt.
Mehrdimensionale Normalverteilung
Ein mit  und  normalverteilter Zufallsvektor U = (U
1





(vgl. z.B. Tong, 1990, S. 26 ):
f(u) = f(u
1























) = F (u
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Kurzschreibweise: U  NV (; )
Es gilt:
erwU =  : Erwartungsvektor von U
varcov U =  : Varianz-Kovarianz-Matrix von U
Falls U  NV (; ) und Y = A U + b, wobei A eine nichtsingul

are Matrix und b ein reeller
Vektor sind, gilt:











) : Gemeinsame Dichtefunktion von Y = (Y
1





Ein mit den Parametern n; 
1
; : : : ; 
H
(n 2 N; 
1









teilter Zufallsvektor U = (U
1
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Eine im Intervall [a; b] (mit a < b) rechteckverteilte Zufallsvariable U besitzt die Dichtefunk-





















Ausgehend von einer stetigen Zufallsvariablen U mit der Dichtefunktion f(u) und der Ver-
teilungsfunktion F (u) besitzt eine im Intervall [a; b] (mit a < b) gestutzte Zufallsvariable
U
gest




f(u)1(a < u < b)
F (b)  F (a)
 1 < u <1
Dabei bezeichnet 1() die Indikatorfunktion.
Gammaverteilung
Eine mit den Parametern a, b und c gammaverteilte Zufallsvariable U besitzt die Dichte-











u > c; a; b > 0









du a > 0











u > 0; a; b > 0
Hier gilt:
erwU = ab
var U = ab
2











, b = 2
2
und c = 0 ist U zentral 
2





Eine mit m Freiheitsgraden zentral 
2
-verteilte Zufallsvariable U besitzt die Dichtefunktion


























at sich auch ausgehend von
























var U = 2m
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Eine mit m Freiheitsgraden nichtzentrale 
2
-verteilte Zufallsvariable U besitzt die Dichte-











































at sich ausgehend von normalverteil-
ten Zufallsvariablen ableiten. Falls die U
i































erwU = m + 
var U = 2(m+ 2)
Weitere Eigenschaften der nichtzentralen 
2
-Verteilung (vgl. Davidson/MacKinnon, 1993, S.
808 f):
 Falls U  
2
m
() und c > 0, dann ist P (U > c) eine wachsende Funktion in m und .





> 0 und 0 <  < 1 mit P (U > c
m;




ist P (Y > c
m;







g von Zufallsvariablen konvergiert stochastisch gegen eine Zufallsvariable





  aj > ) = 0 8  > 0
Die Denition kann auf eine Folge fU
N
g von Zufallsvektoren ausgedehnt werden, wenn man
obiges jU
N












Die Erweiterung der Denition auf eine Folge von Zufallsmatrizen erfolgt durch die Betrach-









 stochastisch gegen den wahren (i.d.R. unbekannten) Wert
_
 des Parameters bzw. Parametervektors , so liegt (schwache) Konsistenz vor.
Asymptotische Normalverteilung
Die asymptotische Normalverteilung beruht auf dem Konzept der Verteilungskonvergenz.









(u); : : : ist verteilungskonvergent mit der (gemeinsamen) Grenzver-





(u) = F (u) f






Statt der Zufallsvariablen (bzw. des Zufallsvektors) U wird h

aug lediglich die Form der
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tische Normalverteilung vor, wenn f








 ! NV (0;V )
Meist wird v(N) =
p















, bei denen eine asymptotische Normalverteilung gegeben ist,
k
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eÆzient im Vergleich zu einer Reihe anderer konsistenter Sch
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denit ist. Damit gilt f
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Konstanten c > 0 (f
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