A hybrid nonlinear regression (NLR) model and a neural network (NN) model, each designed to forecast next-day maximum 1-hr average ground-level O 3 concentrations in Louisville, KY, were compared for two O 3 seasons-1998 and 1999. The model predictions were compared for the forecast mode, using forecasted meteorological data as input, and for the hindcast mode, using observed meteorological data as input. The two models performed nearly the same in the forecast mode. For the two seasons combined, the mean absolute forecast error was 12.5 ppb for the NLR model and 12.3 ppb for the NN model. The detection rate of 120 ppb threshold exceedances was 42% for each model in the forecast mode. In the hindcast mode, the NLR model performed marginally better than the NN IMPLICATIONS Accurate next-day O 3 forecasts can be useful tools for air pollution control officials and public health officials in preventing the detrimental health effects of this pollutant through emergency air pollution control actions and public health warnings. Several types of statistical techniques for forecasting next-day ground-level O 3 concentrations, based primarily on forecasted meteorological conditions, have been reported in the literature. Recent research reports concerning NLR and NNs have demonstrated that each of these techniques can be an effective tool for O 3 forecasting. In this study of O 3 forecasts in Louisville, these two techniques were found to be very comparable in terms of accuracy. The choice of which of these techniques to use for O 3 forecasting should probably be based on other factors, such as familiarity with the technique or software availability.
INTRODUCTION AND BACKGROUND
Ground-level O 3 pollution is a serious health problem in many cities in the United States and other industrialized countries. High summertime levels can cause severe discomfort for many O 3 -sensitive individuals, particularly people suffering from respiratory ailments such as asthma. 1 It is understood in many of these cities that public announcements, or forecasts, of potential unhealthy O 3 air quality for the next day can be of great benefit to those at risk of respiratory distress. In addition, some cities have voluntary episodic emission control programs, typically called "ozone action" programs, which are initiated on days of forecasted high O 3 . Accurate forecasts of groundlevel O 3 are an essential component of such programs, particularly on the high O 3 days when the health effects are most acute.
It is well known that daily peak O 3 concentrations are correlated with meteorological parameters such as temperature, wind speed, and relative humidity (RH). Several empirical O 3 prediction models based on these relationships have been developed and described in the literature. Some recent reports describe model results from multiple linear regression (LR) analysis, 2,3 nonlinear multiple regression, 4 artificial neural networks, 3, 5 generalized additive models, 6, 7 and even fuzzy-logic-based models. 8 For local air pollution control agencies seeking to develop O 3 forecasting procedures, it would be difficult to estimate the relative effectiveness of these and other reported techniques for several reasons: (1) published model results are from differing time periods and locations; (2) different sets of predictive parameters are used; (3) some models use input parameters that cannot be forecasted reliably (e.g., morning NO); (4) some model results are from a selected data set, which may not be statistically representative; (5) most reported model results are based on O 3 hindcasts (using actual rather than forecast meteorological data as input) rather than true O 3 forecasts; and (6) most reports assess performance using overall statistics and do not focus on the critically important high O 3 events. There have been some O 3 forecast model comparative studies reported in the scientific literature, but many of these involve very basic models, such as simple persistence, or autoregressive time-series models, which do not work particularly well for O 3 .
One of the more comprehensive comparisons between two O 3 forecast model types was the study by Comrie, 3 comparing the results of a multiple LR model and an artificial neural network (NN) model. In that study, air quality and meteorological data from eight U.S. cities, collected over five O 3 seasons (May-September), were used to compare overall hindcast results from the two models for daily maximum 1-hr average O 3 concentration. Four predictor variables-maximum temperature, average dew-point temperature, average wind speed, and daily total sunshine-were used in each model. The model calibrations were done using a randomly selected subset of the data, and the validation was performed with the remaining data. The results, expressed in terms of mean absolute error (MAE), rootmean-square error (RMSE), and other statistical parameters, demonstrated that the NN models performed "somewhat better" than the LR models. No specific data analysis was performed for the high O 3 readings, but the author commented that both models appeared to underpredict the high O 3 events.
Most reports of LR models used for O 3 forecasting show that high O 3 events are predicted poorly. One basic problem is that the O 3 formation process, involving precursor emissions, atmospheric transport and mixing, and a complex system of photochemical reactions, is highly nonlinear. Nonlinear regression (NLR) models should in principle perform better at this task. In addition, there are some novel techniques available, such as the hybrid model technique, in which an adjunct model, also a nonlinear model, is used for forecasting high O 3 . With this scheme, the adjunct model is designed to perform better than the standard model on days meteorologically conducive to high O 3 . This approach has been shown to be remarkably effective in predicting high O 3 events in Louisville, KY. 4 It may be supposed that a properly formulated NN model might also perform satisfactorily at this task, since NNs are good at capturing complex nonlinear relationships. The objective of this research was to compare actual O 3 forecast results for Louisville over an extended period of time, from two sophisticated O 3 forecast models: the hybrid NLR model discussed above, and an NN model based upon the same set of available input parameters. Of particular concern was an assessment of the ability of each model to forecast high O 3 events, defined as 1-hr peak O 3 concentrations approaching or exceeding 120 ppb, which is the current applicable National Ambient Air Quality Standard (NAAQS) for Louisville.
The Hybrid Nonlinear Regression Model
The hybrid NLR model used in this work is described in detail by Cobourn and Hubbard. 4 The model is called a hybrid because it consists of two separate NLR equations as well as switching criteria to select between the two equations on each prediction. The baseline equation, called the "Standard model," was obtained by fitting a nonlinear equation to the entire calibration data set. The Standard model was designed to make O 3 predictions on most days during the O 3 season. The Hi-lo model, designed to improve the O 3 predictions on high O 3 days, was obtained by fitting a similar nonlinear equation to a subset of the database containing the days within the upper or lower 10% of the O 3 distribution. The switching criteria, called the "3S" criteria after the sunny, sultry, and stagnant meteorological conditions conducive to high O 3 levels, were used to identify probable high O 3 days. The 3S criteria used for invoking the Hi-lo model were (1) maximum temperature greater than 87 °F, (2) wind speed less than 6 mph, and (3) cloud cover less than 25%. The 3S criteria are independent of either regression equation. This is a crucial feature of the hybrid model concept, since the Standard model cannot always be relied upon to identify high O 3 days.
Another important feature of the hybrid NLR model is the use of a trajectory parameter to account for the effects of long-range transport of O 3 and O 3 precursors into the Louisville area. The trajectory parameter is based on the proximity of calculated back trajectories to clusters of past trajectories from 1993 to 1997 associated with high O 3 . The trajectory parameter ranked third in statistical significance, behind the length-of-day variable, and behind the nonlinear term combining temperature, wind speed, and RH.
The Standard NLR model consists of an intercept, 13 regression coefficients, and 9 independent variables:
The independent variables are cloud cover (CC), day of week (DOW), length of day (LOD), number of calms (NC), rainfall (RF), air-mass trajectory parameter (TRAJ), maximum temperature (TMAX), wind speed (WS), and RH. The first part of the equation is recognized as having the general form of a multiple LR model. The last term is the nonlinear part of the model and was developed in a separate data-fitting process. The Hi-lo model has the same form as the Standard model, but it lacks predictors for the number of calms and rainfall.
The 
Neural Network Models for Air Quality
NNs are mathematical models that are analogues of brain activity, in that they consist of a network of interconnected nodes, similar to the neurons of a biological nervous system. The model node is a simple nonlinear unit; it collects inputs from single or multiple sources and produces a single output in accordance with a predetermined nonlinear function. The network consists of layers of nodes, including an input layer, one or more hidden layers, and an output layer. Each layer is made up of several nodes, and layers are interconnected by sets of correlation weights. Unlike other statistical methods, an NN makes no prior assumption concerning the data distribution. NNs are used for many applications, including modeling and simulation, process control, and forecasting.
Though NNs can have any number of hidden layers, typically three-layer networks are used. Otherwise, the number of possible interactions between nodes may make the model unnecessarily complex and difficult to train. The specific number of input, hidden, and output nodes depends on the characteristics of the particular problem. However, it is generally advantageous to minimize the number of hidden nodes. NN models with a relatively large number of hidden nodes tend to "memorize" the observations rather than to generalize or learn the fundamental system relationships. The nodes receive input from either outside the model (the initial inputs) or from the interconnections. Nodes operate on the input, transforming it to produce an analogue output called the firing rate. The weights function to multiply a firing rate prior to its arrival at the next layer. One common type of transformation function associated with each node is a sigmoid function. Calibration of interconnection weights provides a means of establishing and storing complex, nonlinear relationships between the input and output data sets. The weight values are determined by an optimization procedure designated as the learning method. There are several types of learning algorithms. The back propagation method 9-11 is a common training procedure and the one used in this forecasting application.
Considering that the relationship between meteorology and O 3 concentration is complex and nonlinear, this system is well suited for modeling by artificial NNs. Schalkoff 12 demonstrated that NNs are a good alternative to traditional statistical approaches. Boznar et al. 13 used a multilayer perceptron to make short-term predictions of atmospheric SO 2 concentration, and concluded that the NN results were encouraging. Yi and Prybutok 5 described a multilayer perceptron to predict surface O 3 in the Dallas-Fort Worth, TX, area, and concluded that NN models are viable and worthy of further exploration. Jorquera et al. 8 used an NN model and a fuzzy model to predict daily maximum O 3 in Santiago, Chile. In that study, the models were comparable, but there were only three input parameters, and the model errors were rather large.
METHODOLOGY
Ozone and Meteorological Data Concentrations of O 3 were measured and recorded by seven monitoring stations within the Louisville Air Quality Control Region. The monitors were located in a mix of urban, suburban, and rural sites in the vicinity of Louisville, KY, and New Albany, IN. The daily 1-hr average O 3 concentrations were obtained from the U.S. Environmental Protection Agency Aerometric Information Retrieval System database. Five O 3 seasons were included in the calibration database, namely, the months of May-September over the period [1993] [1994] [1995] [1996] [1997] . From the set of daily maximum 1-hr average concentrations from each monitor, the "domain peak" for the Louisville area was determined, and this value was used as the daily maximum O 3 for calibration of the models. If, on a particular day, data from more than one monitor were missing, the day was excluded from the database. Two O 3 seasons were included in the verification database: May 14-September 16, 1998, and May 15-September 15, 1999. The first part of May and the last part of September of each year were omitted from the forecast protocol and from the model evaluation process because NAAQS exceedances are rare during these times. For the 1998 and 1999 O 3 seasons, the mean O 3 concentrations were, respectively, 84 and 86 ppb; the standard deviations were 21 and 19 ppb.
Most of the meteorological data were obtained through the University of Kentucky Agricultural Weather Center (UKAWC) and consisted of surface weather observations made by the National Weather Surface (NWS) at the Standiford Field airport site in Louisville. The hourly observations included temperature, cloud cover, dew point, RH, and wind speed. The daily observations included peak temperature, minimum temperature, and precipitation. In addition, the number of overnight calms was determined as the number of hourly wind speed readings below 3 mph. Some of the variables were averaged over several hours to reduce the effect of random fluctuations or measurement error. The averaging intervals were as follows: dew point and RH (9:00 a.m.-1:00 p.m.), cloud cover (9:00 a.m.-2:00 p.m.), and wind speed (9:00 a.m.-3:00 p.m.). The length of day in hours, which served as a proxy for UV flux, was determined for each day using standard published equations. A "Saturday parameter," having previously been found useful, was also added as a predictor variable. An air mass trajectory parameter, described in detail by Cobourn and Hubbard, 4 was determined from calculated 36-hr backward air trajectories at 750-m height.
The trajectory calculations were done using a Web calculator available from the National Oceanic and Atmospheric Administration (NOAA) Transport and Dispersion Web site. 14 The Web calculator provides both trajectory forecasts and analysis trajectories using the Hybrid Single Particle Lagrangian Integrated Trajectory (HYSPLIT) model. The HYSPLIT model (version 4) uses wind field data for computing the trajectories. 15 In the case of the forecast trajectories, the wind fields are model forecasts. The trajectory parameter for the O 3 hindcasts was determined from the analysis trajectories available from the same site. The analysis trajectories are based on interpolations of model-analyzed wind fields computed at 12-hr intervals.
Hybrid Nonlinear Regression Model
Formulation and Calibration The formulation of the nonlinear part of the regression model, described in detail by Cobourn and Hubbard, 4 was based on exploratory analysis and recent research reports. 16, 17 Several candidate nonlinear forms were evaluated in an iterative manner. The best formulation of the nonlinear term consisted of a second-order polynomial for maximum temperature, multiplied by two exponential terms for wind speed and RH (eq 1).
Observed O 3 and meteorological data from the calibration database (1993) (1994) (1995) (1996) (1997) were used for calibrating the hybrid NLR model. The procedures for calibrating the Standard and Hi-lo models were the same, except for the population of days used. For each model, the procedure involved two steps. First, the nonlinear term was fitted as a stand-alone regression using a nonlinear method. Then, the dependent variable from this regression was used as a new predictor in a second multiple LR, which was fitted using ordinary least squares and the stepwise method. In applying the stepwise method, many candidate variables were made available for inclusion in the model, but were ultimately rejected based on a significance test of 95% or better. Previous-day O 3 concentration, which is used as a predictor variable in several reported models, was rejected on principle. Although inclusion of this variable can reduce the model MAE for the season, it tends to reduce the predicted O 3 concentration on single-day O 3 peaks and on the first day of multiday O 3 episodes.
Alternative regression models were also evaluated by trading off one set of variables for a related set. For example, the UV index, issued daily by the NWS for 58 U.S. cities, is a forecast of surface radiation intensity. The UV index was found to be a good substitute for the cloudcover and length-of-day variables. Ultimately, this variable was not selected because it was unavailable in situations when a 48-hr O 3 forecast was required.
Neural Network Model Structure
and Calibration The NN model was developed as a three-layer perceptron network, consisting of an input layer, a hidden layer, and an output layer. 18 Of the nine available input parameters, only six were found to be useful in the NN model. These were temperature, wind speed, dew-point temperature, cloud cover, nighttime calms, and rain. The NN consisted of six input nodes for these variables, 10 hidden nodes, and one output node representing predicted O 3 level. Curiously, the trajectory parameter was not useful in the NN model, though it was highly significant in the NLR model. About 60% of the 3S days have in-corridor trajectories, whereas only ~10% of the other days do. Apparently, the NN was able to capture this association through its complex structure, and so did not benefit further from an explicit representation of the back trajectory effect.
Construction and training of the NN is an iterative rather than a deterministic process, requiring a certain amount of expertise. In this case, the reduction in the number of input nodes greatly reduced the training time and improved the model fit. In order to ensure that the model would perform well in the prediction mode, a data partitioning technique described by Gardner and Dorling 19 was applied. The available observed data were divided into three sets: a training set, a validation set, and a test set. Only the observed data from the years 1993-1997 were used to train the NN model. The training was stopped when the model error reached a minimum on the validation set (1998). This method of calibration, known as early stopping, can be an important factor in NN forecasting applications. If the NN model is trained and calibrated using only the training set, the model may become "overtrained," resulting in low accuracy forecasts when the model is applied to independent data. Under this procedure, the test data set (1999) was completely independent of the model training and calibration process. The NN validation and test sets were, thus, subsets of the verification data set used to compare the NLR and NN models.
RESULTS

Overall Results for 1998 and 1999 Ozone Seasons
metropolitan area. These forecasts served as the basis for announcements of "ozone action days" during the O 3 season. For these forecasts, the meteorologists prepared the daily input data based on analysis of output data from numerical weather prediction models, NWS forecast discussions, and meteorological charts. All of these sources were available from various Internet weather sites. Most of the forecasts were next-day forecasts. Due to budgetary and logistical constraints, the Sunday and Monday forecasts were made on Friday, rather than on the previous day. Also, some weekday forecasts were made 2 days in advance if synoptic conditions suggested that O 3 would be low for several days. The accuracy of the O 3 forecasts becomes seriously degraded for lead times exceeding 1 day, and so this problem affected the overall accuracy of the official forecasts.
A second set of input forecast data was maintained separately for use in the development and evaluation of forecast models. Each day during the O 3 season, the Model Output Statistics (MOS) data files for Louisville from the daily nested grid model (NGM) numerical weather prediction model runs were downloaded from the UKAWC Internet site. These files (the 1200 UTC runs) provided reasonably accurate forecasts of all of the meteorological input parameters, except for the trajectory forecasts, which were obtained daily from the HYSPLIT trajectory model, as described earlier. The meteorological data set described above was used to calculate daily "raw forecasts" of O 3 , using both the NLR and the NN models. The forecasts were called raw forecasts because they were based on the unadjusted NGM MOS forecasts. The raw forecasts were thus obtained very quickly and more or less automatically. Presumably, the O 3 forecasts could have been improved by using the best estimates of expert weather forecasters as model input. Because of the logistical problems with the official forecasts just mentioned, however, the raw forecasts were used for this study. The hindcasts for this study were prepared and archived once the meteorological data became available from the NWS (through UKAWC) and from the NOAA HYSPLIT Web site.
The raw forecasts and hindcasts from both models tracked the day-to-day variation in O 3 reasonably well during the 1999 O 3 season (Figure 1 ). The high O 3 (>110 ppb) peaks were, in most cases, captured reasonably well by each model, with some cases of "overshoot," and a few underpredictions. For both models, the high O 3 peaks were, in most cases, predicted more accurately in the hindcast mode than in the forecast mode. There was a period early in September (September 2-9) during which the two hindcasts were consistently high by about 10-20 ppb, and yet the two raw forecasts were generally unbiased. This departure is unusual for a prolonged period, but on any given day the combined effect of factors unexplained by the model, on one hand, and the meteorological forecast errors, on the other hand, may result in an O 3 forecast that is more accurate than the subsequently computed hindcast. In fact, this was the case ~50% of the time during 1999.
The time series comparison of predicted versus observed O 3 for the raw forecasts and hindcasts of each model for the 1998 O 3 season (Figure 2 ) again shows that each model tracked the day-to-day O 3 variation reasonably well. Once again, for each model the high O 3 peaks were in most cases predicted more accurately in the hindcast mode than in the forecast mode. The 1998 O 3 season was somewhat unusual for this area in that many of the extremely high O 3 readings were in May and September. In contrast, during June, July, and August, there were relatively few high O 3 readings as compared with the previous five O 3 seasons. These months were also cooler and rainier than usual, probably as a result of the El Niño climate phenomenon that occurred during 1998. These models also may be compared by examining the forecast and hindcast statistics from both the 1998 and 1999 O 3 seasons. Table 1 shows the average error (bias), the MAE, and the RMSE for the two models. Considering all of the 1999 forecasts, the NLR and NN models were essentially equivalent in accuracy, as measured by each of these statistical parameters. For example, the forecast MAE was 11.6 ppb for the NLR model and 11.8 ppb for the NN model. The slight difference in MAE between the two models was small compared with the season-to-season difference, and a t test indicates less than 15% probability of a statistically significant difference in these means. Considering the 1999 hindcasts, the statistics from the two models were comparable, but the NLR model performed marginally better. The MAE of the NLR model was 11.2 ppb, which was 1.7 ppb less than that of the NN model. This difference appears to be statistically significant at about the 85% probability level.
The statistical summary of the 1998 forecasts and hindcasts again shows that the forecast results of the two models were essentially equivalent. For example, the forecast MAE was 13.4 ppb for the NLR model and 12.9 ppb for the NN model. The NLR model again performed marginally better on the hindcasts. The NLR model hindcast MAE was 11.0 ppb, as compared to 12.9 ppb for the NN model. Since the 1998 data were used as part of the NN model calibration procedure, it may seem unwarranted to use statistics from this year to compare the two models.
However, since the comparative results from 1998 were very similar to those of 1999, it seemed justified to include the 1998 results. If the two O 3 seasons are lumped together, the same pattern as already discussed is revealed. For the two seasons combined, the forecast MAE was 12.5 ppb for the NLR model and 12.3 ppb for the NN model. Day (May 14, 1998 -September 16, 1998) Daily peak 1-hr ozone concentration, ppb model, the hindcast MAE was only marginally less than the forecast MAE. The closeness of the forecast and hindcast MAEs can be explained by the random nature of the "noise" introduced by the meteorological forecast errors. As noted above, 50% of the time the forecast errors are less in magnitude than the hindcast errors. Normally, though, the hindcast MAE is lower than the forecast MAE by about 0.5-2.0 ppb. This particular case of the 1999 NN model hindcast error being greater than the forecast error is essentially a statistical anomaly, partly influenced by the data of the unusual 8-day period in early September discussed earlier. In fact, if this period were removed from the data set, the NN model results would be more as expected: 11.9 ppb for the hindcast MAE and 12.2 ppb for the forecast MAE. The corresponding numbers for the NLR model would be 10.5 and 11.8 ppb. Another reason that the forecast and hindcast MAEs were comparable is that the forecasts were based on reasonably recent meteorological forecasts. The 1999 forecast MAEs based on the official meteorologist-prepared input data, which included many 2-and 3-day forecasts, were 14.5 ppb for the NLR model and 15.0 ppb for the NN model.
The overall model results for the two O 3 seasons combined are visually represented by scatter plots of forecasts and hindcasts versus observed O 3 for each of the models (Figure 3) . The scatter plots confirm the results from the statistical comparisons. The NLR model hindcast chart exhibits slightly less scatter than the rest of the charts, but otherwise the scatter charts are comparable. In addition, each of the scatter diagrams is approximately symmetrical with respect to the 45° line of perfect agreement. This indicates that over the two O 3 seasons, the predictions were essentially unbiased over the range of predicted values.
Predictions of High Ozone Levels
As just mentioned, the problem of predicting high O 3 levels is much more important from a health perspective and also a much more difficult task for O 3 forecast models of any type. As one means of comparing the performance of these two models, we examined the various statistical indices for the days in which peak O 3 exceeded 110 ppb.
This represented approximately the upper 10% of the seasonal O 3 distribution (12 days in 1998 and 14 days in 1999). Levels of O 3 above the 110-ppb level (1-hr average) can be considered to be "approaching the standard." In most urban areas, these concentrations have been associated with exceedances of the proposed 80-ppb, 8-hr NAAQS, and thus, according to recent research, 20 are detrimental to community health.
Considering first the 1999 predictions, it is apparent that the NLR and NN models were again quite comparable ( Table 2 ). The forecast MAE of the NLR model was slightly higher (by ~1.6 ppb) than that of the NN model. On the other hand, the hindcast MAE was lower for the NLR model by ~1.2 ppb. For the 1998 high O 3 days, the forecast MAEs were approximately equal for the two models. The hindcast MAE of the NLR model was lower than that of the NN model by 3.2 ppb. The 1998 high O 3 RMSE values for each model were close, within about 1 ppb, for both the forecasts and the hindcasts. Taken together, these indices indicate that the performance of the two models on the high-end predictions was essentially equivalent. The rather high average errors (bias) at the high end should not be taken to mean that model high-end predictions are biased as a general rule. Remember that those days were specially selected as the top 10% for the season. On those days, all factors which contributed to O 3 were probably at extreme levels, including those factors not taken into account by the models. Therefore, on those selected days, the model errors tended to be relatively large negative numbers. Nevertheless, the NLR model has served as a good tool for identifying days approaching or exceeding the NAAQS. This is because the existing protocol takes into account the expected model error and uses an "alarm level" that is 15 ppb below the NAAQS.
It is apparent that the error level of each model was somewhat lower in 1999 than it was in 1998, particularly for the high-end predictions. This result could be due to the unusual climate conditions for 1998 discussed previously. The general climate for 1998 was measurably different from the 1994-1997 period used to calibrate (or train) the models. This demonstrates the need to use air quality and meteorological data from several seasons in calibrating the models and to update the model calibrations after each season. Both the effects of climate oscillations and changing regional emissions could cause an error "drift" to occur if the models are not properly recalibrated before each season. From the point of view of local air pollution control officials, the effectiveness of an O 3 forecast program is gauged in terms of the ability to correctly forecast daily episodes of unhealthy O 3 air quality, at least 1 day in advance. Particularly important are those days in which O 3 exceeds some critical threshold level, such as the NAAQS. On days of expected high O 3 , that is, in which the predicted O 3 exceeds some preset alarm level, health warnings and calls for community action can be issued. Since the forecast model is known to be imperfect, the alarm level should be set below the critical level to allow for a margin of safety. In Louisville, the currently selected alarm level is 105 ppb for the O 3 forecasts. In order to maintain public confidence in the ozone action advisories, it is desirable that the detection rate (DR), defined as the percentage of the observed threshold exceedances detected by the alarms, is reasonably high. At the same time, the false alarm rate (FAR), defined as the percentage of alarms in which observed concentrations were below the alarm level, should be reasonably low.
In Louisville during the past 5-10 years, there have been typically about 5-6 annual exceedances of the 120 ppb threshold (those below 125 ppb have no regulatory consequence due to the required rounding to the nearest 0.01 ppm). These are extreme values representing approximately Observed daily peak 1-hr ozone concentration, ppb Predicted daily peak 1-hr ozone concentration, ppb Table 3 . There were 12 threshold exceedances during this period. For statistical purposes, this includes three values just equal to 120 ppb. In the hindcast mode, each model detected at least nine of these, corresponding to a DR equal to 75% or better. In the forecast mode, each model detected five exceedances, corresponding to a DR just under 50%. The differences between the DR values in the hindcast mode as compared with the forecast mode point out the fact that the accuracy of the high O 3 forecasts are very sensitive to meteorological forecast errors. This is in contrast to the moderate sensitivity of most O 3 forecasts, as indicated by the overall statistical results.
The number of alarms for the NLR model forecasts was 27, and 14 were false alarms, yielding a FAR equal to 52%. The numbers for the NN model were very similar. The NLR model hindcast FAR was lower, at 35%, but the NN model hindcast FAR was again near 50%. The DR and FAR statistics thus reflect the comparative model performance at the extreme upper end of the seasonal O 3 distribution. Once again, the measured model performances were close. Considering the difficulty of forecasting threshold values that are at the extreme high end of the seasonal O 3 distribution, each model performed reasonably well in this capacity. For comparative purposes, during 1996, when the meteorologist-prepared forecasts were all done using a very simple LR model and subjective judgment, the DR was 0/4, or 0%, and the FAR was 7/13, or 54%.
CONCLUSIONS
A hybrid NLR model and an NN model, each designed to forecast daily maximum 1-hr O 3 concentrations in Louisville, were used to make O 3 forecasts and hindcasts for two O 3 seasons (1998 and 1999) . The hybrid NLR model was calibrated using air quality and meteorological data from five O 3 seasons (1993-1997). The NN model was trained using the same data set. In addition, data from the 1998 O 3 season were used as part of the NN model calibration procedure to optimize the training process. The model performances were compared in terms of the overall error statistics, the error statistics for high O 3 predictions, and two indices used to evaluate performance related to the detection of threshold exceedances.
For the O 3 forecasts, the two models performed essentially the same, as measured by each of the above criteria. The MAE was approximately the same for each model for both O 3 seasons. This was also true when the high O 3 values were examined separately. The models were essentially equivalent in forecasting nominal exceedances of the NAAQS over the two O 3 seasons. The DR was 42% for each model. The FAR was 52% for the NLR model and 50% for the NN model. The performance of each model in exceedance forecasting compared favorably with the results of an ad hoc method used by local authorities in the Louisville area during 1996.
For the O 3 hindcasts, the model performances were very close, but the NLR model maintained a slight edge on all counts. The differences were typically statistically significant at about the 85% probability level. For the 1998 and 1999 hindcasts, the respective seasonal MAEs were 11.0 and 11.2 for the NLR model and 12.9 both years for the NN model. On the 1998 and 1999 high O 3 days, the respective MAEs were 21.6 and 14.8 for the NLR model and 24.8 and 16.0 for the NN model. For the two O 3 seasons combined, the DR was 92% for the NLR model and 75% for the NN model. The FAR was 35% for the NLR model and 51% for the NN model.
In this study, the forecast accuracy of each model was better during 1999 than in 1998, particularly at the high end. Evidently, season-to-season climate variation affects the accuracy of these weather-based statistical models for predicting peak O 3 concentrations. The rather significant difference between the hindcast DR and forecast DR for each model reflects the high sensitivity of the models to meteorological forecast errors for highend predictions. Research into finding ways of either reducing this sensitivity, or of improving meteorological forecast accuracy on sunny, sultry, and stagnant days, would help improve the exceedance forecasts for both the NLR and NN models.
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