Abstract-We present a method that is able to find the most informative video portions, leading to a summarization of video sequences. In contrast to the existing works, our method is able to capture the important video portions through information about individual local motion regions, as well as the interactions between these motion regions. In particular, our proposed context-aware video summarization (CAVS) framework adopts the methodology of sparse coding with generalized sparse group lasso to learn a dictionary of video features and a dictionary of spatiotemporal feature correlation graphs. Sparsity ensures that the most informative features and relationships are retained. The feature correlations, represented by a dictionary of graphs, indicate how motion regions correlate with each other globally. When a new video segment is processed by CAVS, both dictionaries are updated in an online fashion. In particular, CAVS scans through every video segment to determine if the new features along with the feature correlations can be sparsely represented by the learned dictionaries. If not, the dictionaries are updated, and the corresponding video segments are incorporated into the summarized video. The results on four public data sets, mostly composed of surveillance videos and a small amount of other online videos, show the effectiveness of our proposed method.
videos [1] , e.g. sports videos and movies. These videos have well-organized structures which can be exploited in the summarization process, but may not be applicable in other natural videos. In recent studies, the video summarization problem has been often defined as the problem of feature reconstruction [2] , [3] . This is essentially to determine if the features in the test dataset can be reconstructed by those in the summarized data. However, they have not considered the fact that objects and events are often inter-related to each other, which can be very efficiently exploited in the summarization process. Such relationships can often be observed in videos, especially surveillance videos. This inter-relationship, often termed as context information, has been very effective for many object and activity recognition problems [4] , [5] . This paper explores this aspect from the perspective of the surveillance video summarization problem.
Many videos consist of complex events that have strong correlations between each other. For instance, Fig. 1 shows three scenarios from surveillance videos and user-generated videos. Some informative events are highlighted, which are expected to be summarized. The first scenario from a surveillance video shows that a person in white gets out of the car, closes the door and leaves the car. In the second scenario, the person gets out of the car, walks to the back of the car and opens the trunk. In the third scenario from a user generated video, three kids collect leaves, stand up and throw leaves to others. According to the problem formulation in existing works like [2] , both the first two scenarios have the event of getting out of the car and such an event may not be shown in all the summarized videos. However, analysts may want to watch summarized videos as stories or series of informative events. Similarly, in the third scenario, analysts do not just want to focus on a single activity such as collecting the leaves. Instead, they would like to watch the whole series of activities. Rather than watching a short yet non-informative event such as entering a car, video watchers can be more interested in watching a slightly longer but informative summarized video sequence , e.g., what a person does after getting out of the car. The importance of the correlations between different events is obviously of significance and should be considered in determing the summary.
In this work we consider the spatio-temporal correlations between events to be as important as the events themselves. Thus, we propose a surveillance video summarization framework that is able to find new events as well as different event correlations. When we select an informative video portion as part of the summarization results, the new events, along with the spatio-temporal correlation between them, are learned. This makes our proposed method significantly different from previous related works [2] , [6] , [7] . We term this as Context-Aware Video Summarization (CAVS), a framework Fig. 1 . Examples of video segments deemed as important by our summarization framework. From left to right: (1) from getting out of a vehicle to leaving a car, (2) from getting out of a vehicle to opening a trunk, and (3) from collecting leaves to throwing leaves to others. In the first two scenarios, although the same event, getting out of car happens in both cases, the other events that happen around it may determine that it is important enough to be summarized in both cases. In the third scenario, although each single activity appears for multiple times, the series of activities are of interest to users. Also, by summarizing the entire segments, rather than individual events, CAVS produces a more meaningful output.
that incorporates the event correlations to generate a short video summarizing the most informative parts of a long video sequence. The sparse representation, a method to represent high-dimensional samples using less training data, is adopted in CAVS to guarantee that the size of the summarized video is as small as possible.
During the training phase, the video features that describe events, e.g. spatio-temporal motion features, are first extracted. CAVS learns a dictionary of these features, summarizing the main contents of the training videos. Besides, the spatiotemporal correlations between features are also learned, represented by a dictionary of feature correlation graphs. The learned representative training features are used to sparsely reconstruct the features in the testing data using the generalized sparse group lasso [8] , [9] . Specifically, a video sequence in the testing dataset is divided into segments, each of which may contain multiple events or motions. CAVS scans through every video segment along time. The new features in a new video segment are compared with the known ones in each detected region, as well as the inter-relationships between them. If the features as well as their correlations in a new video segment can be sparsely represented by the learned features, this video segment is assumed to be noninformative. Otherwise, the new video segment indicates that some important unseen information occurs in this video segment and should be absorbed into the summarized video. The corresponding features are added into the learned dictionary, and the new feature correlations are also updated in the dictionary of correlation graphs. This process is performed online until every video segment is scanned by the algorithm. We demonstrate the effectiveness of our algorithm on two state-of-the-art surveillance video datasets [10] , [11] and two user-generated online videos [12] , [13] . Each video in these datasets contain multiple events that interact with each other in space and time. It is demonstrated in Sec. IV that our proposed method outperforms three state-of-the-art video summarization approaches [2] , [7] , [14] .
A. Contributions
We summarize our main contributions as follows.
• We propose a novel framework to find the most informative parts of a video sequence. Our proposed model preserves the correlations between the motion regions and therefore is able to preserve the global motion information. The spatio-temporal correlations between different events are represented by a dictionary of spatio-temporal feature correlation graphs.
• The video summarization problem is formulated as the problem of sparse feature reconstruction. This is achieved through the generalized sparse group lasso, and ensures that only the most informative portions of the video are selected.
• We propose a method for online updating of the feature dictionary and the dictionary of feature correlation graphs.
• We demonstrate the effectiveness of our algorithm on two public surveillance datasets and two user generated datasets that contain multiple spatio-temporal events.
B. Related Works
Video summarization is gaining widespread attention in recent years. As mentioned in [1] , many existing works focused on the problem of structured video summarization, such as the movie or sports videos [15] , [16] . The specific characteristics of these videos help to achieve good video summarization results. However, these methods are usually not easy to be extended to general video sequences.
In general, key frame based method is one of the most commonly used techniques in video summarization. Features such as gradient orientations [14] , color features [17] and a combination of color and texture features [18] were used. Beyond purely visual information, additional audio data [19] or multi-data source [20] were also considered as important features to find the key frames of a video. Object level methods [21] [22] [23] have also been applied to remove irrelevant video frames, in which the relationships between objects were considered. The works [3] , [24] used images as a prior to create semantically meaningful summaries. Change detection was also used in video summarization [25] , in which a video was clustered based on a spatio-temporal slice model. In [26] , the authors developed a methodology to create a sort of scene context by computing shot similarity and exploiting visual attention. In [12] and [27] , new video segmenting methods were developed for summarizing videos. Besides these, egocentric video summarization methods have also been developed. In [6] , a saliency based framework learned a linear regression model to predict importance score for each frame. However, these methods require special features and are event specific. So the applications are usually limited to the domain of wearable cameras.
Context information has been considered in video summarization. In [28] , a random-walk based approach between video subshots was developed to indicate the progression of the events. In [29] , the authors built the structure of the story according to the characters. the things, the places, and the time. In [30] , the authors proposed a method to summarize the content of video search by mining and threading key shots, but the video tags were assigned to the whole videos instead of specific shots. In [31] , the authors assigned the key-shot tags in a propagation process. However, all these methods did not fully investigate the high-level feature correlations in a short time period. Moreover, these methods cannot online update the features and their correlations, which is different from our approach.
Sparse coding, which has proved successful in problems of image classification [32] , has been applied to the problem of video summarization in recent years. In [2] , the features of the entire video were learned as a dictionary to reconstruct every video segment. Following [33] , the method [7] improved the sparse coding method used in [2] by online updating of the learned dictionary. However, our method is significantly different from these approaches, where every feature vector was considered independently. In our model, the spatio-temporal dependencies between the features are incorporated into the sparse coding based video summarization framework. This is a more accurate representation of the actual video since it models the inter-relationships between the various objects and events. The works [5] , [34] have explored the correlations between activities. However, the abnormal event detection method [34] considered the co-occurrence between pixels rather than events as in our approach and do not explicitly model the sparsity. The activity recognition work [5] required the prior knowledge of all the available activities in the dataset.
II. VIDEO SUMMARIZATION METHODOLOGY
An overview of the framework is shown in Fig. 2 . A sparse coding model is built to learn a feature dictionary and a sparse representation of the video features. A dictionary of feature correlation graphs is obtained by learning the spatiotemporal correlations between video features. Given new video segments, if the video features in these segments can be sparsely represented by the learned features, the corresponding video segments are not important to summarize. Otherwise, the corresponding video segments are absorbed into the summarized video. We now describe a detailed overview of our proposed context-aware video summarization framework.
A. Feature Representation
Given a set of videos Y, we use an adaptive background subtraction algorithm [35] to locate motion regions. Then, we evenly segment Y into small video segments
In every video segment Y i , we use the spatio-temporal interest point (STIP) detector in [36] to generate concatenated histogram of oriented gradients (HOG) and histogram of optical flow (HOF) features for the detected motion regions. A video segment, enriched with multiple events, is represented by histograms of STIP features. Note that other features like SIFT can also be used in our framework.
B. Problem Formulation
Sparse coding can find a set of basis vectors, i.e. the dictionary of the input feature matrix and the sparse coordinates with respect to the dictionary. In the training videos, our goal is to learn a feature dictionary D f of most discriminative features that represents the whole feature set X = {X 1 , X 2 , · · · } of size |X |, where |X | is the number of feature vectors in the training videos. The size of feature dictionary is denoted by |D f |. The dictionary of feature correlation graphs is denoted by D g , the size of which is |D g |. Given the testing videos, we find a coefficient matrix B that minimizes the difference between the features in the training videos and those in the testing videos. We use 
where α 1 , α 2 and α 3 are regularization parameters, . F denotes the matrix Frobenius norm, T r represents the trace of a matrix, and L p is a Laplacian matrix that is explained in details below. The first term in Eq. 1 indicates the reconstruction error, and the last two terms denote the group sparsity regularization. With the optimal B, Eq. 1 outputs the difference between the features in the new video segments and those in the existing videos, which is shown in Fig. 2 . Ideally, if features in a video segment have not been observed, the reconstruction cost should be high and contain a large number of atoms in the dictionary. There are two major contributions in Eq. 1 that makes our framework different from the existing works [2] , [7] on video summarization. The first difference is the sparsity-inducing regularization term, which has been studied in the statistics and machine learning [37] , [38] . It is often defined as the problem of group lasso. We, however, adopt the state-ofthe-art methodology, the generalized sparse group lasso [8] to solve our problem. In the traditional sparse representation algorithms, l 1 norm is mostly used [39] and l 2,1 norm [2] is proved to perform better than l 1 norm in some cases. Recently, the study of group lasso has attracted more attention [37] , [38] . It works like the lasso at the group level: the model can either keep or drop an entire group. However, the group lasso does not yield sparsity within a group. The advantage of the application of sparse group lasso over traditional l 1 norm, l 2 norm and group lasso is that it can find both "groupwise sparsity" and "within group sparsity". Specifically, "groupwise sparsity" refers to the number of groups with at least one nonzero coefficient, and "within group sparsity" refers to the number of nonzero coefficients within every nonzero group.
Moreover, we introduce the term Tr(B L p B T ) in Eq. 1 as a regularization terms introduced by the spatio-temporal correlations between features. The idea is inspired from [40] and [41] , in which the dependencies between features are considered as a regularization term in the energy function. For the set of video segments p, we develop an undirected weighted graph G p that models the spatio-temporal correlations between features. A dictionary of the graphs 
III. OPTIMIZATION METHODOLOGY
In this section, we propose a methodology to solve Eq. 1. This includes the dictionary learning and updating processes.
A. Sparse Matrix Optimization
Eq. 1 is the summation of convex functions and is therefore convex. If we consider every column of X and B, the term
is a column vector, the length of which is the number of rows in X. It can be shown that Eq. 1 can be rewritten as
To find an optimal solution of B, we use the block coordinate based methodology that is able to yield sparse solutions at both the group and individual feature levels [8] . The solution can formulate the original problem in Eq. 2 to a convex function and a separable penalty. It has been proved that the group lasso criteria is separable, so the block coordinate descent can be used to optimize it. For each group, the coefficient's feature-sign is used to determine the gradient of each group's cost function. The problem is then reduced to a quadratic optimization problem. An overview of the optimization process is provided in Algorithm 1, and the details can be found in [8] .
B. Learning Dictionary of Features and Feature Correlation Graphs
We adopt the method in [42] to learn the feature dictionary. A summary of the method is as follows.
1) CAVS generates a random dictionary with a fixed number of atoms.
2) Given the initial dictionary, the algorithm seeks a solution of the reconstruction matrix B.
3) The two step iteration process between parameters B and D continues until convergence. The updating process converges when the difference between the dictionary updating cost function with the previous B and that with the reconstructed B is smaller than a threshold. Please refer to [42] for more details.
In the process of learning the correlation matrix M p , a function of L p in Eq. 2, we build a spatio-temporal graph between features G 0 = (V, E). The set of nodes is V = {V 1 , V 2 , · · · } and the set of edges is E = {· · · , E i j , · · · }. Such a graph G 0 is called a feature correlation graph. We use the method similar to [43] . Firstly, we use Bag-Of-Words combined with multi-class support vector machine (BOW+SVM) to calculate the posterior probability that a feature vector belongs to an activity class p(c j |x i ), where c j denotes class j . 1 The node label V i is arg max j p(c j |x i ).
The edge E i j represents the spatio-temporal correlations between nodes V i and V j . The spatial correlation models the probability of a feature vector belonging to a particular class given its spatial distance with its neighbor. The temporal correlation models the probability of a feature vector belonging to a particular class given its temporal distance Algorithm 1 Sparse Group Lasso Optimization with its neighbor. Given two nodes V i and V j and their spatial and temporal locations s and t, the spatial and temporal correlations ψ s and ψ t are modeled as normal distributions 
where u i j is an association probability that is computed as a ratio of the number of times a feature class c j has occurred in the vicinity of c i to the total number of times c i has occurred. The vicinity represents the spatio-temporal relationships between two activities. If the activities are spatially or temporally close to each other, e.g., the distance is less than a threshold, one activity is in the vicinity of another one. The parameters can be learned by maximizing k k i j , where
is the k-th training example. This can be done by the maximum likelihood algorithm. The typical values of the parameters are described in Sec. IV. We assume that every edge weight can be learned independently. An example of a learned graph is shown in Fig. 3 . Our algorithm scans through consecutive video segments in the training dataset and models the pairwise spatio-temporal correlations between every pair of feature vectors. In the training of CAVS, the dictionary of feature correlation graphs is initialized as D G = {G 0 }, which is built by the method above. Each item of M is represented by the correlation graph G 0 . Specifically, given that c m = i and c n = j , the correlation between two features X m and X n is M mn = i j .
C. Online Dictionary Update of Features and Feature Correlation Graphs
As CAVS scans through the video sequence, features that cannot be sparsely reconstructed using the existing dictionary, are considered to belong to video segments that are parts of the summarized video. Video watchers do not want to watch similar video portions again. Therefore, updating the dictionaries is of great importance.
In the process of online updating the dictionary D f , we follow the method in [42] . Concretely, CAVS updates the dictionary sequentially, and only needs to store two matrices:
Given D f at time t − 1, we use the sparse coding steps to compute B at time t − 1. With these two variables at time t − 1, the algorithm can find the new optimal D f at time t, where each column of D f is updated sequentially. It has been proved in [42] that the dictionary D f at time t − 1 is a warm restart for computing D f at time t, and this process can converge to an optimal solution.
When updating the dictionary of feature correlation graphs, new feature correlation graphs are constructed by the method in Sec. III-B. This process is performed independent of the learning process. If the new graph is recognized as different from the graphs in the dictionary, the new graph is incorporated into the graph dictionary. The methodology in [44] is used to compare the similarity between the built graph and the learned graphs in the dictionary. We calculate the similarity between the new graph G i and the graphs in the dictionary D G . The similarity between G i and a graph in the dictionary
The number of nodes in these two graphs are represented by |V a | and |V b | individually. A solution of graph matching is a subset of possible correspondences, denoted by a binary matrix H with the size
We use h to represent a columnwise vectorized replica of H . The graph matching problems can be defined as the problem of finding the assignment vector h * that satisfies
The similarity function si m(G a , G b ) is decomposed into the node similarity function s v (i, i ) for a node pair V i ∈ V a and V i ∈ V b , and an edge similarity function s e (i j, i j ) for an edge pair E i j ∈ E a and E i j ∈ E b . The similarity function is thus defined as
s e (i j, i j ), (6) where s v (i, i ) is 1 if the distance between the features of V i and V i is smaller than a threshold, and 0 otherwise. s e (i j, i j ) is 1 if the difference between the weights on two edges is smaller than a threshold, and 0 otherwise.
Note that updating graph correlation is an unsupervised process, where prior information of class labels is not needed. When some activities are detected, they are compared with the known ones based on the individual features in each detected region, as well as the inter-relationships between them. This is done by comparing with the nodes and edges of the learned graphical model as available up that time. If the individual activities and their inter-relationships do not match, they are identified as new ones, and the graph is updated. We update the dictionary of correlation graphs based on Algorithm 2, which is similar to that in [45] and [46] . The idea is to calculate the similarity between two graphs. If it is higher than a threshold, the edges of the graph are updated accordingly.
As shown in [45] , the computation cost of matching two graphs is O(|V| 3 ), where |V| is the average number of nodes in the correlation graphs. Assuming W 1 to be the size of correlation graph dictionary, and W 2 to be the number of testing graphs. Every testing graph is matched to every graph in the correlation graph dictionary, which has W 1 graphs at most. So, the overall computational cost of the proposed method is O(W 1 W 2 |V|
3 ). As we can see, the computational cost is linear in the size of correlation graph dictionary W 1 and the number of testing graphs W 2 . In the experiments, we select a relative small number of time window, and therefore, the number of nodes |V| is usually small (typically less than 10).
Algorithm 2 Online Update the Dictionary of Correlation Graphs
As a result, |V| 3 is small in our problems and thus, the proposed method can be scaled to large scale datasets.
IV. EXPERIMENTS
To show the effectiveness of CAVS, we perform experiments on four public datasets: UCLA office dataset [11] , VIRAT dataset [10] , SumMe dataset [12] and TVSum50 Dataset [13] . All datasets consist of various videos and contain many different events. The strength of our proposed approach can be seen in surveillance videos (first two datasets). Surveillance videos have a lot of redundancy and, hence, there is a need to summarize them. Such videos exhibit strong spatio-temporal relationships between activities and hence these should be considered in the summarization process. In addition, we worked on the last two datasets, where some user-generated video sequences are selected to test the broad effectiveness of the proposed approach. We compare the results of CAVS with the state-of-the-art methods.
A. Dataset
The UCLA office dataset consists of three surveillance videos of single and two-person activities. The total length of these three video sequences is around 35 minutes. Every video sequence is composed of repetitive events with different temporal orders. We use one third of every video sequence to train our model, and use the rest two thirds to online update the dictionaries, thus producing the summaries.
The VIRAT dataset is a surveillance dataset which contains many challenging characteristics such as large variation in the activities and clutter in the scene. Moreover, there are many different spatio-temporal correlations between events that make VIRAT dataset more challenging than other datasets used in the existing video summarization works. A surveillance dataset usually does not have a specific topic; thus most summarization algorithms working on storyline based videos [3] , [27] cannot be directly applied. In VIRAT, there are 334 videos, each lasting 2 to 15 minutes. These videos are recorded on 10 different scenarios including parking lots, university campuses and etc. We use around 40% of the dataset as training and the rest as testing.
The SumMe dataset consists of videos from both static and moving cameras. Every video sequence lasts from 30 secs to 7 mins. The topics of SumMe dataset cover holidays, events and sports. We select nine video sequences in which enough person/animal activity features can be extracted to test CAVS algorithm. Similar to UCLA office dataset, one third of every video sequence is used to train the model. The rest two thirds of a video sequence are used to update the dictionaries. The TVSum50 dataset contains 50 videos which are collected from YouTube. The topics of these videos include news, interviews, documentaries, and user-generated content such as egocentric. We select four videos to show the effectiveness of our method. In these videos, we use 10 % as the training data.
B. Results
To find a compact representation of the activity features, we use the spatio-temporal pyramid and average pooling method to generate a vector of size 162 (HoG+HoF) features. In CAVS, we fix the number of atoms in the dictionary to be 120. Three parameters in Eq. 2 are manually set to be: α 1 = 0.3, α 2 = 0.05 and α 3 = 0.08. The length of every video segment is set to be 90 frames (30 frames per second). The typical values in Eq. 3 are μ s = 0.1 * VidwoframeWidth, σ s = 0.1 * VidwoframeWidth, μ t = 90frames, and σ t = 30frames.
We adopt two evaluation metrics on different datasets that are used in this paper. We use the evaluation metrics in [2] and [7] on VIRAT, UCLA and TVSum50 datasets because these two works are mostly closely related to our work and we directly compare our results with theirs on these datasets. The summarization accuracy is reported by this evaluation method, in which both video segment contents and time differences are considered in this evaluation method. Specifically, if two video segments share the same scene contents and occur within a period of time, they are considered to be equivalent to each other. The ground truth summary is manually labeled by two analysts to minimize the influence of subjectiveness. In the evaluation process, the summarization accuracy is computed as the ratio between the automatically summarized video and the ground truth summary provided by two analysts. Moreover, we adopt the evaluation methodology in [12] to compare our results with theirs on SumMe dataset since this work directly reported their results on SumMe dataset. Specifically, the evaluation score F i for the human selection i is defined as
where N is the number of humans, p i j is the precision and r i j is the recall of human selection i using the j -th ground truth. Table I illustrates the summarization accuracy on UCLA dataset with different algorithms. We compare our algorithm with activity clustering video abstraction (AC) [14] , dictionary selection based video summarization (DSVS) [2] and LiveLight (LL) [7] . It is shown that CAVS performs the best among all the three scenarios. An illustration of the results on UCLA dataset can be found in Fig. 4 , where selective pictorial results of CAVS and LL are shown individually. CAVS generates a summarized video which is composed of short stories. Although some events are summarized more Table II shows a summary of the results on VIRAT dataset. In VIRAT, we classify the videos into 10 categories based on the type of scenarios. It can be seen that CAVS obtains the best results in most scenarios on the average accuracy in VIRAT. In scenario 8, LL and CAVS obtain the same results. This is because of the few spatio-temporal feature correlations in this scenario. Fig. 5 shows two examples from the summarized videos in VIRAT by CAVS. We select some key frames from the highlighted video segments to represent two stories that CAVS summarizes. The first story is that two persons get off the truck, load objects, one leaves and one goes back into the truck, and a person loads objects into the truck. The second story shows the story that a person gets out of the vehicle, another person loads an object while the first person opens the door, and the second person leaves and the first person goes back into the car. With the method of [2] and [7] , the video features in these video segments can be sparsely represented by those in the training videos, and these scenes are not summarized. CAVS, however, identifies these in the summarized video.
We also extend our approach to non-surveillance videos in order to show its usage on other type of videos. Table III shows a summary of the results on TVSum50 dataset. We select four representative videos from this dataset. Note that CAVS achieved the highest average accuracy. The difference with other methods is smaller because this dataset has less interactivity correlations than the surveillance datasets considered earlier.
In Table IV , we illustrate our results on SumMe dataset with the evaluation metrics used in [12] , where SF denotes the superframe method in [12] . It is shown that CAVS obtain significant better results than SF (the superframe method in [12] . 9 video sequences with rich human/animal activity features are tested by our algorithm. Some representative image results on the Kids Playing video sequence and the Cooking video sequence are shown in Fig. 6 , and a representative scenarios in TVSum50 dataset is also shown. In the first row, we show the summarized kids activities which include lying on the leaves, picking up leaves, standing up, throwing leaves at others, running away, running back and throwing leaves again. These activities and their temporal correlations are well captured by CAVS. In the second row, the activities of cooking meats, moving onion slices, stacking up onion cones, adding oils, burning onions are well captured. In the last image, we can see that the spatial correlations between foods and fires are captured. In the third row, the important activities such as whisking eggs, frying meats, pouring sauces and eating foods are captured.
Our summarized video provides a 7x-40x compression without losing the semantic understanding of the original surveillance video. For instance, the lengths of CAVS summarized videos in UCLA dataset are 39s, 18s and 68s respectively; while those of LL summarized videos are 24s, 12s and 38s respectively. Although the CAVS summarized video is longer than that in [7] , it is more informative and tells a whole story of how events interact with each other.
C. Discussion
Since our framework captures the features as well as their spatio-temporal correlations, the summarized outputs maybe longer, but more meaningful, than existing frameworks. Therefore, there may be some redundancy in the summarized output. There are two ways to reduce such redundant information. First, the proposed CAVS method can work with any lowerlevel video summarization methods, and further compress the selected segments. Moreover, we can control the amount of redundant information by changing the threshold that is explained in Fig. 2 , which is the approach that we adopt in this paper. In the datasets of UCLA and VIRAT, which are surveillance datasets, we use a smaller threshold, compared to user-generated videos, which can increase the length of the summary. The reason is that for surveillance videos it is important not to miss anything important in the summary. In our summarized video, similar activities can still be part of the summary if their relationships with other activities are different. However, in the other two datasets, which are mostly composed of user-generated videos, e.g. from social media and news, the contents have been edited and short snippets presented. They do not contain the long-term spatio-temporal correlations, and thus the threshold is set to be larger than that is used in the surveillance datasets.
Moreover, there could be an extreme case which is that all the test sequences' features are out of the dictionary (i.e., cannot be reconstructed by the existing dictionary). In our experiments, if a feature of the testing sequence is out of the dictionary, the online learning algorithm will update the dictionary to include the new feature. This updated dictionary can then be considered in future summaries.
V. CONCLUSION
In this paper, we present a novel approach to summarize the most informative video portions. The main goal of this paper is to summarize the surveillance videos, but we have also shown its performance on a small number of other user-generated videos. Both individual local motion regions and interactions between these motion regions are taken into consideration in our framework. We formulate the video summarization problem as the problem of sparse feature reconstruction with generalized sparse group lasso. To solve the overall problem, we propose an algorithm to learn and update dictionaries of video features along with feature correlations. Our promising experimental results on two public datasets have shown that encapsulating the spatio-temporal correlations between events can be used to tell analysts a story of global events. Such a summarized video is closer to the ground truth than existing works.
