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Abstract—We investigate the samples derived from generative
adversarial networks (GAN) from a classification perspective. We
train a classifier on generated samples and on real data and see
how they compared on a held out validation set. We see that
recent GAN models which produce visually convincing samples
are not yet able to match the training on real data. To analyse
this we compare training a classifier on generated samples and
various sizes of the real training set. We propose architectural
and algorithmic changes to reduce this gap. First, we show that
a modification to the GAN architecture is needed, which leads
to improve generation of samples. Second, we use multiple GAN
models as a way to cover the real data distribution, again leading
to improvement in classifier training. We also show that in the
case of training on small number of samples, a GAN model
provides better compression in terms of storage requirements as
compared to the real data.
Index Terms—Generative models, Generative adversarial net-
works, deep learning.
I. INTRODUCTION
Deep convolutional networks have had success in various
image tasks such as image classification, object detection and
segmentation. In all these tasks, these models have performed
the best as measured by various criteria. On the other side,
generative models such as Generative Adversarial Networks [1]
and Variational Autoencoders (VAE) have been proposed and
demonstrated to generate images with reasonable similarity to
the real training data. Recent advances especially in GANs,
such as BigGAN [2] have produced samples which are quite
hard to distinguish from real data. In this work, our primary
objective is to be able to train good discriminative classifiers
from the samples of a generative model. The ability to do this
has several applications such as data compression and data
privacy protection. A generative model can be thought of as a
compressed version of the real data. In a scenario where it is
not possible to store or share the real data, we can instead have
the compressed generative model. In several applications, such
as in the medical domain, data sharing may not be possible due
to factors such as protecting data of patients. In these case we
can instead share the generative model, and others can reuse
this data for other applications, without compromising privacy.
In this work, our aim is to see how the current state-of-the-
art GAN model samples compare with real data samples, when
compared from the perspective of training a classifier on these
samples. In order to compare generated samples to real data
several metrics have been proposed such as Inception Score
(IS) [3] and Fréchet Inception Distance (FID) [4]. These metrics
aim to characterise how real-like the generated samples. In this
work we are interested in training a discriminative classifier
model from the samples of a trained generative model. Indeed
we also investigate if good IS and FID scores correlate with
training of good classifiers.
First we train a classifier from the samples of BigGAN [2]
and compare the training with real data samples. This is to
evaluate the extent of correlation between visually convincing
samples and the ability to train good classification models.
We present a generative model as a compressed view of real
data and show that in low data regimes a generative model
can be efficient to store the data as compared to the raw data
itself. Next, we propose a modification of the building block of
the generator and discriminator, which leads to generation of
samples that give better classifiers as measured by validation
error. We find that in the residual blocks using a concatenation
operation instead of addition leads to increased quality and
diversity of generated samples. Finally, we show that using
combining samples from multiple generative models leads to
a better coverage of the real data distribution.
II. RELATED WORK
Background. Generative Adversarial Networks (GAN) [1]
is a type of generative model whose training procedure
involves a two player game between a generator network which
produces samples, and a discriminator network which classifies
samples as either coming from the generator or real data. The
discriminator network serves as the loss function for training the
generator network. There has been several improvements to the
original GAN model involving architectural and optimisation
advancements. The recently proposed BigGAN [2] model
presents a framework for training GANs and produces very
visually rich samples that are quite hard to distinguish from
real data.
Conditional-GAN [5] presents the framework for sampling
from a GAN based on a conditioning factor, such as image
category. Most early work on GAN had focused on uncon-
ditional training of GAN. There is not clear evidence as
to where in the network the conditioning information is to
be provided and different techniques have been proposed,
such as providing a one-hot class embedding at the input,
or a learnt class embedding in one of the internal layers.
Conditional batch normalisation [6] layers have been found to
be effective for modulating the activations in a network and
have been subsequently used for conditional image generation
in GANs [2], [7].
View of GANs from a classification perspective. Training
and evaluating classifiers on GAN samples have been investi-
gated in [8], where the authors have compared the classification
error with other evaluation metrics such as Inception Score
(IS) and Fréchet Inception Distance (FID). In this work our
aim is not to compare different metrics and improve them but
to solely improve the validation error of a classifier on real
test samples, after training a classifier on generated data only.
Samples from a GAN have been investigated before from
the perspective of classification in [9]. This work focuses on
a similar study with recent state-of-the-art GAN models. In
contrast to [9] who train a separate GAN model per category,
we train class conditional GANs. This should result in better
GAN models since the learning procedure has access to more
data and may also help the model to learn to generate more
diverse samples by making use of inter class information. We
aim to see how the BigGAN model which produces visually
meaningful samples compares to other GAN models in terms
of classification performance when a classifier is trained on
samples generated from its synthetic samples. We ask the
question if visually convincing samples correspond to enabling
good training of classifiers. We propose methods to obtain
an improvement in training classifier from generated samples
only.
III. METHOD
A. Sample filtering
Image samples obtained from a conditional GAN may not
correspond to the correct category or may not be of a good
enough quality. This is due to the fact that we are not able to
train perfect generative models. We propose to use a pre-trained
classifier, trained on the same training data as the GAN, to filter
out such samples. This is a general approach that can scale
to larger datasets and categories. The procedure for selecting
a sample image from the GAN that will be used to train a
classifier is described in Algorithm 1.
Algorithm 1: Selecting samples from the generator
input :C, G, θG, Classpre, thresh
output : List of samples
sample_list = [];
y ∼ U(0, C);
z ∼ N (0, 1);
x ∼ G(z, y; θG);
p = Classpre(x);
if argmax(p) == y and p[y] > thresh then
add x to sample_list
end
We can choose different threshold values for the prediction
probability obtained from the pre-trained classifier. This ensures
that we get samples that belong to the correct category and are
also informative enough to train good classifiers. We discuss
the results of training a classifier and the effect of choosing
different probability thresholds in §IV-B.
B. Concatenation residual block for generator and discrimina-
tor
Residual blocks have been very successful in image classi-
fication tasks [10]. The operation of a residual block can be
defined as y = F(x)+ x, where y is the output, x is the input
and F is a learned transformation of x, usually a series of
convolution, batch norm and ReLU activation layers. Residual
blocks have been used as the building block of generator and
discriminator networks in recent GAN models [2], [7].
In the classifier setting, DenseNet [11] has proposed using
concatenation instead of addition in the residual blocks and
this has been shown to perform better in discriminative image
tasks. This can be written as: y = Conv1×1(concat(F(x), x)).
The 1× 1 convolution operation is used to reduce the number
of channels and keep them the same as in the case of residual
blocks. This modification leads to improvement in the quality
of generated samples and is discussed in §IV-D.
C. Multiple GAN sampling
Our training datasets are that of natural images which have
significant variation among categories and also within each
category. We expect that this implicit distribution is difficult
for current generative models to capture. Current hypothesis
suggests that generative models suffer from mode collapse
which leads to the model being unable to capture all aspects
of the data distribution. We can train multiple GAN models
on the same dataset to cover more of this distribution, where
each GAN model might be able to model different parts of
the distribution. We hypothesise that this might be possible
due to different starting initialisation and non-convex loss
surface during the training procedure of the GAN model.
During training of the classifier from synthetic samples, we can
construct our dataset by sampling from these multiple GAN
models which can help us to cover the data distribution in a
more effective manner. Experiments and results are discussed
in §IV-E.
IV. EXPERIMENTS
A. Datasets and models
We experiment on the CIFAR-10 and CIFAR-100 [12]
datasets. These datasets consist of 50 000 training images
divided into 10 and 100 categories respectively. Each image
is 32x32 pixels and 3 channel RGB. We choose this dataset
because GAN training needs large time and computational
resources. CIFAR-100 provides sufficiently complex images
while still being possible to train in a reasonable time. We
refer to the original dataset as DR. We construct a synthetic
dataset by sampling images from a trained GAN model and
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refer to it as DG. Sample images from each class are shown
in Figure3.
We use the BigGAN [2] architecture as our GAN model
and it is trained according to the original paper with related
settings of the hyper-parameters. For the classifier we use a
18 layer ResNet [10] model with 11M parameters because it
provides a good trade off between performance and training
time.
B. Classifier performance comparison between real and gen-
erated data
The classifier is trained on both DR and DG is done for
156 250 steps. In the case of DR this means iterating over the
same samples multiple times as is done usually. In the case
of DG a batch of samples is obtained from the trained GAN
model. We expect in the ideal case to have different image
samples,however in reality we are limited by the capacity of
the GAN model with respect to diversity of the data.
We can view a trained GAN as a compressed version of our
training data, where the learned weights are the compressed
representation of our original data bits. We are interested in
compressing the nature of the distribution from which the
training data has been sampled, rather than the explicit training
data samples themselves. To measure the degree of compression
we train a classifier on samples from a GAN and measure the
prediction error on a held out validation set. The lower bound
for the error that the classifier can achieve is equal to the error
that it achieves after training on real training data. We compare
training on the GAN samples with varying amounts of real
training data (see Figure 1 and Figure 2, detailed results are
in Table I).
The blue curve depicts training on different subset sizes
for 200 epochs. This means that in case of smaller dataset
sizes, we have less number of optimisation steps. The orange
curve shows training on each subset for the same number of
optimisation steps. We see that in the case of less samples,
training longer reduces the classification error rate substantially.
The same classifier is trained on GAN samples, for the same
number of optimisation steps and following the same learning
rate decay schedule. Each batch of samples for training the
classifier are generated according to Algorithm 1. The error
rate for these classifiers is comparable to training on 1× 104
and 1.5× 104 real data samples in CIFAR-10 and CIFAR-100
respectively. This indicates that the GAN is either not able
to produce samples similar to the real data or the intra class
diversity is not as much as in the real dataset. The size of the
GAN model is around 15MB as compared to the 30MB for
the 10× 103 samples. This shows that with a GAN we are
able to obtain good compression.
C. Effect of selection threshold
A GAN sample is used for training the classifier if it belongs
to the correct category and if the output probability is above
a pre-defined threshold. In Figure 5 we plot the relationship
between output probability of the pre-trained classifier and
the final validation accuracy of the classifier trained on GAN
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Fig. 1. Training a classifier on real data compared with training on GAN
samples in CIFAR-10.
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Fig. 2. Training a classifier on real data compared with training on GAN
samples in CIFAR-100.
samples. We observe that the value of the threshold is not
significant in the case of CIFAR-10. This implies that the pre-
trained classifier is quite confident if makes a correct prediction.
The reason for this could be that the GAN is able to generate
very good images and the classifier is therefore confident in
its predictions. In our experiments this implies that if the pre-
trained classifier makes a correct prediction in most cases we
can use the corresponding sample in our synthetic training
set. We need to study this further for different data sets with
varying number of target classes.
However, in the case of CIFAR-100, the probability threshold
is important and increasing the threshold leads to a reduction
of the classifier error from 39.35% to 37.62%. The threshold
makes sure that only good quality image are used for training
the classifier. On the other hand, a high value of threshold can
reduce the diversity of generated samples which might lead to
worse generalisation for the classifier.
1) Filtering threshold analysis: At this filtering stage we
can analyse which categories are filtered out more. This would
be one indication that the GAN model has trouble to capture
the distribution for these categories. We can further analyse
the predictions and features of the pre-trained classifier for
the generated samples. Similar predictions and features would
indicate the repetition of samples and lack of diversity. This
can be done both at the inter and intra class level. More details
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Fig. 3. Several samples before filtering out bad images with dataset CIFAR-10.
Fig. 4. Several samples after filtering out bad images with dataset CIFAR-10.
will be explained in next section.
We can see in Figure 6, most bad images already are removed
because of incorrect label in CIFAR-10. This is one reason why
the threshold value does not have too much effect. On the other
hand, in Figure 7 we see that in the case of CIFAR-100, the
number of bad images which is filtered out by threshold value
increase remarkably. There are a few categories for which it is
easy to generate images belonging to the correct category, while
for the majority of categories we need to sample repeatedly to
get images of the correct category (green bar in Figure 7). One
concern here can be that for these hard categories, the intra
category diversity is reduced when we sample repeatedly since
the generator model is inherently of limited capacity. This can
be a subject of future work, to investigate and improve diversity
for hard categories. We visualise several samples before and
after filtering out the bad one in Figure 3 and Figure 4.
In both datasets we see that the use of the pre-trained
classifier is useful for removing samples that do not belong
to the correct category. The effect of the probability threshold
selection becomes more important as the number of categories
increases. It has a significant effect in improving the validation
error of the classifier trained on generated samples.
D. Concatenation residual block for BigGAN model with
CIFAR-100
In the case of CIFAR-100, for training a GAN we introduce
concat residual blocks for the generator and discriminator, as
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Fig. 5. Effect of threshold on classifier training from GAN samples in CIFAR-
100.
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Fig. 6. Distribution of samples belong to the classes in CIFAR-10.
explained in §III-B. This architectural change leads to signifi-
cant reduction in error for classifier training, and improvements
in IS and FID scores for the generator. Details are given
in CIFAR-100 Concat section of Table I. concat block
improves the classification error from 40.25%, for the original
block, to 37.78%, and FID score from to 8.68 from 9.19. This is
comparable to a model which is trained with 20× 103 real data
samples. The models uses 37.6 MB for storage as compared to
60MB for 20× 103 data samples. Using 4 GAN models, the
test error is further reduced by 3%. Figure 8 and Figure 9 show
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Fig. 7. Distribution of samples belong to the classes in CIFAR-100.
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Fig. 8. Some samples from GANs with concat residual block in CIFAR-100.
Fig. 9. Some samples from original add residual block in CIFAR-100.
some samples from both architectures. The concat operation
provides access at each layer to features learnt previsouly. We
think that this is crucial as the number of categories increase.
This may explain why the concat operation helps in the case
of CIFAR-100.
E. Multiple GAN sampling
We see Figure 7 and Figure 5 that the distribution of some
categories are harder to capture for the GAN model. We
introduced the idea and intuition behind using multiple GAN
models for training the classifier in §III-C. During training
of the classifier from synthetic samples, we can construct our
dataset by sampling from the multiple GAN models which can
help us to cover the data distribution in a more effective manner.
In Table I we see that sampling training images from two, four,
six GAN models leads to a reduction in classification test
error from 11.75% to 8.86% for CIFAR-10 and from 40.25%
to 35.13% in CIFAR-100, and from 37.78% to 32.44% in
CIFAR-100 concat. In the case we use 4 GAN models or
generating the samples, the error in test samples decreases by
around 1% and 3% in CIFAR-10 and CIFAR-100 respectively.
This technique is particularly useful when dealing with large
number of categories. In spite of not reaching to the error of a
classifier which is trained with 30× 103 real data samples, the
gap is significantly reduced while also been more compressed
as compared to real data. Another point to note is that FID
score is improved in all cases, which is one indication that
multiple GAN models help to improve the diversity of generated
samples.
We see that although the change of IS and FID with different
number of GAN models is small, the error on testing samples
of a classifier have a much reduction. From Table I, in CIFAR-
10, the value of IS and FID is in a range from 8.62 to 8.58 and
from 6.84 to 6.47 respectively, however, the error is decreased
by 3%. This means that IS and FID scores are not the best
way to evaluate a GAN when the objective is to use the GAN
for downstream tasks such as training another classifier.
V. CONCLUSION AND DISCUSSION
We have investigated the samples from a state of the art
generative model, BigGAN [2], from the perspective of training
a classifier. We saw that the samples generated from this model
look quite realistic. However if we want to use these samples
for a downstream task, such as training a classifier, there is still
a gap in the performance between generated samples and real
data samples. On the other hand, from a compression point of
view, a generative model in this case is more efficient for storage
as compared to storing the same number of real data samples
that obtain similar classification error. In order to improve
the classification performance we used a pre-trained classifier
to filter out samples based on the category and prediction
probability. In our experiments we see that using a threshold
for the prediction probability is essential in case there are a
large number of categories involved. An architectural change
was introduced, the concat residual block which helps in the
generation of better samples. This is again essential when the
number of categories is large. Finally, to help the generative
model to cover more of the underlying real data distribution, we
used multiple GAN sampling, leading to significant reduction
in the gap of classifier error between training on real data and
GAN samples.
We notice that currently used metrics to measure the quality
of a generative model, such as IS and FID are not completely
indicative of the classifier generalisation error. We also saw that
some of the techniques led to small or negligible improvements
in these metrics but significant improvement in classification
error.
One of the motivations for training methodologies for
classifiers from GAN samples is in the area of continual
learning. Deep generative replay (DGR) [13] has been proposed
where tasks are trained sequentially but the data of old tasks is
only available through a generative model. In this case, where
we do not have access to old training data, we need a good
generative model to maintain good performance for the older
tasks. The techniques introduced here are a step towards this
direction.
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TABLE I
#GAN models Size (MB) IS (↑) FID (↓) Error (%)
CIFAR-10
1 16.6 8.62± 0.13 6.84 ±0.69 11.75 ± 0.23
2 33.2 8.62 ± 0.16 6.53 ± 0.12 10.32 ± 0.50
4 66.4 8.56 ± 0.16 6.47 ± 0.14 9.32 ± 0.02
6 99.6 8.58 ± 0.17 6.60 ± 0.1 8.86 ± 0.12
Same #optimisation steps
50K-real 150 10.2 - 4.83
40K-real 120 - 5.47
30K-real 90 - 6.12
20K-real 60 - 7.69
10K-real 30 - 11.09
Same #epochs
50K-real 150 10.2 - 4.83
40K-real 120 - - 5.42
30K-real 90 - - 6.77
20K-real 60 - - 8.94
10K-real 30 - - 13.76
CIFAR-100
1 17.7 9.43±0.17 9.19±0.48 40.25 ± 0.32
2 35.4 9.4 ± 0.22 8.85 ± 0.3 38.14 ± 2.00
4 70.8 9.33 ± 0.22 8.42 ± 0.11 34.86 ± 0.05
6 106.2 9.39 ± 0.25 8.45 ± 0.09 35.13 ± 0.24
Same #optimisation steps
50k-real 150 12.1 - 25.39
40k-real 120 - - 26.42
30k-real 90 - - 29.72
20k-real 60 - - 35.4
10k-real 30 - - 44.99
Same #epochs
50k-real 150 12.1 - 25.39
40k-real 120 - - 26.72
30k-real 90 - - 30.36
20k-real 60 - - 36.65
10k-real 30 - - 48.64
CIFAR-100 Concat
1 18.8 9.31±0.13 8.68±0.50 37.78 ± 0.28
2 37.6 9.29 ± 0.13 8.43 ± 0.1 35.67 ± 1.01
4 75.2 9.31 ± 0.17 8.49 ± 0.12 32.78 ± 0.54
6 112.8 9.3 ± 0.12 8.10 ± 0.12 32.44 ± 0.34
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