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Resumo
Na colorac¸a˜o de grafos existem algumas verso˜es dos problemas de colorac¸a˜o de ve´rtices e
de colorac¸a˜o de arestas. Eles podem ser definidos a partir de conceitos como colorac¸a˜o por
listas (colorir os elementos do grafo dados subconjuntos do conjunto de cores) ou colorir
os elementos do grafo de forma que na˜o existe uma estrutura monocroma´tica. Um grafo G
e´ dito k-biclique aresta-seleciona´vel se para qualquer atribuic¸a˜o de listas de cores para as
arestas, onde cada lista tem tamanho k, existe uma colorac¸a˜o de E(G), onde cada aresta
so´ pode usar as cores de sua lista, tal que na˜o existe uma biclique (subgrafo induzido
bipartido completo maximal) monocroma´tica. Se k e´ o menor valor tal que G e´ k-biclique
aresta-seleciona´vel enta˜o k e´ o biclique ı´ndice de selec¸a˜o de G. Assim no´s podemos definir
o k-biclique aresta-selecionabilidade como o problema de decidir se um grafo e´ k-biclique
aresta-seleciona´vel ou na˜o. Nessa dissertac¸a˜o estudamos esse problema por provar que
os grafos sem triaˆngulo na˜o isomorfo a um ciclo ı´mpar sa˜o 2-estrela aresta-seleciona´veis
(estrelas na˜o monocroma´ticas), os bipartidos cordais sa˜o 2-biclique aresta-seleciona´veis e
mostramos um limite inferior do biclique ı´ndice de selec¸a˜o dos grafos poteˆncias de ciclos e
poteˆncias de caminhos. E tambe´m apresentamos algoritmos polinomiais para computar
uma 2-biclique (estrela) aresta-colorac¸a˜o das classes de grafos sem triaˆngulo na˜o isomorfo
a um ciclo ı´mpar e bipartido cordal.
Palavras-chave: Colorac¸a˜o por listas, Biclique, Colorac¸a˜o de arestas.
Abstract
In graph coloring there are some versions of the vertex coloring and edge coloring problems.
They can be defined using concepts like list coloring (to color graph elements given subsets
of the set of colors) or coloring the elements of a graph such that there is no monochromatic
structure. A graph G is said to be k-biclique edge-choosable if for any list assignment
of colors to graph edges, which each list has size k, there is a coloring of E(G), that the
edges can only use colors from theirs lists, such that there is no monochromatic biclique
(maximal induced complete bipartite subgraph). If k is the smallest value such that
G is k-biclique edge-choosable then k is the biclique choice index of G. Therefore we
can define the k-biclique edge-choosability as the problem to decide if a given graph is
k-biclique edge-choosable or not. In this dissertation we studied this problem by proving
that triangle-free graphs not isomorphic to odd cycle are 2-star edge-choosable, the chordal
bipartite are 2-biclique edge-choosable and showing a lower bound for the biclique choice
index of power of cycles and power of paths. And we also show polynomial algorithms to
compute a 2-biclique (star) edge-coloring for the graph classes triangle-free not isomorphic
to odd cycle and chordal bipartite.
Keywords: List coloring, biclique, edge coloring.
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Cap´ıtulo 1
Introduc¸a˜o
O problema de colorac¸a˜o em grafos envolve a atribuic¸a˜o de cores aos seus elementos
(ve´rtices ou arestas) sujeitos a certas restric¸o˜es. Na colorac¸a˜o de arestas, por exemplo, as
restric¸o˜es podem ser a aresta colorac¸a˜o pro´pria (arestas com ve´rtices em comum teˆm cores
diferentes), color´ı-las limitado a um subconjunto de cores (colorac¸a˜o por listas) ou atribuir
cores a`s arestas tal que na˜o existe uma determinada estrutura monocroma´tica.
O problema k-biclique aresta-colorac¸a˜o pode ser definido como colorir as arestas de
um grafo com k cores tal que na˜o existe uma biclique monocroma´tica [Dantas et al., 2017],
onde uma biclique e´ um sugrafo induzido bipartido completo maximal. Um subconjunto
l do conjuno de cores C e´ chamado de lista e uma colorac¸a˜o onde cada elemento do
grafo e´ colorido a partir de uma lista l e´ chamada de colorac¸a˜o por listas. Assim quando
adicionamos o conceito de colorac¸a˜o por listas ao problema k-biclique aresta-colorac¸a˜o
no´s podemos definir o k-biclique aresta-selecionabilidade por determinar se um grafo e´
k-biclique aresta-color´ıvel para qualquer atribuic¸a˜o de listas de tamanho k, onde k e´
um inteiro. Simone Dantas e col. [Dantas et al., 2017] estudaram o k-biclique aresta-
colorac¸a˜o nas classes de grafos sem triaˆngulo na˜o isomorfo a um ciclo ı´mpar, bipartido
cordal, poteˆncia de ciclo e poteˆncia de caminho. O nosso trabalho consiste em estender os
resultados deles por estudar o problema k-biclique aresta-selecionabilidade nas mesmas
classes.
Antes de enunciarmos o problema k-biclique aresta-selecionabilidade ao leitor
no´s vamos fazer as definic¸o˜es necessa´rias para compreender o problema biclique aresta-
colorac¸a˜o no contexto de colorac¸a˜o por listas. Por isso criamos algumas sec¸o˜es para definir
a colorac¸a˜o de ve´rtices, de arestas, por listas e de colorir os elementos do grafo tal que
uma determinada estrutura na˜o e´ monocroma´tica. Apo´s isso listaremos os objetivos dessa
dissertac¸a˜o e a organizac¸a˜o dela.
1.1 Colorac¸a˜o cla´ssica
Nessa dissertac¸a˜o a colorac¸a˜o de ve´rtices e arestas sera˜o chamadas de colorac¸a˜o
cla´ssica pois elas normalmente sa˜o encontradas em boa parte dos livros texto sobre grafos
e tambe´m por servirem como base para criar outras verso˜es dos problemas de colorac¸a˜o.
Para definir os principais conceitos de colorac¸a˜o de ve´rtices e arestas no´s usaremos como
base o livro de Reinhard Diestel [Diestel, 2005].
Uma ve´rtice colorac¸a˜o, ou apenas colorac¸a˜o, de um grafo G = (V,E) e´ uma
atribuic¸a˜o de cores aos ve´rtices de G, isto e´, dado um conjunto de cores C e uma func¸a˜o
c : V (G) → C no´s dizemos que c e´ uma colorac¸a˜o de G. Se existe uma colorac¸a˜o c de
2G tal que para quaisquer dois ve´rtices v, u ∈ V (G) se v e´ adjacente a u logo c(v) 6= c(u)
enta˜o dizemos que c e´ uma colorac¸a˜o pro´pria. Em particular, se |C| = k enta˜o dizemos
que c e´ uma k-ve´rtice colorac¸a˜o ou k-colorac¸a˜o. A partir dessas definic¸o˜es no´s podemos
enunciar o problema de encontrar uma k-colorac¸a˜o como sendo:
Problema: k-colorac¸a˜o
Instaˆncia: Dado um grafo G = (V,E) e um k ∈ N \ {0}.
Pergunta: Existe uma k-colorac¸a˜o pro´pria de G?
O menor valor de k tal que G admite uma k-colorac¸a˜o pro´pria e´ chamado de
nu´mero croma´tico de G e denotado por χ(G). Se χ(G) ≤ k enta˜o dizemos que o grafo e´
k-ve´rtice color´ıvel ou k-color´ıvel.
Podemos definir a colorac¸a˜o de arestas de forma ana´loga a colorac¸a˜o de ve´rtices da
seguinte maneira. Uma aresta colorac¸a˜o de um grafo G = (V,E) e´ uma atribuic¸a˜o de cores
a`s arestas de G. Ou seja, dado um conjunto de cores C existe uma func¸a˜o c′ : E(G)→ C
e no´s dizemos que c′ e´ uma aresta colorac¸a˜o de G. Se existe uma aresta colorac¸a˜o c′ de
G tal que para quaisquer duas arestas e, f ∈ E(G) se e ∩ f 6= ∅ logo c′(e) 6= c′(f) enta˜o
dizemos que c′ e´ uma aresta colorac¸a˜o pro´pria. Em particular, se |C| = k enta˜o dizemos
que c′ e´ uma k-aresta colorac¸a˜o. A partir disso podemos definir o problema de encontrar
uma k-aresta colorac¸a˜o por:
Problema: k-aresta colorac¸a˜o
Instaˆncia: Dado um grafo G = (V,E) e um k ∈ N \ {0}.
Pergunta: Existe uma k-aresta colorac¸a˜o pro´pria de G?
Se k e´ o menor valor tal que c′ e´ uma k-aresta colorac¸a˜o pro´pria de G enta˜o
dizemos que k e´ o ı´ndice croma´tico de G denotado por χ′(G). Logo se χ′(G) ≤ k enta˜o
dizemos que o grafo e´ k-aresta color´ıvel.
1.2 Colorac¸a˜o por listas
Uma outra versa˜o do problema de colorac¸a˜o e´ a colorac¸a˜o por listas. Nesse
problema e´ atribu´ıda uma lista (subconjunto do conjunto de cores) para cada ve´rtice (ou
aresta) do grafo e precisamos determinar se existe uma colorac¸a˜o pro´pria dos ve´rtices (ou
arestas) utilizando somente as cores dispon´ıveis na lista de cada ve´rtice (ou aresta). Nessa
sec¸a˜o iremos definir os conceitos de colorac¸a˜o por listas pelas definic¸o˜es apresentadas por
Erdos e col. [Erdo¨s et al., 1979] e Vizing [Vizing, 1976].
Sejam G = (V,E) um grafo, um conjunto de cores C e uma func¸a˜o atribuidora
L : V (G) → 2C , onde L(v) ⊆ C para cada v ∈ V (G). Se existe uma colorac¸a˜o pro´pria
c : V (G)→ C tal que c(v) ∈ L(v), para todo v ∈ V (G), enta˜o dizemos que c e´ uma lista
colorac¸a˜o pro´pria e G e´ dito L-color´ıvel.
Note que na definic¸a˜o acima a func¸a˜o L faz apenas uma dentre todas as poss´ıveis
atribuic¸o˜es de listas de um conjunto de cores C, isso significa que L pode fazer uma
atribuic¸a˜o de listas de tamanhos variados. No entanto podemos fixar o tamanho da lista
usando um nu´mero natural de forma que todos os ve´rtices recebam subconjuntos de cores
de mesmo tamanho. Sejam k ∈ N \ {0}, um grafo G = (V,E) e uma func¸a˜o atribuidora L
3tal que |L(v)| = k, para todo v ∈ V (G). Se G e´ L-color´ıvel para qualquer atribuic¸a˜o de
listas de tamanho k enta˜o dizemos que G e´ k-seleciona´vel. O menor valor de k tal que G e´
k-seleciona´vel e´ chamado de nu´mero de selec¸a˜o e denotado por ch(G)1. Assim podemos
definir o problema de decidir se um grafo e´ k-ve´rtice seleciona´vel por:
Problema: k-ve´rtice selecionabilidade
Instaˆncia: Dado um grafo G = (V,E) e um k ∈ N \ {0}.
Pergunta: Existe uma lista colorac¸a˜o pro´pria de V (G) para qualquer
atribuic¸a˜o de listas de tamanho k?
Podemos definir a colorac¸a˜o de arestas por listas analogamente a de ve´rtices da
seguinte forma. Sejam um grafo G = (V,E), um conjunto de cores C e uma func¸a˜o
atribuidora L definida por L : E(G) → 2C . Se existe uma aresta colorac¸a˜o pro´pria
c′ : E(G)→ C tal que c′(e) ∈ L(e), para todo e ∈ E(G), enta˜o dizemos que c′ e´ uma lista
aresta colorac¸a˜o pro´pria e G e´ dito L-aresta color´ıvel.
Dado um k ∈ N \ {0} e uma func¸a˜o atribuidora L tal que |L(e)| = k, para todo
e ∈ E(G), se G e´ L-aresta color´ıvel para qualquer atribuic¸a˜o de listas de tamanho k enta˜o
dizemos que G e´ k-aresta seleciona´vel. O menor valor de k tal que G e´ k-aresta seleciona´vel
e´ chamado de ı´ndice de selec¸a˜o e denotado por ch′(G). Assim podemos definir o problema
de decidir se um grafo e´ k-aresta seleciona´vel por:
Problema: k-aresta selecionabilidade
Instaˆncia: Dado um grafo G = (V,E) e um k ∈ N \ {0}.
Pergunta: Existe uma lista aresta colorac¸a˜o pro´pria de E(G) para qual-
quer atribuic¸a˜o de listas de tamanho k?
Apo´s termos definido a colorac¸a˜o por listas de ve´rtices e de arestas no´s podemos
fazer algumas relac¸o˜es com a colorac¸a˜o cla´ssica. Veja que a colorac¸a˜o de ve´rtices e de
arestas sa˜o casos particulares da colorac¸a˜o por listas quando todos os ve´rtices recebem a
lista {1, . . . , χ(G)} a as arestas recebem a lista {1, . . . , χ′(G)} [Baber, 2009]. Uma outra
observac¸a˜o importante e´ o fato de que um grafo ser k-color´ıvel na˜o implica necessari-
amente que ele seja k-seleciona´vel. Um exemplo disso foi mostrado por Erdos e col.
[Erdo¨s et al., 1979] ao provarem que os grafos bipartidos na˜o sa˜o 2-seleciona´veis, embora
eles sejam 2-color´ıveis. No entanto se um grafo e´ k-seleciona´vel enta˜o podemos implicar que
ele e´ k-color´ıvel, pois devido ao conceito de selecionabilidade o grafo deve ser k-color´ıvel
para toda atribuic¸a˜o de listas de tamanho k. Note que esse fato tambe´m e´ va´lido para
arestas.
1.3 Colorac¸a˜o de estruturas
Na colorac¸a˜o de grafos uma atribuic¸a˜o de cor e´ feita respeitando uma ou mais
regras. Na ve´rtice colorac¸a˜o pro´pria, uma cor e´ setada a um ve´rtice se os seus vizinhos
na˜o tem a mesma cor. Note que isso resulta numa aresta na˜o monocroma´tica pois cada
um de seus ve´rtices tem uma cor diferente. No caso da aresta colorac¸a˜o pro´pria as arestas
sa˜o coloridas de forma que na˜o existe um P3 monocroma´tico, porque as arestas que teˆm
1O ch vem de choosable, que foi traduzido como seleciona´vel.
4um ve´rtice em comum sa˜o coloridas com cores diferentes. Veja que de forma geral nos
problemas de colorac¸a˜o os elementos de um grafo sa˜o coloridos tal que na˜o existe uma
determina estrutura monocroma´tica e no´s chamaremos isso de colorac¸a˜o de estrutura. As
Figuras 1.1 e 1.2 ilustram esse conceito.
Figura 1.1: Observe que as arestas {A,B} e {A,C} na˜o sa˜o monocroma´ticas pois os
ve´rtices delas na˜o teˆm a mesma cor.
5Figura 1.2: Observe que o P3 = {A,B,D} na˜o e´ monocroma´tico pois as arestas {A,B} e
{B,D} na˜o teˆm a mesma cor.
Assim quando um problema de colorac¸a˜o e´ definido no´s podemos dizer como sera˜o
coloridos os elementos do grafo de forma que uma certa estrutura na˜o seja monocroma´tica.
Isso nos permite definir o problema k-biclique colorac¸a˜o como sendo a colorac¸a˜o dos
ve´rtices do grafo com k cores tal que na˜o existe uma biclique monocroma´tica (excluindo os
casos triviais que sa˜o os K2 induzidos) [Groshaus et al., 2012, Terlisky, 2010]. Um grafo
G e´ dito k-biclique color´ıvel se existe uma k-biclique colorac¸a˜o. E se k e´ o menor valor
tal que G e´ k-biclique color´ıvel, enta˜o k e´ o biclique nu´mero croma´tico de G, denotado
por χB(G). Analogamente para arestas o problema k-biclique aresta-colorac¸a˜o e´ colorir as
arestas do grafo com k cores tal que na˜o existe uma biclique monocroma´tica. E um grafo
G e´ dito k-biclique aresta-color´ıvel se G admite uma k-biclique aresta-colorac¸a˜o. E se k e´
menor valor tal que G e´ k-biclique aresta-color´ıvel, enta˜o k e´ o biclique ı´ndice croma´tico,
denotado por χ′B(G) [Dantas et al., 2017]. Como as estrelas maximais (grafos K1,n) sa˜o
um caso particular de biclique, enta˜o podemos definir o problema estrela colorac¸a˜o e
estrela aresta-colorac¸a˜o analogamente ao biclique colorac¸a˜o e biclique aresta-colorac¸a˜o,
respectivamente, apenas por trocar a estrutura que na˜o deve ser monocroma´tica.
Na colorac¸a˜o cla´ssica adicionamos o conceito de colorac¸a˜o por listas para definirmos
os problemas de decidir se um grafo e´ L-color´ıvel, k-seleciona´vel e afins (L-aresta color´ıvel
e k-aresta seleciona´vel). Tambe´m podemos aplicar a mesma metodologia para definirmos
os problemas biclique-selecionabilidade e biclique aresta-selecionabilidade. Dado um grafo
G = (V,E) e um k ∈ N \ {0} o grafo G e´ dito k-biclique seleciona´vel se V (G) e´ colorido
de forma que na˜o existe uma biclique monocroma´tica para toda atribuic¸a˜o de listas de
tamanho k. Desta forma podemos enunciar o problema k-biclique selecionabilidade por:
Problema: k-biclique selecionabilidade
Instaˆncia: Dado um grafo G = (V,E) e um k ∈ N \ {0}.
Pergunta: G e´ k-biclique seleciona´vel?
A versa˜o do problema acima para arestas e´ definida da seguinte forma. Um grafo
G e´ dito k-biclique aresta-seleciona´vel se E(G) e´ colorido de forma que na˜o existe uma
biclique monocroma´tica para toda atribuic¸a˜o de listas de tamanho k. Assim podemos
enunciar o problema k-biclique aresta-selecionabilidade por:
Problema: k-biclique aresta-selecionabilidade
Instaˆncia: Dado um grafo G = (V,E) e um k ∈ N \ {0}.
Pergunta: G e´ k-biclique aresta-seleciona´vel?
Dados um grafo G = (V,E) e um inteiro k, se k e´ o menor valor tal que G
e´ k-biclique seleciona´vel, enta˜o k e´ o biclique nu´mero de selec¸a˜o de G, denotado por
chB(G). E analogamente, para arestas, se k e´ o menor valor tal que G e´ biclique aresta-
6seleciona´vel, enta˜o k e´ o biclique ı´ndice de selec¸a˜o de G, denotado por ch′B(G). Embora
mostramos apenas as definic¸o˜es dos problemas k-biclique selecionabilidade, k-biclique
aresta-selecionabilidade e conceitos afins, basta trocar a estrutura para definirmos os
respectivos problemas e conceitos para estrela (maximal).
1.4 Objetivos
Na colorac¸a˜o de arestas por listas foi conjecturado que χ′(G) = ch′(G)
[Bolloba´s e Harris, 1985] e isso ficou conhecido como a Conjectura de Colorac¸a˜o de
Arestas por Listas2. Essa conjectura foi provada para algumas classes de grafos
[Janssen, 1993, Galvin, 1995, Weifan e Lih, 2001, Schauz, 2014], pore´m esse problema
continua em aberto. Por isso e´ importante verificar se o ı´ndice croma´tico de uma classe de
grafos e´ igual ou na˜o ao seu ı´ndice de selec¸a˜o. Como o biclique aresta-colorac¸a˜o e biclique
aresta-selecionabilidade sa˜o verso˜es respectivamente dos problemas de colorac¸a˜o de aresta
e colorac¸a˜o de aresta por listas, enta˜o e´ relevante determinar a relac¸a˜o entre o biclique
ı´ndice croma´tico e o biclique ı´ndice de selec¸a˜o de uma classe grafos.
O problema biclique aresta-colorac¸a˜o foi estudado por Simone Dantas e col.
[Dantas et al., 2017] e eles provaram que os grafos sem triaˆngulo na˜o isomorfo a um ciclo
ı´mpar sa˜o 2-estrela aresta-color´ıveis, os bipartidos cordais sa˜o 2-biclique aresta-color´ıveis e
os grafos poteˆncias de ciclos e poteˆncias de caminhos sa˜o biclique aresta-color´ıveis usando
no ma´ximo 4 cores. Ao adicionarmos o conceito de colorac¸a˜o de aresta por listas a este
problema uma questa˜o que surge de forma natural e´ como se comportam os resultados
obtidos por Simone Dantas e col. no contexto de colorac¸a˜o por listas. No para´grafo anterior
no´s vimos que e´ importante estabelecer uma relac¸a˜o entre um problema de colorac¸a˜o e
a sua respectiva versa˜o usando colorac¸a˜o por listas, isso pode ser feito por comparar o
χ′B(G) e ch
′
B(G) de um grafo G. Assim o objetivo desse trabalho e´ analisar o problema
biclique aresta-colorac¸a˜o usando o conceito de colorac¸a˜o por listas nas classes de grafos
sem triaˆngulo, bipartidos cordais, poteˆncias de ciclos e poteˆncias de caminhos.
1.5 Organizac¸a˜o
O texto dessa dissertac¸a˜o de mestrado esta´ organizado da seguinte forma.
2 Conceitos preliminares dedicamos essa cap´ıtulo para apresentar todos os conceitos
que sa˜o usados ao longo da dissertac¸a˜o. Nele no´s definimos algumas estruturas,
classes de grafos e mostramos alguns exemplos de tais definic¸o˜es.
3 Revisa˜o da literatura nesse cap´ıtulo fizemos uma ana´lise do material publicado
relacionado ao problema biclique aresta-selecionabilidade levantando as principais
contribuic¸o˜es e limitac¸o˜es de cada resultado.
4 Resultados e discusso˜es nesse cap´ıtulo provamos que os grafos sem triaˆngulo na˜o
isomorfo a um ciclo ı´mpar sa˜o 2-estrela aresta-seleciona´veis, os bipartidos cordais
sa˜o 2-biclique aresta-seleciona´veis e apresentamos um limite inferior para o biclique
ı´ndice de selec¸a˜o dos grafos poteˆncias de ciclos e poteˆncias de caminhos. E tambe´m
2Ela tambe´m e´ conhecida como List Edge Coloring Conjecture (LECC).
7apresentamos algoritmos polinomiais para obter uma 2-biclique (estrela) aresta-
colorac¸a˜o das classes de grafos bipartidos cordais e sem triaˆngulo na˜o isomorfo a um
ciclo ı´mpar.
5 Conclusa˜o aqui no´s retomamos os principais resultados obtidos, mostramos as nossas
contribuic¸o˜es e apresentamos os trabalhos futuros que identificamos ao longo do
desenvolvimento dessa dissertac¸a˜o de mestrado.
Cap´ıtulo 2
Conceitos preliminares
Nessa dissertac¸a˜o iremos estudar o problema biclique aresta-selecionabilidade nos
grafos sem triaˆngulo na˜o isomorfo a um ciclo ı´mpar, bipartidos cordais, poteˆncias de ciclos
e poteˆncias de caminhos. Por isso, neste cap´ıtulo, iremos definir essas classes e os conceitos
relativos ao problema alvo do nosso estudo. Assim qualquer pessoa com conhecimento
ba´sico em teoria dos grafos e de teoria da computac¸a˜o podera´ ler e compreender o que foi
escrito nesse trabalho. Desta forma as sec¸o˜es deste cap´ıtulo de conceitos tem a seguinte
organizac¸a˜o:
2.1 Estrutura de grafos aqui esta˜o definidas as estruturas biclique, estrela e aresta
bi-simplicial.
2.2 Classes de grafos aqui esta˜o definidas as classes de grafos sem triaˆngulo na˜o iso-
morfo a um ciclo ı´mpar, bipartidos cordais, poteˆncias de caminhos e poteˆncias de
ciclos.
2.1 Estruturas de grafos
Nessa dissertac¸a˜o iremos falar sobre problemas que envolvem biclique, estrela e
aresta bi-simplicial desse modo criamos essa sec¸a˜o para defin´ı-las. O motivo de abordamos
a aresta bi-simplicial e´ pelo fato dela ser usada na caracterizac¸a˜o dos grafos bipartidos
cordais e tambe´m em provas e algoritmos que envolvem essa classe. Usaremos como base
os livros de Reinhard Diestel [Diestel, 2005] e de Bondy e Murty [Bondy e Murty, 2008]
para definir os conceitos que precisamos.
2.1.1 Biclique
Nessa subsec¸a˜o no´s iremos definir a estrutura biclique. Tendo em vista que ela
e´ um subgrafo induzido bipartido completo maximal, enta˜o no´s iremos apresentar os
conceitos de grafos bipartidos e bipartidos completos para definirmos a biclique. Um
grafo G = (V,E) e´ dito bipartido se o conjunto de ve´rtices pode ser particionado em dois
subconjuntos X e Y formando uma partic¸a˜o (X, Y ), de forma que qualquer aresta {x, y}
de G tem um ve´rtice x em X e o outro y em Y . E se cada ve´rtice x ∈ X e´ adjacente a
todo ve´rtice y ∈ Y enta˜o dizemos que G e´ um grafo bipartido completo denotado por Km,n
com |X| = m e |Y | = n. E se uma partic¸a˜o (X, Y ) induz um subgrafo bipartido completo
maximal G[X ∪ Y ] em G enta˜o dizemos que G[X ∪ Y ] e´ uma biclique de G. Abaixo na
Figura 2.1 temos alguns exemplos de bicliques.
9Figura 2.1: No grafo K3,3 a biclique e´ o grafo todo e no grafo G a biclique dele esta´ com
as arestas tracejadas.
2.1.2 Estrela
Uma estrela e´ um caso particular de biclique quando a partic¸a˜o dos seus ve´rtices
tem uma parte tem tamanho 1 e a outra parte tem tamanho n, ou seja, uma estrela Sn
e´ um grafo bipartido completo induzido K1,n. Se {v} ∪X sa˜o subconjuntos de ve´rtices
que formam uma estrela e na˜o existe um {v} ∪ Y tal que {v} ∪ Y induz uma estrela e
{v} ∪X ⊂ {v} ∪ Y , enta˜o dizemos que {v} ∪X e´ uma estrela maximal. Na Figura 2.2
temos dois exemplos de estrelas.
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Figura 2.2: Exemplos de algumas estrelas.
2.1.3 Aresta bi-simplicial
Uma aresta e´ dita bi-simplicial se a vizinhanc¸a de seus ve´rtices induz uma biclique.
De maneira formal, sejam um grafo G = (V,E), uma aresta {x, y} ∈ E(G) e as vizinhanc¸as
dos seus ve´rtices denotadas por X = NG(x) e Y = NG(y). Se G[X ∪Y ] induz uma biclique
enta˜o {x, y} e´ uma aresta bi-simplicial. Na Figura 2.3 temos um exemplo bipartido cordal
com uma aresta bi-simplicial tracejada.
Figura 2.3: Exemplo de uma aresta bi-simplicial.
2.2 Classes de grafos
Nessa sec¸a˜o no´s vamos definir as classes de grafos sem triaˆngulo na˜o isomorfo
a um ciclo ı´mpar, bipartidos cordais, poteˆncias de caminhos e poteˆncias de ciclos, pois
elas sera˜o abordadas nesta dissertac¸a˜o. A ideia e´ mostrar como elas sa˜o caracterizadas e
apresentar alguns exemplos para deixar claro a estrutura que elas teˆm.
2.2.1 Grafos sem triaˆngulo na˜o isomorfo a um ciclo ı´mpar
No´s vamos definir a classe dos grafos sem triaˆngulo na˜o isomorfo a um ciclo ı´mpar
em duas etapas. Na primeira vamos definir o que e´ um grafo sem triaˆngulo e na segunda
irmos adicionar a condic¸a˜o desse grafo na˜o ser isomorfo a um ciclo ı´mpar para definir esta
classe.
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Se um grafo simples G na˜o tem como subgrafo induzido um K3 (grafo completo
com 3 ve´rtices) enta˜o dizemos que G pertence a` classe dos grafos sem triaˆngulo. Para
exemplificar o conceito no´s vamos mostrar dois exemplos, um onde o grafo pertence a essa
classe e o outro que na˜o. Na Figura 2.4 temos a representac¸a˜o de dois grafos G1 e G2:
Figura 2.4: Exemplos de grafos sem K3 e com K3.
Observe que no grafo G1 que na˜o ha´ um K3 induzido, ou seja, na˜o existe um
triaˆngulo como subgrafo induzido. Enta˜o no´s podemos dizer que G1 pertence a` classe dos
grafos sem triaˆngulo.
Agora para mostrar o exemplo de um grafo que na˜o pertence a essa classe no´s
precisamos violar a propriedade que a define. Como ela foi definida usando um subgrafo
proibido enta˜o basta mostrar um grafo que tem um K3 induzido para concluirmos que ele
na˜o pertence a classe dos grafos sem triaˆngulo. Nesse caso vamos adicionar arestas em G1
para obter um K3 como subgrafo induzido. Note que geramos o grafo G2 por adicionar
a aresta {B,E}, tracejada, ao grafo G1. Nesse caso ela fecha um triaˆngulo com {B,C}
e {C,E}, fazendo com que o grafo G2 na˜o pertenc¸a a classe dos grafos sem triaˆngulo.
Poder´ıamos ter obtido o mesmo resultado se tive´ssemos adicionado as arestas {D,C} ou
{A,B}. Em todos os casos ao adicionar a aresta ela forma um K3 induzido, o que na˜o e´
permitido pela definic¸a˜o da classe.
A partir da definic¸a˜o de grafo sem triaˆngulo no´s podemos adicionar uma condic¸a˜o
para restringir as instaˆncias dessa classe. Assim podemos obter a definir os grafos sem
triaˆngulo na˜o isomorfo a um ciclo ı´mpar por impor a condic¸a˜o de um grafo sem triaˆngulo
na˜o ser isomorfo a um ciclo Cn, com n ı´mpar e n ≥ 5.
2.2.2 Bipartido Cordal
A classe dos grafos bipartidos cordais pode ser definida por: dado um grafo G se
G tem uma corda a cada ciclo de tamanho pelo menos 6 (todo ciclo tem um C4 induzido)
enta˜o G e´ dito bipartido cordal [Golumbic e Goss, 1978]. Na Figura 2.5 temos um exemplo
de um bipartido cordal com a sua corda tracejada, lembrando que uma corda e´ uma aresta
que conecta dois ve´rtices de um ciclo mas ela na˜o pertence ao ciclo.
Uma caracterizac¸a˜o dessa classe e´ feita a partir de uma certa ordem das arestas do
grafo, em outras palavras, um grafo G e´ bipartido cordal se e somente se existe uma ordem
perfeita de eliminac¸a˜o de arestas sem a remoc¸a˜o de ve´rtices em G [Kloks e Krastch, 1995],
por uma questa˜o de simplicidade iremos nos referir a essa ordem apenas como ordem de
eliminac¸a˜o. Iremos abordar a ordem de eliminac¸a˜o em mais detalhes pois ela e´ usada na
prova de 2-biclique aresta-selecionabilidade dos grafos bipartidos cordais e tambe´m no
algoritmo que computa uma 2-biclique aresta-colorac¸a˜o dessa classe.
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Figura 2.5: Exemplo de bipartido cordal com corda destacada.
A ordem de eliminac¸a˜o envolve dois conceitos que sa˜o aresta a bi-simplicial e um
processo recursivo de eliminac¸a˜o de arestas. A nossa ideia e´ explicar como essa ordem e´
usada para caracterizar a classe dos grafos bipartido cordal primeiro por definir a ordem
de eliminac¸a˜o e depois mostrar como o processo de eliminac¸a˜o e´ usado para reconhecer
essa classe. No´s iremos explicar em linhas gerais como o algoritmo de reconhecimento
funciona, pore´m na˜o entraremos em detalhes sobre isso. Mais informac¸o˜es sobre o
algoritmo de reconhecimento podem ser encontradas no artigo de Ton Kloks e D. Kratsch
[Kloks e Kratsch, 1995].
Uma ordem de eliminac¸a˜o e´ uma ordem espec´ıfica das arestas do grafo onde
cada aresta removida e´ bi-simplicial mas os seus ve´rtices sa˜o mantidos no grafo. Em
outras palavras, sejam um grafo G = (V,E) e (e1, e2, . . . , em) uma ordem das arestas de
G, onde m = |E(G)|. Se cada aresta removida ei e´ bi-simplicial em Gi enta˜o dizemos
que (e1, e2, . . . , em) e´ uma ordem de eliminac¸a˜o. Por enquanto considere Gi apenas como
sendo o grafo G sem as arestas (e1, . . . , ei−1) pois falaremos em mais detalhes sobre isso
no processo de eliminac¸a˜o de arestas.
A partir de uma ordem das arestas (e1, . . . , em) o processo de eliminac¸a˜o e´ definido
por uma sequeˆncia recursiva de grafos com G0 = G (base) e Gi = Gi−1 \ ei (passo). E se
em cada passo da recursa˜o a aresta removida ei e´ bi-simplicial (hipo´tese) em Gi−1 enta˜o a
ordem (e1, . . . , em) e´ de fato uma ordem de eliminac¸a˜o e o grafo e´ bipartido cordal. Caso
contra´rio, se ei na˜o e´ bi-simplicial em Gi−1 logo a ordem (e1, . . . , em) na˜o e´ uma ordem de
eliminac¸a˜o enta˜o G na˜o e´ bipartido cordal. Veja que esse processo pode ser transformado
em um algoritmo pois basta ter uma ordem das arestas e verificar se ela e´ uma ordem de
eliminac¸a˜o usando o processo de eliminac¸a˜o.
Agora como ja´ sabemos reconhecer se um grafo e´ bipartido cordal ou na˜o, enta˜o
vamos verificar se o grafo apresentado na Figura 2.5 pertence a essa classe ou na˜o.
So´ lembrando que precisamos encontrar uma ordem das arestas tais que elas sejam bi-
simpliciais conforme descrito no processo de eliminac¸a˜o. Comec¸ando pela {A,F} note
que G[N(A) ∪N(F )] e´ a biclique formada pelas partes N(A) = {F,B} e N(F ) = {A,E}.
Pois cada ve´rtice de N(A) esta´ conectado a todos os de N(F ) e vice-versa, logo a aresta
{A,F} e´ bi-simplicial. Isso pode ser verificado na figura abaixo:
Assim a primeira aresta da ordem e´ e1 = {A,F} e G1 = G0 \ {A,F}. Nas Figuras
2.7, 2.8 e 2.9 e´ mostrado os demais passos de cada etapa do processo de eliminac¸a˜o
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Figura 2.6: Exemplo de eliminac¸a˜o de uma aresta bi-simplicial.
organizados da seguinte forma. A imagem da direita e´ o grafo com a aresta bi-simplicial
tracejada e a da esquerda e´ a sua respectiva biclique.
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Figura 2.7: Exemplo do processo de eliminac¸a˜o de arestas.
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Figura 2.8: Continuac¸a˜o do processo de eliminac¸a˜o.
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Figura 2.9: Continuac¸a˜o do processo de eliminac¸a˜o.
Como no´s conseguimos determinar uma ordem de eliminac¸a˜o portanto o grafo
e´ bipartido cordal. Note que cada aresta bi-simplicial aparece em apenas uma biclique
[Kloks e Kratsch, 1995]. E veja tambe´m que podemos visitar todas as bicliques do grafo
a partir da ordem de eliminac¸a˜o (e1, e2, . . . , em) [Kloks e Kratsch, 1995]. Esses dois fatos
sera˜o importantes quando falarmos sobre o problema biclique aresta-selecionabilidade nos
bipartidos cordais, pois podemos, usar a ordem de eliminac¸a˜o para percorrer todas as
bicliques e fazer a atribuic¸a˜o das cores. E, como uma aresta bi-simplicial pertence a uma
u´nica biclique, logo basta dar a ela uma cor diferente das arestas que esta˜o na mesma
biclique, caso ela seja monocroma´tica.
2.2.3 Grafos poteˆncia
Os grafos poteˆncia que no´s iremos falar sobre sa˜o os poteˆncias de caminhos e
poteˆncias de ciclos. As definic¸o˜es dessas duas classes podem ser obtidas dos artigos de
Simone Dantas e col. [Dantas et al., 2017], de Da´niel Marx [Marx, 2011] e de Golumbic e
Hammer [Golumbic e Hammer, 1988]. Nas pro´ximas duas subsec¸o˜es vamos definir estas
duas classes baseados nesses artigos mencionados e mostrar alguns exemplos.
Poteˆncias de Caminhos
Os grafos da classe poteˆncia de caminho P kn , para k ≥ 1, sa˜o os grafos simples
com n ve´rtices V (G) = {v0, . . . , vn−1} e com o conjunto de arestas formada pelos pares
de ve´rtices {vi, vj} tais que |i − j| ≤ k. A diferenc¸a dentre os ı´ndices i e j e´ chamada
de alcance da aresta. Note que P 1n e´ exatamente o caminho Pn enquanto que P
k
n com
n ≤ k+ 1 e´ o grafo completo Kn. E a ordem (v0, . . . , vn−1) de P kn e´ conhecida como ordem
linear dos ve´rtices. Na Figura 2.10 no´s temos alguns exemplos de poteˆncia de caminhos.
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Figura 2.10: Exemplos de grafos poteˆncias de caminhos.
Poteˆncias de Ciclos
A classe poteˆncia de ciclo Ckn, para k ≥ 1, sa˜o os grafos simples com n ve´rtices
V (G) = {v0, . . . , vn−1} e com o conjunto de arestas formados pelos pares de ve´rtices
{vi, vj} tais que min{(j − i) mod n, (i − j) mod n} ≤ k. Observe que C1n e´ isomorfo
ao ciclo Cn e quando n ≤ 2k + 1 o Ckn e´ o grafo completo Kn. A ordem (v0, . . . , vn−1)
e´ chamada de ordem circular dos ve´rtices. Nas Figuras 2.11 e 2.12 no´s temos alguns
exemplos de grafos poteˆncias de ciclos.
Figura 2.11: Exemplos de grafos poteˆncias de ciclos.
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Figura 2.12: Continuac¸a˜o dos exemplos de grafos poteˆncias de ciclos.
Cap´ıtulo 3
Revisa˜o da Literatura
O problema biclique aresta-selecionabilidade e´ definido a partir do problema
biclique aresta-colorac¸a˜o usando o conceito de colorac¸a˜o por listas. Como no´s definimos
este problema enta˜o nesse cap´ıtulo no´s iremos analisar os artigos, dissertac¸o˜es e livros
publicados que teˆm uma relac¸a˜o com o biclique aresta-selecionabilidade. A nossa ideia e´
apresentar o que ja´ foi pesquisado sobre colorac¸a˜o por listas, biclique colorac¸a˜o, biclique
selecionabilidade e biclique aresta-colorac¸a˜o explorando as contribuic¸o˜es de cada trabalho.
Depois mostraremos como isso foi usado para definir o objetivo dessa dissertac¸a˜o de
estender alguns resultados de Simone Dantas e col. [Dantas et al., 2017] para o contexto
de colorac¸a˜o por listas.
3.1 Colorac¸a˜o por listas
Os conceitos de colorac¸a˜o por listas e de selecionabilidade foram introduzidos
por Erdos e col. [Erdo¨s et al., 1979] e Vizing [Vizing, 1976] de forma independente. Isto
e´, Vizing definiu o lista nu´mero croma´tico χL e lista ı´ndice croma´tico χ
′
L [Vizing, 1976]
respectivamente como sendo o menor tamanho de lista tal que um grafo e´ seleciona´vel
e aresta-seleciona´vel. Enquanto Erdos utilizou uma notac¸a˜o diferente mas apresentou
os mesmos conceitos, como o nu´mero de selec¸a˜o ch e ı´ndice de selec¸a˜o ch′. Inclusive ele
caracterizou os grafos 2-seleciona´veis, D-seleciona´veis e conjecturou que os planares fossem
5-seleciona´veis [Erdo¨s et al., 1979], mais tarde essa conjectura foi provada por Carsten
Thomassen [Thomassen, 1994]. Outros resultados interessantes publicados por Erdos
foram a equivaleˆncia do Teorema de Brooks1 no contexto de colorac¸a˜o por listas e o fato de
que um grafo ser k-color´ıvel na˜o implica necessariamente que ele seja k-seleciona´vel, usando
como observac¸a˜o o fato dos bipartidos serem 2-color´ıveis mas na˜o serem 2-seleciona´veis.
Isso foi importante na caracterizac¸a˜o dos grafos 2-seleciona´veis porque a desigualdade
χ(G) ≤ ch(G) pode ser estritamente maior.
Veja que o fato apresentado acima tambe´m e´ aplica´vel a` colorac¸a˜o de arestas por
listas, ou seja, para um grafo G temos que χ′(G) ≤ ch′(G). Pore´m em 1985 Bolloba´s e
Harris [Bolloba´s e Harris, 1985] conjecturaram que χ′(G) = ch′(G) e isso ficou conhecido
como a Conjectura de Colorac¸a˜o de Arestas por Listas 2. Mais tarde Janssen [Janssen, 1993]
provou essa conjectura para os grafos bipartidos completos Kr,n, com r < n, e Galvin
[Galvin, 1995] generalizou esse resultado para multigrafos bipartidos. Mesmo que essa
conjectura tenha sido provada em outras classes de grafos [Weifan e Lih, 2001] (grafos
1Se G e´ um grafo conexo que na˜o e´ completo e nem um circuito ı´mpar, enta˜o χ(G) ≤ ∆(G)
2LECC ou LCC em ingleˆs
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outerplanares) [Schauz, 2014] (grafos completos de grau primo), pore´m no caso geral o
problema continua em aberto.
Em 2010 Baber [Baber, 2009] fez um levantamento das principais publicac¸o˜es feitas
sobre colorac¸a˜o por listas no´s u´ltimos 30 anos. Ale´m de trazer os resultados mencionados
nos para´grafos anteriores, ele mostrou aplicac¸o˜es desse problema na teoria dos jogos ao citar
Borowiecki e Tuza [Borowiecki et al., 2007] que caracterizaram os grafos 3-seleciona´veis.
3.2 Biclique colorac¸a˜o
O problema biclique colorac¸a˜o foi definido na dissertac¸a˜o de Pablo Terlisky
[Terlisky, 2010] baseado no artigo de Da´niel Marx [Marx, 2011] sobre clique colorac¸a˜o.
Nessa dissertac¸a˜o foi mostrado que o problema k-biclique colorac¸a˜o e´ Σp2-completo no
caso geral para k ≥ 2. Pore´m em algumas classes de grafos esse problema e´ NP-completo
(grafos split, sem W4, dart e gema) e em outras e´ apenas polinomial (casos espec´ıficos
dos split, threshold, sem diamantes). Como trabalho futuro ficou estudar esse problema
nos grafos sem triaˆngulo e verificar se todo subgrafo induzido de um grafo G e´ k-biclique
color´ıvel para algum k.
Depois que o problema biclique colorac¸a˜o foi definido Marina e col.
[Groshaus et al., 2012] provaram que os problemas k-estrela colorac¸a˜o e k-biclique co-
lorac¸a˜o sa˜o Σp2-completo para k > 2 nos grafos sem C4 ou Kk+2 induzido. Apo´s isso
He´lio Macedo e col. [Filho et al., 2013] mostraram que coNP-completo verificar se uma
dada func¸a˜o que associa uma cor para cada ve´rtice e´ uma biclique colorac¸a˜o ou na˜o.
Eles tambe´m determinaram a estrutural das bicliques dos grafos poteˆncias de caminhos,
poteˆncias de ciclos e seus respectivos biclique nu´meros croma´ticos. E um outro trabalho
He´lio Macedo e col. [Maceˆdo Filho et al., 2012] provaram que o biclique nu´mero croma´tico
dos grafos livres de ciclos com uma u´nica corda e´ no ma´ximo o seu nu´mero clique.
3.3 Biclique selecionabilidade
O problema biclique colorac¸a˜o foi estudado no contexto de colorac¸a˜o por listas por
Marina e col. em 2012 [Groshaus et al., 2012]. Eles provaram que o k-estrela selecionabili-
dade e k-biclique selecionabilidade sa˜o Πp3-completo para k > 2 mesmo restritos aos grafos
sem C4 ou Kk+2. Nesse artigo eles usaram como base a prova de clique selecionabilidade
apresentada por Da´niel Marx [Marx, 2011] em 2011. Marina e col. tambe´m mostraram
que os problemas estrela e biclique selecionabilidade sa˜o respectivamente NP-completo e
Πp2-Dif´ıcil nos grafos split e sem diamantes. Para a classe dos thresholds eles provaram
que ambos os problemas sa˜o lineares.
3.4 Biclique aresta-colorac¸a˜o
O problema biclique colorac¸a˜o teve a sua versa˜o para arestas definida por Simone
Dantas e col. em 2017 [Dantas et al., 2017]. Eles provaram que decidir se um grafo e´
2-biclique aresta-seleciona´vel e´ NP-Dif´ıcil no caso geral. Pore´m nas classes de grafos
sem triaˆngulo na˜o isomorfo a um ciclo ı´mpar, bipartidos cordais, poteˆncias de ciclos e
poteˆncias de caminhos eles mostraram que esse problema e´ polinomial. Inclusive provaram
que os grafos sem triaˆngulo na˜o isomorfo a um ciclo ı´mpar sa˜o 2-estrela aresta-color´ıveis,
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os bipartidos cordais sa˜o 2-biclique aresta-color´ıveis e os poteˆncias de ciclos e poteˆncias
de caminhos sa˜o biclique aresta-color´ıveis usando no ma´ximo 4 cores. E de certa forma
complementaram o trabalho de Pablo Terlisky [Terlisky, 2010] por investigar o problema
estrela aresta-colorac¸a˜o numa subclasse dos grafos sem triaˆngulo.
3.5 Conclusa˜o
Dos artigos que encontramos durante a revisa˜o da literatura no´s podemos notar
que os trabalhos buscam realizar ao menos um dos itens abaixo :
• Determinar a complexidade dos problemas de colorac¸a˜o por listas, selecionabilidade
ou de estrutura no caso geral e em classes espec´ıficas de grafos.
• Obter qual e´ a menor quantidade de cores usadas na colorac¸a˜o de estrutura. E no
caso da colorac¸a˜o por listas o objetivo e´ encontrar o menor tamanho de lista L tal
que o grafo e´ |L|-color´ıvel, |L|-seleciona´vel de acordo com a versa˜o do problema
(arestas ou estrutura).
• Estender um resultado de colorac¸a˜o para colorac¸a˜o por listas ou selecionabilidade
fazendo uma comparac¸a˜o entre os dois problemas. Seja em termos de complexidade
computacional ou da relac¸a˜o entre χ e ch, χ′ e ch′ e assim por diante.
Apo´s a leitura do material dispon´ıvel sobre colorac¸a˜o por listas, biclique colorac¸a˜o
e afins, no´s resolvemos estender os resultados de biclique aresta-colorac¸a˜o apresentados por
Simone Dantas e col. [Dantas et al., 2017] para biclique aresta-selecionabilidade. Pois o
problema biclique colorac¸a˜o ja´ foi abordado no contexto de colorac¸a˜o por listas por Marina
e col. em 2012 [Groshaus et al., 2012], enquanto que a sua versa˜o para arestas ainda na˜o
foi estudada. E tambe´m lembrando que em alguns casos a desigualdade χ′(G) ≤ ch′(G),
para um grafo G, pode ser igual. Enta˜o e´ importante verificar a relac¸a˜o entre χ′ e ch′
das classes de grafos sem triaˆngulo na˜o isomorfo a um ciclo ı´mpar, bipartidos cordais,
poteˆncias de ciclos e poteˆncias de caminhos.
Cap´ıtulo 4
Resultados e discusso˜es
Nesse cap´ıtulo no´s iremos apresentar os resultados obtidos no estudo do problema
biclique aresta-selecionabilidade em algumas classes de grafos e faremos uma discussa˜o
sobre eles. Sendo mais espec´ıfico, no´s vamos provar que os grafos sem triaˆngulo na˜o
isomorfo a um ciclo ı´mpar sa˜o 2-estrela aresta-seleciona´veis, os bipartidos cordais sa˜o
2-biclique aresta-seleciona´veis e mostrar um limite inferior para o biclique ı´ndice de selec¸a˜o
dos grafos potencias de ciclos e poteˆncias de caminhos. E tambe´m iremos apresentar
algoritmos polinomiais para obter uma 2-biclique (estrela) aresta-colorac¸a˜o nas classes de
grafos sem triaˆngulo na˜o isomorfo a um ciclo ı´mpar e bipartidos cordais.
No´s organizamos o cap´ıtulo de resultados em duas sec¸o˜es. Uma trata exclusiva-
mente do problema 2-estrela aresta-selecionabilidade nos grafos sem triaˆngulo na˜o isomorfo
a um ciclo. E a segunda sobre o problema biclique aresta-selecionabilidade nas classes de
grafos bipartidos cordais, poteˆncias de ciclos e poteˆncias de caminhos.
4.1 Estrela aresta-selecionabilidade nos grafos sem
triaˆngulo na˜o isomorfo a um ciclo ı´mpar
Nessa sec¸a˜o no´s iremos provar que a classe de grafos sem triaˆngulo na˜o isomorfo a
um ciclo ı´mpar sa˜o 2-estrela aresta seleciona´vel e tambe´m apresentaremos um algoritmo que
computa uma 2-estrela aresta-colorac¸a˜o dado um grafo dessa classe e qualquer atribuic¸a˜o
de listas de tamanho 2. Como a estrela e´ um caso particular de biclique enta˜o no´s
podemos enunciar o problema estrela aresta-selecionabilidade analogamente ao biclique
aresta-selecionabilidade por:
Problema: 2-estrela aresta-selecionabilidade
Instaˆncia: Dado um grafo G = (V,E)
Pergunta: Existe uma colorac¸a˜o de E(G) tal que na˜o existe uma es-
trela maximal monocroma´tica para qualquer atribuic¸a˜o de listas de
tamanho 2?
Por uma questa˜o de simplicidade vamos denotar os grafos sem triaˆngulo na˜o
isomorfo a um ciclo Cn, para n ı´mpar com n ≥ 5, pela classe de grafos F . Note que
os ciclos ı´mpares na˜o sa˜o permitidos porque colorir as suas estrelas maximais de forma
que elas na˜o sejam monocroma´ticas e´ equivalente a aresta colorac¸a˜o cla´ssica, pois nesse
caso as estrelas sa˜o P3. E como os ciclos impares na˜o sa˜o 2-color´ıveis enta˜o eles na˜o sa˜o
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2-seleciona´veis e consequentemente na˜o sa˜o 2-estrela aresta-seleciona´veis. Pore´m esse fato
ficara´ mais claro assim que apresentarmos a prova do teorema abaixo.
Teorema 4.1. Se G pertence a` classe F enta˜o G e´ 2-estrela aresta-seleciona´vel.
Demonstrac¸a˜o. No´s vamos mostrar que dado um grafo G da classe F ele e´ 2-estrela
aresta-seleciona´vel por colorir E(G) a partir da a´rvore de uma busca em profundidade
feita em G, assumindo que G e´ conexo.
Primeiro note que se G e´ um ciclo par enta˜o uma 2-estrela aresta-colorac¸a˜o e´
equivalente a uma 2-aresta colorac¸a˜o por listas. Pois nesse caso as estrelas maximais
sa˜o P3 e colorir as arestas de G tal que na˜o existe um P3 monocroma´tico e´ uma aresta
colorac¸a˜o. Como os ciclos pares sa˜o 2-aresta seleciona´veis [Erdo¨s et al., 1979] enta˜o G e´
2-estrela aresta-seleciona´vel.
Agora se G na˜o e´ um ciclo par enta˜o vamos colorir E(G) a partir de uma a´rvore
de busca em profundidade feita em G. Nesse caso note que a estrutura de G pode ser um
ciclo com pelo menos um ve´rtice conectado a ele ou um ciclo com ao menos uma corda,
nas Figuras 4.1, 4.2 e 4.3 temos exemplos das estrutura de G. Se G tem um ve´rtice v de
grau 1 enta˜o considere uma busca em profundidade em G comec¸ando no ve´rtice v. Veja
que a a´rvore resultante dessa busca na˜o tem arestas de retorno para a raiz. Se G na˜o tem
um ve´rtice de grau 1 enta˜o existe um ciclo C = (v1, v2, . . . , vl) tal que w ∈ V (G) e´ vizinho
de algum ve´rtice de C e w /∈ C. Suponha sem perda de generalidade que w e´ vizinho de
vl. Considere uma busca em profundidade feita em G a partir de v1 visitando os ve´rtices
v2, . . . , vl nessa ordem e antes de w. Nesse caso a a´rvore dessa busca tem pelo menos a
aresta de retorno {vl, v1} que vem da raiz v1 e de um ve´rtice vl que na˜o e´ uma folha.
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Figura 4.1: Exemplos de grafos com ve´rtices conectados ao ciclo.
Figura 4.2: Exemplos de grafos com ciclos com corda.
Figura 4.3: Exemplos de grafos com ve´rtices conectados ao ciclo com corda.
Seja TDFS(v1,G) uma a´rvore produzida pela busca em profundidade a partir do
ve´rtice v1 em G como descrito no para´grafo anterior. Comec¸aremos por colorir as arestas da
a´rvore n´ıvel a n´ıvel e depois as arestas de retorno. A ideia e´ organizar as arestas de forma
que ao fazer a colorac¸a˜o a partir da raiz no´s colorimos com duas cores as estrelas centradas
nos ve´rtices intermedia´rios de TDFS(v1,G). E depois atribu´ımos as cores para as arestas de
retorno tal que as estrelas centradas na raiz e nas folhas na˜o sejam monocroma´ticas.
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Seja o pai de um ve´rtice v, diferente da raiz, na a´rvore TDFS(v1,G) denotado por
pai(v). Definimos D(v) = {u|pai(u) = v} pelo conjunto dos filhos de v e l = |D(v)|
denotando a quantidade de filhos de v. E denotamos por xi,j um ve´rtice do n´ıvel i com
i ≥ 1 (sendo que o n´ıvel da raiz e´ 0) que seja j-e´simo filho de pai(xi,j) com 1 ≤ j ≤ l.
Note que a estrela centrada em xi,j e´ formada pelas arestas {pai(xi,j), xi,j} e {xi,j, u} tal
que u ∈ D(xi,j), ale´m das poss´ıveis arestas de retorno. A Figura 4.4 ilustra as estruturas
das estrelas maximais de um ve´rtice da a´rvore TDFS(v1,G) com uma aresta de retorno.
Figura 4.4: Exemplos das estruturas das estrelas maximais com as tracejadas.
Comec¸ando do n´ıvel 0 em direc¸a˜o a`s folhas no´s escolhemos uma cor de cada lista
L({pai(x1,1), x1,1}), L({pai(x1,2), x1,2}), . . . L({pai(x1,l), x1,l}) para colorir respectivamente
as arestas {pai(x1,1), x1,1}, {pai(x1,2), x1,2}, . . . , {pai(x1,l), x1,l}. Nos demais n´ıveis i ≥ 1
para colorir as arestas {xi,j, u}, onde u ∈ D(xi,j), no´s escolhemos uma cor da lista
L({xi,j, u}) diferente da cor atribu´ıda a` aresta {pai(xi,j), xi,j}. Como |L({xi,j, u})| = 2,
logo esta outra cor sempre existe e, pelo fato de G ser sem triaˆngulo, as arestas da a´rvore
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pertence a no ma´ximo duas estrelas maximais. Assim garantimos que as estrelas centradas
nos no´s intermedia´rios na˜o sa˜o monocroma´ticas.
Se ha´ uma aresta de retorno para a raiz v1 que na˜o vem de uma folha, logo G
tem um ciclo C = {v1, . . . , vl} onde {w, v1} ∈ E(G) e w /∈ C. Enta˜o basta colorir {w, v1}
com uma cor diferente das arestas {v1, u}, onde u ∈ D(v1), para que a estrela centrada
em v1 na˜o seja monocroma´tica. Caso a estrela centrada em v1 ja´ esta´ colorida com mais
de uma cor logo qualquer cor pode ser atribu´ıda a aresta de retorno a raiz.
Qualquer estrela centrada numa folha w que tem aresta para um ve´rtice v da
a´rvore TDFS(v1,G) e´ colorida por escolher uma cor diferente de {w, pai(w)} para a aresta
{w, v}. Se existem arestas de retorno que ainda na˜o foram coloridas enta˜o elas sa˜o aquelas
entre dois no´s intermedia´rios da a´rvore TDFS(v1,G). Logo elas podem ser coloridas com
qualquer cor pois as estrelas centradas nestes no´s ja´ foram coloridas com mais de uma
cor. Assim todas as estrelas centradas em quaisquer ve´rtices da a´rvore TDFS(v1,G) na˜o sa˜o
monocroma´ticas para qualquer atribuic¸a˜o de listas de tamanho 2 e portanto G e´ 2-estrela
aresta-seleciona´vel.
Na prova do Teorema 4.1 note que o grafo na˜o pode ser isomorfo a um ciclo ı´mpar
(com treˆs ve´rtices ou mais) pois a a´rvore resultante da busca em profundidade no grafo
teria apenas uma u´nica aresta de retorno que vem de uma folha a raiz. Observe que nesse
caso existe uma atribuic¸a˜o de listas de tamanho 2 que deixa a estrela centrada na raiz
monocroma´tica. Considere um grafo G isomorfo a um ciclo ı´mpar, uma func¸a˜o atribuidora
L : E(G)→ {1, 2} e uma colorac¸a˜o que colore as aresta da a´rvore TDFS(v1,G). As arestas
do n´ıvel i sa˜o as arestas que conectam um ve´rtice do n´ıvel i a um ve´rtice do n´ıvel i+ 1 na
a´rvore TDFS(v1,G), com 0 ≤ i ≤ h onde h e´ a altura de TDFS(v1,G). Desta forma as arestas
dos n´ıveis pares sa˜o coloridas com a cor 1 e as dos n´ıveis ı´mpares com a cor 2. Como h
e´ par logo se as arestas do primeiro n´ıvel sa˜o coloridas com a cor 1 enta˜o as arestas do
u´ltimo n´ıvel teˆm a cor 2 (sem perda de generalidade). Assim ao colorir a aresta de retorno
da folha para a raiz e´ usada a cor 1, pois a aresta do n´ıvel anterior a ela foi colorida com 2.
Pore´m isso faz com que a estrela centrada na raiz seja monocroma´tica porque as arestas
do primeiro n´ıvel e as arestas de retorno das folhas do n´ıvel h− 1 tem a cor 1. Por isso
que os ciclos ı´mpares sa˜o proibidos.
A partir da prova do Teorema 4.1 no´s podemos apresentar um algoritmo que com-
puta uma 2-estrela aresta-colorac¸a˜o dado um grafo G da classe F e qualquer atribuic¸a˜o de
listas L de tamanho 2. O Algoritmo 3 (estrela coloracao sem triangulo(G,L)) computa
uma 2-estrela aresta-colorac¸a˜o de G tratando a instaˆncia em dois casos.
Se G e´ um ciclo par enta˜o o Algoritmo 3 colore G usando o Algoritmo 1
(colore ciclo par(G,L)). Esse algoritmo seta uma cor a` aresta e0 ∈ E(G) e percorre
as arestas e1, . . . , em−2, de G, atribuindo a ei uma cor diferente de ei−1, com 1 ≤ i < m−1.
A aresta em−1 e´ colorida cor uma cor diferente de e0 e em−2. Caso na˜o exista uma cor
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dispon´ıvel em L(em−1) para colorir em−1, enta˜o escolhemos uma cor para atribuir a aresta
em−1 e recolorirmos o grafo.
Algoritmo 1: colore ciclo par(G,L)
Entrada: Um ciclo par G e uma atribuic¸a˜o de listas L com |L| = 2
Sa´ıda: Uma 2-estrela aresta-colorac¸a˜o de G
1 e0 recebe uma cor de L(e0)
2 para i← 1 ate´ i < |E(G)| − 1 fac¸a
3 ei recebe uma cor de L(ei) diferente de ei−1
4 fim
5 A← L(em−1) menos as cores atribu´ıdas a e0 e em−2
6 se A = ∅ enta˜o
7 se L(e0) = L(em−1) = L(em−2) ou (|L(e0
⋂
L(em−1)| = 1 e
|L(em−2)
⋂
L(em−1)| = 1) enta˜o
8 em−1 recebe a mesma cor de e0
9 recolore propriamente as arestas de e0, e1, . . . , em−2
10 sena˜o
11 a← |L(e0)
⋂
L(em−1)|
12 b← |L(em−2)
⋂
L(em−1)|
13 se a > b enta˜o
14 em−1 recebe a mesma cor de e0
15 recolore propriamente as arestas de e0, e1, . . . , em−2
16 sena˜o
17 em−1 recebe a mesma cor de em−2
18 recolore propriamente as arestas de em−2, em−3, . . . , e0
19 fim
20 fim
21 sena˜o
22 em−1 recebe a cor de A
23 fim
24 retorna G
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Se G na˜o e´ um ciclo par enta˜o o Algoritmo 3 usa uma a´rvore, obtida numa busca
em profundidade feita em G, para colorir E(G). Se existe um v ∈ V (G) tal que dG(v) = 1
enta˜o iniciamos a busca a partir de v. Caso 6 ∃ v ∈ V (G) com dG(v) = 1, como G na˜o e´ um
circuito, logo existe um ciclo C = (v1, v2, . . . , vl) na˜o hamiltoniano tal que {w, vl} ∈ E(G)
e w /∈ C. Desta forma comec¸amos a busca em profundidade a partir de v1 primeiro
percorendo os ve´rtices de C e depois os demais ve´rtices de G. Por fim as poss´ıveis arestas
de retorno Er sa˜o coloridas pelo Algoritmo 2 (colore arestas retorno(G,Er)) usando a
mesma estrate´gia da prova do Teorema 4.1.
Algoritmo 2: colore arestas retorno(G,Er)
1 para todo {v, u} ∈ Er fac¸a
2 se v e´ a raiz enta˜o
3 se u e´ folha enta˜o
4 {v, u} recebe uma cor de L({v, u}) diferente da cor de {pai(u), u}
5 sena˜o
6 C ← ∅
7 C ← C ∪ c({v, d}) ∀ d ∈ D(v)
8 onde c({v, d}) denota a cor da aresta {v, d}
9 se |C| > 1 enta˜o
10 {v, u} recebe qualquer cor de L({v, u})
11 sena˜o
12 {v, u} recebe uma cor de L({v, u}) \ C
13 fim
14 fim
15 sena˜o
16 {v, u} recebe qualquer cor de L({v, u})
17 fim
18 fim
19 retorna Er
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Algoritmo 3: estrela coloracao sem triangulo(G,L)
Entrada: Um grafo G da classe F e uma atribuic¸a˜o de listas L tal que
|L| = 2
Sa´ıda: Uma 2-estrela aresta colorac¸a˜o de G
1 se G e´ um ciclo par enta˜o
2 retorna colore ciclo par(G,L)
3 fim
4 se ∃ dG(v) = 1 enta˜o
5 v1 ← v
6 TDFS(v1,G) ← busca profundidade(G, v1, Er)
7 sena˜o
8 encontre um ciclo na˜o hamiltoniano C = {v1, v2, . . . , vl} tal que
{w, vl} ∈ E(G) e w /∈ C
9 TDFS(v1,G) ← busca profundidade(G, v1, Er, C)
10 fim
11 Cria uma fila F ← ∅
12 para todo d ∈ D(v1) fac¸a
13 {v1, d} recebe uma cor de L({v1, d})
14 po˜e o ve´rtice d no fim da fila F
15 fim
16 enquanto F na˜o for vazia fac¸a
17 retira um ve´rtice v do comec¸o da fila F
18 po˜e no fim da fila F os filhos de v na a´rvore TDFS(v1,G)
19 para todo d ∈ D(v) fac¸a
20 {v, d} recebe uma cor de L({v, d}) diferente da cor de {pai(v), v}
21 fim
22 fim
23 colore arestas retorno(G,Er)
24 retorna G
Apo´s termos apresentado o Algoritmo 3 no´s iremos mostrar a sua corretude e que
ele computa uma 2-estrela aresta-colorac¸a˜o em O(|E|+ |V |), no pior caso.
Corretude do algoritmo
Nessa subsec¸a˜o no´s iremos mostrar que o Algoritmo 3 de fato computa uma
2-estrela aresta-colorac¸a˜o dado um grafo G ∈ F e uma atribuic¸a˜o de listas L de tamanho
2 qualquer.
Se G e´ um ciclo par enta˜o o Algoritmo 3 usa o Algoritmo 1 (colore ciclo par(G,L))
para computar uma L-aresta colorac¸a˜o pro´pria, consequentemente, uma L-estrela aresta-
colorac¸a˜o de G. Esse algoritmo comec¸a a colorir E(G) por setar uma cor de L(e0) a` aresta
e0 e depois colore as arestas e1, . . . , em−2 por atribuir a ei uma cor diferente de ei−1, com
1 ≤ i < m− 1. Isso garante que o caminho formado pelas arestas e0, e1, . . . , em−2 tem uma
L-aresta colorac¸a˜o pro´pria.
A aresta em−1 e´ colorida com uma cor de A← L(em−1) menos as cores atribu´ıdas
as arestas e0 e em−2. Se A 6= ∅ logo temos uma cor dispon´ıvel para colorir em−1 e obtemos
uma L-aresta colorac¸a˜o pro´pria de G. Caso contra´rio, A = ∅, e fazemos a recolorac¸a˜o de
G de acordo com o casos abaixo:
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1. Se as listas de e0, em−1, em−2 ou |L(e0
⋂
L(em−1)| = 1 e |L(em−2)
⋂
L(em−1)| = 1,
esses dois casos podem ser resolvidos da mesma forma. Basta decidir qual ordem
arestas sera˜o recoloridas. Pois, sem perda de generalidade, ao setar a mesma cor de
e0 para em−1 no´s podemos atribuir a e0 a mesma cor de em−2. Assim ao recolorir
as arestas de e0, . . . , em−2 no´s obtemos uma L-aresta colorac¸a˜o pro´pria. Porque se
L(e0) = L(em−1) = L(em−2) enta˜o em−1 so´ teria a mesma cor de em−2 se G fosse um
ciclo ı´mpar. E quando |L(e0
⋂
L(em−1)| = 1 e |L(em−2)
⋂
L(em−1)| = 1, note que a
cor setada a em−1 na˜o esta´ em L(em−2).
2. Se L(e0) = L(em−1) e |L(em−2)
⋂
L(em−1)|, ou L(em−2) = L(em−1) e
|L(e0)
⋂
L(em−1)|(caso ana´logo), enta˜o temos de atribuir a mesma cor de e0 para
em−1 e recolorir as arestas do grafo na ordem e0, e1, . . . , em−2. Veja que a cor setada
inicialmente a e0 na˜o esta´ em L(em−2). Desta forma ao terminar de recolorir o ciclo
a cor de em−2 na˜o sera´ igual a de em−1 e com isso obtemos uma L-aresta colorac¸a˜o
pro´pria de G.
Quando um grafo G da classe F na˜o e´ um ciclo par enta˜o usamos o mesmo
procedimento de colorac¸a˜o da prova do Teorema 4.1 para obter uma 2-estrela aresta-
colorac¸a˜o. Pois se temos um me´todo para mostrar que um grafo e´ 2-estrela aresta-
seleciona´vel logo ele obte´m uma 2-estrela aresta-colorac¸a˜o para qualquer atribuic¸a˜o de
listas de tamanho 2. Como o Algoritmo 3 (estrela coloracao sem triangulo(G,L)) adota
a mesma busca em profundidade usada na prova do Teorema 4.1 enta˜o ele de fato computa
uma 2-estrela aresta-colorac¸a˜o de G.
Ana´lise do algoritmo
Nessa subsec¸a˜o no´s iremos mostrar que o Algoritmo 3
(estrela coloracao sem triangulo(G,L)) computa uma 2-estrela aresta-colorac¸a˜o
de um grafo G da classe F em tempo polinomial. A ana´lise do Algoritmo 3 sera´ divida
em dois casos:
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Caso 1 G e´ um ciclo par.
Caso 2 G na˜o e´ um ciclo par.
Por uma questa˜o de organizac¸a˜o separamos as ana´lises em duas subsec¸o˜es.
Ana´lise do caso 1
Quando G e´ um ciclo par a 2-estrela aresta-colorac¸a˜o e´ computada pelo Algoritmo
1 (colore ciclo par(G,L)). As arestas e0, . . . , em−2 do grafo G sa˜o coloridas das linhas 1 a
4 por uma atribuic¸a˜o e operac¸o˜es dentro do para que teˆm o custo total de O(|E|). Se ha´
uma cor dispon´ıvel para colorir a aresta em−1 enta˜o apenas precisamos de uma atribuic¸a˜o
para obter uma 2-estrela aresta-colorac¸a˜o de G. No pior caso, temos de determinar qual
cor iremos colorir em−1 e recolorir o grafo. Computar qual cor podemos setar a em−1 leva
tempo constante pois sa˜o operac¸o˜es sob conjuntos de tamanho 2. A parte de recolorir o
grafo G leva tempo O(|E|) pois temos de percorrer E(G) novamente para setar as cores.
Enta˜o o custo final de obter uma 2-estrela colorac¸a˜o do grafo quando G e´ um ciclo par e´
O(|E|).
Ana´lise do caso 2
Quando G na˜o e´ um ciclo par logo o Algoritmo 3 computa uma 2-estrela aresta-
colorac¸a˜o de G a partir de uma busca em profundidade. O ve´rtice que sera´ usado na busca
(raiz da a´rvore) e´ determinado por encontrar um ve´rtice de grau 1 ou um ve´rtice v1 de
um ciclo na˜o hamiltoniano C = (v1, . . . , vl) com w ∈ V (G), adjacente a um ve´rtice de C
e w /∈ C. Como determinar se ∃v ∈ V (G) tal que dG(v) = 1 custa no ma´ximo O(|V |) e
encontrar C leva o tempo de uma busca em profundidade, pois basta encontrar um ve´rtice
v onde NG(v) tem dois ve´rtice visitados. Enta˜o o tempo de encontrar o ve´rtice para a
busca custa no ma´ximo O(|V | + |E|). E como a pro´pria busca em profundidade custa
O(|V |+ |E|) logo o custo das operac¸o˜es das linhas 4 a 10, que obtem a a´rvore TDFS(v1,G),
custam no ma´ximo O(|V |+ |E|).
A partir da linha 11 a 24 e´ feita a colorac¸a˜o das arestas baseada na a´rvore
TDFS(v1,G). Nas linhas 12 a 15 no´s setamos as cores a`s arestas de v1 aos seus filhos em
TDFS(v1,G). Isso tem um custo proporcional a dG(v1), que no pior caso seria O(|E|), mas
observe que esse valor e´ superestimado.
Os no´s intermedia´rios da a´rvore TDFS(v1,G) sa˜o coloridos das linhas 16 a 22. Observe
que o enquanto na linha 16 e´ uma busca em largura feita em TDFS(v1,G), logo isso custa
O(|V | + |E|). Se existe alguma aresta de retorno elas sa˜o coloridas pelo Algoritmo 2
(colore arestas retorno(G,Er)). Observe que isso e´ feito percorrendo as |E| − (|V | − 1)
poss´ıveis arestas de retorno enta˜o o Algoritmo 2 custa O(|E|). Assim o custo final do
Algoritmo 3 e´ dado pela conta :
O(|V |+ |E|)︸ ︷︷ ︸
determina a raiz
+O(|V |+ |E|)︸ ︷︷ ︸
constro´i a a´rvore
+ cdG(v1) + O(|V |+ |E|)︸ ︷︷ ︸
colore os no´s intermedia´rios
+ O(|E|)︸ ︷︷ ︸
colore as arestas de retorno
=
O(|V |+ |E|)
E portanto quando G na˜o e´ um ciclo par o Algoritmo 3 computa uma 2-estrela
aresta-colorac¸a˜o em O(|V |+ |E|) no pior caso.
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4.2 Biclique aresta-selecionabilidade
Nessa sec¸a˜o iremos estudar o problema biclique aresta selecionabilidade nas classes
de grafos bipartidos cordais, poteˆncias de caminhos e de poteˆncias de ciclos. Sendo mais
espec´ıfico, no´s vamos mostrar que os bipartidos cordais sa˜o 2-biclique aresta-seleciona´veis
e iremos apesentar um algoritmo polinomial que computa uma 2-biclique aresta-colorac¸a˜o
dessa classe. E nos grafos poteˆncias de ciclos, Ckn, e poteˆncias de caminhos, P
k
n , no´s iremos
provar que o biclique ı´ndice de selec¸a˜o dessas classes e´ ch′B > max {2, α}, onde k ≥ 2,
n > 4k e dk
2
e ≥ (2α−1
α
)
.
4.2.1 2-biclique aresta-selecionabilidade nos bipartido cordais
Nessa subsec¸a˜o no´s iremos provar que os grafos bipartidos cordais sa˜o 2-biclique
aresta-seleciona´vel e tambe´m apresentaremos um algoritmo polinomial que computa uma
2-biclique aresta-colorac¸a˜o para qualquer atribuic¸a˜o de listas de tamanho 2. Assim
comec¸amos os estudos pela prova do teorema abaixo.
Teorema 4.2. Todo grafo bipartido cordal G e´ 2-biclique aresta-seleciona´vel.
Demonstrac¸a˜o. No´s vamos provar que todo grafo bipartido cordal e´ 2-biclique aresta-
seleciona´vel por induc¸a˜o usando a ordem de eliminac¸a˜o de arestas sem a remoc¸a˜o dos
ve´rtices. Isto e´, iremos usar o processo de eliminac¸a˜o para setar as cores das arestas do
grafo tal que na˜o existe uma biclique monocroma´tica para toda atribuic¸a˜o de listas de
tamanho 2.
Sejam G = (V,E) um grafo bipartido cordal, uma ordem de eliminac¸a˜o
(e1, e2, . . . , em), onde |E(G)| = m, e L uma atribuic¸a˜o qualquer de listas de tamanho
2. No´s vamos criar uma biclique aresta colorac¸a˜o f , para qualquer L, por induc¸a˜o. A
base da induc¸a˜o e´ quando o grafo tem apenas duas arestas em e em−1. Observe que nesse
caso basta f(em) 6= f(em−1) para que a biclique que conte´m em e em−1 em Gm−2 na˜o
seja monocroma´tica. Como as listas tem tamanho 2, logo sempre e´ poss´ıvel fazer essa
atribuic¸a˜o de cores, enta˜o o caso base e´ 2-biclique aresta-seleciona´vel.
Quando temos mais de duas arestas em Gi−1 (com 0 < i < m− 1) note que existe
ao menos uma aresta bi-simplicial ei = {u, v}, pois Gi−1 e´ bipartido cordal. E como ei e´
bi-simplicial enta˜o ei pertence a uma u´nica biclique (a saber a biclique Gi−1[N(u)∪N(v)]).
Na volta da recursa˜o do processo de eliminac¸a˜o, se em Gi para qualquer atribuic¸a˜o de
listas de tamanho 2 existe uma biclique aresta-colorac¸a˜o, enta˜o por hipo´tese de induc¸a˜o
temos que Gi−1 \ ei e´ 2-biclique aresta-seleciona´vel.
Note que comec¸amos a atribuir as cores de forma indutiva quando o processo
de eliminac¸a˜o chega no grafo Gm−2, pois atingimos o caso base. Desta forma a hipo´tese
indutiva e´ aplicada na volta do processo de eliminac¸a˜o quando as arestas sa˜o inseridas
novamente no grafo. Assim o passo da induc¸a˜o e´ atribuir uma cor a` aresta ei diferente da
cor da biclique B que conte´m ei, caso ela ainda seja monocroma´tica. Isso e´ o suficiente
para garantir que B na˜o e´ monocroma´tica pois ei pertence apenas a B devido ao fato
de ei ser bi-simplicial, tal cor existe pois a lista de cores de ei tem tamanho 2. Como
a ordem de eliminac¸a˜o (e1, e2, . . . , em) percorre todas as bicliques maximais de G logo
ao fim do processo de eliminac¸a˜o todas as bicliques maximais foram coloridas com mais
de uma cor para qualquer atribuic¸a˜o de listas de tamanho 2. E portanto G e´ 2-biclique
aresta-seleciona´vel.
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A partir da prova do Teorema 4.2 no´s podemos elaborar o algoritmo que dado um
grafo biparto cordal computa uma 2-biclique aresta-colorac¸a˜o para qualquer atribuic¸a˜o de
listas de tamanho 2. Basicamente no´s podemos utilizar a mesma induc¸a˜o apresentada na
prova do Teorema 4.2 e temos o Algoritmo 4 que computa uma 2-biclique aresta-colorac¸a˜o.
Algoritmo 4: biclique coloracao bipartido cordal(G,L)
Entrada: Um grafo bipartido cordal G e uma atribuic¸a˜o de listas L tal que
|L| = 2
Sa´ıda: Uma 2-biclique aresta-colorac¸a˜o de G
1 se |E(G)| = 2 enta˜o
2 e← uma cor de L(e)
3 e′ ← L(e′) \ f(e), onde f(e) e´ a cor da aresta e
4 retorna
5 sena˜o se |E(G)| > 2 enta˜o
6 eb ← uma aresta bi-simplicial de E(G)
7 E(G)← E(G) \ eb
8 biclique coloracao bipartido cordal(G,L)
9 C ′ ← ∅
10 A← as arestas de E(G) que tem ve´rtice em comum com eb
11 para todo a ∈ A fac¸a
12 C ′ ← C ′ ∪ f(a)
13 fim
14 se |C ′| = 1 enta˜o
15 eb ← L(eb) \ C ′
16 sena˜o
17 eb ← qualquer cor de L(eb)
18 fim
19 fim
20 retorna
Apresentado o Algoritmo 4 no´s iremos provar a sua corretude e mostrar que ele
computa uma 2-biclique aresta-colorac¸a˜o em O(|E|3) nas pro´ximas subsec¸o˜es.
Corretude do algoritmo
No´s iremos mostrar que o algoritmo 4 de fato computa uma 2-biclique aresta-
colorac¸a˜o para qualquer atribuic¸a˜o de listas de tamanho 2. Se existe um me´todo para
mostrar que um grafo e´ 2-biclique aresta-seleciona´vel logo podemos usa´-lo para obter uma
2-biclique aresta-colorac¸a˜o para qualquer atribuic¸a˜o de listas de tamanho 2. Podemos
afirmar isso devido ao conceito de k-biclique aresta-seleciona´vel. Como usamos exatamente
a mesma recursa˜o da prova do Teorema 4.2 para colorir as arestas de um grafo bipartido
cordal portanto o Algoritmo 4 computa uma 2-biclique aresta-colorac¸a˜o de qualquer grafo
bipartido cordal para toda atribuic¸a˜o de listas de tamanho 2.
Eficieˆncia do algoritmo
No´s vamos mostrar que o Algoritmo 4 computa uma 2-biclique aresta-colorac¸a˜o
de um grafo bipartido cordal em O(|E|3) passos. Veja que na recursa˜o usada no Algoritmo
4 precisamos encontrar uma aresta bi-simplicial. Como essa na˜o e´ uma operac¸a˜o que leva
tempo constante para ser realizada, enta˜o primeiro iremos calcular quanto tempo leva
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para encontra´-la. E depois iremos resolver a recursa˜o do Algoritmo 4 para concluirmos
que ela custa O(|E|3).
Dada uma aresta {u, v} de um grafo G no´s podemos determinar se ela e´ bi-
simplicial por verificar se todas as arestas incidentes em v e u induzem um bipartido
completo em G e no pior caso isso leva tempo O(|E|). Assim um algoritmo que percorre
todas as arestas de G ate´ encontrar uma aresta bi-simplicial custa O(|E|2).
A partir do resultado acima no´s estamos preparados para calcular a complexidade
de tempo do Algoritmo 4. Assim a recorreˆncia que caracteriza a recursa˜o e´ dada por:
T (|E|) =
{
O(1) se |E| = 2
O(|E|2) + T (|E| − 1) se |E| > 2
Veja que na primeira linha da equac¸a˜o acima esta´ expresso o tempo gasto para
colorir as aresta do caso base da induc¸a˜o. Pois como temos apenas duas arestas e as
listas tem tamanho 2 logo as operac¸o˜es sa˜o limitadas superiormente por uma constante.
Na segunda linha da equac¸a˜o temos a expressa˜o do tempo gasto para achar uma aresta
bi-simplicial eb, da chamada recursiva ao Algoritmo 4 e do tempo gasto para colorir eb
na volta do processo de eliminac¸a˜o. Na verdade essa conta ja´ esta´ simplificada pois o
tempo para computar A e colorir eb e´ proporcional ao grau dos ve´rtices de eb, pore´m
isso e´ simplificado ao usar O(|E|2) para expressar o custo de encontrar eb. Agora vamos
determinar o valor de T (|E|) por desenvolver a recursa˜o mas antes iremos reescreveˆ-la
substituindo a notac¸a˜o O por uma constante c e |E| por m. Desta forma T (|E|) pode ser
escrito por:
T (m) =
{
c se m = 2
cm2 + T (m− 1) se m > 2
Desenvolvendo a recorreˆncia T (m) temos o seguinte:
T (m) = cm2 + T (m− 1)
= cm2 + c(m− 1)2 + T (m− 1)
= cm2 + c(m− 1)2 + . . .+ c(m−m+ 3)2 + c = cΣm−3i=0 (m− i)2 + c
O somato´rio cΣm−3i=0 (m− i)2 pode ser calculado da seguinte forma:
cΣm−3i=0 (m− i)2 = cΣm−3i=0 m2 − 2mi+ i2
= c
(
Σm−3i=0 m
2 + Σm−3i=0 − 2mi+ Σm−3i=0 i2
)
Calculando cada um dos somato´rios em separado temos:
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Σm−3i=0 m
2 = (m− 3)m2 = m3 − 3m2
Σm−3i=0 − 2mi = 2mΣm−3i=0 i
= −2m(m− 3)(m− 2)
2
= −m(m− 3)(m− 2) = −m3 + 5m2 − 6m
Σm−3i=0 i
2 =
(m− 3)(m− 3 + 1)(2(m− 3) + 1)
6
=
(m− 3)(m− 2)(2m− 5)
6
=
(m2 − 5m+ 6)(2m− 5)
6
=
2m3 − 15m2 + 37m− 30
6
Substituindo o resultado acima no somato´rio anterior temos:
cΣm−3i=0 (m− i)2 = c
(
m3 − 3m2 −m3 + 5m2 − 6m+ 2m
3 − 15m2 + 37m− 30
6
)
= O(m3)
E por fim a conta de T (m) e´ dada por:
T (m) = cΣm−3i=0 (m− i)2 + c
= O(m3) + c = O(m3)
Como m = |E| enta˜o a recorreˆncia T (|E|) = O(|E|3) e portanto o Algoritmo 4
computa uma 2-biclique aresta-colorac¸a˜o em tempo polinomial.
4.2.2 Biclique aresta-selecionabilidade nos grafos potencias de
ciclos
Nessa subsec¸a˜o no´s vamos apresentar um limite inferior do biclique ı´ndice de selec¸a˜o
de um grafo poteˆncia de ciclo Ckn. Como vamos determinar um limite inferior do tamanho
de lista tal que um poteˆncia de ciclo e´ biclique aresta-seleciona´vel, enta˜o e´ importante saber
qual e´ a estrutura de suas bicliques. Em 2013 He´lio e col. [Filho et al., 2013] descreveram
as estruturas dessas bicliques fazendo uma relac¸a˜o entre o n e o k de um Ckn da seguinte
forma :
• Se 2k + 2 ≤ n ≤ 3k + 1 enta˜o as bicliques sa˜o C4.
• Se 3k + 2 ≤ n ≤ 4k enta˜o as bicliques sa˜o P3 ou C4.
• Se n ≥ 4k + 1 enta˜o as bicliques sa˜o P3.
A abordagem que adotamos para encontrar o ch′B(C
k
n) foi criar um grafo H a
partir da intersec¸a˜o das arestas que formam uma biclique. Isto e´, cada aresta em Ckn vira
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um ve´rtice em H e existe uma aresta entre dois ve´rtices de H se e somente se eles formam
um biclique em Ckn. Por enquanto vamos apenas dar uma ideia do que e´ o grafo H e mais
tarde apresentaremos uma definic¸a˜o formal dele. Esse grafo foi definido por Marina e col.
em 2013 [Groshaus et al., 2013] e ficou conhecido como hipergrafo aresta-biclique. Note
que quando temos um Ckn com C4 como bicliques no grafo H, essas bicliques correspondem
a hiperarestas. Como na˜o conseguimos determinar a qual classe pertence o hipergrafo
aresta-biclique, enta˜o vamos restringir o nosso estudo ao caso quando temos apenas P3
como bicliques. Desta forma vamos mostrar um limite inferior de ch′B(C
k
n) com n > 4k
provando o teorema abaixo :
Teorema 4.3. O biclique ı´ndice de selec¸a˜o de um grafo poteˆncia de ciclo Ckn e´ ch
′
B(C
k
n) >
max {2, α} se k ≥ 2, n > 4k e dk
2
e ≥ (2α−1
α
)
.
Demonstrac¸a˜o. No´s vamos provar que ch′B(C
k
n) > max {2, α} para um grafo poteˆncia
de ciclos Ckn com n > 4k mostrando que se o seu grafo H na˜o e´ α-seleciona´vel enta˜o
Ckn na˜o e´ α-biclique aresta-seleciona´vel. Seja H o grafo da intersec¸a˜o das arestas que
formam uma biclique em Ckn definido por V (H) = {vi,j|{vi, vj} ∈ E(Ckn)} e E(H) =
{{vi,j, vj,l}|{vi, vl} /∈ E(Ckn)}. Como n > 4k logo as bicliques de Ckn sa˜o P3 e a estrutura
correspondente a elas em H sa˜o arestas. Assim se H na˜o e´ α-seleciona´vel enta˜o Ckn na˜o e´
α-biclique aresta-seleciona´vel, pois uma L-colorac¸a˜o em H corresponde a uma L-biclique
aresta-colorac¸a˜o em Ckn.
Devido a definic¸a˜o do grafo H note que o grau de qualquer ve´rtice vi,j ∈ V (H) e´
dado pela conta dG(vi,j) = 2 min {(j − i) mod n, (i− j) mod n}.
Pois em Ckn qualquer um ve´rtice vi e´ adjacente a todo vj tal que min {(j − i)
mod n, (i − j) mod n} ≤ k desta forma vi incide em todos os k ve´rtices posteriores e
anteriores a vi na ordem circular. Assim dada uma aresta {vi, vj} de Ckn ha´ k − i + 1
ve´rtices anteriores e i ve´rtices posteriores a vi que formam um P3 com a aresta {vi, vj}, o
mesmo vale para vj.
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Figura 4.5: Imagem que mostra a quantidade de bicliques formadas por um ve´rtice e uma
aresta {vi, vj}.
Pore´m note que nem todos os ve´rtices formam bicliques pois ha´ ve´rtices que
incidem tanto em vi quanto em vj. Logo os k − i+ 1 ve´rtices anteriores a vi tem de estar
a uma distaˆncia maior que os k − j + 1 anteriores a vj. Assim temos que a quantidade de
ve´rtices anteriores a vi e vj que formam bicliques e´ dado por k− i+ 1− (k− j + 1) = j− i,
considerando que j > i. Analogamente para os ve´rtices posteriores a vi e vj temos j − i
ve´rtices que formam biclique maximais com {vi, vj}, com j > i para facilitar os ca´lculos.
Desta forma a quantidade de ve´rtices que formam biclique maximal com {vi, vj} e´ dada por
2(j − i) na ordem circular. Logo o ve´rtice vi,j ∈ H correspondente a` aresta {vi, vj} ∈ Ckn
tem grau 2(min {(j − i) mod n, (i− j) mod n}). Como a maior distaˆncia entre i e j e´ k
enta˜o podemos dizer que δ(H) = 2 e ∆(H) = 2k.
Note que cada biclique B de Ckn define um subgrafo bipartido em H pois uma
aresta {vi, vj} de B define o ve´rtice vi,j e o seus vizinhos sa˜o os ve´rtices correspondentes
as arestas de B \ {vi, vj} em H. Desta forma H pode ser visto como a unia˜o dos subgrafos
bipartido definidos a partir das bicliques de Ckn. Como H na˜o e´ um K1, um ciclo par e
nem um θ2,2,2k [Erdo¨s et al., 1979] enta˜o H na˜o e´ 2-seleciona´vel e consequentemente C
k
n
na˜o e´ 2-biclique aresta-seleciona´vel.
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Figura 4.6: Exemplo de um grafo θ2,2,2k, que e´ um grafo com dois caminhos de tamanho 2
e um caminho de tamanho 2k.
Em H observe que um ve´rtice vi,j esta´ conectado a todo ve´rtice de vi,j−(j−i)+1
a vi,j−d k
2
e, por sua vez vi,j+1 tambe´m esta´ conectado a todos os ve´rtices de vi,j−(j−i)+1 a
vi,j−d k
2
e e assim por diante ate´ vi,j+d k
2
e. No´s consideramos que j > i e j − (j − i) + 1 a
j − dk
2
e esta˜o na ordem circular para facilitar as contas. Assim esses ve´rtice induzem
um bipartido completo em H e em particular a fronteira dos ve´rtices de vi,i+k a vi,i+d k
2
e
induzem um biparido completo Kd k
2
e,d k
2
e em H. Como um bipartido completo Km,m na˜o
e´ α-seleciona´vel para m ≥ (2α−1
α
)
[Erdo¨s et al., 1979], enta˜o H na˜o e´ α-seleciona´vel para
dk
2
e ≥ (2α−1
α
)
e portanto Ckn na˜o e´ α-biclique aresta-seleciona´vel para dk2e ≥
(
2α−1
α
)
.
No´s encontramos um limite inferior para o ch′B(C
k
n) mas ele na˜o e´ muito apertado.
Pois dado um grafo poteˆncia de ciclo Ckn e um valor de α > 2 existe um C
k′
n com k
′ < k
tal que Ck
′
n na˜o e´ α-biclique aresta-seleciona´vel.
Para mostrar esse fato, vamos construir um exemplo baseado na estrate´gia de
colorac¸a˜o usada na prova de biclique aresta-colorac¸a˜o dos grafos poteˆncias de ciclos
apresentada por Simone Dantas e col. [Dantas et al., 2017]. Seja L uma func¸a˜o atribuidora
com |L| = α > 2 que a cada k ve´rtices consecutivos de Ck′n atribu´ı uma lista diferente a
uma aresta das demais listas atribu´ıdas as arestas dos k ve´rtices. E seja GB um grafo
onde cada ve´rtice bi corresponde as arestas dos k ve´rtices v(i−1)k+1, . . . , v(i−1)k+k de Ck
′
n
que receberam a mesma lista e ha´ uma aresta entre bi e bj se os ve´rtices correspondentes a
eles em Ck
′
n esta˜o conectados. Note que uma colorac¸a˜o total de GB corresponde a uma
biclique aresta-colorac¸a˜o em Ck
′
n usando no mı´nimo ∆(GB)+1 cores. Logo se ∆(GB) > |L|
enta˜o o grafo Ck
′
n na˜o e´ α-biclique aresta-color´ıvel e consequentemente na˜o e´ α-biclique
aresta-seleciona´vel.
Pelo resultado do Teorema 4.3 se α = 3 enta˜o C20n na˜o e´ 3-biclique aresta-
seleciona´vel. Para mostrar que esse resultado na˜o e´ muito apertado no´s vamos verificar
que C315 na˜o e´ 3-biclique aresta-seleciona´vel considerando a func¸a˜o atribuidora L e o grafo
GB do para´grafo anterior. Como ha´ ao menos uma lista diferente entre as arestas dos
ve´rtices v1, v2, v3, sem perda de generalidade, logo ∆(GB) > 3 e como |L| = α = 3 enta˜o
C315 na˜o e´ 3-biclique aresta-seleciona´vel.
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Figura 4.7: Exemplo do grafo GB correspondente ao C
3
15 com uma atribuic¸a˜o de listas
para as arestas onde foi atribu´ıdo ao menos uma lista diferente a`s arestas de 3 ve´rtices
consecutivos.
O exemplo acima e´ importante para mostrar que existe um tamanho de lista onde
um grafo poteˆncia de ciclo certamente na˜o e´ biclique aresta-seleciona´vel. Embora ele na˜o
possa ser usado como limite inferior pois ele mudaria de acordo com a atribuic¸a˜o de listas
pois ele e´ baseado no ∆(GB).
4.2.3 Biclique aresta-selecionabilidade nos grafos potencias de
caminhos
Nessa subsec¸a˜o no´s vamos mostrar um limite inferior do biclique ı´ndice de selec¸a˜o
de um grafo poteˆncia de caminho P kn usando o resultado do teorema 4.3. Pois note que um
grafo poteˆncia de caminho e´ um caso particular de um poteˆncia de ciclo quando na˜o temos
as k arestas dos u´ltimos k ve´rtices para os primeiros k ve´rtices do grafo. Ou seja, um grafo
P kn e´ um subgrafo de C
k
n removendo as k arestas da volta da ordem circular. Pore´m nos
poteˆncias de caminhos as bicliques maximais sa˜o P3 quando n ≥ 2k+ 1 [Filho et al., 2013].
Desta forma iremos apresentar o ch′B(P
k
n ) para n > 2k provando o teorema abaixo.
Teorema 4.4. O biclique ı´ndice de selec¸a˜o de um poteˆncia de caminho P kn e´ ch
′
B(P
k
n ) >
max {2, α} se k ≥ 2, n > 2k e dk
2
e ≥ (2α−1
α
)
.
Demonstrac¸a˜o. Como um grafo poteˆncia de caminho P kn e´ um caso particular de um
poteˆncia de ciclo Ckn enta˜o podemos usar a prova do teorema 4.4 para concluir que
ch′B(P
k
n ) > max {2, α} se k ≥ 2, n > 2k e dk2e ≥
(
2α−1
α
)
.
Cap´ıtulo 5
Conclusa˜o e Trabalhos Futuros
Nesse cap´ıtulo iremos fazer a recapitulac¸a˜o dos principais resultados obtidos
no estudo do problema biclique aresta-selecionablidade. E tambe´m apresentar algumas
sugesto˜es de trabalhos futuros que apareceram no estudo desse problema.
A nossa ideia era estender os resultados de Simone Dantas e col.
[Dantas et al., 2017] de biclique aresta-colorac¸a˜o para o contexto de colorac¸a˜o por listas,
sendo assim nessa dissertac¸a˜o no´s definimos o problema biclique aresta-selecionabilidade.
No´s conseguimos mostrar que os grafo sem triaˆngulo sa˜o 2-estrela aresta-seleciona´veis,
os bipartidos cordais sa˜o 2-biclique aresta-seleciona´veis e mostrar um limite inferior do
biclique ı´ndice de selec¸a˜o dos grafos poteˆncias de ciclos e poteˆncias de caminhos, pore´m
ele na˜o e´ um resultado apertado. Tambe´m apresentamos algoritmos polinomiais para
encontrar uma 2-biclique (estrela) aresta-colorac¸a˜o dos grafos sem triaˆngulo e bipartidos
cordais para qualquer atribuic¸a˜o de listas de tamanho 2. Assim conseguimos cumprir os
principais objetivos desse trabalho, embora exista algumas pendeˆncias.
Em relac¸a˜o aos trabalhos futuros no´s identificamos os seguintes itens:
1. Provar a complexidade do problema 2-biclique aresta-selecionabilidade no caso geral.
2. Provar para qual valor de k os grafos sem triaˆngulo sa˜o k-biclique aresta-seleciona´veis.
3. Determinar o biclique ı´ndice de selec¸a˜o dos poteˆncias de ciclos e poteˆncias de caminhos
quando as bicliques maximais podem ser C4.
4. Verificar a complexidade do problema de decidir se todo subgrafo induzido de um
grafo G e´ k-biclique aresta-seleciona´vel para algum k.
A u´ltima sugesta˜o de trabalho futuro foi motivada pelo fato de Da`niel Marx provar
que decidir se um grafo e´ k-clique seleciona´vel e´ Πp3-completo para k > 3 [Marx, 2011]. E
tambe´m porque na dissertac¸a˜o de Pablo Terlisky [Terlisky, 2010] e´ feita a mesma sugesta˜o
mas para o problema biclique colorac¸a˜o.
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