Abstract-This paper proposes a novel evolutionary approach to the optimal selection of electrodes as well as relevant EEG features for effective classification of cognitive tasks. The problem has been formulated in the framework of a single objective optimization problem with an aim to simultaneously satisfy three criteria. The first criterion deals with maximization of the correlation between the features of EEG sources before and after the selection of the optimal electrodes. The second criterion is concerned with minimization of the mutual information between the features of the selected EEG electrodes. The last criterion aims at maximization of the ratio of the difference between the selected features of the EEG sources between and within any two cognitive tasks. A self-adaptive variant of firefly algorithm is proposed to solve the above optimization problem by proficiently balancing the trade-off between the computational accuracy and the run-time complexity. Experiments undertaken over wide variety of cognitive tasks reveal that the proposed algorithm outperforms the other standard algorithms (applied to the same problem) in terms of accuracy and computational overhead.
INTRODUCTION
Now a day, brain computer interfacing (BCI) [1] stands alone as the only modality of control and communication for patients suffering from diseases like amyotrophic lateral sclerosis, paralysis, cerebral palsy, and amputees. Electroencephalogram (EEG) is the preferred technology for measuring brain activities, using a set of electrodes over the scalp, for most BCI researchers because of its noninvasiveness, portability, easy availability, and high temporal resolution.
The basic BCI module consists of three steps, including i) pre-processing of the EEG signals to remove artifacts, identification of relevant electrodes and frequency bands of EEG signals, ii) feature extraction, and iii) classification, concerned with identification of different mental states. The classified results lead to the generation of the control signals required to drive an assistive device. The classification accuracy relies on the extent of detour the redundant information. This paper addresses two crucial factors for effective classification of cognitive tasks using EEG based BCI systems, including 1) optimal selection of electrodes [5] to facilitate faster processing of EEG signals for different cognitive tasks, and 2) optimal selection of relevant EEG features to enhance the performance of a classifier.
The optimal selection of electrodes [5] is essentially influenced by the estimation of cortical sources. The EEG devices acquire raw cortical current signals, generated from different independent sources, through neuronal firing in outer cortex of the brain. For a particular cognitive task, not every electrode placed on the scalp can provide relevant information. In fact, at times electrodes generate redundant information. Hence, optimal electrode selection is very important for signal analysis and relevant decision making in the following steps. Otherwise overlapping information will not only degrade performance metrics, but it involves processing of same signal components more than once, which negatively affects the time complexity as well. Only optimal electrode selection is not sufficient for a successful EEG based BCI implementation. Often it is observed that due to the presence of a large number of redundant features in the acquired EEG feature set, the accuracy of the classifier is greatly reduced. The paper aims at selecting fewer discriminate features from the high dimensional EEG feature vectors for different cognitive tasks without sacrificing the classification accuracy. In this paper, the possible selection of EEG electrodes is realized by optimizing the scoring function, which deals with 1) maximizing the association between the estimated source signals corresponding to the original set and the reduced set of electrodes, and 2) minimizing the mutual information between two selected electrodes. The first criterion reduces the loss in information of the cortical sources corresponding to a cognitive task after reducing the number of electrodes. The second criterion aims at identifying the relevant electrodes conveying unique information of specific cognitive tasks, thus discarding the redundant information. The design philosophy adopted for the optimal selection of EEG features is to identify the set of features that are capable i) to uniquely represent a specific class of cognitive tasks and ii) to effectively differentiate between any two classes. It is realized by jointly serving the following two criteria. First, the selected j-th features of the data points in a given class should be close to each other. Contrarily, the difference between the means of the selected jth feature of any two classes should be as high as possible.
A self-adaptive variant of the traditional firefly algorithm (FA) [6] is proposed here to select an optimal set of appropriate EEG electrodes and features by jointly optimizing the above-mentioned objectives. FA is selected here partly heuristically and partly due to its established performance with respect to computational accuracy and run-time complexity [6] . The self-adaptive variant of FA assists the potential candidate solutions (of the optimization problem) to confine their search in their local neighborhood in the parameter space. On the other hand, the inferior members are equipped with global exploration capability.
The rest of the paper is divided into five sections. Section II provides a detailed description of the proposed framework. Section III recapitulates the traditional FA and presents the proposed self-adaptive FA (SAFA). The experimental results are reported in section IV. Section V concludes the paper.
II. PROPOSED METHODOLOGY
This section provides a detailed overview of the proposed framework (Fig. 1) . The proposed method involves a training data set T, for a specific cognitive class Kc. The training dataset consists of L data points, each having information of N electrode (sink) signals. Each sink signal is represented as an F-dimensional feature vector. The paper aims at the optimal selection of M ( N) electrodes and D ( F) features for effective classification of C cognitive tasks. It is worth mentioning that Kc= [1, C] . Let Si,k t,c and Ri,k t,c denote the k-th feature of the i-th electrode and the corresponding source for the t-th data point in the class Kc. 
A. Independent Component Analysis as a Source Localization Tool
Independent component analysis (ICA) provides a solution to estimate the locations and distributions of the cortical sources, based on the voltage readings of the EEG electrodes [3] by transforming a multivariate EEG signal into a linear combination of independent non-Gaussian source signals. 
with wi,j representing the degree of dependence of i Q on j P based on their distance and W denoting the mixing matrix with elements for i, j= [1, N] . ICA aims at determining the source signals by identifying the optimal mixing matrix, obtained by the minimization of the mutual information or the maximization of the non-Gaussianity of the estimated source signals. In the present paper, we employed a variant of ICA based on the Infomax algorithm [3] that uses the maximum entropy measure. Once the mixing matrix W is estimated, the source signals can be derived by multiplying the observed sink signals with the inverse of the mixing matrix, also known as demixing matrix V=W 1 , by
B. Feature Extraction
EEG signals of the sinks for two different cognitive tasks, as well as the sources, have been represented using five wellknown features. The feature set consists of common spatial feature (CSP) [2] , two time domain features, including adaptive autoregressive (AAR) Parameters [3] , and Hjorth parameters [3] , a frequency domain feature, including power spectral density (PSD) [3] and a set of time-frequency correlated features, including discrete wavelet coefficients [3] .
C. Optimum Features and Electrode Selection using Evolutionary Approach
In the present scenario, the optimal selection of M ( N) EEG electrodes and D ( F) salient EEG features for classification of two cognitive tasks is realized based on three significant performance characteristics. The first two characteristics deal with the optimal selection of electrodes, while the third one deals with the selection of optimal feature. 
and 2 , 2 , 1
with the components of the matrix A being determined by and , , , .
The components of matrix B are determined similarly as in (7), however, using the features of , t c j R . Here ||.|| denotes the Euclidean norm. An accurate selection of optimal electrodes will increase the distance correlation, indicating that the source features corresponding to the original and reduced set of electrodes co-vary with each other.
For a specific cognitive class
Kc and t-th data point, the mutual information between the D features of two selected electrodes should be minimized.
There are possibilities that for a particular feature, any two electrodes residing in close proximity are providing similar information. Therefore, inclusion of any one between the two electrodes (instead of considering both) will serve the purpose with reduced computational complexity. The similarity in the information content of two sink feature sets is modeled here by their mutual information (MI). More the mutual information between the sink feature vectors 
where, the average information or entropy Hi is the uncertainty This is accomplished here in two phases. The first design philosophy is that if the k-th feature is selected as a unique representative feature of the class Kc, then it should provide a high degree of similarity between the k-th feature of the i-th source for any two data points within the same class Kc. This is done for all classes c= [1, C] . This is realized here by minimizing ( )
The second objective attempts to ensure that the selected feature is capable enough to discriminate between any two classes. This is here realized by maximizing ( )
represent the mean and the standard deviation of the k-th feature of the i-th electrode over L data points in a specific class Kc for k= [1, D] , i= [1, M] and Kc= [1, C] .
With these three considerations, a composite objective function is formulated in (15), maximization of which yields the optimal sets of electrodes and features for classification of C cognitive tasks.
1 and 2 are constants which are set in a manner so as to have all terms in the right hand side of (15) in the same order of magnitude, which are respectively set as 10 and 20. Fig. 2 
D. Classification
In BCI, a classifier distinguishes between different brain activities after being optimally trained by following any 'learning' algorithm. In the present paper, we have used nonlinear support vector machine (SVM) classifier with suitable kernel function for each of the tasks conducted. Three kernel functions include 1. Gaussian radial basis function:
where l denotes the number of polynomials 3. Hyperbolic tangent function:
To determine the efficacy of the proposed methodology, the SVM classifier is trained with the selected features of the selected electrodes (and corresponding sources). The testing data set is also prepared with the selected feature-based information of the selected electrodes and the sources.
III. SELF-ADAPTIVE FIREFLY ALGORITHM
In this section, first an overview of the traditional FA is provided. Next, we propose the self-adaptive variant of FA, referred to as SAFA, which adaptively tunes its control parameters to balance the trade-off between the computational accuracy and the run-time complexity effectively.
A. Firefly Algorithm
In firefly algorithm (FA) [6] , a possible solution of an optimization problem is encoded by the position of a firefly in the parameter space and its light intensity signifies the fitness of the respective solution. An overview of FA is given next. 
where 0 represents the maximum attractiveness felt by ( ) i Y t at its own position (i.e., at di,j = di,i= 0) and denotes the light absorption coefficient, which controls the rate of change of i,j with di,j. Intuitively, governs the convergence speed of FA [6] . A setting of =0 is concerned with a constant attractiveness of 0 for all fireflies, while approaching infinity implies complete random search [6] . 
Convergence:
After each evolution, the steps 2 and 3 are repeated until one of the terminating conditions is satisfied. The conditions include restricting the number of maximum generations, preserving error limits, or the both, whichever occurs earlier.
B. Self-Adaptive Firefly Algorithm (SAFA)
It is evident from (18) that the step-size ( ) profile governs the convergence of fireflies towards global optimum. However, in traditional FA, a constant value of is used for the random movement, irrespective of the position of the fireflies in the parameter space. A setting of large value of may result in the deviation of a quality firefly from the global optimum, while a small value of may take a relatively long Let s(t) be the set of the successful light absorption coefficients of all fireflies of the current generation t producing better positions for the next generation t+1.
Here, (0) γ is initialized to be 0.5. After every generation, it is updated as Fig. 2 and evaluate ( ( 1)) i f Y t + using (15) for i= [1, NP] .
While termination condition is not reached do Begin
End If. End For.
IV. Set t t+1.
V. Determine ( 1) t γ + from (22).
End While. 
IV. EXPERIMENTAL RESULTS AND PERFORMANCE ANALYSIS
This section describes each step of the proposed framework with the obtained readings arranged in a tabulated manner. Apart from that, the performance of the proposed system has been analyzed with respect to certain standard methods in terms of different performance indices.
A. EEG Signal Acquisition
Fifteen different binary classification experiments (given in Table-I) are carried out for this particular framework, in order to validate the obtained results for any kind of cognitive task without loss of generality. In each case, ten healthy subjects aged between 22 and 30 years have participated (five male and five female) in the experiments. The experiments are undertaken in multiple sessions, each of 2 minutes duration and every subject is asked to perform each session 10 times. It is thus evident from Fig. 2 that the number of data points L in each cognitive task equals to (5+5)×10=100. All the signals are recorded using a stand-alone EEG machine manufactured by Nihon Kohden (200 Hz sampling frequency) comprising N=19 electrodes, placed using the standard international 10-20 electrode placement method.
B. Preprocessing
The acquired EEG signals are passed through certain pre processing steps in order to remove the artifacts generated due to eye blinking or spurious pick-ups from the power supply.
To filter the signals within the relevant frequency band of 4-40Hz, a 6-th order elliptical filter is used with 1dB pass-band ripple and 50dB stop-band ripple.
C. Feature Extraction
In this step, five well known features for EEG based research have been considered including Hjorth parameters [3] , AAR parameters [3] , PSD [3] , discrete wavelet coefficient [3] and CSP features [2] . In this case, AAR parameters of 6-th order have been calculated using Kalman filter as the estimator with an update coefficient of 0.0085. PSD features have been extracted using Welch method with 50% overlapped signal segments using a Hamming window. For wavelet coefficients, Daubechies 4-th order mother wavelet has been used.
D. Optimal Feature and Electrode Selection using SAFA
A potential solution of this optimization problem of selection of the optimal set of EEG electrodes and EEG features is encoded as a four dimensional firefly position (Fig.  2) . Using a set of such firefly positions, the proposed SAFA is executed. In each generation of SAFA, three steps are followed to determine the objective function value of a firefly position. First, each firefly position is decoded using Fig. 2 to  obtain M ( N) and D ( F) . The source signals, corresponding to the selected M ( N) electrodes, are estimated using ICA. The selected D ( F) features are then extracted from the selected M ( N) sources and sinks. The fitness of the solution is then determined using (15). Maximization of (15) using SAFA ultimately provides the optimal set of electrodes and EEG features for the effective representation of C cognitive tasks. Table-II Table- II that for emotionbased experiments, frontal and prefrontal electrodes have been chosen as the optimal ones apart from a few other channels. It justifies the effectiveness of the proposed scheme as it is known from elementary neuro-physiological knowledge that frontal and prefrontal brain area are majorly responsible for emotion based task executions.
E. Experimental Results
A comparative analysis of the proposed SAFA with other existing algorithms, including self-adaptive artificial bee colony (SAABC) [12] , traditional ABC [9] and traditional differential evolution (DE) [10] , are undertaken in Table- III with respect to the mean (standard deviation within parenthesis) objective function values of the optimal solutions (using (15)) over 50 independent runs. All the algorithms commence from the same initial population of size 50. The maximum number of function evaluations for each run of an algorithm is set equal to 50×10 4 . Their control parameters are set in a manner to have their individual best performance in the present context after a wide variety of experiments. The parameters of SAFA including min , 0, and m are respectively set as 0.2, 1 and 1.5. The limit cycle for SAABC and ABC is set to 50. A crossover rate of 0.9 is used in case of DE/currentto-best/1.
The statistical significance level of the difference of the 50 sample values of the optimal objective function of any two competitive algorithms is verified by the Wilcoxon rank sum test [11] with a significance level =0.05. The p-values obtained through the test between the best algorithm and each of the remaining algorithms over all combinations of cognitive tasks are reported in third brackets in Table- III. Here NA stands for not applicable covering the cases of comparing the best algorithm with itself. The null hypothesis of this statistical test is concerned with the equivalent performance of all the competitor algorithms. If the p-value, corresponding to the relative performance analysis of the i-th and j-th algorithms, is less than , then the respective null hypothesis is rejected. The reported results in Table- III clearly indicate the superiority of the proposed SAFA to its contenders in a statistically significant fashion over most of the combinations of cognitive tasks. SAABC, which yields the best objective function values for three cases (including experiments 7, 11 and 14) attain the second best rank. It is noteworthy that DE Happiness and sadness emotion recognition Experiment 7
Happiness and anger emotion recognition Experiment 8
Happiness and fear emotion recognition Experiment 9
Happiness and disgust emotion recognition Experiment 10
Disgust and fear emotion recognition Experiment 11
Disgust and anger emotion recognition Experiment 12 Disgust and sadness emotion recognition Experiment 13
Anger and fear emotion recognition Experiment 14
Anger and sadness emotion recognition Experiment 15
Sadness and fear emotion recognition based realization of the problem outperforms the proposed SAFA for task 9, however, insignificantly.
The comparative analysis of the competitor algorithms is also undertaken with respect to the classification accuracy of three different SVM classifiers [4] , considered in this paper. This is accomplished by first creating a testing dataset for each task combinations in Table- I. The testing dataset is created by following the same principle as in IV.A. Then for an algorithm, say i, we obtain optimal set of M electrodes and D features. Then these D-dimensional M source and sink feature vectors of the training dataset are used to train the SVM individually. After completing the training cycle, the Ddimensional M source and sink feature vectors are extracted from the testing set and are used to verify the classification accuracy of the trained SVM. This is repeated for all four competitors with i= [1, 4] for all three variants of nonlinear SVM. Fig. 3 plots the classification accuracy obtained by individual SVM classifier due to selection of optimal set of EEG electrodes and features by each contender algorithm. The plot clearly reveals that the proposed SAFA here too outperforms its contenders, however, marginally for SAABC [12] . V. CONCLUSION The paper proposes a novel evolutionary optimization approach to the simultaneous selection of significant electrodes and relevant EEG features for classification of cognitive tasks in EEG based BCI paradigm. The present work can get extreme appreciation, because till date separate techniques of electrode and feature selections are adopted by the researchers, but a combined methodology of simultaneous dealing with these two important aspects of EEG signal processing has not been used in large scale. It is noteworthy that the efficiency of classification of cognitive tasks is enhanced by a great extent using the proposed framework.
