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ABSTRACT 5G systems are envisaged to support a wide range of application scenarios with variate require-
ments. To handle this heterogeneity, 5G architecture includes network slicing capabilities that facilitate the
partitioning of a single network infrastructure into multiple logical networks on top of it, each tailored to a
given use case and provided with appropriate isolation and Quality of Service (QoS) characteristics. Network
slicing also enables the use of multi-tenancy networks, in which the same infrastructure can be shared by
multiple tenants by associating one slice to each tenant, easing the cost-effective deployment and operation
of future 5G networks. Concerning the Radio Access Network (RAN), slicing is particularly challenging as it
implies the configuration of multiple RAN behaviors over a common pool of radio resources. In this context,
this work presents a Markov model for RAN slicing capable of characterizing diverse Radio Resource
Management (RRM) strategies in multi-tenant andmulti-service 5G scenarios including both guaranteed and
non-guaranteed bit rate services. The proposed model captures the fact that different radio links from diverse
users can experience distinct spectral efficiencies, which enables an accurate modeling of the randomness
associated with the actual resource requirements. The model is evaluated in a multi-tenant scenario in urban
micro cell and rural macro cell environments to illustrate the impact of the considered RRM polices in the
QoS provisioning.
INDEX TERMS Markov processes, radio access networks, RAN slicing, radio resourcemanagement, quality
of service.
I. INTRODUCTION
The forthcoming Fifth Generation (5G) systems target the
simultaneous support of a wide variety of application sce-
narios and vertical industries (e.g. automotive, utilities, smart
cities, high-tech manufacturing) with distinct and variate
requirements (i.e. high data rates, low latency, high mobil-
ity) [1]. 5G will enable both the evolution of the current
business models and the emergence of new ones. Partnerships
at multiple-layers will be established, ranging from sharing
the infrastructure to exposing specific network capabilities as
an end to end service and integrating partners’ services into
the 5G system through a rich and software oriented capability
set [2].
In this context, 5G systems need to be provided with
the flexibility and configurability required to satisfy the
The associate editor coordinating the review of this manuscript and
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foreseen diversity. With this purpose, one key feature of the
5G system architecture is network slicing, which is based on
Software-Defined Networking (SDN) and Network Function
Virtualization (NFV) technologies [3] and allows the shar-
ing of a common infrastructure among diverse end-to-end
(self-contained) logical networks (i.e. network slices), each
tailored for a given use case [4]. Each network slice can
be provided with the appropriated isolation and optimized
characteristics for a particular application. Therefore, net-
work slicing enables the use of multitenancy [5], in which
multiple tenants, e.g. communication providers or mobile
virtual network operators (MVNO), can share the common
infrastructure to provide services to their own users, resulting
in reductions of capital and operational costs.
Network slicing support is especially challenging for the
Radio Access Network (RAN) [6], [7], which is the most
resource-demanding (and costliest) part of the mobile net-
work. The reason is that the radio spectrum is a limited
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resource and the level of isolation required by the different
slices can compromise the efficiency of the radio resources
usage. Consequently, one of the major research problems in
the field is the definition of novel Radio Resource Manage-
ment (RRM) strategies, or the adaptation of existing ones,
that allow both the implementation of slicing at the RAN
and the fulfilment of the users’ Quality of Service (QoS)
requirements [8].
The first steps in the standardization process of the
system architecture and functional aspects to support net-
work slicing in both the 5G Core Network (5GC) and
in the Next-Generation RAN (NG-RAN) have been con-
ducted by 3GPP [9], [10]. This includes the definition of
the 5G New Radio (NR) interface and the 5G QoS model.
Moreover, implementation aspects of network slicing in the
NG-RAN have been studied from multiple angles, ranging
from virtualization techniques and programmable platforms
with slice-aware traffic differentiation and protection mech-
anisms [11]–[13] to algorithms for dynamic resource sharing
across slices [14]. Similarly, [15] analyses the RAN slicing
problem in a multi-cell network in relation to RRM func-
tionalities and [16] proposes an adaptation algorithm for
resource allocation, which is based on the deviations from
requirements. In turn, [17] proposes a set of vendor-agnostic
configuration descriptors intended to characterize the fea-
tures, policies and resources to be put in place across the
radio protocol layers of a NG-RAN node for the realiza-
tion of concurrent RAN slices. Also, [18] proposes a pro-
cedure to establish the level of centralization of different
RRM functions while [19] presents an adaptive inter-slice
TDD allocation algorithm, where resources are assigned by
minimizing costs and interferences. Some other works focus
on the network slice admission control for slices requests
that need to support a given number of users for a cer-
tain time, such as [20], [21], which target to optimize the
infrastructure providers’ revenue, or [22], which optimizes
the network utilization by incorporating traffic forecasting
capabilities. Moreover, frameworks for the realization and
study of network slicing have been implemented and tested
such as in [23], which designs a system for themanagement of
RAN slices and the provisioning of radio resources to slices
based on their requirements in Long Term Evolution (LTE)
technology, considering its extension to 5G NR.
In the above context, this paper tackles the RAN slic-
ing problem from a modeling perspective by proposing
and developing a Markov model characterization of RAN
slicing in multi-tenant and multi-service scenarios. Marko-
vian approaches have been widely used to characterize
the utilization of resources in many fields, such as in
mobility [24], cloud computing [25], Call Admission Con-
trol (CAC) scheme for 3G [26] or for heterogeneous net-
works Radio Access Technologies (RAT) policies [27]. More
recently, works in the field of 5G exploit Markov modeling
to approach a proactive resource allocation scheme in highly
mobile networks [28], the management of Admission Con-
trol (AC) for handoff requests between small cell and macro
cell domains [29], the computation of the estimated spectrum
requirement [30] and themanagement of slices’ creation [31].
Markov chain models have also been considered in [32] for
spectrum sharing schemes and primary/secondary scenar-
ios [33]–[35]. Our recent works [36], [37] introduced a first
approach to the use of Markov chains models to characterize
different RRM policies for RAN slicing at different layers
of the protocol stack. Similarly, [36], [37] considered the
5G QoS model, which embraces prioritization among traffic
flows. This paper constitutes a step forward in the establish-
ment of a wider range of relationships among the different
dimensions of the RAN slicing problem, including aspects
of the radio environment, services types and configurations,
traffic scenarios, etc.
Specifically, this paper includes several novelties and
advances: (i) The model allows the definition of both
Guaranteed Bit Rate (GBR) and non-Guaranteed Bit Rate
(non-GBR) services in terms of its corresponding 5G QoS
parameters such as the Allocation and Retention Priority
(ARP) and the 5G QoS Identifier (5QI) parameters. (ii) RRM
policies at the different radio protocol layers have been prop-
erly characterized to support both types of services (i.e. GBR
and non-GBR) and to provide slicing capabilities, so that
isolation between slices is achieved both in the admission
of users and the allocation of resources. (iii) In terms of the
resource allocation, a new statistical model has been devel-
oped that allows capturing 5G scenarios with variate radio
propagation conditions (i.e. diverse spectral efficiencies can
be perceived by the different users in the system). In particu-
lar, the presented statistical model for layer 2 allows deriving
the probability density function (pdf) of both the required
resources and the assigned resources in multi-tenant and
multi-service scenarios based on the QoS requirements. From
these pdfs, different performance indicators are extracted.
(iv) The proposed model is evaluated in a scenario comprised
of two tenants providing both GBR and non-GBR services
over urban micro cell and rural macro cell environments,
where different performance metrics of interest (e.g. block-
ing probability, occupancy, throughput) are assessed and the
relationships between the different parameters are analyzed.
The rest of the paper is organized as follows. Section II
presents the system model, describing the analytical Markov
chain approach considered. In Sections III and IV the slicing-
aware AC policy performed at layer 3 and the radio resource
allocation procedure at layer 2 are characterized, respectively.
Section V presents different performance metrics that can
be extracted from the presented model. Section VI describes
two example scenarios considered for 5G RAN slicing for
the subsequent validation of the model and analysis of the
performance results at state and system levels, as well as a
discussion of the impact of introducing a new tenant. Finally,
Section VII summarizes the conclusions.
II. SYSTEM MODEL
A scenario comprised of a common radio infrastructure
shared by N tenants is assumed. Each tenant operates in a
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FIGURE 1. System model conceptual scheme.
RAN slice, which has already been created and deployed by
the Operations, Administration andManagement (OAM) sys-
tem among the RAN infrastructure by means of the Network
Slice Subnet Management Function (NSSMF) [38]. The n-th
tenant provides Mn service types, which can be either GBR
or non-GBR services. The service type indicator Ts,n takes
value 0 if the s-th service of the n-th tenant is GBR and 1 if
it is non-GBR. The QoS profile is given by the GBR value
(i.e., the bit rate to be provided to the user of a GBR service,
also referred to as Guaranteed Flow Bit Rate (GFBR) in 5G
3GPP’s terminology), the ARP indicator [9], which defines
the relative importance of the service requesting for resources
and starts from 1 (highest priority) onwards (for successive
lower priority services), and the priority level associated with
the 5QI. Therefore, for GBR services, the QoS profile is
characterized by the guaranteed GBRs,n, the ARPs,n and the
5QI priority level PLs,n for s = 1, . . . ,Mn and n = 1, . . . ,N .
In the case of non-GBR services, the GBRs,n is set to 0, as no
data rate is guaranteed.
The considered scenario is depicted in Fig. 1. It is com-
prised of a gNB, which is the NG-RAN node operating
the 5G NR interface, composed of a cell with a certain
bandwidth subdivided in Physical Resource Blocks (PRB)
of bandwidth B. Hence, the cell has a number of available
PRBsNava at layer 1 to serve the User Equipment (UE) traffic
demands.
Fig. 1 also illustrates the different layers of the radio inter-
face protocol stack at the gNB that determine how the user
plane information and the control plane signaling is trans-
ferred between the UE and the gNB. Specifically, the transfer
of the user plane information (e.g. IP packets associated to
the services of the UE) is carried out through the Service Data
Adaptation Protocol (SDAP), Packet Data Convergence Pro-
tocol (PDCP), Radio Link Control (RLC), Medium Access
Control (MAC) and physical (PHY) layers. In turn, the con-
trol plane signaling can be either generated at the Radio
Resource Control (RRC) layer (e.g. for measurement report-
ing) or at upper layer Non Access Stratum (NAS) protocols
for signaling between the UE and the 5GC network (e.g. for
session establishment). In both cases, signaling is transferred
between UE and gNB using the PDCP, RLC, MAC and PHY
layers. Further details on the functionalities of each layer can
be found in [39].
In order to efficiently use the radio resources and ensure
the QoS requirements of the users in the system when trans-
ferring the information through the different layers of the
protocol stack, the gNB includes a set of RRM functionalities,
namely the AC function at Layer 3 (L3) and the resource
allocation at Layer 2 (L2), which are the focus of this paper
and are briefly described in the following.
Whenever a new session of a service (i.e. a new QoS flow
in 3GPP terminology) is established for transferring user data
through the 5G system for a given UE, the 5GC network
requests the gNB to set up resources to support this QoS flow
at the radio interface. The 5GC network provides the gNB
with the slice identifier of the tenant, i.e. the Single Network
Slice Selection Assistance Information (S-NSSAI) [9], and
the QoS parameters of the service. At the gNB, the SDAP
layer maps the QoS flow to a Data Radio Bearer (DRB) that
enables data transfer through the different layers of the radio
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interface protocol stack according to the expected QoS [10].
For this reason, and to make sure that the cell will have suffi-
cient resources to support the requested QoS, the AC function
at L3 is required to determine the acceptance or rejection of
the new DRB in accordance with its QoS parameters and the
available capacity.
Let us consider that each UE is provided with a single
DRB and that, as a result of the AC function, the number
of admitted DRB, and thus users, of the s-th service of the
n-th tenant in the cell is us,n. Then, the resource allocation
function is associated to the MAC layer at L2 and is in
charge of dynamically assigning the Nava available PRBs
in the cell among the admitted DRBs, thus determining
how the data of these DRBs travels through the physical
layer.
In order to configure the multi-tenant behaviour of the
AC and resource allocation functions, the OAM provides
the RRM policy information to the gNB [38], including
guidance for the split of radio resources among the different
RAN slices. Specifically, this paper assumes that the OAM
provides each gNB with the per-tenant parameters required
to configure the RRM functionalities, as described in the
detailed models for the L3 admission control and L2 resource
allocation functions that are given in Sections III and IV,
respectively.
Assuming that users generate sessions of exponential dura-
tion according to a Poisson arrival process, the dynamic
evolution of the number of admitted users of each ser-
vice type and tenant can be characterized in general
by a Continuous Time Markov Chain (CTMC) with
(M1 + M2 +. . .+ MN )-dimensional states. Let us define
S(u1,1,...,uM1,1,u1,2,...,uM2,2,...,u1,N ,...,uMN ,N ) as the state in which
u1,1, . . . ,uM1,1, u1,2, . . . ,uM2,2, . . . ,u1,N , . . . ,uMN ,N users
are admitted in the system. The state space is defined as:
S = {S(u1,1,...,uMN ,N )|us,n ≤ Umax,s,n} (1)
where Umax,s,n is the maximum allowed number of users of
the s-th service of the n-th tenant, which is established for
hardware limitation purposes (processor, memory, power).
It is worth mentioning that the AC can further restrict the
number of users per service to a value lower than Umax,s,n
depending on how the AC policy is specified.
Transitions between states occur due to session arrivals or
session departures. In this respect, it is considered that session
arrivals are generated with rate λs,n for the s-th service of
the n-th tenant, while the average session duration of this
service is 1/µs,n. Moreover, since AC in L3 is in charge
of admitting or rejecting users’ requests depending on the
system occupation, it also affects the transitions between
states. In this respect, let us define ACs,n(u1,1,...,uMN ,N )
as the
binary AC indicator for the arrivals of the s-th service and
n-th tenant, taking the value 1 if the new service request is
accepted and 0 otherwise. It is worth mentioning that, since
transitions can only occur due to the admission of a new
session or the finalization of an existing session, they can
only increase or decrease the number of admitted users in
one unit, meaning that transitions are only possible between
neighboring states. Therefore, the transition rate qx,y from a






if x = S(u1,1,...,us,n,...,uMN ,N ) and
y = S(u1,1,...,us,n+1,...,uMN ,N )
us,nµs,n if x = S(u1,1,...,us,n.,..,uMN ,N ) and
y = Su1,1,...,us,n−1,...,uMN ,N )
0 otherwise
(2)
where transitions to states with one more user (i.e. first condi-
tion in (2)) depend on the ACs,n(u1,1,...,uMN ,N )
indicator and λs,n
while the transitions to a state with one less user (i.e. second
condition in (2)) depend on the number of users of the service
that decreases and µs,n. The rest of transitions from/to states
with more or less than one user are not allowed (i.e. third
condition in (2)).
Fig. 2 illustrates a state transition diagram with all the
possible transitions to/from a given state S(u1,1,...,us,n,...,uMN ,N )
when increasing or decreasing one user of each of the
services. From the state transition diagram, the general

























P(u1,1,...,us,n+1,...,uMN ,N )(us,n + 1)µs,n
(3)
where P(u1,1,...,us,n,...,uMN ,N ) corresponds to the steady-state
probability of being in state S(u1,1,...,us,n,...,uMN ,N ). When the
SSBEs are obtained for all the states, the steady-state proba-
bilities can be computed by using numerical methods capable
of solving the system of equations composed by the different
SSBEs and the following normalization constraint:∑
S(u1,1,...,uMN ,N )
∈S
P(u1,1,...,uMN ,N ) = 1 (4)
III. ADMISSION CONTROL AT LAYER 3
The AC function at L3 decides on the acceptance or rejection
of users initiating new sessions depending on their requested
QoS and the already admitted users in the cell. Since the QoS
requirements have different nature for GBR and non-GBR
services, the considered AC policy behaves differently in
each case.
For GBR services (Ts,n = 0) the admission or rejection
decision of a new user from the s-th service of the n-th tenant
considers its requested GBRs,n and ARPs,n parameters and
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FIGURE 2. State transition diagram with all the transitions from/to a given state S(u1,1,...,us,n,...,uMN ,N
) with u1,1, . . . , us,n, . . . , uMN ,N users.
those of the already admitted GBR users of the same tenant,
together with a per-tenant capacity threshold Cmax,n defined
as the maximum aggregate GBR that can be admitted for
tenant n. This threshold Cmax,n is provided by the OAM
as the RRM policy information to be enforced by the AC.
Correspondingly, the new GBR user can be admitted if the
aggregate GBR considering both the new user and the already
accepted users of tenant n with higher or equal priority than
the new user (i.e. with ARP lower or equal than ARPs,n)
does not exceed the threshold Cmax,n. It is worth noting
that, in practice, Cmax,n could be dynamically adjusted, e.g.
through a Self-Organizing Network (SON) function [40],
to account for the spectral efficiency conditions experienced
by the users in the cell.
In contrast, for non-GBR services (Ts,n = 1) the system
is not committed to guarantee any GBR value. Therefore,
the AC in this case only checks that the number of admitted
users does not exceed the maximum threshold Umax,s,n.
Based on these considerations, the AC decision for a new










us′,n · GBRs′,n + GBRs,n ≤ Cmax,n)
or (Ts,n = 1 and (us,n + 1) ≤ Umax,s,n)
0 otherwise
(5)
Note that the considered AC function is performed inde-
pendently for each tenant, in the sense that the admission
of a new user belonging to a certain tenant only depends on
this tenant’s parameters and occupation. Also, notice that the
time scale at which AC is triggered depends on the session
generation rate of the users λs,n, which will typically be in
the order of seconds.
IV. MODEL OF RADIO RESOURCE ALLOCATION
AT LAYER 2
From the perspective of the Markov model, admissions at
L3 and session finalizations generate state transitions. In turn,
within the sojourn time of a given state, the resource alloca-
tion at L2 defines how the Nava available PRBs in the cell are
assigned to the admitted users in a given state. In practice, this
is performed by the Packet Scheduler (PS), which dictates in
a short time basis (millisecond time scale) the user allocation
of PRBs to transmit data packets by considering the QoS
constraints and the actual radio conditions associated with
each user. In this paper, the PS behavior is characterized in
accordance with the sojourn time of the Markov model states
(i.e., typically few seconds) and, consequently, all the short
time scale components of the PS (e.g. fast fading) will be
averaged out in the resource allocation model.
Fig. 3 shows the considered resource allocation process.
It is performed independently for each tenant n and assum-
ing a maximum number of PRBs, Nth,n, to be allocated to
this tenant, which is also determined by the OAM and pro-
vided to the gNB as RRM policy information. As depicted
in Fig. 3, the process firstly allocates PRBs among the
admitted users of GBR services. For this purpose, let us
denote as arp(1, n), arp(2, n),. . . , arp(Mn ,n) the list of ARP
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FIGURE 3. Resource allocation procedure.
values in increasing order for the GBR services of tenant n,
i.e. starting by arp (1, n) = mins|Ts,n=0ARPs,n and ending
with arp (Mn, n) = maxs|Ts,n=0ARPs,n. Then, the process
firstly allocates the PRBs required by all the GBR services
with arp(1, n), then with arp(2 ,n), and so on. As long as
there are available PRBs to serve the users of an ARP value,
resources are assigned. Instead, when not enough PRBs are
available (i.e. there is congestion), the procedure proportion-
ally distributes the available PRBs among the users of that
ARP value. Other criteria might be adopted for handling
persistent congestion situations such as the use of congestion
control functions. However, they are out of the scope of this
work. After this process, the remaining PRBs are allocated
among the admitted users of non-GBR services. Both phases
are further developed in the following.
A. RESOURCE ALLOCATION TO GBR SERVICES
For a given state x = S(u1,1,...,uMN ,N ), the target here is to
model the aggregate number of assigned PRBs to the users of
a given GBR service s of tenant n, denoted as ax,s,n. Provided
that the us,n users of this service experience variable prop-
agation conditions, this is a random variable that should be
characterized statistically through its pdf, denoted as fax,s,n (k).
In order to obtain fax,s,n (k), the first stage is to formulate the
statistical distribution of the number of required PRBs by
the us,n users. Then, the procedure of Fig. 3 is needed to
allocate theNth,n available PRBs among theMn service types,
considering that the required PRBs of each service can be
different and that the ARPs establish a prioritization among
services.
The number of required PRBs by a user of the GBR ser-





where Seff is the spectral efficiency, measured in b/s/Hz, and
B is the PRB bandwidth. Since Seff fluctuates depending
on the propagation conditions that users experience when
moving around the cell, it is treated as a random variable.
Therefore, based on measurements collected from the differ-
ent users, it is possible to derive the pdf of the random variable
Y = 1/(Seff · B), denoted as fY (y). This pdf is obtained by
gathering samples of the wideband Channel Quality Indica-
tor (CQI) distribution [41]. The CQI is an integer index that
indicates the modulation and coding scheme available to user
in accordance to its experienced propagation conditions. The
wideband CQI distribution is computed by the gNB from the
CQI reports provided by the different users, and it is reported
to a Management and Data Analytics Function (MDAF) [42]
with a given periodicity (e.g. 15minutes). TheMDAF gathers
samples of this distribution and averages them for a longer
time period in order to get the adequate statistical validity to
be representative of the cell conditions. Then, the averaged
distribution of the CQI indices can be directly mapped to
the distribution of the Seff according to the tables in section
5.2.2 of [43]. From the distribution of the spectral efficiency,
fSeff (y), the pdf of Y , fY (y) can be extracted based on fSeff (y)
as:
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Correspondingly, the number of required resources Nreq,s,n
is another random variable, whose pdf is:








Assuming that each user experiences independent propaga-
tion conditions, the pdf of the aggregate number of required




















where ∗ represents the convolution operator.
As seen in Fig. 3, the allocation of resources to GBR
users is performed in accordance with the priorities estab-
lished by the ARP values of each service in the tenant,
treating all the services with the same arp(m,n) together.
Correspondingly, let us denote as Rarp(m,n) = [rx,s′,n |
ARPs′,n = arp(m,n), Ts′,n = 0] the vector of required
resources for the GBR services of tenant n with the same
arp( m,n).Considering independence between requirements












In turn, let us denote as Zarp(m,n) the random variable rep-
resenting the aggregated number of PRBs already assigned
to the GBR services in tenant n of ARP lower than arp( m,n)
and fZarp(m,n) (z) its pdf. For arp(1 ,n), since no resources have
been yet assigned, fZarp(1,n) = δ(z), where δ (·) is the Dirac
delta function.
The pdf fax,s,n (k) of the s-th service of the n-th tenant
with ARPs,n = arp(m,n) can be computed by conditioning
the value of assigned resources ax,s,n to the requirements
Rarp(m,n) of the services with the same arp(m,n) and to
the already assigned resources by GBR services Zarp(m,n).
















where fax,s,n|Rarp(m,n),Zarp(m,n) (k|Rarp(m,n), z) is the pdf of


















rx,s′,n > Nth,n − z
(12)
The first condition in (12) considers the case that the
number of available resources for the tenant is higher than
the required resources given by Rarp(m,n) vector. Then, each
user gets the required resources, i.e. the aggregate resources
are ax,s,n = rx,s,n. In turn, the second condition in (12)
considers the case that there are not sufficient resources
for the tenant to fulfil the requirements of all the users of
arp(m,n) (i.e. there is congestion). In this case, the assigned
resources are proportionally distributed among these users as












Once the computation of fax,s,n (k) for each of the ser-
vices with arp(m,n) is completed, the pdfs for the subse-
quent ARP value arp(m + 1 ,n) need to be derived. Then,
the pdf fZarp(m+1,n) (z) is computed based on fZarp(m,n) (z) and the
aggregate resources that have been assigned to the services










where fAarp(m,n)|Zarp(m,n) (t|z) is the pdf of Aarp(m,n) conditioned
to Zarp(m,n) given by:
fAarp(m,n)|Zarp(m,n) (t|z) = fKarp(m,n) (t) · H (t,Nth,n − z)






1 x < y
0 x ≥ y
(16)
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where fKarp(m,n) (z) is the pdf of the aggregate required
resources for all the GBR services of arp( m,n), given by:
fKarp(m,n) (t) = frx,1,1 (t) ∗ . . . ∗ frx,s,n (t)︸ ︷︷ ︸
s=1,...,Mn,ARPs,n=arp(m,n),Ts,n=0
(17)
Note that, for the case m = Mn, which corresponds to the
maximum ARP value among the GBR services in tenant n,
expression (14) gives the pdf of the random variable ZGBR,n
that represents the aggregate PRBs assigned to all the GBR









B. RESOURCE ALLOCATION TO NON-GBR SERVICES
As seen in Fig. 3, the remaining PRBs after the allocation
to GBR users of tenant n are distributed among the users of
non-GBR services of the tenant. This distribution is carried
out proportionally based on the 5QI priority level and the
number of admitted users us,n of each service, with the pro-








Consequently, the assigned PRBs to the non-GBR service
s of tenant n are given by ax,s,n = (Nth,n − ZGBR,n )·σs,n. The
pdf of ax,s,n can be obtained by using the pdf of the assigned









Based on the steady-state probabilities, this section develops
the different performance metrics of interest for the evalua-
tion of the considered RRM strategies.
A. BLOCKING PROBABILITY
Blocking states are those in which the acceptance of a new
user of a given service is not possible. Specifically, the set of
blocking states for users of the s-th service of the n-th tenant
is denoted as Sbs,n, defined as:




Similarly, the set of blocking states for the n-th tenant, Sbn ,
are those states in which the acceptance of one user from any
of the services of this tenant is not possible. Therefore, it is
defined as the intersection of the sets of blocking states for




2,n ∩ . . . ∩
SbMn,n. Similarly, the set of all blocking states in the system
Sb is expressed as the intersection of the set of blocking states
of each tenant/service.
Based on the blocking states, the blocking probability com-






P(u1,1,...,uMN ,N ) (22)
This can be easily extended to compute the blocking prob-
ability per tenant or the global blocking probability by con-
sidering Sbn or S
b, respectively, in the summation of (20).
B. OCCUPANCY METRICS
Given the steady-state probabilities P(u1,1,...,uMN ,N ), it is also
possible to compute different metrics that provide informa-
tion about the occupancy of the system. The average number






us,n · P(u1,1,...,uMN ,N ) (23)
The average number of admitted users per tenant can be
computed by adding the average number of users per service,
i.e.Un = U1,n+U2,n+ . . .+UMn,n. Similarly, the global sys-
tem average number of admitted users U would be computed
as the sum of the average number of users for all services and
tenants.
Another system occupancy metric that can be obtained
from the model is the average PRB utilization as,n aggregated
per each service. The average aggregated PRB utilization in
a given state x = S(u1,1,...,uMN ,N ) for the s-th service and the





k · fax,s,n (k) · dk (24)
Then, the system average aggregated PRB utilization
per service as,n can be computed by considering all the states






·P(u1,1,...,uMN ,N ) (25)
Accordingly, the average PRB utilization per tenant would
result from an = a1,n + a2,n + . . . + aMn,n while the global
system PRB utilization a can be computed by adding the
average PRB utilization of each tenant. Then, the average
normalized PRB utilization of the s-th service of the n-th





Similarly to the other metrics, the average normalised PRB
utilization per tenant ωn and the global average normalized
PRB utilization ω result from adding the average normalized
PRB utilization of the tenant’s services or all the services,
respectively.
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C. AVERAGE AGGREGATED THROUGHPUT
For a state x = S(u1,1,...,uMN ,N ), the average aggregated
throughput for the s-th service of the n-th tenant Thx,s,n is
computed differently for GBR and non-GBR services. In the







k · fThrx,s,n|Rarp(m,,n),Zarp(m,n) (k|Rarp(m,n), z)






drx,s′,n · dk (27)
where fThx,s,n|Rarp(m,n),Zarp(m,n) (k|Rarp(m,n), z) is the pdf of the
aggregated throughput Thx,s,n for the GBR service s from










rx,s′,n ≤ Nth,n − z






rx,s′,n > Nth,n − z
(28)
Expression (28) follows the same principle as (12), con-
sidering that, when the number of available PRBs is higher
than the number of required PRBs (first condition in (28)),
all users get the required PRBs and thus the throughput of
each user is GBRs,n. Instead, when there are not sufficient
resources (second condition in (28)), the assigned PRBs are
just a fraction αarp(m,n) of the required ones and thus the
throughput of each user is αarp(m,n)· GBRs,n·
Regarding non-GBR services and considering that the
number of assigned PRBs to the non-GBR users depends on
the spare PRBs after the allocation to GBR users, the average
aggregated throughput Thx,s,n for non-GBR users is indepen-
dent of its actual spectral efficiency and is given by:
Thx,s,n = ax,s,n · Seff · B (29)
where Seff is the average of the spectral efficiency Seff ,
derived from measurements in a similar way as variable Y .
The system average aggregated throughput Ths,n for the s-
th service of the n-th tenant can be computed by considering






· P(u1,1,...,uMN ,N )
(30)
The average aggregated throughput for the n-th tenant
Thn and the average global system aggregated throughput
Th result from the summation of the average aggregated
throughputs of the tenant’s services or all the services in the
system, respectively.
D. DEGRADATION PROBABILITY
Degradation occurs when congestion is reached and some
GBR admitted users cannot be assigned with their required
resources to provide GBRs,n. Instead, they are assigned with
a lower number of resources according to the considered
resource allocation criteria.
For a given state x, the degradation probability of the GBR
service s-th of the n-th tenant with ARPs,n = arp(m,n) can be





















where H (·) is defined in (16) and allows considering in the
computation only those cases in which there are not enough
resources to satisfy the service requirements (i.e. the second
condition in (12)).
Based on the degradation at state level and the steady-state
probabilities, the degradation probability of the s-th of the




pdeg,x,s,n · P(u1,1,...,uMN ,N ) (32)
Note that the degradation probability is not computed for
non-GBR services, as GBRs,n is not established for them.
VI. PERFORMANCE EVALUATION
This section presents a performance analysis of the proposed
analytical model. Firstly, the detailed characteristics of the
considered scenarios are presented. Then, the model valida-
tion, the analysis of the scenarios at both state and global
system levels and a discussion of the impact of introducing
a new tenant follow.
A. CONSIDERED SCENARIO
The scenario under test considers N = 2 tenants, referred
to Tenant 1 and Tenant 2. Tenant 1 provides M1 = 3 dif-
ferent services while Tenant 2 provides M2 = 2 services.
For each of the services, the QoS parameters summarised
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TABLE 1. Services per tenant.
in Table 1 have been specified according to the QoS model
of [9]. The included parameters consist of the ARP, the PL
and the GFBR, which specifies the GBR value to be provided
to a QoS flow.
The NG-RAN is composed by one gNB with a single cell.
Two different radio environments are considered: a Urban
Micro-cell (UMi) and a Rural Macro-cell (RMa) according
to [44]. The configured parameters used to obtain the differ-
ent results included in this section are summarized in Table 2.
Considering the defined 5G NR numerologies and channel
bandwidth constraints for the different 5G NR bands [45],
the largest channel bandwidth allowed to the considered RMa
environment operating in the 700 MHz band is 20 MHz.
Then, in order to ease the comparison of results in both RMa
and UMi, the same 20 MHz bandwidth has been selected
for both environments, which is composed by 51 PRBs [46],
each one of B = 360 kHz corresponding to 12 Orthogonal
Frequency-Division Multiple Access (OFDMA) subcarriers
with subcarrier separation of 30 kHz. Notice that, for both
of the environments, the spectral efficiency samples of the
different users are generated by mapping the Signal to Inter-
ference Ratio (SINR) of users to spectral efficiency values
according to the link-level model of section. 5.2.7 of [47],
which includes a parameter α to model modem implemen-
tation losses and link conditions such as the effects of error
rates and retransmissions.
B. MODEL VALIDATION
The proposed model has been validated by comparing its
results to the ones obtained with a custom made system-level
simulator. The results from the Markov model have been
extracted by developing it on Matlab and employing the
Gauss-Seidel method [48] to solve the SSBE equation in (3)
for all the states [37].
The system-level simulator used for the validation allows
defining 5G multi-tenant and multi-service scenarios with
diverse cell deployments and with different QoS require-
ments for each service. Sessions generation follow a Poisson
distribution with exponentially distributed session duration.
The implemented RRM functionalities in terms of AC and
resource allocation in the simulator follow the same prin-
ciples as in the Markov model (i.e. Sections III and IV of
this paper) and the adopted validation scenarios correspond
to those considered in Table 1 and Table 2. The simulation
TABLE 2. Model configuration parameters.
time has been set to 108 s to ensure a proper convergence of
the results.
Table 3 contains the absolute percentage of error of the
simulator results with respect to the Markov model results
for all the services in the system for two session generation
rates of Tenant 1. The small error percentages obtained show
the suitability of the analytical model to evaluate RAN slicing
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TABLE 3. Comparison of results between Markov model and simulator.
FIGURE 4. Pdf of assigned resources to service 1 for State #1 and State
#2 in UMi and RMa scenarios.
scenarios with multiple tenants and services when consider-
ing diverse environments in terms of cell deployment (cell
radius, transmitted power, etc.) and different traffic loads.
C. PERFORMANCE RESULTS
This section includes the performance results analysed both
from state and system level perspectives. In addition, the anal-
ysis of the impact of introducing a new tenant in the system
is provided.
1) STATE LEVEL ANALYSIS
In order to analyze the behavior of the proposed radio
resource allocation procedure in L2, two states have been
selected and the procedure of Section IV has been followed.
State #1 comprises u1,1 = 4, u2,1 = 10 and u3,1 = 12 users
belonging to Tenant 1 and u1,2 = 6 and u2,2 = 6 belonging
to Tenant 2. State #2 is composed of u1,1 = 7, u2,1 = 12
and u3,1 = 12 users belonging Tenant 1 and u1,2 = 9 and
u2,2 = 6 users belonging to Tenant 2. Notice that State #2 has
higher GBR requirements than State #1. Both states have
FIGURE 5. Pdf of assigned resources to service 2 for State #1 and State
#2 in UMi and RMa scenarios.
FIGURE 6. Pdf of assigned resources to service 3 for State #1 and State
#2 in UMi and RMa scenarios.
been evaluated in both UMi and RMa environments, defined
in Table 2.
Regarding the resource allocation of Tenant 1, Fig. 4,
Fig. 5 and Fig. 6 include the pdfs of the assigned resources
fax,s,n (k) in both states and environments for all services of
Tenant 1. The impact of the environment can be appreciated:
the pdfs for the UMi environment are narrower than the
ones for the RMa environment. This reveals that the UMi
has better radio propagation conditions than the RMa and
less variability in terms of spectral efficiency given the more
confined coverage area. In this sense, the peak observed in the
obtained pdfs, which is produced by those users having the
maximum spectral efficiency available in the system, is much
prominent for the pdfs belonging to the UMi scenario.
The effect of increasing the number of GBR users can
be observed in Fig. 4 and Fig. 5 when comparing the pdfs
of States # 1 and # 2 of services 1 and 2, respectively
(i.e. u1,1 = 4 and u2,1 = 10 in State # 1 and u1,1 = 7 and
u2,1 = 12 in State # 2). As expected, the pdfs in State #2 are
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TABLE 4. Average aggregated assigned PRBs and throughput.
shifted to a higher number of assigned PRBs, as a result
of having a greater resource demand. Moreover, a peak at
35.7 PRBs appears for service 1 in State # 2 in the RMa
environment, reflecting that there exists a probability that
all the resources available for Tenant 1 (i.e., 35.7 PRBs) are
assigned to service 1. In this case, given that service 1 has
the lowest ARP (i.e. the highest priority), this means that no
resources can be assigned to service 2, which is evidenced by
the peak at 0 assigned PRBs that appears in Fig. 5.
In the case of service 3, as it is a non-GBR service, it is
provided with the remaining resources after the allocation to
GBR services (i.e. service 1 and service 2), as shown in Fig. 6.
This explains the fact that in State # 1 the pdf is centred in a
higher number of resources than in State # 2. Furthermore,
the peaks in the pdfs appear at the right hand side instead of
the left hand side observed for GBR services, reflecting that
service 3 is granted with lower priority and is assigned with
the spare radio resources.
Table 4 presents the state average aggregated PRB uti-
lization, ax,s,n, and the state average aggregated throughput,
Thx,s,n, for States # 1 and # 2 and all the services in the
system in both UMi and RMa environments. In the case of
Tenant 2, given that both services are non-GBR, no require-
ments in terms of resources are established, so the pdf of the
assigned PRBs does not depend on the spectral efficiency or
the environment. Consequently, the same values in terms of
ax,s,n are observed for UMi and RMa environments. From
these values, the effect of the proportional sharing constant
σs,n is appreciated, which depends on both the PL and the
number of users. For State # 1, service 1’s average aggregated
PRB utilization is lower than the one obtained for service 2,
as the latter has a lower PL (higher priority) and both services
have the same number of users. The contrary case is obtained
in State # 2, where service 1’s average aggregated PRB
utilization is higher than the one obtained for service 2 as a
result of the higher number of users of service 1. In terms
of the average aggregated throughput of Tenant 2’s services,
higher throughput is achieved in the UMi scenario thanks to
its better propagation conditions.
Furthermore, in order to get a deeper insight into the behav-
ior of the resource allocation procedure from a multi-state
perspective, Fig. 7 presents the average aggregated PRBs uti-
lization ax,s,n in a RMa environment for each of the services
in the different states, given by the number of users us,n of
each tenant/service. Regarding Tenant 1, Fig. 7a shows that
the resource allocation for service 1 is performed indepen-
dently of the number of users of service 2. This is because
service 1 is the first provided with resources as it has the low-
est ARP value (i.e. higher priority). Differently, the resource
allocation for service 2 depends on the number of users of
service 1 (Fig. 7b), as its PRB allocation is performed after
the allocation to service 1. Therefore, the PRB utilization of
service 2 increases when reducing the number of users of
service 1. Nevertheless, service 2 PRB utilization values are
lower than in the case of service 1, as the GBR requirement is
also lower.Moreover, Fig. 7c proves that service 3 is provided
with the remaining resources after the allocation of PRBs of
services 1 and 2, so the highest PRB utilization of service 3 is
achieved when the number of users of services 1 and 2 is low.
This happens because service 3 is the one with lowest priority
(i.e. highest ARP) and is a non-GBR service. Besides, Fig. 7d
and Fig. 7e show how theNth,2 PRBs available to Tenant 2 are
distributed among the non-GBR services 1 and 2 according
to the proportional sharing constant σs,n. In this sense, both
graphs are complementary to each other, i.e. in states with
no users of service 1, all the PRBs are allocated to service 2,
while in states with no users of service 2 all the PRBs are
allocated to service 1.
2) SYSTEM LEVEL ANALYSIS
This section discusses the global system performance in both
RMa and UMi scenarios, focusing on the behavior of the
RRM procedures considered for L3 and L2 and the capability
of the overall system to adopt diverse configurations. Results
have been generated according to the configuration in Table 2,
by varying the session generation rate of Tenant 1, which also
implies the variation of its GBR services’ traffic offered load,
and keeping constant the rate of Tenant 2. Traffic offered load





GBRs,nλs,n · (1/µs,n) (33)
In order to analyse the RRM at L3, Fig. 8 represents
the blocking probability of the GBR services in the system
(i.e. services 1 and 2 from Tenant 1) in both considered
environments as a function of their offered load. For high
offered loads, blocking probabilities for service 2 are slightly
higher than for service 1 in both environments, exhibiting
that it has a higher ARP (i.e. less priority) than service 1.
Anyway, the blocking probabilities remain in low values
(i.e. less than 1.5%) for the considered offered loads, which
are lower than the maximum capacity threshold in both UMi
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FIGURE 7. Average aggregated PRB utilization in the different states for (a) Service 1 of Tenant 1, (b) Service 2 of Tenant 1, (c) Service 3 of
Tenant 1 (d) Service 1 of Tenant 2 and (e) Service 2 of Tenant 2.
FIGURE 8. Blocking probability of GBR services in RMA and UMi
environments.
and RMa environments (i.e.Cmax,1 = 62.6Mb/s for UMi and
Cmax,1 = 56.2 Mb/s in RMa). In addition, higher blocking
probabilities of service 2 are found for the RMa environment.
In this case, the admission of a user implies a higher number
of required resources, so a lower number of users can be
admitted in the system. It is worth pointing out that this effect
is not noticed for service 1 due to its higher priority. For
non-GBR services, all users are admitted as the maximum
number of users Umax,s,n is not reached, which is the only
constraint considered for them.
The RRM at L2 is analyzed in terms of the system average
PRB utilization, as,n, and throughput Ths,n, both aggregated
per service. Fig. 9 represents the system average aggregated
PRB utilization by each of the services for the RMa and
UMi environments, as a function of Tenant 1’s GBR services
FIGURE 9. Average assigned PRBs aggregated per service in the RMa and
UMi environments.
offered load. Similar to the previous section, the average
aggregated PRB utilization of GBR services is greater in
the RMa scenario as a result of worse propagation condi-
tions, which leads to a higher resource demand. Moreover,
the PRB utilization of GBR services (i.e. service 1 and 2 of
Tenant 1) is consistent with the configured GBR and ARP
values. For instance, the average aggregated PRB utilization
of service 1 of Tenant 1 is greater than the one for service 2 of
the same tenant, as service 1 has a larger GBR requirement
(i.e. GBR1,1 = 5 Mb/s vs GBR2,1 = 2 Mb/s) and lower
ARP (i.e. more priority). Apart from this, when varying the
traffic offered load of Tenant 1, the PRB utilization of services
belonging to Tenant 2 remain constant, showing the isolation
capability of the resource allocation procedure included in the
model.
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FIGURE 10. Average aggregated throughput to non-GBR services in the
RMa and UMi environments.
In terms of the system average aggregated throughput,
Ths,n, GBR services present equivalent results to the ones
obtained for the PRB utilization. For GBR services, the
obtained average aggregated throughput is proportional to the
GBR value and the average number of users in the system.
This proportionality is achieved thanks to the low degradation
probabilities that are obtained in the considered scenarios
(maximums of 0.001% for UMi and of 2% in the RMa).
However, the mentioned proportionality is not found for
non-GBR services, so its throughput dynamics deserve a
deeper analysis. Fig. 10 shows the behavior of the average
aggregated throughput in both RMa and UMi scenarios for
non-GBR services, this time as a function of Tenant 1’s
session generation rate, which embraces all Tenant 1’s ser-
vices. For all non-GBR services, higher average aggregated
throughput is given in the UMi scenario provided its better
propagation conditions. This occurs in spite that the average
PRB utilization of all the services of Tenant 2 in Fig. 9 is the
same for both environments and, in the case of service 3 of
Tenant 1, it is larger for the RMa environment. This reflects
that the throughput metric for non-GBR does not only depend
on the number of assigned resources but also on the propaga-
tion conditions in each scenario.
Besides, as a result of the isolation capability achieved
at layer 2, Fig. 10 also shows that the aggregated aver-
age throughput of Tenant 2 services remains constant when
increasing the session generation rate of Tenant 1. The effect
of the PL is also noticeable as higher throughput is provided
to service 2, which has the lowest PL (i.e. higher priority).
Instead, the throughput of service 3 of Tenant 1 experiences
a different trend depending on the session generation rate of
this tenant. Specifically, the average throughput of this ser-
vice increases with the session generation rate up to approx-
imately 0.05 sessions/s. The reason for this is that increasing
the session rate raises the probability of having at least one
user of this service that can exploit all the PRBs left by
GBR users. However, for traffic generation rates higher than
0.05 sessions/s, the average throughput starts to decrease as
there are less available resources to service 3, which is caused
by a higher resource requirement of GBR services.
TABLE 5. Slicing thresholds for the proposed solutions to include
Tenant 3.
3) ANALYSIS OF THE INTRODUCTION OF A new tenant
One key feature of network slicing is the flexibility to create,
re-configure and release network slices. The creation of a
network slice implies the allocation of a suitable capacity
to support the traffic of a new tenant. In case that the exist-
ing tenants do not consume all the capacity in the system,
the L3 maximum capacity Cmax,n and L2 maximum number
of PRBs Nth,n of the new slice can be configured to provide
the required capacity from the remaining part. If no capacity
is available, as it is the case in the example of previous section,
where Tenant 1 and Tenant 2 already consume 100% of the
PRBs of the gNB, the simplest approach would be to extend
the system capacity e.g., through extending the assigned
bandwidth. In case that this is not feasible, due to e.g. hard-
ware constraints or spectrum limitation, the re-configuration
of the existing slices so that the actual capacity is redistributed
among all the tenants could be explored. In order to illustrate
these approaches, this section discusses the addition of a new
tenant in the scenario described in Section VI.A.
Let us assume that the new tenant, denoted as Tenant 3,
provides two GBR services with GBR1,3 = 1 Mb/s and
GBR2,3 = 0.5 Mb/s, both of them with the same priority
ARP1,3 = ARP2,3 = 2. The average session generation rate
of this tenant is 0.07 sessions/s, the average session duration
is 120s, and 70% of sessions belong to service 1 and 30% to
service 2.
The first solution to create the new slice, denoted as Solu-
tion A, increases the PRB availability in the gNB, by increas-
ing the cell bandwidth from 20 to 25 MHz, which results in
an increase of available PRBs from Nava = 51 to Nava =
65 PRBs [45]. Then, Tenant 3 is configured to use part
of this additional capacity by configuring the values of the
thresholds L3 maximum capacity Cmax,3 and L2 maximum
number of PRBs Nth,3 as in Table 5. The corresponding
thresholds of Tenants 1 and 2 remain unchanged with respect
to Section VI.A. In contrast, the second solution, denoted as
Solution B, re-configures the values of Cmax,n and Nth,n for
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TABLE 6. Blocking probability of GBR services for Solution A and B.
FIGURE 11. Average assigned PRBs aggregated per service in the RMa
and UMi environments for Solution A and B.
the existing tenants. Specifically, given that Tenant 2 only
carries non-GBR services, the selected re-configuration con-
sists in reducing the value of Nth,2 without modifying the
slicing thresholds of Tenant 1, as seen in Table 5. For the new
Tenant 3 the same thresholds as in Solution A are used.
Regarding RRM L3, the blocking probability Pbs,n of all
the GBR services in the system has been obtained for Solu-
tion A and Solution B when the session generation rate of
Tenant 1 is 0.1 sessions/s. Results are presented in Table 6.
Since the value of Cmax,1 and Cmax,3 is the same in both
solutions, the obtained blocking probabilities for all GBR
services of Tenants 1 and 3 are also the same. It is observed
that the blocking probabilities of Tenant 1 do not change
with the introduction of Tenant 3, i.e. they are the same
as in Fig. 8. This shows that the AC algorithm provides
isolation in the admission of GBR users. Regarding Tenant 3,
although blocking probabilities are low for both UMi and
RMa, the lowest blocking probabilities are achieved once
again in the UMi environment. Moreover, blocking probabil-
ities of service 1 are higher than those of service 2 although
both services have the same ARP value. The reason is that the
traffic offered for service 1 of Tenant 3 is higher than that of
service 2.
The analysis of the proposed solutions for including
Tenant 3 has also been analysed in relation to RRM at L2 by
means of the PRB utilization as,n and the average aggre-
gated throughput Ths,n, also for a session generation rate of
Tenant 1 equal to 0.1 sessions/s. Fig. 11 contains the compar-
ison of the PRB utilization values obtained for each of the
services for Solutions A and B in the RMa and UMi environ-
ments. It is observed that the PRB utilization of Tenant 1 and
FIGURE 12. Average aggregated throughput to non-GBR services in the
RMa and UMi environments considering Solution A and B.
TABLE 7. Average number of users and average aggregated throughput
for GBR services in the system.
Tenant 3 is the same for both solutions, because the thresholds
Nth,1 and Nth,3 of these tenants are the same. Instead, when
comparing the PRB utilization of services 1 and 2 of Tenant 2
in Solution A and B, significant differences are obtained.
In fact, the PRB utilization for Solution B is 66.6% lower than
the one obtained for Solution A in both RMa and UMi, which
matches the reduction of Tenant 2 Nth,2 threshold (i.e., from
Nth,2 = 15.3 PRBs in Solution A to Nth,2 = 5.1 PRBs in
Solution B). In terms of the PRB utilization of the Tenant 3
services, higher utilization is obtained for service 1 than for
service 2, due to the fact that the GBR requirement of the
former is twice the GBR requirement of the latter and the
session generation of service 1 is also higher.
The decrease of Tenant 2 PRB utilization has as a con-
sequence a reduction in its aggregated throughput Ths,n,
as shown in Fig. 12, which shows the average aggregated
throughput for non-GBR services with Solutions A andB. The
performance of service 3 of Tenant 1 is the same for both solu-
tions given that Tenant 1 thresholds remain unchanged, while
Tenant 2 services present a 66.6% reduction with Solution B
in comparison to Solution A, which is the same decrement
observed in the PRB utilization. Therefore, the realization of
Solution B may be subject to a renegotiation of the Service
Level Agreement terms with Tenant 2.
Regarding GBR services, the aggregated average through-
put is shown in Table 7. In this case, as GBR values are
provided almost always and low degradation probabilities are
achieved for all services, the resulting throughput Ths,n is
approximately the product of the average number of users
Us,n of each GBR service and the GBR value. Since the
Cmax,n of Tenant 1 and Tenant 3 have not been changed for
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Solutions A and B, the obtainedUs,n and Ths,n of each service
is the same, so Table 7 does not present separate results for
each solution. Besides, it is also observed that very small
differences are obtained in the results of the UMi and RMa
environments.
VII. CONCLUSION
This paper has presented a Markov model that characterizes
the resource sharing in RAN slicing scenarios, wheremultiple
tenants provide GBR and non-GBR services. The model can
include diverse RRM functions in terms of admission control
at layer 3 and radio resource allocation at layer 2. In terms of
admission control, which determines the transition probabil-
ities between the different states in the model, a slice-aware
admission control policy has been selected. The model has
also been provided with a slicing-aware resource allocation
procedure that considers variable propagation conditions by
deriving the pdfs of both the required and assigned resources
according to the service’s QoS parameters.
The effect of the considered RRM functions has been
studied by evaluating different performance metrics (block-
ing probability, degradation probability, throughput, occupa-
tion, etc.) in a scenario considering two tenants providing
GBR and non-GBR services in both urban micro cell and
rural macrocell environments. Based on the considered sce-
nario, the analytical model’s suitability has been validated
given the low percentage errors obtained (i.e. maximum
relative errors of 3%) when comparing the model’s results
with the ones obtained with a system level simulator. The
performance analysis conducted at state and system levels,
as well as the analysis of the introduction of a new tenant, has
revealed that (i) the considered admission control policy and
resource allocation procedure are able to achieve isolation
between the different slices, so that overload situations in
one slice do not affect the performance of GBR users of the
other slice while preserving the maximum capacity allowed
to each of the slices; (ii) ARP priorities are respected by pro-
viding better performance to those GBR services with lower
ARP (higher priority); (iii) GBR services are provided with
negligible degradation rates, which implies that the requested
GBR values are provided to the admitted users in the system;
(iv) non-GBR services are provided with the remaining
resources after the allocation to GBR services according to
its priority level, so that better performance is given to those
non-GBR services with higher priority (lower priority level);
(v) The model is able to capture the radio propagation effects,
enabling the analysis of different performance metrics in 5G
environments of interest; (vi) The introduction of new tenants
into the system can be performed by re-configuring the max-
imum capacity and maximum PRBs to be provided to each
of the tenants, although the re-configuration of these values
may impact on the performance of already operating tenants
if the total amount of PRBs is not modified.
Given the potential of the proposedmodel, a possible future
extension of the resource allocation procedure at layer 2 can
be the joint optimization of the performance of different
tenants by distributing the unused PRBs of one tenant among
the existing users of other tenants.
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