This three-year study focused on first-year Calculus I students and their abilities to incorporate figures in technical reports. In each year, these calculus students wrote a technical report as part of the Polar Bear Module, an educational unit developed for use in partner courses in biology, computer science, mathematics, and physics as part of the Multidisciplinary Sustainability Education (MSE) project at Ithaca College. In the first year of the project, students received basic technical report guidelines. In year two, the report guidelines changed to include explicit language on how to incorporate figures. In year three, a grading rubric was added to the materials provided to one of the two classes. In all three years, the students performed below expectations in their use of graphs in their reports. Reviews of the figures in the 78 technical reports written by the 106 students showed repeated deficiencies in the figures and how the students used them in the discussion sections and in evidence-based arguments. In year three the student's quantitative literacy (QL) skills were assessed using an extract from a QL assessment instrument published in Numeracy. The results indicated that the students could both read and interpret figures, suggesting that issues with QL were not the main contributor to student difficulty with written discussion about graphs. The study underscores the need that explicit instructional attention be given to developing student knowhow in the use of figures in technical reports.
Introduction
As traditional career paths become cross-disciplinary and new job opportunities emerge, educational institutions must provide students with the tools needed to address complex real-world problems. College graduates with skill sets spanning multiple disciplines, especially those in science, technology, engineering, and mathematics (STEM) fields, will be valuable to employers and more capable of devising solutions to problems that may not yet even exist. It is particularly important that students can convey information in written reports, which are used to convey knowledge.
We assigned a multi-disciplinary technical-writing project to first-year students in a Calculus 1 course at Ithaca College. 1 We were surprised to find that many of the technical reports contained figures that were missing titles, captions, and axes labels. Some of the figures were not referred to or even mentioned in the actual text of the papers. As figures can be a focal point of a technical report, these omissions were concerning.
We decided to review the graphs in the technical reports to see if there were commonalities in the errors. We began to question student's ability to read and interpret figures. Since the problem with the use of figures was not anticipated, we chose to experiment over three years to attempt to get at the root cause of the problem. Graphs and tables are commonly used in textbooks and student assignments; having the ability to examine, comprehend, and then use those figures to answer questions, to solve problems, or both is a crucial part of quantitative literacy (QL).
This note builds upon an earlier study . It seeks to answer the following question: Are students able to incorporate high-quality figures in technical reports in a Calculus 1 course where students are typically in their first year of higher-level education? If not, why aren't they?
The context of the use of figures in technical report writing arose from the Multi-disciplinary Sustainability Education (MSE) project at Ithaca College 2 (Rogers et al. 2015) . The MSE was implemented in courses in biology (Hamilton 1 Ithaca College is a private regional university located in the Finger Lakes region of upstate New York. The college comprises five schools: Business, Communications, Health Science and Human Performance, Humanities and Sciences, and Music. The student body consists of approximately 6000 undergraduate and 500 graduate students. Ithaca College is a residential campus with 70% of the students living in college housing. There are over 150 waterfalls within a 10-square mile area surrounding Ithaca, and slightly over 30,000 residents, while only about 200 miles northwest of Manhattan. et al. 2010), computer science Erkan et al. 2012) , mathematics , and physics (Rogers et al. 2013) to expose students to the opportunity to tackle real-world issues and develop skill sets that employers desire. The project involved using a module: a theme-based instructional project guided by a question. Modules were designed to introduce students to 21
st -century problems while teaching discipline-specific content. The MSE modules were also meant to increase student engagement with material.
The MSE modules, including the module used in the study, have five main goals:
• Continue solid discipline-specific learning.
• Develop understanding about the characteristics of 21 st -century problems, particularly those related to sustainability.
• Develop an understanding of how different disciplines can work together to understand complex problems.
• Develop an increased engagement in learning by tackling relevant problems.
• Create curriculum materials to meet these goals and develop implementation logistics that can also be used by other STEM and sustainability educators with a variety of course configurations.
The module that was used in the Calculus I course posed the following question: "What are the current and future impacts of global climate change on polar bears?" For obvious reasons, we called this module the Polar Bear Module.
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The module was structured so that each discipline could designate a course in which work completed in the course would be shared with the classes in the other disciplines. Each course involved with the module formed sub-questions, which addressed the main question of the module from their discipline-specific perspective. Students in the first-semester calculus course, for example, used data on global temperature averages and the extent of Arctic sea ice to create graphs with best-fitting curves. These graphs were used to address questions about rates of change, inflection points, and future trends, which then led to more questions about the future impact of the trends.
Calculus students wrote technical reports after analyzing the data. In a more traditional calculus course, data gathered might be used only to find a specific answer to a specific problem. If a professor asked students to locate an inflection point on a graph, for example, they would be finished with the work as soon as the point was located. With the Polar Bear Module, not only would students need to find the inflection point; they would have to explain in words why that point was significant, what its real-life implications were, and then compare that point to others on the graph. The module thus provided context for the students' work. No longer were the students finding answers just for the sake of obtaining a correct value; they were making connections between results and implications.
These technical reports in the Calculus 1 course were collected and graded by the instructor of the course using a detailed grading sheet. 4 The reports were then sent to the classes in the other disciplines (with each student's permission) so that students in other courses could answer those questions from calculus students and further their own work. It was through the implementation of the Polar Bear Module that we first noticed the issue of student's use of figures.
Methods
Our results span three years of fall semester Calculus 1 classes that started as part of the MSE project. All of the calculus courses where taught by Pfaff; the MSE team was included on intervention decisions even though the grant award had officially ended by the third year of our results here. In each year, students had to write a technical report as part of the Polar Bear Module. In the first year, we simply provided basic technical report guidelines for the students (see appendix A). These student reports brought the issue of figures to our attention. In the second year, we changed the report guidelines to include explicit language on how to incorporate figures (see appendix B) in an attempt to improve the student reports. In the third year, we also provided a grading rubric to one of the two classes to see if that would improve their use of figures; we also assessed the students' quantitative literacy skills to see whether low QL skills might underlie their poor knowhow about graphs.
For the Polar Bear Module implemented in the Calculus I course, students were assigned short readings as an introduction on systems thinking, complex problems, and panarchy (Hamilton et al. 2013) . The students were taught how to use Microsoft Excel to derive a best-fit curve from data. Later in the course they had to use their curve-fitting skills to model and interpret global average temperature and two years of data on the extent of Arctic sea ice. Once the students had their best-fit curves, they used their calculus knowhow to analyze the curves. They were then tasked with writing a technical report about their findings.
The figures found in the results sections of the students' technical reports were evaluated based on our expectations of what proper graphs should include. We expected the graphs to have the following: (i) labeled and axes, (ii) a label on the figure itself (e.g. " Figure 1" ), (iii) a descriptive caption identifying and explaining the figure, (iv) rounded-off significant figures in the equations of lines appearing on the graphs, and (v) a connection between the graph/figure and its real-world implications in the text, either in the discussion or results section. These features were considered to be the components of an acceptable graph. Presence/absence data were collected for each category (i-v) on each report. From counts of these data, we determined percentages of category inclusion for each class section and year.
Next, we evaluated the discussion section of each report using a three-level rubric created for the project. The discussion section was important to us because of its dependence upon the data, and thus the figures. There were explicit requirements for the discussion section in the guidelines document (Appendix A for the first year; Appendix B for the second year). Students were expected to integrate their discussions with the figures in their papers. The scoring rubric designed for our project, presented in Figure 1 , was crafted so that if followed, students would receive a minimum of 1 point. This score would indicate that they had mentioned the most important points in their papers while expressing some understanding of their graphs. In order to receive a 2-point score, a student had to have addressed and then expanded upon each point identified in the guidelines. Though the class from the first year was not provided with the guidelines sheet, the same grading scale was used with that year's discussion sections.
Points
Requirements 2 1. A conclusion is drawn from the results 2. Real-world ramifications of data discussed 3. Confidence in the results expressed 4. Uncertainty in the results expressed 5. Relationship/connection between the results and the work of others discussed 6. Questions for further research posed 7. Consequences of your work on other disciplines are explored
1 Any 4-6 of the requirements listed above were discussed 0
Less than 4 of the requirements for a score of 2 were discussed By the time of the last year of the study, we were convinced it would be worthwhile to test the ability of the students to read and interpret figures. If their graphing struggles were rooted in their failure to comprehend graphs and figures, then further work would be directed toward that issue. We decided to explore the possibility of a general QL deficiency amongst our students by adapting a previously published QL instrument. Our questionnaire (Appendix C) was based on a QL assessment vehicle developed at Michigan State University as part of a campus-wide QL initiative at that institution. Our questionnaire consisted of six questions -one from the basic form of the MSU assessment and five from the advanced form. We used it for pre-course and postcourse QL assessment of the Calculus 1 class in the third year of the study.
Data and Analysis

Year One
Due to the large size of the Calculus 1 class the first year of the study, those students were allowed to organize themselves into fifteen groups of three. Each group handed in its own report. All fifteen reports contained graphs in their results section, but only three designated their graph with a specific label (e.g., " Figure  1" ). Nine groups of students referred to their figure in their discussions. Three groups added descriptive captions to their figures. Five groups labeled theirand -axes and three of those five had included the caption. Eight other groups placed a title on their graph without adding a caption. In addition to the two groups who referenced their figure by mentioning its specific name in the text, seven groups referenced their graph with statements such as "the figure below," "the graph above," or "the graph." These results are listed in Table 1 . The Titled Without Caption element was tracked because we noticed that the students who weren't including a caption tended to include the title. We thought this might indicate that students believed that was the proper way to label a graph (without a caption).
This activity identified that the students clearly struggled with graph formatting in their reports. That only three reports coupled captions to figures was concerning, since the absence of a caption leaves readers with a lack of important information about the overall goals of the paper. Students were not explaining why their figures are important. Although nine groups referred back to their figures in their discussions, six made no mention of them at all. Fewer than half of the reports labeled -and -axes, and just two labeled the figure. The MSE team had assumed that students had learned how to include all these details on their graphs while they were in high school. The team, along with the professor of the calculus class, had expected all of the groups of students to include each component of the graphs. Furthermore, since these students worked in groups of three, we wondered how the absence of axes labels, figure captions, and labels could go unnoticed by all the group members. We were looking for a 90% inclusion rate, a percentage we arbitrarily picked, as we expected students to make accidental errors occasionally with their figures. The data suggested this assumption was certainly poor; however, as we expect excellence from our students, we chose to keep it at that high level for the remainder of the study.
Seven of the discussion sections scored a 2 and eight of them scored a 1. Recall that in order to receive a 2, the students needed to have discussed the implications of their data in the context of the Arctic wildlife; stated their uncertainty in their results; referred back to their figure's data explicitly; and summarized their findings in a discussion section. Common elements missing from student reports that scored a 1 included, but were not limited to: mention of uncertainty in results, and discussion of connections between their results and the work of others. Uncertainty may have been a new concept for these young students (first-year students), but the lack of discussion concerning outside work defeated the purpose of the module.
Year Two
To answer some of the questions prompted by our findings from Year One, the same professor's class was observed a year later. He used the same module, but this time he gave the students a technical report-writing guidelines sheet that laid out explicitly what was expected of the figures. As a whole, these percentages indicate that the students did not have a collective understanding of the expectations that their professors had with regard to their graphing skills.
The number of students in the class of Year Two was smaller, which allowed for individual report assignments. Of the 18 reports submitted (Table 2) , 16 included a graph in the results section. Of those sixteen reports, seven titled their graphs without adding captions, and seven included captions. Thirteen students labeled the -and -axes, but just ten of those were labeled with correct units. Seven students gave specific names to their figures and referred to them in the discussion section of their paper. Six other students made quick mention of their figure or figures in the text without specifying which figure they were commenting on.
Overall, we saw a modest improvement in desired outcomes in Year Two over Year One, even when factoring in the two reports without figures in Year Two. Nonetheless, the same formatting areas that troubled the student groups in Year One were problem areas for the students in Year Two as well. We had thought that by having the professor hand out guidelines identifying the components of a well-constructed figure that the proportion of students who included axes labels, captions, and the like would have increased past our 90% assumption from the first year. To the students' credit, over half of them remembered to label their figures with correct units. Fewer than half of them, though, labeled, discussed in the text, or captioned their figures.
The discussion sections were again lacking in quality overall in the class of Year Two. Just five reports received a 2, and eleven received a 1. We were especially surprised to see twice as many reports failing to include everything we expected because, unlike for Year One, the guidelines sheet for Year Two (Appendix B) contained a bulleted list of requirements for that section.
After two years of this continuing disappointment, we began to wonder if the experience was pointing to a more serious issue in the students' understanding of graphs. The students may not be forgetting to use the graphs properly; in fact, they may not know at a fundamental level how to use graphs properly. On the other hand, the calculus textbook they used labeled graphs and other figures properly. Were the students paying attention to the graphs there? Or, were they just skimming the text and disregarding figures? The students may not have recognized the important connections between figures and text. They may not realize that figures serve a purpose.
Year Three
The guidelines given to students in Year Three were identical to those given in Year Two. There were two sections taught by the MSE professor in Year Three: Section A (23 students) and Section B (22 students). Both sections were given the assignment for the students to write a technical report, but there was a difference between the two sections in the way the assignment was made. Section A was given the grading rubric while the students were working on their reports, and Section B was not. The intent was to provide the Section A students with a rubric that explicitly states that they will be graded on aspects of their use of figures. To check whether the students reviewed the rubric carefully, the rubric included an explicit statement that asked the students to include a sentence in their introduction that gave the name of the professor, the section of the class, and the course number. What happened? Only eight students actually included this statement -a result that leads us to question whether providing students with a rubric has any of the benefits that we had expected. In fact (and in keeping with our new-found suspicion), there were no significant differences between the two sections' work (Table 3) . A two-proportion test was used to compare the two sections (not-equal alternative hypothesis) with p-values ranging from 0.30 to 0.92. Note that the category "Captions Included" was omitted from the hypothesis tests due to failed assumptions on successes and failures of at least 5 each. Of the 45 technical reports handed in by students, 39 of them included a graph (Tables 3 and 4) . A total of 20 students labeled their -and -axes; four added a caption to their figures; 25 titled their graph; 14 labeled their graph, and 31 referred to it in the text (Table 4) . Also of interest: eight out of Section A's 23 students included the mandatory statement in their introductions, and none of the Section B students did so. This result may suggest that the Section A students did not share the grading rubric with the Section B students. As in Year One and Year Two, the majority of students referred to their figures in their reports in Year Three. There were no distinct patterns in the data with year-to-year comparisons. Most of the students used the numbers they obtained from their calculations to support their predictions for future average temperatures and sea ice extent. Many who made those predictions made reference to the behavior of the graph for their support, but we had hoped that all of the students would have done so. Figures serve as visual representations of the data from which they are crafted, and they can be just as effective, if not more effective, than equations and numbers at convincing readers.
Although the students were often correct in their predictions, the Year Three students still struggled with the graph formatting ( Table 5 ). Recall that in moving from year to year, we introduced interventions to increase the occurrence of proper use of figures. In Year Two, we added explicit instructions, and in Year Three, one of the two sections even received the rubric the professor used to grade the reports. A two-sample proportion test was used to compare the five items of graph literacy listed in the tables between Year One and Year Two; between Year One and each section of Year Three; and between Year One and combined Year Three, with a not-equal alternative. In all instances, we failed to reject the null hypothesis with p-values ranging from 0.202 to 0.942. Note that the items of "caption included" and "figure label included" both failed the assumption of at least 5 successes and 5 failures for each group for both Year One vs. Year Two and Year One vs. Year Three. Our evidence supports the conclusion that students do not know how to properly incorporate their figures in their reports. The fact could be that they lacked the necessary understanding of Microsoft Excel needed to add labels and axes names. However, asking the professor how to include those labels or even performing a quick search on the Internet could have provided them with that understanding. Assuming the students care about their grades or about completing high-quality work, our finding implies that a significant proportion of the students do not recognize the importance of labeling axes. We note, however, that there are many variables, both inside and outside of the classroom, which can and do affect student performance.
The discussion scores for Year Three were similar to that of Year Two. There were 14 reports that received a score of 2 points; 27 received a 1; and five received zero. It was concerning to see five students submit papers with abysmal discussion sections, some of which were 1-3 sentences long in total. Once again, the number of students who received a 1 was twice the number that received a 2. Even though required elements for the discussion were laid out explicitly for them in their writing instructions sheet, students were still missing elements.
The percentages of students referencing their figures in their test increased with each year, so there is evidence that the guidelines may have made a positive difference. However, 23 papers did not even have their discussion sections labeled in their reports. Labeling sections was not an explicit requirement, but it is standard practice to define separate sections within a technical report.
Quantitative Literacy Questionnaire Analysis
By Year Three, we were concerned that the errors in students' figures might be due to deficiencies in Quantitative Literacy and sought to check their QL understanding before taking the class. As noted in Methods, we used a QL questionnaire adapted from a Michigan State University resource published in Numeracy . The six-question, multiple-choice pre-test and post-test data presented in Figure 2 show that, in general, the students did not have difficulties reading figures and answering questions about them. All six questions for Figure 2 can be found in Appendix C. Each question was answered correctly by at least 60% of the participants. Questions 1, 3, and 5 were each answered correctly by over 90% of participants on both tests. Question 1 contained a pie chart with three slices and asked the students to choose a true statement found by adding up the percentages written the slices. Question 3 had students examine sets of data on a bar graph and choose the correct answer based on the relationships shown by the graph. Question 5 contained a scatter plot with a trend line meant to show the correlation between breast cancer and the death rates of women in different decades; the question asked the students to predict the future death rate from the trend. Question 2 contained a table but not a graph; we included this question to see if a change in data presentation affected how easily a student interpreted the data -it seemed to have no significant effect. Questions 4 and 6 did concern graphs, and by the end of the course over 70% of the students showed that they could interpret those graphs to answer the questions. We conclude that students did not have QL deficiencies in interpreting graphs; deficient QL, as tested by our assessment instrument, was not the source of their issues with including figures in their report.
Summary and Conclusion
Many of the first-year students struggled to include proper figures in the technical reports that they wrote for their Calculus I class. When we first assigned technical reports to students, we expected that most of the figures found in the reports would contain all of the components we were looking for: axes labels (with proper units), captions, figure labels, and references to the figures in the text. After analyzing data from three years of assigning reports, with increasing guidance for students, we found that this expectation was much too high. Our guidelines did little to help. It could be the students disregarded the guidelines altogether, or it could be that they skimmed the guidelines and missed our suggestions for what should be included in their figures, but, whatever, it is clear that the proper use of figures is not a habit.
We consider the fact that students do not use figures correctly to be a serious issue. Figures are a crucial component of expressing information and an integral part of exposition, especially about technical material. It is clear that in writing reports students do not see this important connection, and so we question whether students make the connection between text and figures when reading technical reports. We expect they do not.
Our students no doubt have the aptitude to learn best practices regarding the incorporation of figures. Some of the common issues they demonstrated undoubtedly trace back to their lack of experience writing this type of paper and an absence of explicit classroom discussion or activities to identify exemplars.
The results obtained from our study indicate that many of the students do not recognize the importance of including labeled figures in their papers, nor do they effectively use them to support their own conclusions. Both middle and highschool math courses instruct students to label -and -axes, but how many of those courses teach students to properly caption figures? When, if ever, do students learn to use figures appropriately? At what point in their secondary schooling are they taught how to analyze figures in their reading? Lack of education on the use of figures is why explicit instruction in the first-year college classroom could be so helpful -we could set the student standard for years to come.
There is clearly more research to be done in understanding how students connect figures and text in their reading and writing, but empowering all students with quantitative literacy skills should be a goal STEM professors strive toward when teaching introductory classes.
Appendix B: Technical report guidelines given to students in the second year.
Technical Report Writing Instructions
• Introduction:
This is the section where you describe why anyone (both inside and outside your particular field) should read your report. What is your motivation? What is the problem? What is the importance of the problem? The idea is to provide context, s t a t e c lea r ly the nature o f your work and approach.
• Methods:
This is the section where you describe what you did and how you did it. It is important to include a discussion or diagrams (or both) of approaches/equipment/software used. You should clearly discuss the techniques you applied.
• Results:
This is the section where you present the results of your work. When you include graphs/figures/tables in your results, please make sure that they are labeled and captioned properly. In addition, each graph/figure/table must be referenced from the main text; a graph/figure/table that is not explicitly referenced from the main text should be taken out.
• Discussion:
This is the section where, in a compelling narrative form (without much dependence on discipline specific jargon), you discuss the following issues:
-The conclusions drawn from your results.
-The real-world ramifications of your results.
-Your confidence in your results.
-The extent of uncertainties (if present) in your results.
-The relations/connections between your results and others' work.
-The consequence of your results on other disciplines. You can/should should also address new questions that are generated by your work:
-What sh ou ld be done next? -What sh ou ld be societies' response? -What do you need to know in order to do a better job in answering your original question? -Who might have the expertise or research tools to answer the new questions you have generated? These could be left open-ended s i n c e they cou ld /will b e addressed b y students in another class with the required expertise.
• Citations:
Include the references you used (if any).
