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Geodesic Rosen continued fractions
Ian Short and Mairi Walker∗
Abstract
We describe how to represent Rosen continued fractions by paths in a class of graphs
that arise naturally in hyperbolic geometry. This representation gives insight into Rosen’s
original work about words in Hecke groups, and it also helps us to identify Rosen continued
fraction expansions of shortest length.
1 Introduction
In 1954, Rosen [25] introduced a class of continued fractions now known as Rosen continued
fractions in order to study Hecke groups. Since then a rich literature on Rosen continued fractions
has developed, including works on Diophantine approximation [17, 23, 25], the metrical theory
of Rosen continued fractions [5, 7, 13], dynamics and geometry on surfaces associated to Hecke
groups [1,18–20,26,28], and most recently on transcendence results for Rosen continued fractions
[4]. This list of subjects and citations is by no means exhaustive. Here we describe how to
represent Rosen continued fractions by paths in certain graphs of infinite valency that arise
naturally in hyperbolic geometry. This perspective sheds light on Rosen’s work, and allows us
to tackle problems about the length of Rosen continued fractions, in a similar manner to the
approach for integer continued fractions found in [2].
Let us first introduce Hecke groups and discuss some of their geometric properties, before
defining Rosen continued fractions. For a more detailed exposition of Hecke groups, the reader
should consult [3, 8, 16, 29]. Given an integer q > 3, the Hecke group Gq is the Fuchsian group
generated by the Mo¨bius transformations
σ(z) = −1
z
and τq(z) = z + λq,
where λq = 2 cos(pi/q). (From now on, for simplicity, we omit the subscript q from τq and other
elements of Gq that depend on q.) The generators σ and τ satisfy the relations σ
2 = (τσ)q = I,
where I is the identity transformation, and all other relations in σ and τ are consequences of
these two. It follows that Gq is isomorphic as a group to the free product of cyclic groups C2∗Cq.
Of particular importance among the Hecke groups is G3, which is the modular group, that is,
the group of Mo¨bius transformations z 7→ (az+ b)/(cz+ d), where a, b, c, and d are integers and
ad− bc = 1.
It is often more convenient to work with an alternative pair of generators of Gq, namely τ
and ρ, where
ρ(z) = τσ(z) = λq − 1
z
.
The map ρ is an elliptic Mo¨bius transformation of order q with fixed points eipi/q and e−ipi/q.
In the upper half-plane H, which is a standard model of the hyperbolic plane, the hyperbolic
quadrilateral D that has vertices i, eipi/q, λq+i, and∞ (an ideal vertex) is a fundamental domain
for Gq, with side-pairing transformations τ and ρ. The quadrilateral D, with q = 5, is shown in
Figure 1.1(a).
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Figure 1.1: Fundamental domains for G5 (left) and Γ5 (right)
Let Γq denote the group generated by the involutions ρ
iσρ−i, i = 0, . . . , q−1, which is a normal
subgroup of Gq of index q. A fundamental domain E for Γq is given by E =
⋃q−1
i=0 ρ
i(D), as shown
in Figure 1.1(b). This fundamental domain is an ideal hyperbolic q-gon and its images under Γq
tessellate the hyperbolic plane by ideal hyperbolic q-gons. The skeleton of this tessellation is a
connected plane graph, which we call a Farey graph, and denote by Fq. The vertices of Fq are
the ideal vertices of the tessellation; they all belong to the ideal boundary R∪ {∞} of H, and in
fact they form a countable, dense subset of R ∪ {∞}. They are the full collection of parabolic
fixed points of Gq. The edges of Fq are the sides of the ideal q-gons in the tessellation, and the
faces of Fq are the ideal q-gons themselves. Part of F5 is shown in Figure 2.1 (ignore the labels
and the path indicated by arrows, for now).
The term “Farey graph” is motivated by the q = 3 case because the graph F3 is often given
that name. The graph F3 is the skeleton of a tessellation of the hyperbolic plane by ideal
triangles, the vertices of which are the rational numbers and ∞. It has been used already to
study continued fractions, in works such as [2,11,21,30] and [27, Chapter 19]. The Farey graphs
(for all values of q) also arise in subjects involving hyperbolic geometry that are not directly
related to continued fractions; for example, they form a class of universal objects in the theory
of maps on surfaces (see [9, 10,32]).
Rosen [25] observed that words in the generators σ and τ of Gq give rise to continued fractions
of a particular type, which can be used to study Gq. These continued fractions, which are now
known as Rosen continued fractions, are expressions of the form
b1λq +
− 1
b2λq +
− 1
b3λq + · · ·
,
where the entries bi are integers. This Rosen continued fraction is said to be either infinite or
finite depending on whether the sequence b1, b2, . . . is infinite or finite, respectively. We denote
it by [b1, b2, . . . ]q in the former case, and by [b1, . . . , bn]q in the latter case. Sometimes we abuse
notation and write [b1, b2, . . . ]q or [b1, . . . , bn]q for the value of the continued fraction in R∪{∞},
if it exists. The convergents of a finite or infinite Rosen continued fraction are the values of
[b1, . . . , bm]q for m = 1, 2, . . . . There are various other definitions of Rosen continued fractions in
the literature, all similar to our definition, and some equivalent. When q = 3 we see that λq = 1,
so the corresponding Rosen continued fractions have integer coefficients “along the bottom”.
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The main purpose of this paper is to describe a correspondence between paths in Farey graphs
and Rosen continued fractions. In more detail, consider a path in Fq that starts at ∞ and ends
at some vertex y, such as the path shown in Figure 2.1 (ignore the integer labels in that figure,
for now). Let the vertices of the path be ∞, v1, v2, . . . , vn = y, in that order. We will show
(Theorem 2.1) that there is a unique finite Rosen continued fraction whose convergents are the
vertices v1, . . . , vn. Some of Rosen’s techniques from [25] can be explained geometrically using
this correspondence, as we will see later. We also establish some results about “shortest” Rosen
continued fractions, with an approach similar to that found in [2] for integer continued fractions.
We now discuss these results.
A Rosen continued fraction expansion of a number x is a Rosen continued fraction with value
x. Each real number has infinitely many Rosen continued fraction expansions. For example, in
the familiar case q = 3 in which Rosen continued fractions have integer coefficients, there are
numerous algorithms that give rise to different continued fraction expansions. The most well
known of these is Euclid’s algorithm, which gives the regular continued fraction expansion with
positive integer coefficients. A similar algorithm is the nearest-integer algorithm (which we will
discuss in detail in Section 3). It has long been known (see [24, page 168]) that among all integer
continued fraction expansions of a rational number, the one arising from the nearest-integer
algorithm has the least number of terms.
Rosen observed that there is a version of the nearest-integer algorithm that gives rise to Rosen
continued fraction expansions. Our first result says (in part) that applying this algorithm to a
vertex y of Fq gives a Rosen continued fraction expansion of y with the least possible number
of terms. We say that a finite Rosen continued fraction [b1, . . . , bn]q with value y is a geodesic
Rosen continued fraction if every other Rosen continued fraction expansion of y has at least n
terms. We use the phrase “geodesic” because [b1, . . . , bn]q corresponds to a path in Fq between
∞ and y with the least possible number of edges (a geodesic path). We say that an infinite
Rosen continued fraction [b1, b2, . . . ]q is a geodesic Rosen continued fraction if [b1, . . . , bm]q is a
geodesic Rosen continued fraction for m = 1, 2, . . . .
Theorem 1.1. For each integer q > 3, the nearest-integer algorithm applied to any real number
gives rise to a geodesic Rosen continued fraction.
Our next theorem gives bounds on the maximum number of finite geodesic Rosen continued
fraction expansions of a vertex of Fq. To explain the notation of this theorem, we first introduce
informally a concept that will later be made precise. Given any vertex y of Fq, we can “shade in”
each of the faces of Fq that separates ∞ from y, as shown in Figure 1.2. This results in a chain
of q-gons, with ∞ a vertex of the first q-gon and y a vertex of the last q-gon. There are other
ways of describing the sequence of q-gons that arises in the chain; for instance, they are exactly
those q-gons in the tessellation that intersect the vertical hyperbolic line between ∞ and y.
It is often clearer to represent the chain of q-gons by polygons of a similar Euclidean size,
such as those shown in Figure 1.3 (the first four q-gons of this chain match those of Figure 1.2).
We define D(∞, y) to be the number of q-gons in this chain. We also define Fn to be the nth
term of the Fibonacci sequence, which is given by F0 = 1, F1 = 2, F2=3, F3 = 5, and so forth
(note the unusual choice of indices).
Theorem 1.2. Suppose that y is a vertex of Fq, and D(∞, y) = n. Then there are at most Fn
finite geodesic Rosen continued fraction expansions of y.
We prove this theorem in Section 6, and show that the bound Fn can be attained when n is
even. For odd values of n, we will give better bounds than Fn.
Our third theorem gives necessary and sufficient conditions for [b1, . . . , bn]q to be a geodesic
Rosen continued fraction. For now we only state a result in which q is even; a similar if slightly
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Figure 1.2: The ideal q-gons that separate ∞ and y are shaded
Figure 1.3: A chain of 5-gons connecting ∞ and y
more complicated theorem when q is odd is given in Section 7. To formulate our result concisely,
we use the notation 1[d] to mean the sequence consisting of d consecutive 1s. Also, given a
sequence x1, . . . , xn, we write ±(x1, . . . , xn) to mean one of the two sequences x1, . . . , xn or
−x1, . . . ,−xn.
Theorem 1.3. Suppose that q = 2r, where r > 2. The continued fraction [b1, . . . , bn]q is a
geodesic Rosen continued fraction if and only if the sequence b2, . . . , bn has no terms equal to 0
and contains no subsequence of consecutive terms either of the form ±1[r] or of the form
±(1[r−1], 2, 1[r−2], 2, 1[r−2], . . . , 1[r−2], 2, 1[r−1]).
The number of 2s in the sequence above can be any positive integer.
In geometric terms, the theorem says that the path corresponding to a Rosen continued
fraction is a geodesic path unless it either doubles back on itself or takes “the long way round”
the outside of a chain of q-gon (see Sections 7 and 8). These possibilities are illustrated when
q = 4 in Figure 1.4.
Figure 1.4: A path in F4 that is not a geodesic path must contain a subpath of type similar to
one of these.
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Sections 2 to 8 are about finite Rosen continued fractions, but in Section 9 we turn our
attention to infinite Rosen continued fractions. By representing continued fractions by paths in
Farey graphs we obtain the following theorem, which gives remarkably mild sufficient conditions
for an infinite Rosen continued fraction to converge.
Theorem 1.4. If the sequence of convergents of an infinite Rosen continued fraction does not
contain infinitely many terms that are equal, then the continued fraction converges.
There is an obvious converse to this theorem: if an infinite Rosen continued fraction converges
to some value x, then it can only have infinitely many convergents equal to some vertex y if x = y.
For example, 0, 1, 0, 1/2, 0, 1/3, . . . is the sequence of convergents of the integer continued fraction
[0,−1, 0,−2, 0,−3, . . . ]3, and this sequence converges to the vertex 0 of F3.
2 Paths in Farey graphs
In this section we describe in more detail the correspondence between Rosen continued fractions
and paths in Farey graphs. The procedure is similar to that found in [2]. For now we concentrate
only on finite continued fractions and finite paths; near the end of the paper we will consider
infinite continued fractions and paths.
Let us begin by introducing some notation and terminology from graph theory. In any graph
X, two vertices u and v that are connected by an edge are said to be adjacent or neighbours, and
we write u ∼ v. We denote the edge incident to u and v by {u, v} (or {v, u}). A path in X is
a sequence of vertices v0, v1, . . . , vn, where vi−1 ∼ vi for i = 1, . . . , n. We represent this path by
〈v0, v1, . . . , vn〉. The pairs {vi−1, vi} are called the edges of the path. We define the length of the
path to be n. A subpath of 〈v0, v1, . . . , vn〉 is a path of the form 〈vi, . . . , vj〉, where 0 6 i < j 6 n.
We focus on the Farey graphs Fq, which have infinitely many vertices, and each vertex
has infinitely many neighbours. There is an alternative way to define Fq to that given in the
introduction. Let L be the hyperbolic line in the upper half-plane H between (and including)
0 and ∞. Under iterates of the map ρ(z) = λq − 1/z, this hyperbolic line is mapped to each
of the q sides of the fundamental domain E of the normal subgroup Γq of Gq which is shown
in Figure 1.1(b). Since Gq =
⋃q−1
i=0 Γqρ
i, it follows that Fq is the orbit of L under Gq, and it
could have been defined in this way. The transformation σ(z) = −1/z maps ∞ to 0, so the set
of vertices of Fq is the orbit of ∞ under Gq.
Using this description of Fq, we can determine the neighbours of ∞ in Fq. Let Λq be the
stabiliser of ∞ in Gq; this is the cyclic group generated by τ(z) = z + λq. A vertex v is a
neighbour of ∞ if and only if v = g(0) for some element g of Λq. Therefore the neighbours of ∞
are the integer multiples of λq.
We can also use this alternative description of Farey graphs to determine the automorphism
groups of these graphs. Here we consider an automorphism of a graph X to be a bijective map
f of the vertices of X such that two vertices u and v are adjacent if and only if f(u) and f(v)
are adjacent. Since Fq is the orbit of L under Gq, it follows at once that each element of Gq
induces an automorphism of Fq. The map κ(z) = −z¯ also induces an automorphism of Fq. It is
an anticonformal transformation, so it reverses the cyclic order or vertices around faces, whereas
the conformal transformations in Gq preserve the cyclic order of vertices around faces. The group
generated by κ and Gq is in fact the full group of automorphisms of Fq (we omit proof of this
observation as we do not need it).
We are now in a position to state the theorem that explains the correspondence between
finite Rosen continued fractions and finite paths in Farey graphs. The q = 3 case has been
established already, in [2, Theorem 3.1], and our proof is similar, so we only sketch the details.
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In our sketch proof, and elsewhere in the paper, we use the following notation. Given a Rosen
continued fraction [b1, . . . , bn]q, we define a sequence of Mo¨bius transformations
si(z) = biλq − 1
z
, for i = 1, . . . , n. (2.1)
That is, si = τ
biσ, using the generators σ and τ of Gq. The convergents of [b1, . . . , bn]q are then
given by s1 · · · sm(∞), for m = 1, . . . , n.
Theorem 2.1. Let y be a vertex of Fq. The vertices v1, . . . , vn of Fq, with vn = y, are the consec-
utive convergents of some Rosen continued fraction expansion of y if and only if 〈∞, v1, . . . , vn〉
is a path in Fq from ∞ to y.
Sketch proof. Suppose first that v1, . . . , vn are the consecutive convergents of the Rosen continued
fraction expansion [b1, . . . , bn]q of y. Then, for m = 2, . . . , n, vm−1 and vm are the images of 0
and∞, respectively, under the transformation s1 · · · sm from Fq, so they are adjacent. Therefore
〈∞, v1, . . . , vn〉 is a path in Fq.
Conversely, suppose that 〈∞, v1, . . . , vn〉 is a path from ∞ to y. We can construct a Rosen
continued fraction [b1, . . . , bn]q inductively by defining b1 = v1/λq and bm = s
−1
m−1 · · · s−11 (vm)/λq
for m = 2, . . . , n. The convergents of this continued fraction are v1, . . . , vn.
We call 〈∞, v1, . . . , vn〉 the path of convergents of [b1, . . . , bn]q. There is a simple way to
move between a Rosen continued fraction and its path of convergents, which we outline here,
and which is illustrated in Figure 2.1. The integers b2, . . . , bn of the expansion [b1, . . . , bn]q of a
vertex y encode a set of directions to navigate the corresponding path 〈∞, v1, . . . , vn〉. In brief,
to navigate the path you should upon reaching vi−1 take the “bith right turn” to get to vi (which
is a left turn if bi is negative).
Figure 2.1: The route of the path tells us that y = [1, 2, 1, 1, 1, 2,−1]5
Let us describe this procedure in more detail. Suppose that a, b, and c are vertices of Fq
such that a ∼ b and b ∼ c. We are going to define an integer-valued function φ(a, b, c). Suppose
first that b =∞; then φ(a,∞, c) = (c− a)/λq. Now suppose that b 6=∞. In this case we choose
an element f of Gq such that f(b) =∞ and define φ(a, b, c) = φ(f(a), f(b), f(c)). The choice of
f does not matter, because if g is another element of Gq such that g(b) =∞, then g = τmf for
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some integer m, so
φ(g(a), g(b), g(c)) = (g(c)− g(a))/λq
= ((mλq + f(c))− (mλq + f(a)))/λq
= (f(c)− f(a))/λq
= φ(f(a), f(b), f(c)).
A consequence of this definition is that φ is invariant under elements of Gq, in the sense that
φ(f(a), f(b), f(c)) = φ(a, b, c)
for any map f in Gq and three vertices a, b, and c.
The function φ has a simple geometric interpretation when b 6= ∞, which we obtain by
mapping b (conformally) to∞ by a member of Gq. Label the edges incident to b by the integers,
with {a, b} (the edge between a and b) labelled 0, and the other edges labelled in anticlockwise
order around b. Then φ(a, b, c) is the integer label for the edge {b, c}. An example is shown in
Figure 2.2
Figure 2.2: Example in which φ(a, b, c) = −7
The first vertex of the path of convergents of a Rosen continued fraction [b1, . . . , bn]q is ∞,
and the second vertex is b1λq. The next lemma explains precisely how the integers b2, . . . , bn
encode a set of directions for navigating the remainder of the path.
Lemma 2.2. Let 〈v0, v1, . . . , vn〉, where v0 = ∞ and n > 2, be the path of convergents of the
Rosen continued fraction [b1, . . . , bn]q. Then
φ(vi−2, vi−1, vi) = bi
for i = 2, . . . , n.
Proof. Since φ is invariant under the element s1 · · · si−1 of Gq, we see that
φ(vi−2, vi−1, vi) = φ(s1 · · · si−2(∞), s1 · · · si−1(∞), s1 · · · si(∞))
= φ(s−1i−1(∞),∞, si(∞))
= φ(0,∞, biλq)
= bi.
3 The nearest-integer algorithm
One way to obtain a Rosen continued fraction expansion of a real number is to apply an algorithm
known as the nearest-integer algorithm. It is much the same as the more familiar nearest-integer
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algorithm that is used with integer continued fractions. The version for Rosen continued fractions
was supplied by Rosen in [25], and similar algorithms can be found in [18, 20, 22]. Here we
describe an algorithm for constructing a path of shortest possible length between two vertices
of a Farey graph (a geodesic path). Towards the end of the section we then show that when
one of the vertices is∞, the algorithm reduces to the nearest-integer algorithm (thereby proving
Theorem 1.1, at least for finite Rosen continued fractions). When q = 3, our algorithm coincides
with that of [2, Section 9].
We begin by introducing some more standard concepts and terminology from graph theory.
Given vertices x and y of a connected graph X, a geodesic path from x to y is a path between
these two vertices of shortest possible length. We define a metric d on X called the graph metric,
where d(x, y) is the length of any geodesic path from x to y. We denote the graph metric on Fq
by dq.
As we have seen, the edges of the Farey graph Fq lie in the upper half-plane H and the
vertices of Fq lie on the ideal boundary of H, namely R ∪ {∞}, which from now on we denote
more simply by R∞. We can map H conformally onto the unit disc by a Mo¨bius transformation,
and under such a transformation the ideal boundary R∞ maps to the unit circle. It is often
more convenient to think of Fq as a graph in the unit disc, not least because in that model it
is obvious geometrically that the ideal boundary is topologically a circle, and we can speak of a
finite list of points on the circle occurring in “clockwise order”.
The Mo¨bius transformation we use to transfer Fq to the unit disc is
ψ(z) =
z − eipi/q
z − e−ipi/q ,
because this maps eipi/q, one of the centres of rotation of the generator ρ of Gq, to 0. Part of the
Farey graph F5 is shown in the unit disc in Figure 3.1.
Figure 3.1: The Farey graph F5
At the heart of our algorithm for constructing a geodesic path in Fq is the following lemma.
Lemma 3.1. Let x be a vertex of Fq, and let y be an element of R∞ that is not equal to x or
a vertex of Fq adjacent to x. Among the faces of Fq that are incident to x, there is a unique
one P such that if u and v are the two vertices of P that are adjacent to x, then y belongs to the
component of R∞ \ {u, v} that does not contain x.
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Proof. We prove the lemma in the upper half-plane model where, after applying an element of
Gq, we may assume that x =∞ and y ∈ (0, λq). Let E be the fundamental domain of the normal
subgroup Γq of Gq, which was defined in the introduction, and which is shown for the case q = 5
in Figure 1.1(b). Then one can easily check that E is the required polygon P .
We denote the polygon P described in Lemma 3.1 by Py(x); an example is shown in Figure 3.2.
Figure 3.2: A polygon Py(x) in F5
We call the two vertices u and v described in Lemma 3.1 the y-parents of x. When x and y
are adjacent or equal vertices of Fq, we define the y-parents of x to both equal y. The importance
of the concept of y-parents can be seen in the following sequence of four results.
Lemma 3.2. Let u and v be distinct vertices of a face P of Fq. Suppose that γ is a path in
Fq that starts at a vertex in one component of R∞ \ {u, v} and finishes at a vertex in the other
component of R∞ \ {u, v}. Then γ passes through one of u or v.
Proof. If the lemma is false, then there is an edge of γ with end points in each of the components
of R∞\{u, v}. This edge intersects the hyperbolic line between u and v, which is a contradiction,
because this hyperbolic line either lies inside the face P or else it is an edge of P .
Theorem 3.3. Any path between vertices x and y of Fq must pass through one of the y-parents
of x.
Proof. This is certainly true if x and y are equal or adjacent, as in this case the y-parents of x
both equal y. Otherwise, the theorem follows immediately from Lemmas 3.1 and 3.2.
Corollary 3.4. If 〈v0, . . . , vn〉 is a geodesic path in Fq with v0 = x and vn = y, where n > 1,
then v1 is a y-parent of x.
Proof. By Theorem 3.3, we can choose an integer i > 1 such that vi is a y-parent of x, and we
can assume that i is the smallest such integer. Then i must be 1, otherwise the path 〈v0, . . . , vn〉
is not a geodesic path because 〈v0, vi, vi+1, . . . , vn〉 is a shorter path between x and y.
Corollary 3.4 itself has a corollary that we will need soon.
Corollary 3.5. Each geodesic path between vertices x and y of a face P of Fq is given by
traversing the edges of P . There is a unique geodesic path between x and y unless q is even and
x and y are opposite vertices of P , in which case there are exactly two geodesic paths between x
and y.
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Proof. This is clearly true if x and y are adjacent. Otherwise, the y-parents of x both lie in P ,
by Lemma 3.1. It then follows from Corollary 3.4 that any geodesic path between x and y is
confined to the vertices of P , and the result follows immediately.
Suppose now that x is a vertex of Fq and y ∈ R∞. We denote the y-parents of x by αy(x)
and βy(x) in some order that we now explain. If x and y are equal or adjacent vertices, then
we must define αy(x) and βy(x) to both equal y. For the remaining possibilities, we split our
discussion in to two cases, depending on whether q is even or odd.
Suppose first that q is even. In this case there is a vertex w of the q-gon Py(x) defined by
Lemma 3.1 that is opposite x. If y = w, then we define αy(x) and βy(x) to be such that the
vertices αy(x), x, βy(x) lie in that order clockwise around R∞. If y 6= w, then we define αy(x) to
be whichever of the y-parents u and v of x lies in the same component of R∞ \ {x,w} as y, as
shown in Figure 3.3(a). Of course, βy(x) is then the remaining vertex u or v.
Figure 3.3: (a) The vertex u is αy(x) (b) The vertex v is αy(x)
Suppose now that q is odd. In this case, there is an edge of the q-gon Py(x) that is opposite
x, rather than a vertex. Let Q be the other face of Fq that is incident to that edge. Together
Py(x) and Q form a (2q − 2)-gon, and we now define αy(x) and βy(x) using this (2q − 2)-gon in
the same way that we did when q was even, as shown in Figure 3.3(b).
We have now defined two maps αy : Fq → Fq and βy : Fq → Fq. By definition, they are
invariant under Gq in the sense that f(αy(x)) = αf(y)(f(x)) and f(βy(x)) = βf(y)(f(x)) for any
transformation f from Gq. When q = 3 and y = ∞, the vertices αy(x) and βy(x) have been
given various names in continued fractions literature. In [2] they were called the first parent and
second parent of x and in [15] they were called the old parent and young parent of x.
From Corollary 3.4 we can see that every geodesic path from a vertex x to a vertex y of Fq
is given by applying some sequence of the maps αy and βy successively to the vertex x. In fact,
we will now show that applying the map αy repeatedly gives a geodesic path from x to y. This
follows from the next lemma.
Lemma 3.6. Suppose that x and y are distinct vertices of Fq. Then
dq(αy(x), y) = dq(x, y)− 1.
Proof. Let n = dq(x, y). The result is immediate if n = 1, so let us assume that n > 2. Let
γ = 〈v0, . . . , vn〉 be any geodesic path from x to y, where v0 = x and vn = y. By Corollary 3.4
we know that v1 is equal to either αy(x) or βy(x). If the former is true, then our result is proved,
so let us suppose instead that v1 = βy(x), in which case dq(βy(x), y) = n − 1. We split our
argument into two cases depending on whether q is even or odd.
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If q is even then there is a vertex w opposite x on the face Py(x). The vertex y lies in the
opposite component of R∞ \ {x,w} to βy(x) (or possibly y = w) so Lemma 3.2 implies that the
subpath 〈v1, . . . , vn〉 of γ must pass through either x or w. However, it cannot pass through
x, as that is the initial vertex of γ, so it must pass through w. Corollary 3.5 tells us that
dq(w,αy(x)) = dq(w, βy(x)), so we see that
dq(αy(x), y) = dq(βy(x), y) = n− 1.
Suppose now that q is odd. Let e be the edge of Py(x) opposite x, and let Q be the other face
of Fq incident to e. Let w be the vertex opposite x in the (2q − 2)-gon formed by joining Py(x)
and Q, as shown in Figure 3.3(b). We also define a and b to be the vertices incident to e, where
a lies in the same component of R∞ \ {x,w} as αy(x). The vertex y either lies in the opposite
component of R∞ \ {x, a} to βy(x) or else it lies in the opposite component of R∞ \ {a,w} to
βy(x) (or possibly y equals a or w). Lemma 3.2 implies that the subpath 〈v1, . . . , vn〉 of γ must
pass through either x, a, or w (and it cannot pass through x as that is the initial vertex of γ).
Since a and w are each at least as close to αy(x) as they are to βy(x), we see once again that
dq(αy(x), y) = dq(βy(x), y) = n− 1.
The next corollary is an immediate consequence of this lemma.
Corollary 3.7. Let x and y be distinct vertices of Fq. Then there is a positive integer m such
that αy
m(x) = y, and 〈x, αy(x), αy2(x), . . . , αym(x)〉 is a geodesic path from x to y.
Corollary 3.7 tells us that to construct a geodesic path from x to y, we can apply the map αy
repeatedly. Next we will show that when x =∞, this geodesic path is the same as the path that
arises from applying the nearest-integer algorithm. First we must describe that algorithm. Our
description is essentially equivalent to Rosen’s [25], but couched in the language of this paper.
We will show how to apply the nearest-integer algorithm to a real number y to give a Rosen
continued fraction in an inductive manner. For now we assume that y is a vertex of Fq, so that
the continued fraction is finite. Later we will discuss the same algorithm when y is not a vertex
of Fq. We use the notation ‖x‖q to denote the nearest-integer multiple of λq to x.
Let b1λq = ‖y‖q, where b1 ∈ Z. If y lies half way between two integer multiples of λq, then
we choose b1 such that b1λq is the lesser of the two integer multiples of λq. Define s1 according
to (2.1), that is, s1(z) = b1λq − 1/z.
Suppose now that we have constructed a sequence of integers b1, . . . , bk and a corresponding
sequence of maps si(z) = biλq − 1/z, for i = 1, . . . , k. We define bk+1λq = ‖s−1k · · · s−11 (y)‖q,
where bk+1 ∈ Z, provided s−1k · · · s−11 (y) is not ∞ (and as before we choose bk+1 to be the lesser
of the two integers in the ambiguous case). We then define sk+1 using (2.1) again, that is,
sk+1(z) = bk+1λq − 1/z.
We will prove shortly that s−1m · · · s−11 (y) =∞ for some positive integer m, and at this stage
the algorithm terminates. The outcome is a sequence of integers b1, . . . , bm and maps s1, . . . , sm.
Since y = s1 · · · sm(∞), we see that the continued fraction [b1, . . . , bm]q has value y; it is called
the nearest-integer continued fraction expansion of y.
Let us now see why the nearest-integer algorithm applied to a vertex y is equivalent to
iterating the map αy. The key to this equivalence is the following lemma.
Lemma 3.8. Suppose that y is a vertex of Fq other than ∞. Then αy(∞) = bλq, for some
integer b, where bλq = ‖y‖q (and if y lies half way between two integer multiples of λq, then bλq
is the lesser of the two).
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Proof. The result is immediate if y is an integer multiple of λq (a neighbour of ∞), so let us
assume that this is not so. In that case y lies between bλq and (b + 1)λq, for some integer b.
Therefore Py(∞) is the face of Fq that is incident to ∞, bλq, and (b+ 1)λq, which implies that
αy(∞) is equal to either bλq or (b+ 1)λq. Using the generators τ and ρ we can calculate all the
vertices of Py(∞) explicitly. Other than ∞, they are given by
bλq +
sin (pi(j − 1)/q)
sin (pij/q)
, for j = 1, . . . , q − 1.
When q is even, the vertex opposite∞ in Py(∞) is w = (b+1/2)λq. If y = w, then αy(∞) = bλq,
because bλq,∞, (b + 1)λq lie in that order clockwise around R∞. So in this case αy(∞) = bλq.
If y 6= w, then αy(∞) lies in the same component of R \ {w} as y, so again it is equal to bλq.
When q is odd, the argument is similar, if slightly more involved: we construct the face Q
as we did in Figure 3.3(b), and determine that the vertex opposite ∞ in the (2q − 2)-gon made
up of Py(∞) joined to Q is again w = (b + 1/2)λq. We then proceed as before; the details are
omitted.
Theorem 3.9. Let b1, b2, . . . be the sequence of integers and s1, s2, . . . the sequence of maps
that arise in applying the nearest-integer algorithm to a real number y that is a vertex of Fq.
Suppose that dq(∞, y) = m. Then s1 · · · sk(∞) = αyk(∞) for k = 1, . . . ,m. In particular, the
nearest-integer algorithm terminates.
Proof. We proceed by induction on k. First, s1(∞) = b1λq = αy(∞), using Lemma 3.8 for the
second equality. Now suppose that s1 · · · sk(∞) = αyk(∞), where k < m. Then
αy
k+1(∞) = αy(s1 · · · sk(∞)) = s1 · · · sk(αs−1k ···s−11 (y)(∞)),
using invariance of α under the transformation s1 · · · sk (an element of Gq) for the second equality.
The vertex s−1k · · · s−11 (y) of Fq is not ∞, for if it were then y = s1 · · · sk(∞) = αyk(∞). By
definition, then, bk+1λq = ‖s−1k · · · s−11 (y)‖q. Therefore, using Lemma 3.8 again,
αs−1k ···s−11 (y)(∞) = bk+1λq = sk+1(∞).
Hence αy
k+1(∞) = s1 · · · sk+1(∞), which completes the inductive step.
We can now prove Theorem 1.1 for finite Rosen continued fractions.
Proof of Theorem 1.1: finite case. Let y be a vertex of Fq. Corollary 3.7 tells us that there is
a positive integer m such that αy
m(∞) = y, and 〈∞, αy(∞), α2y(∞), . . . , αym(∞)〉 is a geodesic
path. Theorem 3.9 says that this path is the same as the path of convergents from ∞ to y given
by the nearest-integer continued fraction expansion of y. Therefore this expansion is a geodesic
Rosen continued fraction expansion.
4 Equivalent paths
In [25], Rosen described a sequence of operations that can be used to transform any Rosen
continued fraction with value y to the nearest-integer expansion of y. Here we explain informally
how this process can be illuminated using paths in Fq, without engaging with the details of
Rosen’s arguments. We will use only elementary graph theory.
To explain our method, let us begin with a finite connected plane graph X and a path γ in
X. We define two elementary operations that can be applied to γ. The first is to either insert
or remove a subpath of length two that proceeds from one vertex to a neighbouring vertex and
12
immediately back again. The second is to either insert or remove a subpath that consists of a
full circuit of the boundary of a face. These two operations preserve the start and end points of
γ. They are illustrated in Figure 4.1.
Figure 4.1: (a) A clockwise circuit of the boundary of a face is inserted into the path (b) A
subpath that proceeds from one vertex to a neighbouring vertex and immediately back again is
removed from the path
If we can transform γ to another path γ′ by a finite sequence of these elementary operations,
then we say that γ and γ′ are homotopic. There is a theory of homotopic paths for more general
2-complexes than just finite connected plane graphs; see, for example, [6, Section 1.2]. Using this
concept of homotopy, one can define the fundamental group of a 2-complex in the obvious way,
and, as you might expect, the fundamental group of a finite connected plane graph is trivial (see
[6, Corollary 1.2.14]). It follows that any two paths in a finite connected plane graph that start
at the same vertex and finish at the same vertex are homotopic.
We can define homotopy for finite paths in the infinite graph Fq in exactly the same way
as we have done for finite connected plane graphs, and we obtain the same conclusion about
homotopic paths.
Theorem 4.1. Any two paths in Fq that start at the same vertex and finish at the same vertex
are homotopic.
Proof. Suppose that we start with a single face of Fq, then adjoin all neighbouring faces, then
adjoin all neighbouring faces of all those faces, and so forth. This yields a sequence of finite
connected plane subgraphs of Fq. We can choose a subgraph sufficiently far along the sequence
that it contains all the vertices of the two paths. The two paths are homotopic in this subgraph,
so they are homotopic in Fq.
Theorem 4.1 shows that any two paths from ∞ to a vertex y of Fq are homotopic, so in
particular, any path from∞ to y is homotopic to the path that we obtain by applying the nearest-
integer algorithm to y. Using Lemma 2.2 we can reinterpret the two elementary operations as
transformations of the Rosen continued fractions corresponding to the paths. This is illustrated
by Figure 4.2. The first elementary operation corresponds to inserting or removing a 0 coefficient
in the continued fraction, and the second operation corresponds to inserting or removing q − 1
consecutive coefficients of value 1 or q−1 consecutive coefficients of value −1 from the continued
fraction. (Both operations also impact on the neighbouring coefficients in the continued fraction;
we will not go into this.) These two operations are essentially the same operations that Rosen
uses in [25]. They can be seen as applications of the two relations σ2 = I and ρq = I satisfied
by the generators σ and ρ of Gq.
5 Chains of q-gons
Let us now properly define the chain of q-gons between two non-adjacent vertices x and y of
Fq that has so far only been introduced informally in the introduction. Consider a collection
of Euclidean q-gons P1, . . . , Pn in the plane such that Pi−1 and Pi have a common edge for
i = 2, . . . , n but otherwise the q-gons (including their interiors) do not overlap one another.
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Figure 4.2: Two paths in Fq labelled with coefficients of the corresponding continued fractions
Together these q-gons give rise to a connected, finite plane graph called a q-chain whose vertices
and edges are those of the constituent q-gons. For example, a 5-chain is shown in Figure 1.3. We
also refer to plane graphs that are topologically equivalent to q-chains as q-chains.
Next we describe a process for constructing a q-chain P1, . . . , Pn consisting of faces of Fq such
that x is a vertex of P1 and y is a vertex of Pn. First, let P1 be the face Py(x) (which was defined
after Lemma 3.1). If y is a vertex of P1, then the construction terminates. Otherwise, there are
two adjacent vertices a1 and b1 of P1 such that y belongs to the component of R∞ \{a1, b1} that
contains no other vertices of P1. Define P2 to be the face of Fq other than P1 that is also incident
to the edge {a1, b1}. If y is a vertex of P2, then the construction terminates. Otherwise, there
are two adjacent vertices a2 and b2 of P2 such that y belongs to the component of R∞ \ {a2, b2}
that contains no other vertices of P2. We then define P3 to be the face of Fq other than P2 that
is incident to {a2, b2}, and the procedure continues in this fashion. The resulting sequence of
q-gons is uniquely defined by this process, because there is only one choice for each pair {ai, bi}.
The first few q-gons in such a sequence are shown in Figure 5.1.
Figure 5.1: The first three q-gons in a q-chain
We must show that the procedure terminates. To this end, let us first show that a vertex
v of Fq can be incident to only finitely many consecutive faces of P1, P2, . . . . By applying a
suitable element of Gq, we see that it suffices to prove this when v =∞. The faces of Fq incident
to ∞ are just the translates by iterates of τ of the fundamental domain E of Γq, defined in
the introduction, and it is straightforward to check that only finitely many of these q-gons can
appear consecutively in the sequence P1, P2, . . . .
We deduce that there is a sequence of positive integers n1 < n2 < · · · such that each pair of
edges {ani , bni} and {ani+1 , bni+1} do not have a common vertex. Let di be the distance in the
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graph metric from y to ani or bni , whichever is nearest. It can easily be checked that x and y lie in
distinct components of R∞ \ {aj , bj}, for each edge {aj , bj}, so Lemma 3.2 tells us that any path
from x to y must pass through one of aj or bj . It follows that d1, d2, . . . is a decreasing sequence
of positive integers, which must eventually terminate. Therefore the sequence P1, P2, . . . has a
final member Pn, which is incident to y.
The resulting sequence P1, . . . , Pn is a q-chain that is a subgraph of Fq, which we call the
q-chain from x to y. Figure 5.1 shows that using the disc model of the hyperbolic plane, only a
few faces from a q-chain are large enough (in Euclidean terms) that we can see them. Instead
we usually draw q-chains using Euclidean polygons, as we did in Figure 1.3.
Lemma 5.1. The y-parents of any vertex in the q-chain from x to y also belong to the q-chain.
Proof. Let us denote the chain by P1, . . . , Pn. Choose a vertex z of this q-chain other than y,
and let m be the largest integer such that z is a vertex of Pm. Define u and v to be the vertices
of Pm adjacent to z. The point y cannot lie in the component of R∞ \ {u, v} that contains z,
for if it did then Pm+1 would contain one of the edges {z, u} or {z, v}, in which case z would be
a vertex of Pm+1. Therefore either y is equal to u or v, so that y is the single y-parent of z, or
otherwise y belongs to the component of R∞ \{u, v} that does not contain z. Then, by definition
(see Lemma 3.1), u and v are the parents of z, so in particular they belong to the q-chain.
There is an important corollary to this lemma.
Theorem 5.2. Any geodesic path from a vertex x to another vertex y in Fq is contained in the
q-chain from x to y.
Proof. This is an immediate consequence of Corollary 3.4 and Lemma 5.1.
Theorem 5.2 tells us that to understand geodesic paths in Farey graphs, it suffices to un-
derstand geodesic paths in q-chains. This is a significant reduction because q-chains are simple,
finite plane graphs. Later we use q-chains to prove Theorems 1.2 and 1.3.
Let us define a binary function D on the vertices of Fq, which we use in the next section,
as follows. If x and y are equal, then D(x, y) = 0, and if they are adjacent then D(x, y) = 1.
Otherwise, D(x, y) is the number of q-gons in the q-chain from x to y. The function D was
mentioned already, in the introduction. It is closely related to the graph metric on the dual
graph of Fq. However, although D is symmetric, it does not satisfy the triangle inequality (we
omit proofs of these two facts as we do not need them).
6 Proof of Theorem 1.2
We use the following notation in the proof of Theorem 1.2. As in the previous section, we let
P1, . . . , Pn be the q-chain between non-adjacent vertices x and y of Fq, and let {ai, bi} be the
edge between Pi and Pi+1 for i = 1, . . . , n − 1. We choose ai and bi such that ai, ai+1, bi+1,
and bi occur in that order clockwise around Pi+1. It is convenient to also define a0 = b0 = x
and an = bn = y. We define µi to be the path on Pi that travels clockwise from ai−1 to ai, and
we define νi to be the path on Pi that travels anticlockwise from bi−1 to bi. All this notation is
illustrated in Figure 6.1 (in which the edge between ai and bi is labelled by its length 1).
We denote the length of a path γ in Fq by |γ|. Note that |γ| is the number of edges of γ, not
the number of vertices (which is |γ|+ 1).
Let N(x, y) denote the number of geodesic paths from x to y. The following theorem, which
gives bounds on N , is essentially equivalent to Theorem 1.2, but is stated in slightly more
generality. Recall that Fn denotes the nth Fibonacci number, where F0 = 1, F1 = 2, F2=3,
F3 = 5, and so forth.
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Figure 6.1: A q-chain from x to y
Theorem 6.1. Suppose that x and y are vertices of Fq, and D(x, y) = n. Then N(x, y) 6 Fn.
Furthermore, if q is even then there are vertices x and y with D(x, y) = n for which this bound
can be attained.
Proof. We prove the inequality N(x, y) 6 Fn by using induction on n. It is immediate if n is 0
or 1. Suppose now that n > 1, and assume that the inequality is true for all pairs of vertices u
and v with D(u, v) < n. Choose two vertices x and y with D(x, y) = n, and let P1, . . . , Pn be the
q-chain from x to y, illustrated in Figure 6.1. Without loss of generality, we may assume that
|µ1| 6 |ν1|. If |µ1| < |ν1| − 1, then every geodesic path from x to y must pass along the path µ1.
Since D(a1, y) = n− 1 we see by induction that
N(x, y) = N(a1, y) 6 Fn−1 < Fn.
The remaining possibility is that |ν1| − 1 6 |µ1| 6 |ν1|. In this case, the set of geodesic paths
from x to y can be partitioned into the set A of those geodesic paths that travel along the path
µ1 and the set B of those geodesic paths that travel along the path ν1. A path in B cannot pass
through a1 (as well as b1) because it is a geodesic path. Instead it must pass through b2. Since
D(a1, y) = n− 1 and D(b2, y) = n− 2 it follows by induction that
N(x, y) = |A|+ |B| 6 N(a1, y) +N(b2, y) 6 Fn−1 + Fn−2 = Fn.
This completes the proof of the first assertion of the theorem.
To prove the second assertion of the theorem, that the bound Fn can be attained when q is
even, we illustrate in Figure 6.2 q-chains (with q = 2r) that attain the bound, and highlight the
q = 4 case. The labels in Figure 6.2 give the number of edges between pairs of vertices. The
details to show that these examples do indeed attain the bound are omitted.
Theorem 6.1 does not give the best possible bounds for N when q is odd. Using a similar
but more elaborate proof to that of Theorem 6.1, one can show that, when n > 1,
N(x, y) 6
{
Fn/2, n even,
2F(n−3)/2, n odd.
This is the best possible bound, in the sense that, for each integer n > 1, there are vertices x
and y of Fq with D(x, y) = n for which N(x, y) achieves the bound. (There is one exception to
this: when q = 3 and n is odd, there is a better bound N(x, y) 6 F(n−3)/2.) Examples for which
this bound is attained (when q > 3) are shown in Figure 6.3.
Theorem 6.1 gives an upper bound for the function N ; the lower bound for N , no matter the
value of D(x, y), is 1. For example, let x = ∞ and y = [0, n]q. Then there is a unique geodesic
path between x and y, namely 〈x, 0, y〉, and D(x, y) = n.
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Figure 6.2: (a) A 2r-chain for which N(x, y) = Fn (n even) (b) A 2r-chain for which N(x, y) = Fn
(n odd) (c) A 4-chain for which N(x, y) = Fn
7 Proof of Theorem 1.3: part I
Theorem 1.3 gives necessary and sufficient conditions for [b1, . . . , bn]q to be a geodesic Rosen
continued fraction when q is even. We now state a theorem of the same type when q is odd,
and greater than 3. The version of Theorem 7.1 when q = 3 is a little different, and has been
established already, in [2, Theorem 1.3].
Theorem 7.1. Suppose that q = 2r + 1, where r > 2. The continued fraction [b1, . . . , bn]q is a
geodesic Rosen continued fraction if and only if the sequence b2, . . . , bn has no terms equal to 0
and contains no subsequence of consecutive terms either of the form ±1[r] or of the form
±(1[d1], 2, 1[d2], 2, . . . , 1[dk]),
where k is odd, at least 3, and d1, . . . , dk is the sequence
r − 1, r − 1, r − 2, r − 1, r − 2, . . . , r − 1︸ ︷︷ ︸
alternating r − 1 and r − 2
, r − 1.
For example, if q = 5 (that is, r = 2) then the sequences d1, . . . , dk described above are of
the form
1, 1, 1, 1, 1, 0, 1, 1, 1, 1, 0, 1, 0, 1, 1,
and so forth.
In geometric terms, Theorem 7.1 says that the path of convergents of a Rosen continued
fraction is a geodesic path unless it contains a subpath of the type shown in Figure 7.1 (when
q = 5).
In this section we prove one of the implications from each of Theorems 1.3 and 7.1 (the
implication that says that if b2, . . . , bn contains a subsequence of a certain type, then [b1, . . . , bn]q
is not a geodesic Rosen continued fraction), leaving the other implications for the next section.
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Figure 6.3: (a) A (2r+1)-chain for which N(x, y) = Fn/2 (n even) (b) A (2r+1)-chain for which
N(x, y) = F(n−3)/2 (n odd)
Figure 7.1: A path in F5 that is not a geodesic path must contain a subpath of type similar to
one of these.
This part of the proofs relies on particular relations from the group Gq. Remember that
σ(z) = −1/z, τ(z) = z + λq, and κ(z) = −z. For each integer b, let
Tb(z) = bλq − 1
z
.
That is, Tb = τ
bσ. Observe that κTbκ = T−b. This has the following useful consequence.
Lemma 7.2. The continued fraction [b1, . . . , bn]q is a geodesic Rosen continued fraction if and
only if [−b1, . . . ,−bn]q is a geodesic Rosen continued fraction.
Proof. Let γ = 〈∞, v1, . . . , vn〉 be the path of convergents of [b1, . . . , bn]q and let δ = 〈∞, w1, . . . , wn〉
be the path of convergents of [−b1, . . . ,−bn]q. Then
wi = T−b1 · · ·T−bi(∞)
= (κTb1κ) · · · (κTbnκ)(∞)
= κTb1 · · ·Tbn(∞)
= κ(vi).
Therefore δ is the image of γ under the automorphism κ of Fq. It follows that γ is a geodesic
path if and only if δ is a geodesic path.
The next two lemmas contain useful identities. Recall that I is the identity element of Gq.
Lemma 7.3. Let q = 2r. Then T1
r = στ−1σT−1r−2τ−1.
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Proof. Since σ2 = I, it is straightforward to check that the identity is equivalent to the relation
(τσ)2r = I.
Lemma 7.4. Let q = 2r. Then for each integer k = 0, 1, 2, . . . ,
T1
r−1(T2T1r−2)kT2T1r−1 = στ−1σ(T−1r−2 T−2)k+1T−1r−2τ−1.
Proof. Using the relation (τσ)2r = I, we can check that
T2T1
r−2 = (τστ−1σ)(T−1r−2 T−2)(τστ−1σ)−1.
Therefore
T1
r−1(T2T1r−2)kT2T1r−1 = T1T2−1(T2T1r−2)k+2T1
= τ−1(T2T1r−2)k+2τσ
= τ−1(τστ−1σ)(T−1r−2 T−2)k+2(τστ−1σ)−1τσ
= (στ−1σ)(T−1r−2 T−2)k+1T−1r−2T−2στ
= στ−1σ(T−1r−2 T−2)k+1T−1r−2τ−1.
The next lemma describes what happens to the path of convergents when the continued
fraction has a zero coefficient.
Lemma 7.5. Let [b1, . . . , bn]q be a Rosen continued fraction with path of convergents 〈∞, v1, . . . , vn〉.
Then, for each integer i with 2 6 i 6 n, bi = 0 if and only if vi−2 = vi.
Proof. Let sj(z) = bjλq − 1/z, as in (2.1), so that vj = s1 · · · sj(∞). Then vi−2 = vi if and only
if s−1i−1(∞) = si(∞); that is, if and only if biλq = 0. The result follows.
We can now prove the first part of Theorem 1.3.
Proof of Theorem 1.3: part I. Suppose that the sequence b2, . . . , bn either (i) contains a 0 term;
(ii) contains a subsequence of consecutive terms of the form ±1[r]; or (iii) contains a subsequence
of consecutive terms of the form
±(1[r−1], 2, 1[r−2], 2, 1[r−2], . . . , 1[r−2], 2, 1[r−1]).
We must prove that [b1, . . . , bn]q is not a geodesic Rosen continued fraction. Lemma 7.2 tells us
that we can switch [b1, . . . , bn]q for [−b1, . . . ,−bn]q if necessary so that in cases (ii) and (iii) we
have the + form of the subsequence (1s and 2s rather than −1s and −2s).
In case (i), we know from Lemma 7.5 that the path of convergents contains two equal terms,
so it is not a geodesic path.
In case (ii), there is an integer i > 1 such that bi+1 = · · · = bi+r = 1. Using Lemma 7.3, we
have
Tb1 · · ·Tbn(∞) = Tb1 · · ·TbiT1rTbi+r+1 · · ·Tbn(∞)
= Tb1 · · ·Tbiστ−1σT−1r−2τ−1Tbi+r+1 · · ·Tbn(∞)
= Tb1 · · ·Tbi−1Tbi−1T−1r−2Tbi+r+1−1Tbi+r+2 · · ·Tbn(∞).
From this calculation we see that the alternative continued fraction
[b1, . . . , bi−1, bi − 1,−1,−1, . . . ,−1︸ ︷︷ ︸
r − 2 copies of −1
, bi+r+1 − 1, bi+r+2, . . . , bn]q
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has the same value as [b1, . . . , bn]q. (When i = n − r, the alternative continued fraction termi-
nates after the r − 2 copies of −1.) However, the alternative continued fraction is shorter than
[b1, . . . , bn]q, so [b1, . . . , bn]q is not a geodesic Rosen continued fraction.
In case (iii), there are integers i and j with 1 6 i < j 6 n such that
bi+1, . . . , bj = 1
[r−1], 2, 1[r−2], 2, 1[r−2], . . . , 1[r−2], 2, 1[r−1].
Let b∗i+1, . . . , b
∗
j−2 be the shorter sequence given by
−b∗i+1, . . . ,−b∗j−2 = 1[r−2], 2, 1[r−2], 2, 1[r−2], . . . , 1[r−2], 2, 1[r−2].
Consider the continued fraction
[b1, . . . , bi−1, bi − 1, b∗i+1, . . . , b∗j−2, bj+1 − 1, bj , . . . , bn]q
(with the obvious interpretation when j = n). This is shorter than [b1, . . . , bn]q, and using
Lemma 7.4 you can check that the two continued fractions have the same value. So once again
[b1, . . . , bn]q is not a geodesic Rosen continued fraction.
The first part of the proof of Theorem 7.1 (which says that if b2, . . . , bn contains a subsequence
of one of the given types then [b1, . . . , bn]q is not a geodesic Rosen continued fraction) follows on
exactly the same lines as the proof given above. The only significant difference is that instead
of the identities in Lemmas 7.3 and 7.4 we need T1
r = στ−1σT−1r−1τ−1 and
T1
r−1(T2T1r−1T2T1r−2)kT2T1r−1T2T1r−1
= στ−1σ(T−1r−1T−2T−1r−2T−2)k+1T−1r−1τ−1,
where q = 2r + 1. To prove the latter identity, it is helpful to first observe that
T2T1
r−1T2T1r−2 = (τστ−1σ)T−1r−2T−2T−1r−1T−2(τστ−1σ)−1;
we omit the details.
8 Proof of Theorem 1.3: part II
In this section we prove the more difficult parts of Theorems 1.3 and 7.1. Our method is
thoroughly different to that of the previous section, and uses basic properties of q-chains. In
fact, both parts of the two theorems could be proved using the techniques of this section, as
many of the arguments we present can, with care, be reversed.
Let us start by introducing some new terminology for paths, which involves a concept that
we met earlier. A path 〈v0, . . . , vn〉 in Fq is said to backtrack if vi = vi+2 for some integer i with
0 6 i 6 n− 2. That is, a path backtracks if it has a subpath that proceeds from one vertex to a
neighbouring vertex and then immediately back again.
We define P1, . . . , Pm to be the q-chain from a vertex x to a non-adjacent vertex y in Fq. Let
ai, bi, µi, and νi be the vertices and paths associated to this q-chain that were introduced at the
start of Section 6. Given two paths γ = 〈v0, . . . , vr〉 and δ = 〈w0, . . . , ws〉 in Fq such that vr = w0,
we define γδ to be the path 〈v0, . . . , vr, w1, . . . , ws〉. With this notation we can distinguish two
particular paths from x to y in the q-chain, namely α = µ1µ2 · · ·µm and β = ν1ν2 · · · νm. We
refer to paths in Fq of this type as outer paths. More specifically, paths of the same type as α
are called clockwise outer paths and paths of the same type as β are called anticlockwise outer
paths.
The notation for the q-chain from x to y that was introduced in the previous paragraph will
be retained for the rest of this section.
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Lemma 8.1. Let x and y be two non-adjacent vertices of Fq. Suppose that χ is a path from x
to y that lies in the q-chain from x to y and does not backtrack, and suppose that χ is not an
outer path. Then χ intersects every path from x to y in a vertex other than x or y.
Proof. As χ is not an outer path, it must traverse one of the edges {ai, bi} for some integer i
with 1 6 i 6 m− 1. By Lemma 3.2, every path from x to y contains one of the vertices ai or bi,
so χ intersects every path from x to y at one of these vertices.
The outer paths α and β may be equal in length, or one may be longer than the other. If
one is longer than the other, then the longer one is called a circuitous path. We define a minimal
circuitous path to be a circuitous path whose non-trivial subpaths are all geodesic paths. Notice
that a circuitous path 〈v0, . . . , vn〉 is a minimal circuitous path if and only if both 〈v1, . . . , vn〉
and 〈v0, . . . , vn−1〉 are geodesic paths.
Theorem 8.2. A path in Fq is a geodesic path if and only if it does not backtrack and it does
not contain a minimal circuitous subpath.
Proof. If a path backtracks or contains a circuitous subpath, then, by definition, it is not a
geodesic path. To prove the converse, suppose that γ = 〈v0, . . . , vn〉 is a path in Fq from x to y
that is not a geodesic path. Suppose also that the path does not backtrack. We must prove that
γ contains a minimal circuitous subpath. To do this, we can, by restricting to a subpath of γ if
necessary, assume that every non-trivial subpath of γ is a geodesic path.
Let us first consider the cases in which x and y are either equal or adjacent. Elementary ar-
guments show that, given the conditions just stated, the only possibility is that γ = 〈x, v1, v2, y〉,
where x, v1, v2, and y are distinct vertices, and x and y are adjacent. This can only happen if
q = 4 and γ completes three sides of a face of Fq, in which case γ is a minimal circuitous path.
Suppose now that x and y are neither equal nor adjacent. We will show that γ is contained
within the q-chain from x to y. Theorem 3.3 shows that any path from x to y must pass through
one of the y-parents of x. Let i be the smallest positive integer such that vi is one of the y-parents
of x. Since 〈x, v1, . . . , vi〉 is a geodesic path, it must be that i = 1, because otherwise 〈x, vi〉 is
a shorter path from x to vi. Lemma 5.1 tells us that v1 belongs to the q-chain from x to y.
Repeating this argument we see that all vertices v0, . . . , vn belong to the q-chain from x to y.
Now let δ be a geodesic path from x to y, which, by Theorem 5.2, also lies in the q-chain from
x to y. The paths γ and δ can only intersect at the vertices x and y, because if they intersect at
some other vertex z, then one of the subpaths of γ from x to z or from z to y is not a geodesic
path. It follows from Lemma 8.1 that γ and δ are both outer paths, and since γ is not a geodesic
path it must be a circuitous path. In fact γ is a minimal circuitous path, as each of its non-trivial
subpaths is a geodesic path.
Recall the notation for the outer paths α and β defined before Lemma 8.1.
Lemma 8.3. If α is a minimal circuitous path, then β is the only geodesic path from x to y.
Proof. Let δ be a geodesic path from x to y. By Theorem 5.2, this path is contained in the
q-chain from x to y. Suppose that it contains one of the vertices ai, where 1 6 i 6 m− 1. Since
µ1 · · ·µi is a geodesic path from x to ai (as it is a non-trivial subpath of α) and µi+1 · · ·µm
is a geodesic path from ai to y, it follows that α is a geodesic path, which is a contradiction.
Therefore δ does not contain any of the vertices ai, so it must equal β.
We can characterise the minimal circuitous paths precisely, and we do so in Lemma 8.4 and
Theorem 8.7, below.
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Lemma 8.4. Let q be equal to either 2r or 2r + 1, where r > 2. If α is a minimal circuitous
path on a q-chain of length 1 (that is, m = 1), then |µ1| = r + 1.
Proof. Since α is a circuitous path, and m = 1, we have |µ1| > |ν1|. Since |µ1| + |ν1| > 2r, we
see that |µ1| > r + 1. If |µ1| > r + 1, then α contains a non-geodesic subpath (just remove the
final vertex from µ1). Therefore |µ1| = r + 1.
The next two lemmas are needed to prove Theorem 8.7.
Lemma 8.5. Let q be equal to either 2r or 2r + 1, where r > 2. If α is a minimal circuitous
path on a q-chain of length at least 2 (that is, m > 2), then r − 1 6 |µi| 6 r for i = 1, . . . ,m.
Furthermore, |µ1| = |µm| = r.
Proof. Suppose that |µi| > r + 1. Then µi is not a geodesic path, which is impossible, as it is a
subpath of α. Therefore |µi| 6 r.
Suppose next that |µi| 6 r − 2, where 1 < i < m. Let δ be the path from x to y given by
δ = ν1 · · · νi−1〈bi−1, ai−1〉µi〈ai, bi〉νi+1 · · · νm.
Since |µi|+ |νi|+ 2 > 2r, we see that
|β| − |δ| = |νi| − |µi| − 2 > 2(r − 2− |µi|) > 0.
Therefore |δ| 6 |β|, so δ is a geodesic path from x to y, which contradicts Lemma 8.3. Therefore
|µi| > r − 1 when 1 < i < m.
Finally, we prove that |µ1| = r; the proof that |µm| = r is similar and omitted. Suppose that
|µ1| 6 r − 1. Let δ be the path from x to y given by
δ = µ1〈a1, b1〉ν2 · · · νm.
Since |µ1|+ |ν1|+ 1 > 2r, we see that
|β| − |δ| = |ν1| − |µ1| − 1 > 2(r − 1− |µi|) > 0.
Therefore δ is a geodesic path, which contradicts Lemma 8.3. Therefore |µ1| > r. Since we have
already proved that |µ1| 6 r, we conclude that |µ1| = r.
Lemma 8.6. Let q = 2r+1, where r > 2. If α is a minimal circuitous path on a q-chain of length
at least 3 (that is, m > 3), then |µ2| = |µm−2| = r. Also, for no integer i with 1 < i < m− 1 are
|µi| and |µi+1| both equal to r − 1.
Proof. Let us first prove that |µ2| = r. The proof that |µm−2| = r is similar and omitted. We
know from Lemma 8.5 that |µ2| is either r − 1 or r. If |µ2| = r − 1, then the path
δ = µ1µ2〈a2, b2〉ν2 · · · νm
is a geodesic path from x to y, which contradicts Lemma 8.3. Therefore |µ2| = r.
For the second assertion of the lemma, suppose that |µi| = |µi+1| = r − 1 for some integer i,
where 1 < i < m. In this case, the path
δ = ν1 · · · νi−1〈bi−1, ai−1〉µiµi+1〈ai+1, ni+1〉νi+2 · · · νm
is a geodesic path from x to y, which contradicts Lemma 8.3.
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Theorem 8.7. Suppose that q > 4. Let α be a clockwise outer path on a q-chain of length at
least 2 (that is, m > 2). If α is a minimal circuitous path, then
|µ1|, . . . , |µm| =
{
r, r − 1, r − 1, . . . , r − 1, r (m > 2), if q = 2r,
r, r, r − 1, r, r − 1, . . . , r − 1, r, r (m > 3), if q = 2r + 1. (8.1)
The sequences |µ1|, . . . , |µm| described above are
r, r, r, r − 1, r, r, r − 1, r − 1, r,
and so on, when q = 2r, and
r, r, r r, r, r − 1, r, r r, r, r − 1, r, r − 1, r, r,
and so on, when q = 2r+ 1. There is a converse to Theorem 8.7, which says that if α is an outer
path and |µ1|, . . . , |µm| is one of these sequences, then α is a minimal circuitous path. We do
not prove this converse result as we do not need it.
Proof. Suppose first that α is an outer path and |µ1|, . . . , |µm| takes one of the values given in
(8.1); we do not yet assume that α is a minimal circuitous path. Let us prove that α is not
a geodesic path. To do this, we will show that |β| < |α|. This is true when q = 2r, because
|α| = m(r−1)+2 and |α|+ |β| = 2m(r−1)+2, so |β| = m(r−1). It is also true when q = 2r+1,
because |α| = (2r − 1)m/2 + 3/2 and |α|+ |β| = (2r − 1)m+ 2, so |β| = (2r − 1)m/2 + 1/2.
Now let us assume that α is a minimal circuitous path. By Lemma 8.5, |µi| is either r− 1 or
r for i = 1, . . . ,m.
Suppose that q = 2r. Lemma 8.5 tells us that |µ1| = |µm| = r. Suppose that |µi| = r for
some integer i with 1 < i < m; in fact, let i be the smallest such integer. Then µ1 · · ·µi is not a
geodesic path, as we demonstrated at the start of this proof, which is a contradiction, as it is a
subpath of µ1 · · ·µm. Hence |µi| = r − 1 for 1 < i < m, as required.
Suppose now that q = 2r+1. Lemmas 8.5 and 8.6 tell us that |µ1| = |µ2| = |µm−1| = |µm| = r.
The path µ1 · · ·µm is not circuitous when m is 2 or 4 (because it is the same length as β in each
case). However, it is circuitous when m = 3.
Let us assume then that m > 5. We know that |µ3| = r − 1, because if |µ3| = r, then the
subpath µ1µ2µ3 of α is not a geodesic path. The second assertion of Lemma 8.6 tells us that
|µ4| = r. Next, if |µ5| = r, then, as we saw at the start of this proof, µ1 · · ·µ5 is not a geodesic
path, which can only be so if m = 5. Therefore |µ5| = r− 1 when m > 5. Arguing repeatedly in
this fashion, we see that |µ1|, . . . , |µm| = r, r, r− 1, r, r− 1, . . . , r− 1, r, r, where m is odd and at
least 3.
The next lemma allows us to move from paths to continued fractions.
Lemma 8.8. Let 〈v0, v1, . . . , vn〉, where v0 =∞, be the path of convergents of a Rosen continued
fraction [b1, . . . , bn]q. Suppose that 〈vk, . . . , vl〉, where 0 6 k < l 6 n and k+2 6 l, is a clockwise
outer path α = µ1 · · ·µm such that |µi| > 1 for i = 1, . . . ,m. Then
bk+2, . . . , bl = 1
[|µ1|−1], 2, 1[|µ2|−1], 2, . . . , 2, 1[|µm|−1].
Proof. Recall the function φ defined near the end of Section 2. Lemma 2.2 tells us that
φ(vi−1, vi, vi+1) = bi+1 for i = k + 1, . . . , l − 1, so we need only calculate these values of φ
one by one. If vi is not one of the vertices aj , then vi−1, vi, and vi+1 lie in that order clockwise
round a face of Fq. Therefore φ(vi−1, vi, vi+1) = 1. If vi is one of the vertices aj , then because
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|µi| and |µi+1| are both at least 1, vi−1, vi, and vi+1 lie in that order clockwise around a (2q−2)-
gon comprised of two adjacent faces of Fq that meet along an edge that has vi as a vertex. If we
map vi to ∞ by an element of Gq, then we see that φ(vi−1, vi, vi+1) = 2. Therefore bk+2, . . . , bl
is of the given form.
Finally, we are able to prove the second part of Theorem 1.3.
Proof of Theorem 1.3: part II. Suppose that [b1, . . . , bn]q is not a geodesic Rosen continued frac-
tion. We must prove that the sequence b2, . . . , bn either (i) contains a 0 term; (ii) contains a
subsequence of consecutive terms of the form ±1[r]; or (iii) contains a subsequence of consecutive
terms of the form
±(1[r−1], 2, 1[r−2], 2, 1[r−2], . . . , 1[r−2], 2, 1[r−1]).
Since the path of convergents of γ = 〈∞, v1, . . . , vn〉 is not a geodesic path, Theorem 8.2
tells us that it either backtracks or contains a minimal circuitous path. If it backtracks, then,
by Lemma 7.5, one of the coefficients b2, . . . , bn is 0, which is case (i). Otherwise, γ contains a
minimal circuitous subpath. Suppose for the moment that this minimal circuitous subpath is
a clockwise outer path, namely α = µ1 · · ·µm. Lemma 8.4 and Theorem 8.7 tell us that either
m = 1 and |µ1| = r + 1 or m > 1 and
|µ1|, . . . , |µm| = r, r − 1, r − 1, . . . , r − 1, r.
It follows from Lemma 8.8 that there are integers 0 6 k < l 6 n with k + 2 6 l such that the
sequence bk+2, . . . , bl is 1
[r], when m = 1, or
1[r−1], 2, 1[r−2], 2, 1[r−2], . . . , 1[r−2], 2, 1[r−1],
when m > 1. These are cases (ii) and (iii).
Earlier we assumed that γ contained a minimal circuitous subpath that was a clockwise outer
path; suppose now that it is an anticlockwise outer path β. Recall that the map κ(z) = −z is
an anticonformal transformation of the upper half-plane that induces an automorphism of Fq.
As we saw in Lemma 7.2, the path of convergents of the continued fraction [−b1, . . . ,−bn]q is
κ(γ). The path κ(β) is a minimal circuitous subpath of κ(γ), but it is a clockwise outer path
rather than an anticlockwise outer path, as κ reverses the orientation of cycles in Fq. Since,
by Lemma 7.2, [−b1, . . . ,−bn]q is not a geodesic Rosen continued fraction, the argument from
the previous paragraph shows that −b2, . . . ,−bn contains a subsequence of consecutive terms
of the form 1[r] or 1[r−1], 2, 1[r−2], . . . , 1[r−2], 2, 1[r−1]. Therefore we see once again that one of
statements (ii) or (iii) holds.
The proof of the second part of Theorem 7.1 mirrors the proof given above almost exactly,
but with the sequence of 1s and 2s and the sequence of rs and (r − 1)s suitably modified.
9 Infinite Rosen continued fractions
So far, for simplicity, we have focussed on finite continued fractions; however, most of our theo-
rems and techniques generalise in a straightforward fashion to infinite continued fractions. Here
we briefly discuss the theory of infinite Rosen continued fractions, and in particular we prove
Theorem 1.4.
An infinite path in Fq is a sequence of vertices v0, v1, . . . such that vi−1 ∼ vi for i = 1, 2, . . . .
The convergents of an infinite Rosen continued fraction form an infinite path 〈∞, v1, v2, . . . 〉 in
Fq, and conversely each infinite path of this type is comprised of the convergents of a unique
infinite Rosen continued fraction.
To prove Theorem 1.4, we use the following lemma.
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Lemma 9.1. Suppose that x and y are distinct elements of R∞ that are not adjacent vertices
of Fq. Then there are two vertices u and v of some face of Fq such that x and y lie in distinct
components of R∞ \ {u, v}.
Proof. If x and y are both vertices of Fq, then this assertion follows from Lemma 3.1. If one
of x and y is a vertex of Fq (say x) and the other is not, then after applying an element of Gq
we may assume that x = ∞, in which case we can choose u and v to be the integer multiples
of λq that lie either side of y on the real line. Suppose finally that neither x nor y are vertices
of Fq. The hyperbolic line from x to y must intersect an edge of Fq (else this hyperbolic line
disconnects Fq) and the end points of this edge are the required vertices u and v.
Proof of Theorem 1.4. We prove the contrapositive of Theorem 1.4. Suppose that the sequence
of convergents v1, v2, . . . of an infinite Rosen continued fraction diverges. Then this sequence
has two distinct limit points, x and y. Assume for the moment that x and y are not adjacent
vertices of Fq. Then Lemma 9.1 tells us that there are two vertices u and v of some face of Fq
such that x and y lie in distinct components of R∞ \ {u, v}. Since x and y are both limit points
of the sequence v1, v2, . . . , it follows from Lemma 3.2 that the sequence either contains infinitely
many terms equal to u or else it contains infinitely many terms equal to v.
Suppose now that x and y are adjacent vertices of Fq, which, after applying an element of
Gq, we can assume are 0 and ∞. Since the sequence of convergents accumulates at 0 it contains
infinitely many terms inside one of the intervals [−λq, 0] or [0, λq], and it also contains infinitely
many terms that lie outside the union of these two intervals. It follows from Lemma 3.2 that the
sequence contains infinitely many equal terms, all equal to one of −λq, 0, or λq.
Let us now discuss infinite geodesic Rosen continued fractions, which were defined in the
introduction. An infinite path 〈v0, v1, . . . 〉 in Fq is said to be a geodesic path if 〈v0, v1, . . . , vn〉
is a geodesic path for each positive integer n. It follows that [b1, b2, . . . ]q is a geodesic Rosen
continued fraction if and only if its path of convergents is a geodesic path. We can determine
whether [b1, b2, . . . ]q is a geodesic Rosen continued fraction using Theorems 1.3 and 7.1.
The next observation is an immediate corollary of Theorem 1.4.
Corollary 9.2. Every infinite geodesic Rosen continued fraction converges.
Earlier we proved that, given vertices x and y of Fq, we can construct a geodesic path from
x to y by iterating the map αy. If y is not a vertex of Fq, then, for any vertex x, the iterates
x, αy(x), α
2
y(x), . . . form an infinite path in Fq. We can see that this is a geodesic path because,
for any positive integer n, we can choose a vertex y0 of Fq that is sufficiently close to y in the
spherical metric on R∞ that the two paths 〈x, αy(x), . . . , αyn(x)〉 and 〈x, αy0(x), . . . , αny0(x)〉 are
identical, and we know that the latter is a geodesic path. Corollary 9.2 now tells us that the
sequence x, αy(x), α
2
y(x), . . . converges in R∞, and a short argument that we omit shows that
the limit must be y. This gives us the following theorem.
Theorem 9.3. Given a vertex x of Fq and a real number y that is not a vertex of Fq, the infinite
path 〈x, αy(x), αy2(x) . . . , 〉 is a geodesic path in Fq which converges in R∞ to y.
We can now complete the proof of Theorem 1.1, the first part of which was proved in Section 3.
Proof of Theorem 1.1: infinite case. The path 〈∞, α∞(y), α∞2(y) . . . , 〉 is the path of conver-
gents of the Rosen continued fraction expansion of y obtained by applying the nearest-integer
algorithm. We have seen this already when y is a vertex of Fq, and the same is true when y is
not a vertex. Theorem 9.3 says that this path is a geodesic path, so we have proved Theorem 1.1
for infinite Rosen continued fractions.
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We finish here with an example to show that a real number may have infinitely many infinite
geodesic Rosen continued fraction expansions. In our example q = 4, but there are similar
examples for other values of q. The simplest way to describe the example is using the infinite
q-chain suggested by Figure 9.1. The number y is equal to [2, 2, . . . ]4, and we can see from the
infinite q-chain that there are infinitely many geodesic paths from ∞ to y.
Figure 9.1: There are infinitely many geodesic paths from ∞ to y.
10 The theta group
The Hecke groups Gq are in fact only a countable collection from a larger class of Fuchsian groups
that are also known as Hecke groups. To describe this class, let
σ(z) = −1
z
and τ(z) = z + λ,
where λ > 0. Hecke proved (see [8]) that the group generated by σ and τ is discrete if and only if
either λ = 2 cos(pi/q), q = 3, 4, . . . , or λ > 2. The groups with λ < 2 are the Hecke groups Gq. In
this section we discuss (without details) the group with λ = 2, which we denote by G∞ because
2 cos(pi/q)→ 2 as q →∞. This group is commonly known as the theta group. The Hecke groups
with λ > 2 are those Hecke groups of the second kind (their limit sets are not dense in R∞). The
Farey graphs for these groups are similar to that of G∞, and we do not consider these groups
any further.
The theta group G∞ can be described explicitly as the collection of those Mo¨bius transfor-
mations z 7→ (az + b)/(cz + d), where a, b, c, d ∈ Z and ad− bc = 1, such that(
a b
c d
)
≡
(
1 0
0 1
)
or
(
0 1
1 0
)
(mod 2)
(see [12, Corollary 4]). It is a subgroup of index 3 in the modular group G3.
We can define a Farey graph F∞ for G∞ just as we did for the Hecke groups Gq (either by
using the fundamental domain of a suitable normal subgroup of G∞ or using the orbit of the
hyperbolic line between 0 and ∞ under G∞). Unlike the Farey graphs we have met so far, the
graph F∞ is a tree. Since we know what the elements of G∞ are explicitly, we can determine
the vertices of F∞: they are ∞ and rational numbers a/b, where a and b are coprime integers
such that one of them is odd and the other is even. Two vertices a/b and c/d are connected by
an edge if and only if |ad− bc| = 1. From this we see that F∞ is a subgraph of the usual Farey
tessellation F3.
Since λ = 2, a Rosen continued fraction of the form
b1λ+
− 1
b2λ+
− 1
b3λ+
− 1
· · ·+ bnλ
,
26
is just a continued fraction with coefficients that are even integers. We denote it by [b1, . . . , bn]∞.
Continued fractions with even-integer coefficients have been studied elsewhere; see, for example,
[14]. These continued fractions correspond to paths in F∞ in the same way that Rosen continued
fractions [b1, . . . , bn]q correspond to paths in Fq. Since F∞ is a tree we immediately obtain the
following strong characterisation of geodesic paths.
Theorem 10.1. Each vertex of F∞ has a unique geodesic Rosen continued fraction expansion.
Furthermore, the continued fraction [b1, . . . , bn]∞ is a geodesic Rosen continued fraction if and
only if bi 6= 0 for i = 2, . . . , n.
To find the unique geodesic Rosen continued fraction expansion of a vertex x of F∞, you
can apply the nearest-even-integer algorithm to x. This algorithm will also give you a geodesic
expansion when x is not a vertex of F∞; however, in this case there may be other geodesic
expansions of x. For example,
1 = 2 +
− 1
2 +
− 1
2 + · · ·
=
− 1
−2 + − 1−2 + · · ·
.
The tree F∞ is used to explore further properties of even-integer continued fractions in [31].
References
[1] P. Arnoux and T. A. Schmidt, Cross sections for geodesic flows and α-continued fractions, Nonlinearity 26
(2013), no. 3, 711–726.
[2] A. F. Beardon, M. Hockman, and I. Short, Geodesic continued fractions, Michigan Math. J. 61 (2012), no. 1,
133–150.
[3] B. C. Berndt and M. I. Knopp, Hecke’s theory of modular forms and Dirichlet series, Monographs in Number
Theory, vol. 5, World Scientific Publishing Co. Pte. Ltd., Hackensack, NJ, 2008.
[4] Y. Bugeaud, P. Hubert, and T. Schmidt, Transcendence with Rosen continued fractions, J. Eur. Math. Soc.
(JEMS) 15 (2013), no. 1, 39–51.
[5] R. M. Burton, C. Kraaikamp, and T. A. Schmidt, Natural extensions for the Rosen fractions, Trans. Amer.
Math. Soc. 352 (2000), no. 3, 1277–1298.
[6] D. J. Collins, R. I. Grigorchuk, P. F. Kurchanov, and H. Zieschang, Combinatorial group theory and applica-
tions to geometry, Springer-Verlag, Berlin, 1998. Translated from the 1990 Russian original by P. M. Cohn;
Reprint of the original English edition from the series Encyclopaedia of Mathematical Sciences [Algebra. VII,
Encyclopaedia Math. Sci., 58, Springer, Berlin, 1993; MR1265269 (95g:57004)].
[7] K. Dajani, C. Kraaikamp, and W. Steiner, Metrical theory for α-Rosen fractions, J. Eur. Math. Soc. (JEMS)
11 (2009), no. 6, 1259–1283.
[8] R. Evans, A fundamental region for Hecke’s modular group, J. Number Theory 5 (1973), 108–115.
[9] I. Ivrissimtzis and D. Singerman, Regular maps and principal congruence subgroups of Hecke groups, Euro-
pean J. Combin. 26 (2005), no. 3-4, 437–456.
[10] G. A. Jones, D. Singerman, and K. Wicks, The modular group and generalized Farey graphs, Groups—St.
Andrews 1989, Vol. 2, London Math. Soc. Lecture Note Ser., vol. 160, Cambridge Univ. Press, Cambridge,
1991, pp. 316–338.
[11] S. Katok and I. Ugarcovici, Symbolic dynamics for the modular surface and beyond, Bull. Amer. Math. Soc.
(N.S.) 44 (2007), no. 1, 87–132.
[12] M. I. Knopp, Modular functions in analytic number theory, Markham Publishing Co., Chicago, Ill., 1970.
[13] C. Kraaikamp, T. A. Schmidt, and I. Smeets, Natural extensions for α-Rosen continued fractions, J. Math.
Soc. Japan 62 (2010), no. 2, 649–671.
[14] C. Kraaikamp and A. Lopes, The theta group and the continued fraction expansion with even partial quotients,
Geom. Dedicata 59 (1996), no. 3, 293–333.
27
[15] J. C. Lagarias and C. P. Tresser, A walk along the branches of the extended Farey tree, IBM J. Res. Develop.
39 (1995), no. 3, 283–294.
[16] J. Lehner, Discontinuous groups and automorphic functions, Mathematical Surveys, No. VIII, American
Mathematical Society, Providence, R.I., 1964.
[17] , Diophantine approximation on Hecke groups, Glasgow Math. J. 27 (1985), 117–127.
[18] D. Mayer and T. Mu¨hlenbruch, Nearest λq-multiple fractions, Spectrum and dynamics, CRM Proc. Lecture
Notes, vol. 52, Amer. Math. Soc., Providence, RI, 2010, pp. 147–184.
[19] D. Mayer, T. Mu¨hlenbruch, and F. Stro¨mberg, The transfer operator for the Hecke triangle groups, Discrete
Contin. Dyn. Syst. 32 (2012), no. 7, 2453–2484.
[20] D. Mayer and F. Stro¨mberg, Symbolic dynamics for the geodesic flow on Hecke surfaces, J. Mod. Dyn. 2
(2008), no. 4, 581–627.
[21] R. Moeckel, Geodesics on modular surfaces and continued fractions, Ergodic Theory Dynamical Systems 2
(1982), no. 1, 69–83.
[22] H. Nakada, Continued fractions, geodesic flows and Ford circles, Algorithms, fractals, and dynamics
(Okayama/Kyoto, 1992), Plenum, New York, 1995, pp. 179–191.
[23] , On the Lenstra constant associated to the Rosen continued fractions, J. Eur. Math. Soc. (JEMS)
12 (2010), no. 1, 55–70.
[24] O. Perron, Die Lehre von den Kettenbru¨chen, Chelsea Publishing Co., New York, N. Y., 1950 (German). 2d
ed.
[25] D. Rosen, A class of continued fractions associated with certain properly discontinuous groups, Duke Math.
J. 21 (1954), 549–563.
[26] D. Rosen and T. A. Schmidt, Hecke groups and continued fractions, Bull. Austral. Math. Soc. 46 (1992),
no. 3, 459–474.
[27] R. E. Schwartz, Mostly surfaces, Student Mathematical Library, vol. 60, American Mathematical Society,
Providence, RI, 2011.
[28] T. A. Schmidt and M. Sheingorn, Length spectra of the Hecke triangle groups, Math. Z. 220 (1995), no. 3,
369–397.
[29] , Covering the Hecke triangle surfaces, Ramanujan J. 1 (1997), no. 2, 155–163.
[30] C. Series, The modular surface and continued fractions, J. London Math. Soc. (2) 31 (1985), no. 1, 69–80.
[31] I. Short and M. Walker, Even-integer continued fractions and the Farey tree, Springer Proceedings in Math-
ematics & Statistics, vol. 159, Springer International Publishing Switzerland, 2016. Edited by J. Sˇira´nˇ and
R. Jajcay.
[32] D. Singerman, Universal tessellations, Rev. Mat. Univ. Complut. Madrid 1 (1988), no. 1-3, 111–123.
28
