A methodology to perform a rigorous verification of Particle-in-Cell (PIC) simulations is presented, both for assessing the correct implementation of the model equations (code verification), and evaluating the numerical uncertainty affecting the simulation results (solution verification).
I. INTRODUCTION
Originally developed to simulate fluid flows in two dimensions [1] , the Particle-in-Cell (PIC) algorithm [2] [3] [4] [5] [6] is now a valuable tool to solve the Vlasov-Maxwell system of equations. The PIC algorithm approximates the distribution function with a set of computational particles that are evolved in time according to Newton's laws, and computes selfconsistently the electric and magnetic fields acting on the particles by solving the Maxwell's equations. While conceptually simple in their basic formulations, the development of PIC simulation methods has significantly increased their range of applicability, accuracy, and performance. Energy, momentum, and charge conserving algorithms have been developed [7] [8] [9] , which, also within an implicit-time discretization [10] [11] [12] [13] [14] , allowed progress from the solution of one-dimensional, electrostatic models to the simulation of complex and realistic threedimensional electromagnetic systems. Thanks to PIC simulations, significant progress has been made in the understanding of fundamental plasma phenomena, such as collisionless shocks (see e.g. Refs. [15] [16] [17] ), magnetic reconnection (see e.g. Refs. [18] [19] [20] ), laser-plasma interactions (see e.g. Refs. [21] [22] [23] ), and the plasma-wall transition (see e.g. Refs. [24, 25] ).
Despite the widespread use of PIC codes, the methodologies to rigorously assess the correct implementation of the PIC model into simulation codes (known as code verification) and estimate the numerical error affecting the simulation results (known as solution verification)
are not well established. This is becoming a very crucial issue, since errors affecting PIC simulations, which are used to uncover complex plasma phenomena and, for example, predict performances of future nuclear facilities, can have far reaching consequences [26, 27] .
The usual approaches to verify PIC simulations and evaluate the error affecting a simulation result are based on performing code-to-code comparisons (see e.g. Refs. [20, [28] [29] [30] [31] [32] ).
Simulations of very simple problems, such as the Landau damping of electron-plasma waves, for which an analytical solution is known, are also used. While valuable, these tests are not rigorous enough to ensure the correct implementation of the model in the simulation code or to estimate the numerical uncertainty affecting simulation results, due to difficulties such as understanding if differences in the numerical results are introduced by the finite resolution of the grid used for the discretization or by errors in the implementation of the codes [33] . On the other hand, analytical solutions in complex geometries or with complex collision operators do not generally exist. The goal of the present paper is to generalize the rigorous code and solution verification methodologies developed for grid-based plasma simulation codes and presented in Ref. [34] , to the verification of plasma simulation codes based on the PIC algorithm.
Order-of-accuracy tests allow the rigorous assessment of the correct implementation of gridbased numerical algorithms. In an order-of-accuracy test, the rate of convergence of the numerical solution to an exact solution is compared with the expected order of accuracy of the numerical scheme. If they agree, the code is verified [33] . Since the exact solution of the model equations is unknown in most cases, the method of manufactured solutions (MMS) was developed by the computational fluid dynamics community [35] [36] [37] [38] . This method was recently ported to the plasma physics community [34] , and it is now routinely used for the verification of grid-based plasma turbulence codes (see e.g. Refs. [39, 40] ).
The correct implementation of the model equations in the simulation code does not imply that numerical results are free from numerical errors. Sources of numerical errors are: rounding off, finite statistical sampling (e.g. using a finite number of particles randomly distributed to represent a distribution function), termination of an iterative scheme with a non-vanishing residue, and finite grid resolution [33] . The evaluation of these errors is the objective of solution verification procedures. Since for grid-based algorithms the discretization error component usually dominates, a procedure for the solution verification was proposed based on the Richardson extrapolation [41, 42] . As a matter of fact, the Richardson extrapolation converges faster to the exact solution than the simulation results, and therefore it is used as higher order estimator of the exact solution in computing the discretization error.
However, since the assumptions required to use the Richardson extrapolation as a solution estimator are difficult to satisfy, the Roache grid convergence index (GCI) was introduced as a relative numerical uncertainty estimate [43] .
The present paper generalizes the methodology discussed in Ref. [34] , providing a rigorous methodology for the code and solution verification of PIC simulations. For the code verification, we propose an order-of-accuracy test for PIC simulation codes, developing the MMS to account for numerical schemes intrinsically affected by statistical noise, and providing a measure of the distance between continuous, analytical distribution functions, and finite samples of computational particles. For the solution verification, we discuss how to estimate the statistical uncertainties affecting the numerical results and, using the Richardson extrapolation as a higher order estimator of the exact solution and the GCI as a relative numerical uncertainty estimate, we provide an evaluation of the discretization error. Both methodologies are applied to a simple, one-dimensional, collisionless, electrostatic PIC simulation code, showing the peculiarities and the potential of the proposed procedures. This paper is structured as follows. After the Introduction, in Sec. II we present the PIC algorithm used to numerically solve the plasma kinetic equations. Then, in Sec. III we illustrate the MMS, we explain how it is adapted to account for PIC codes, and we discuss several measures of the distance between continuous, analytical distribution functions and finite samples of computational particles. The solution verification methodology is presented in Sec. IV, where we describe how to estimate the statistical uncertainty and the discretitazion error affecting PIC simulation results. In Sec. V we present the simulation code that we verify with the MMS, and we apply the solution verification methodology to quantify the numerical uncertainty affecting the two-stream instability growth rate, which is evaluated from a PIC simulation. Our conclusions are reported in Sec. VI. Finally, Appendix A shows that the proposed distances between a continuous, analytical distribution functions, and a finite sample of computational particles are suitable for performing a PIC code verification with the MMS.
II. THE PARTICLE-IN-CELL METHOD
In the present paper we consider PIC codes used to numerically solve the Vlasov-Maxwell system of equations. The PIC algorithm represents the distribution function of plasma species as a set of computational particles (also known as superparticles or markers), whose position in the phase space is evolved according to Newton's laws. The forces acting on the particles are obtained by solving the Maxwell equations, having assigned to a numerical grid the charge and the current carried by the particles [2] [3] [4] [5] [6] .
As the goal of the present paper is to introduce a rigorous methodology for the verification of PIC simulation codes, we consider the simplest kinetic model describing a one-dimensional, electrostatic, collisionless plasma in a periodic domain. The generalization to the collisional, electromagnetic, three-dimensional case does not present conceptual difficulties. The model we consider is written
where f α (x, v, t) is the distribution function for the α species (α = e for electrons and α = i for ions), q α and m α are the particle charge and mass, ρ(x, t) = α q α +∞ −∞ f α (x, v, t)dv is the total charge distribution and E(x, t) is the electric field. As m i m e , ions can be assumed at rest as a first approximation, with the ion plasma density n i = +∞ −∞ f i dv constant in time and uniform along x. In the remainder of this paper we use this approximation and we consider only the evolution of the electron distribution function (we drop the α index).
The PIC method solves numerically Eqs. (1)- (2) by performing the following steps. (i) At t = 0, N computational particles are randomly distributed in the phase space according to a distribution function f 0 (x, v), and a weight w p is assigned to each particle, with
The particle charge is assigned to a numerical grid with spacing ∆x, to obtain the charge distribution at each grid point. (iii) Poisson's equation [Eq. (2)] is solved and the electric field E is computed on the grid. (iv) E is interpolated from the grid to the particle positions, to obtain the electric field E p acting on each particle. (v) The equations of motion of the computational particles
are numerically integrated in time to t = ∆t, with ∆t the step of the time integration scheme. The distribution function is now known at t = ∆t and, following the steps (ii)-(v), the system is advanced until the final time of the simulation is reached.
Noting that the error associated with a statistical representation of the distribution function is expected to decrease as N −1/2 [44, 45] , the numerical error affecting quantities that result from a simulation such as f and E p is
where C 1 , C 2 , and C 3 are constants independent of ∆x, ∆t, and N ; α denotes the order of To simplify the expression of the numerical error, it is useful to introduce the theoretical order of accuracy of the algorithm, p, and a parameter h representing the degree of refinement of the mesh and time step, and the number of markers in the system, defined as
where ∆x 0 , ∆t 0 , and N 0 are reference parameters for a standard simulation. Consequently, from Eq. (4) we obtain
where C p is a constant independent of h. In the following, we consider p = α, i.e. we define the theoretical order of accuracy of the algorithm as the order of accuracy of the spatial discretization scheme.
III. CODE VERIFICATION
Code verification is usually approached by [33] : (a) performing simple tests (e.g., energy The order-of-accuracy test is the only code verification procedure able to ensure the correct implementation of the numerical scheme into a simulation code, and therefore the correct solution of the model equations [33] . 
where · denotes a designated norm. By evaluating the two numerical solutions of M h and M rh , s h and s rh , where rh indicates coarsening the parameter h by a factor r, one can evaluate the observed order of accuracy,p, usinĝ
Ifp converges to p for h → 0, i.e. when the numerical error is dominated by the lowest order term of its Taylor expansion (the so-called asymptotic regime), we can state that the PIC code is verified and the equations are correctly solved, with the order of accuracy expected for the numerical scheme.
A. The method of manufactured solutions
The evaluation of the numerical error h , necessary to obtainp, requires that s is known.
Unfortunately, s is unknown in most cases, in particular for complex kinetic problems. The MMS was developed to overcome this issue, and approaches the problem as follows [35- 
It is then straightforward to compute the discretization of 
where C is a constant independent of h. By showing thatp → p for h → 0, one verifies the simulation code.
We remark that the manufactured solution should satisfy the following requirements [33] :
(i) be sufficiently smooth and not singular, (ii) satisfy the code constraints (e.g. f ≥ 0 and f → 0 for v → ±∞), (iii) be general enough to excite all terms present in the equations, and (iv) ensure that the different terms composing the equations are of the same order of magnitude so that no term dominates the others. Due to these constraints, the manufactured solutions are usually built as a combination of trigonometric and/or hyperbolic functions.
We remark that the code verification is a purely mathematical issue and therefore the choice of s M is independent of the physical solution of M .
B. Verification of a PIC simulation code using the method of manufactured solutions
The verification of a PIC simulation code with the MMS is not straightforward, as it implies the comparison of a continuous, analytical distribution function with a sample of computational particles affected by statistical noise. In this sub-section we propose a methodology to perform this comparison.
First, the manufactured solutions E M and f M are chosen, and the corresponding source terms to be added on the right-hand side of Eqs. (1)- (2) are computed according to
and
with S E = 0 if E M is chosen consistently with f M . While adding S E in the Poisson equation
does not present any conceptual difficulty (see Ref. [34] for a detailed discussion of the verification of grid-based equations with the MMS), adding a source term to the Vlasov equation requires the evolution in time of the computational particle weights, w p , and the modification of Eq. (3) accordingly [46] . More precisely, the particles are initially distributed with a pseudo-random number generator according to a chosen distribution function f 0 (x, v) and the initial weights are set as
. The weights w p are then evolved according to
We remark that, in the presence of a collision operator, the marker distribution is not conserved along particle trajectories and Eq. (12) should be generalized according to Ref. [46] .
To avoid altering the convergence properties of the numerical scheme, Eq. (12) has to be integrated in time by using a numerical scheme with order of accuracy β or greater.
We now define the norms used to compute the numerical error affecting the simulation results. For the electric field, this does not present any particular difficulty, and we indicate the distance between the numerical and the manufactured solution as
On the other hand, the definition of the norm used to quantify the numerical error affecting f M requires measurement of the distance between a continuous analytical distribution function and a set of N computational particles.
The comparison of a data set of N elements to a distribution function is a general mathematical issue that appears in many research fields [47, 48] . For a one-dimensional probability density function g(x), a data set can be compared to g considering the cumulative distri- 
, where the supremum is used rather than the maximum since G N (x) is a piecewise continuous function.
To generalize this result to d > 1 dimensions, Peacock developed a method, detailed in
Ref. [50] , which is used to evaluate the distance between a multidimensional distribution function and an observed sample of N elements. For a two-dimensional distribution func-
..,N of equal weight, at a given time t (in the reminder of this section we drop the t dependence to simplify the notation),
Peacock's methodology requires one to define the four CDFs
and the four EDFs
and compute the largest difference between F i and F i N (i = 1, 2, 3, 4),
The distance between f M (x, v) and {x p , v p } p=1,...,N is thus defined as
Reference [50] shows empirically that
To verify a PIC simulation code with MMS, one has to account for arbitrary values of w p , and the definition of the F i N , Eq. (15), should be modified as follows
We show empirically (see Appendix A) that, if one defines the EDFs according to Eq. (18), P (f M ) still decreases as N −1/2 for N → ∞.
We remark that P (f M ) is affected by statistical uncertainty due to the random initialization of the markers. Consequently, the observed order of accuracyp obtained using
in Eq. (8) is also affected by statistical uncertainty. To perform an order of accuracy test, it is therefore necessary to carry out a number, n s , of simulations with different pseudorandom number generator seeds, and compute the numerical error h,i = P (f M ) for each simulation, with i = 1, ..., n s . Then, following the methodology discussed in Sec. IV A, it is possible to approximate the expected value of h with
and the corresponding statistical uncertanty with
where 
for all (x p j , v p k ) and then impose d [51] shows that the value of used to obtain the results presented in this paper are performed using a k-d tree partitioning, which in our opinion is the best compromise between computational cost and memory needs.
To decrease the computational cost of the computation of d P i , Fasano and Franceschini propose an alternative approach [52] , which approximates d
where the F i N are evaluated according to Eq. (15) . Reference [52] shows empirically that the value of 
This approximation is a true equality in the limit M → ∞, and corresponds to evaluating Eq. (16) with the Monte-Carlo method. We can therefore compute the distance between
The evaluation of d
M C i
is computationally N 2 /M times less demanding than d 
and assess whether they decrease according to the order of accuracy expected for the numerical scheme.
IV. SOLUTION VERIFICATION
Even if a model is correctly implemented in a simulation code, numerical errors always affect the simulation results [33] . Estimating the amplitude of these errors is a crucial issue, 
A. Statistical error
The numerical results obtained with a PIC simulation code are always affected by statistical uncertainty. In fact, the distribution functions are approximated with a finite number of computational particles, which are initialized randomly according to a defined initial distribution function, by using a pseudorandom number generator. Moreover, PIC simulation codes often make use of operators based on pseudorandom number generators (e.g. when a collision term is added to the Vlasov equation). This introduces another source of statistical uncertainty.
To estimate the statistical uncertainty affecting X h , where X h is a point-by-point solution value or a solution functional evaluated from a simulation with discretization parameter h, we proceed as follows. We repeat the simulation n s times with the same h, but changing the pseudorandom number generator seed, and we definē
where X h,i is the i th evaluation of X h and i = 1, ..., n s . Assuming that the X h,i are randomly distributed from an unknown probability distribution with unknown but finite mean µ X,h and variance σ 2 X,h , thenX h → µ X,h for n s → ∞. Moreover, according to the central limit theorem, the distribution ofX h converges to the normal distribution with mean µ X,h and variance σ 2 X,h /n s for n s → ∞. Therefore, for n s → ∞,
with probability equal to 0.95. As a consequence,X h can be used as an estimator of X h , and we compute the uncertainty on this value as
We remark that the unknown σ 2 X,h can be estimated according to
Equations (28) 
B. Discretization error
Since PIC codes make use of discretized spatial grids, finite integration time steps, and a finite number of markers, their results are always affected by discretization errors. A rigorous methodology for the evaluation of the discretization error is detailed in Ref. [34] , and its main features are summarized here. Defining the Richardson extrapolation [41, 42] asX
then |X −X| = O(h p+1 ), where X is the exact solution of the physical model and p is the order of accuracy of the numerical scheme (i.e.,X converges to X faster than X h for h → 0). Consequently, we can useX as higher order estimator of X and approximate the discretization error as
and the relative discretization error (RDE) as
We remark that, forX to be a reasonable estimate of X, several assumptions should be satisfied [33] . First, the Richardson extrapolation method requires that the degree of mesh refinement can be represented solely by the parameter h. Second, the simulations used to evaluateX should be in the asymptotic regime, that is p p, wherê
This may result in computationally very expensive simulations, due to the potential need for very fine meshes. Third, it is required that the solutions are smooth enough and do not present singularities and/or discontinuities. More precisely, to allow the expansion of the numerical error in powers of the parameter h, the derivatives of the analytical solution should exist and be continuous. Finally, we note that we do not have any guarantee that the Richardson extrapolated solution will meet the same governing equations satisfied by either the numerical solution or the analytical solution; consequently we use this extrapolation for the computation of the numerical error only.
Since it may be demanding to satisfy the requirement of being in the asymptotic regime,
Ref. [43] introduces the GCI, defined as 
V. APPLICATION OF THE VERIFICATION METHODOLOGY TO A PIC SIM-ULATION CODE
In this section we apply the code and solution verification methodologies previously discussed to a simple PIC simulation code. We discuss the chosen manufactured solutions and we verify the correct implementation of the physical model into the simulation code by
showing thatp → p for h → 0. As an application of the solution verification methodology, we consider the simulation of two counterstreaming beams of electrons, and we discuss how to evaluate the linear growth rate of the resulting two-stream instability and the numerical uncertainty affecting this value.
A. The PIC simulation code
The PIC simulation code considered numerically solves Eqs. (1)- (2) Poisson's equation ∂ 2 x φ(x, t) = −ρ/ 0 is solved by using a second order centered finite difference scheme and imposing the boundary condition φ(x = 0) = 0. The electric field E p is computed according to E(x, t) = −∂ x φ(x, t) by using a second order centered finite difference scheme and interpolating from the grid onto the particle positions using again the CIC scheme. Finally, the equations of motion, Eq. (3), are integrated in time with a second order Leapfrog scheme. This numerical scheme is second order in ∆x and ∆t, i.e. α = β = 2.
In the code, all quantities are normalized to (tilde denotes a physical quantity in SI units):
n 0 e 2 is the Debye length andω pe = ñ 0 e 2 0 me is the plasma frequency, withñ 0 andT e0 a reference density and electron temperature, respectively. The simulation code is written in Fortran 90 and parallelized using a domain cloning approach, implemented within an hybrid Message Passing Interface (MPI) and OpenMP environment.
B. A practical example of PIC code verification
To apply the code verification methodology previously discussed, we choose the following manufactured solutions
where
and we make use of two functions for f x (x, t),
to ensure empirically that the results discussed are valid for different choices of f M . We (8) and (21), respectively. We note that, while (E p ) is computed considering all the time steps of the simulations, F F (f M ) is estimated at t = 2 due to the high computational cost of its evaluation.
The results obtained from these simulations are represented in Fig. 1 . Both F F (f M ) and (E p ) clearly decrease for h → 0. Moreover, the observed order of accuracyp converges to 2 when decreasing h, proving that the PIC algorithm is correctly implemented in the code, and the equations are verified.
As a further proof of the capabilities of the code verification methodology illustrated herein, we perform the same verification with a zero-order weighting scheme (the so-called nearestgrid-point scheme, or NGP) when interpolating the electric field. This corresponds to use an interpolation function defined as
when interpolating the electric field from the grid onto the marker positions. Since the accuracy of the numerical scheme is reduced, the error affecting the results is expected to
where C is a constant independent of h. The results are presented in Fig. 2 (only f 1 is con- sidered for this test). The code verification methodology is able to identify this change in the numerical scheme. In fact, while both F F (f 1 ) and (E p ) decreases as h → 0, the observed order of accuracy converges to 1. Therefore, the proposed code verification methodology not only ensures that the numerical solution converges to the exact solution, but it also correctly identifies the convergence rate.
To investigate the applicability of the distance M C (f M ) for the verification of PIC simulation codes, we consider the same set of simulations presented in Figs. 1 and 2 , and we evaluate the difference between f M (x, v, t) and the sample of computational particles according to Eq. (25) at t = 2, for M = 10 6 . The results thus obtained are shown in Fig. 3 . We from the grid onto the particle positions using the NGP scheme.
C. A practical example of PIC solution verification
In order to illustrate a practical example of application of the solution verification methodology, we consider here the two-stream instability. This textbook plasma instability is ideally studied by using PIC simulations. 
Since for 0 < k < 1/v 0 the ω solution of D(ω, k) = 0 is complex, the system is affected by an instability called two-stream instability. As a consequence, if the system is perturbed, small amplitude modes can grow exponentially, before saturating due to nonlinear effects.
The fastest growing mode, with growth rate γ max = 1/ √ 8, is obtained for k max = 3/(8v 2 0 ). To numerically compute the linear growth rate of the two-stream instability, we proceed as follows. First, we initialize our PIC simulations according to a distribution function We now apply the solution verification methodology discussed in Sec. IV to rigorously estimate γ max and its numerical uncertainty ∆γ max . We perform three sets of ten simulations 
VI. CONCLUSIONS
In the present paper a methodology to rigorously verify PIC simulations is proposed, generalizing the procedures for finite difference codes presented in Ref. [34] to PIC algorithms.
The main differences between the verification of grid-based and PIC simulation codes are discussed, and a methodology to overcome the emerging difficulties is illustrated.
To rigorously assess the correct implementation of PIC algorithms into simulation codes, an order-of-accuracy test based on the MMS is proposed, accounting for numerical schemes intrinsically affected by statistical noise, and providing a measure of the distance between continuous, analytical distribution functions, and finite samples of computational particles.
In particular, the value of h is estimated averaging over several simulations carried out with different pseudorandom number generator seeds, and the statistical uncertainty affecting h andp is quantified. Then, the distances defined in Refs. [50, 52] To estimate the numerical uncertainty affecting the simulation results, a rigorous methodology is proposed. In particular, the uncertainty introduced by using a finite grid, a finite time step, and a finite number of markers to perform a PIC simulation is quantified by introducing the Richardson extrapolation to approximate the exact solution of the model, and thus estimating the discretization error affecting the simulation results. Moreover, the statistical uncertainty is quantified by repeating the simulation with different pseudorandom number generator seeds. Finally, the numerical uncertainty affecting the simulation results is computed by summing up the different contributions.
The application of the proposed procedures to a one-dimensional, electrostatic, collisionless PIC simulation code allowed us to investigate the peculiarities of the verification methodology, showing how to perform a rigorous PIC code verification. We also quantify the numerical uncertainty affecting the estimate of the two-stream instability growth rate. The verification methodology discussed in this paper can be easily generalized to more complex geometries and more realistic systems, providing the basis to perform a rigorous verification of complex PIC simulations.
