In this article we construct Symmetric operations for all primes (previously known only for p = 2). These unstable operations are more subtle than the Landweber-Novikov operations, and encode all p-primary divisibilities of characteristic numbers. Thus, taken together (for all primes) they plug the gap left by the Hurewitz map L ֒→ Z[b 1 , b 2 , . . .], providing an important structure on Algebraic Cobordism. Applications include: questions of rationality of Chow group elements -see [13] , and the structure of the Algebraic Cobordism -see [16] . We also construct Steenrod operations of T.tom Dieck-style in Algebraic Cobordism. These unstable multiplicative operations are more canonical and subtle than Quillen-style operations, and complement the latter.
Introduction
style is an unstable multiplicative operation, so a much more subtle object. Our construction uses some derivatives of the Theorem 3.6 and a nice Theorem 5.6 describing the invariants of the continuous group action on a power series ring.
This text is organized as follows: In Section 2 we provide basic facts about Algebraic Cobordism and other Generalized oriented cohomology theories. In Section 3 we discuss cohomological operations between theories and introduce the notion of a theory of rational type. This class of theories contains Ω * , CH * and K 0 and permits a complete description of the set of additive cohomological operations (obtained in [14] ). In Section 4 we compare Steenrod operations of Quillen and T.tom Dieck-styles in Cobordisms. In Section 5 the continuous group action on the power series ring is studied. In Section 6 the results of Sections 3 and 6 are applied to produce the Steenrod operations of T.tom Dieck-style. And, finally, in Section 7 we construct Symmetric operations for all primes p, and deduce some properties of them.
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Algebraic Cobordism of Levine-Morel

Generalized oriented cohomology theories
In this article, k will denote a field of characteristic zero, and Sm k the category of smooth quasi-projective variaties over k. The notion of generalized oriented cohomology theory in Algebraic Geometry is borrowed from Topology (D. ) with some variations.
Such a theory assigns to each smooth quasi-projective variety X a (commutative and, possibly, graded) ring A * (X), together with the structure of pull-backs f * : A * (Y ) → A * (X) for all maps f : X → Y , and the structure of push-forwards f * : A * (X) → A * (Y ) for all projective maps of constant relative dimension (where A * (X) := A dim(X)− * (X) for equidimensional X). These must satisfy certain set of axioms. We will use the definition of [14, Definition 2.1] which is the definition of M.Levine-F.Morel ([4, Definition 1.1.2]) plus the localization (excision) axiom (EXCI). So, everywhere below under "cohomology theory" we will mean a theory satisfying [14, Definition 2.1].
In [4] M.Levine and F.Morel constructed a universal generalized oriented cohomology theory Ω * on Sm k called Algebraic Cobordism (see [5] for a simplified definition). For a smooth quasi-projective X, the ring Ω * (X) is additively generated by the classes [V v → X] of projective maps with smooth V , modulo certain relations. This theory has a unique morphism of theories Ω * → A * to any other theory A * . If k has a complex embedding, there is a natural topological realization functor Ω * (X) → M U 2 * (X(C)) which is an isomorphism for X = Spec(k). In the case of Chow groups, the natural morphism Ω * → CH * is surjective, and moreover, CH Since we will not work with the axioms, we will not reproduce them here, but we mention that any theory which is obtained from Algebraic Cobordism of Levine-Morel by change of coefficients: A * = Ω * ⊗ L A is a theory in our sense. These are the free theories in the sense of M.Levine-F.Morel ([4, Remark 2.4.14]), and are exactly the theories of rational type of [14] (see [14, Proposition 4.9] ). In particular, the theories Ω * , CH * and K 0 are such.
Formal group law
Any theory in the above sense has Chern classes: a set of elements c A i (V) ∈ A i (X) assigned to each vector bundle V on X, which satisfy the Cartan formula, and in the case of a linear bundle L, c A 1 (L) = s * s * (1), where s : X → L is a zero section (see [7] or [6] )). By [4, Theorem 2.3.13], any theory A * as above satisfies the axiom:
(DIM ) For any line bundles L 1 , . . . , L n on a smooth X of dimension < n, one has:
Thus, any power series in Chern classes can be evaluated on any element of A * (X).
To any generalized oriented cohomology theory A * one can associate the Formal Group Law (A, F A ). Here A is the coefficient ring of A * , and
where P ∞ × P ∞ Segre −→ P ∞ is the Segre embedding, and x, y, t are the 1-st Chern classes of O(1) of the respective copies of P ∞ . Denoting the coefficients of F A as a A i,j , we get:
The formal group law describes how to compute the 1-st Chern class of a tenzor product of two line bundles in terms of the 1-st Chern classes of factors:
The universal formal group law (L, F U ) has canonical morphism to any other formal group law, in particular, to (A, F A ). M.Levine and F.Morel have shown that, in the case of algebraic cobordism, the respective map is an isomorphism -see [4, Theorem 1.2.7] . In particular, Ω * (k) = L * , for any field k.
Operations
General facts
To study cohomology theories effectively one needs a reasonable notion of "morphisms" between them. If we restrict ourselves to maps respecting both pull-backs and push-forwards, then there will be not many of such (for example, there will be only one map Ω * → A * , for any A * ). So, we have to permit more flexibility. The experience of Topology suggests that the right thing is to require that only pull-backs are respected. To each multiplicative operation one can assign certain power series -the inverse Todd
Of course, the composition of multiplicative operations corresponds to the composition of morphisms of formal group laws:
In the case of A * = Ω * , and b 0 invertible in B, the homomorphism ϕ G is completely determined by γ G . Namely, L is generated as a ring by universal coefficients a Ω i,j , and
G (y))). Moreover, from the reorientation procedure of I.Panin-A.Smirnov (see [7] , [6] , [10] ) and universality of Ω * of M. Levine 
Case of a theory of rational type
Proposition 3.2 provides an effective tool in constructing stable operations from Algebraic Cobordism theory elsewhere. But in many situations one has to work with operations where b 0 is not invertible in the coefficient ring of the target theory B * . The needed tools are provided by the results of [14] on theories of rational type.
These theories are defined in [14, Definition 4.1], but for us it will be important that these are exactly the free theories of M.Levine-F.Morel, that is, the theories obtained from Ω * by change of coefficients:
The principal result on multiplicative operations here is: 
has coefficients in B (that is, has no denominators). In this case, such an operation is unique.
This result will enable us to construct the Steenrod operations of T.tom Dieck style below. The methods of [14] and [15] permit to work with non-multiplicative operations as well. The main result (see also [14, Theorem 5 .1] for the additive version) which implies all the rest is the following:
Let A * be a theory of rational type, and B * be any theory in the above sense. Then the set of operation A n G → B * on Sm k is identified with the set of transformations
commuting with the pull-backs for:
(i) the action of S l ;
(ii) the partial diagonals;
(iii) the partial Segre embeddings;
(v) the partial projections.
In Topology an analogous result was obtained by T.Kashiwabara -see [3, Theorem 4.2] .
Under an additive subtheory C * of a theory B * we will mean an assignment X → C * (X), where C * (X) ⊂ B * (X) is an additive subgroup, closed under pull-backs and push-forwards, and satisfying the axioms (A1), (A2), (P B), (EH), (EXCI) of [14, Definition 2.1] (thus, only the axioms (D1), (D2) are relaxed). Theorem 3.6 immediately implies:
Proposition 3.7 Let A * be a theory of rational type, B * i , i = 1, 2 be any theories in our sense, and C * i ⊂ B * i , i = 1, 2 be additive subtheories. Let Q : C * 1 → C * 2 be an additive operation, such that Q| (P ∞ ) ×l is injective, for all l ∈ Z 0 , and G : A n → C * 2 be an operation such that image(
Proof: By our condition, the transformation:
corresponding to G can be written in a unique way as the composition of some transformation
and the operation Q. The fact that H-transformations will commute with all the pull-backs prescribed in the Theorem 3.6 follows from the respective property for G and Q together with the injectivity of Q. Hence, it can be extended to a unique operation H : A n → C * 1 (a'priori we get an operation H : A n → B * 1 , but it lands in C * 1 , because it is so on (P ∞ ) ×l , for all lcan be seen from the proof of Theorem 3.6). The fact that G = Q • H is clear from the same Theorem 3.6 Corollary 3.8 Let A * be a theory of rational type, and B * be any theory in the above sense.
(1) Let B * = C * ⊕ D * be an additive decomposition, and b ∈ B be such an element, that
(2) Let G : A n → B * be an operation, and b ∈ B be not a zero-divisor such that the image(G| (P ∞ ) ×l ), for all l ∈ Z 0 is divisible by b. Then there exists unique operation
Proof: 1) Apply Proposition 3.7 with B i = B, C i = C, for i = 1, 2, Q -the composition:
2) Take C * = B * and D * = 0 in (1).
Two types of Steenrod operations on Cobordisms
In Topology, all additive operations on singular homology modulo p are generated by the Steenrod operations (and Bockstein). These can be organized into a multiplicative Total Steenrod operation, which can be constructed as follows. Denoting as H * Z/p -the Z/pequivariant singular homology, one gets a natural map
where the last arrow is induced by the diagonal embedding X ∆ → X ×p . And since the Z/paction on X is trivial, the target group can be identified with
where deg(y) = 1, deg(t) = 2, and c = 0, for p > 2, and c = t, for p = 2. One obtains a multiplicative operation
whose only non-trivial components at monomials in t are of degrees divisible by (p−1). These are the individual Steenrod operations. P.Brosnan has shown that the above construction goes through in the algebro-geometric context (for Chow groups modulo p) as well -see [1] (in a more general case of motivic cohomology these operations were produces previously by V.Voevodsky by a different construction -see [17] ). Steenrod operations on singular cohomology modulo prime can be extended to the theory of complex-oriented cobordisms M U * in (at least) two ways.
The first construction due to T.tom Dieck ( [2] ) uses the same geometric approach with the Z/p-equivariant cohomology replaced by the Z/p-equivariant cobordism, and gives the multiplicative operation:
Note, in particular, that one gets a completely canonical operation depending on p only. The second construction due to D. Quillen ([8] ) is based on the universal property of complex-oriented cobordism which implies that any power series γ = b 0 x + b 1 x 2 + b 2 x 3 + . . . with b 0 ∈ B invertible corresponds to a unique multiplicative operation G : M U * → B * . It remains to specify B * and γ. One chooses representatives {i j , 0 < j < p} of all nonzero cosets modulo p, and defines γ = x p−1
]. This gives a multiplicative operation:
where i := p−1 j=1 i j . Note, that this operation depends on the choice of coset representatives (of course, one can take i j = j, for j = 1, . . . , p − 1, but for general p, such a choice will be about as good as any other). As was shown by D.Quillen, his operation agrees with the one of T.tom Dieck. Namely, there is the following commutative diagram:
The version of D.Quillen can be easily extended to the Algebraic Cobordism of M.Levine-F.Morel using the universality of Ω * ([4, Theorem 1.2.6]). So, one gets a multiplicative operation
with the same γ as above. The situation with the version of T.tom Dieck is more delicate. It is easy to define the Z/p-equivariant Algebraic Cobordism, but the problems appear when one tries to show that the natural map Ω m (X) → Ω pm Z/p (X ×p ) is well-defined. The reason is that the defining relations in the Algebraic Cobordism theory are more complicated than in the complex-oriented cobordism. Namely, aside from the usual elementary cobordism relations one has also the double point relations -see [5] . It is rather easy to show that the elementary cobordism relations are respected by our map, but the author was unable to do the double point case. And although the author succeeded for p = 2, he had to employ the Symmetric operations modulo 2. Until now these operations were unavailable for p > 2, and one of the principal aims of the current article is to construct them. So, we have to use a different approach. Hopefully, the methods of [14] give us all the necessary tools.
Continuous group action on a power series ring
To deal with the T.tom Dieck-style Steenrod operations we will need to compute the invariants of the continuous action of a finite group on a power series ring.
The following Lemma is the key to such a description.
Lemma 5.1 Let R be commutative ring, and t 1 , . . . , t r ∈ R be such elements that R is complete with respect to t i (that is, R = lim ← R n , where t n i = 0 ∈ R n ). Suppose t i and (t i − t j ), for i = j are not zero-divisors in R. Let k, n 1 , . . . , n r ∈ N, and f (x) = l k α l x l ∈ R[[x]] be such power series that f (t i + y) = j n i β i,j y j . Then α k is divisible by 
Proof: Let us prove both statements by induction on N . For N = 0 there is nothing to prove. Notice, that elementary transformations on rows and columns do not change the ideal generated by minors, while multiplication of some row by λ multiplies this ideal by λ. 3) For all 2 i r, for all N i−1 + 1 u < N i , subtract u-th row from (u + 1)-st, and divide the result (the new (u + 1)-st row) by (t i − t 1 ).
The result will be the block matrix 1 × A(n 1 − 1, n 2 , . . . , n r ; m − 1). Thus, the ideal generated by the minors of A(n 1 , . . . , n r ; m) is r i=2 (t i − t 1 ) n i times the ideal generated by the minors of A(n 1 − 1, n 2 , . . . , n r ; m − 1). Induction step is proven.
Since for f (x) = l k α l x l , we have f (t i + y) = j 0 β i,j y j with β i,j = 0, for j < n i , we get n i equations:
Performing elementary transformations with rows and dividing by t i (which is possible since t i is not a zero divisor), we get the equivalent system:
Combining all such systems for 1 i r, we get the system with the matrix A(n 1 , . . . , n r ; ∞).
Let B be such a matrix that
Since (t i − t j ) are not zero divisors, the system with the matrix A(n 1 , . . . , n r ; ∞) is equivalent to the system with the matrix B · A(n 1 , . . . , n r ; ∞). This shows that i>j (t i − t j ) n i ·n j · α k can be expressed as a linear combination of α l , with l k + N . And, by the Kramer's rule, the coefficient at α k+m will be (minus) the minor M 2,3,...,N,m+1 of the matrix A(n 1 , . . . , n r ; ∞). Suppose that for all g ∈ G\e, the elements λ g 0 ∈ B are not zero divisors. Then the subring of invariants is given by:
Dividing by t i and performing elementary transformations with rows we see that this minor is equal to
Proof:
, and, up to an invertible factor, (t g − t h ) is equal to t h −1 g , which is not a zero divisor.
Since ϕ(x) = ϕ(x g ) = ϕ(t g + y g ), where y g = j 1 λ g j x j , and the ideal (x) generated by x coincides with the ideal (y g ) generated by y g (since λ g 1 is invertible), we have that ϕ(t g + y g ) = j n β g,j y j g . It follows from Lemma 5.1 that α n is divisible by g∈G\e t n g . Let γ n · g∈G\e t n g = α n . Then ψ(x) := ϕ(x) − γ n · ( g∈G x g ) n is also invariant, and belongs to (x) n+1 .
Thus, any power series invariant under G can be expressed as a power series in ( g∈G x g ). Theorem is proven.
Corollary 5.7 Let B be commutative ring, with the continuous action of
Proof: It is sufficient to observe that t g m is divisible by t g . Since, for arbitrary non-zero element g ∈ Z/p · σ , there is m such that g m = σ, we have that t g is not a zero divisor, and we can apply Theorem 5.6.
T.tom Dieck-style Steenrod operations
Let R be commutative ring with the formal group law on it (or, which is the same, with the ring homomorphism ε : L → R), and p be prime number.
] is p times t in the sense of the formal group law. Then B is complete with respect to t.
Let us define the continuous action of Z/p · σ on B [[x] ] by the formula:
Notice, that t σ = t, and λ σ 1 = 1 + i 1 a i,1 t i is invertible. Suppose p is not a zero divisor in R. Then t is not a zero divisor in B, and we can apply Corollary 5.7. We get:
Corollary 6.1 In the above situation,
Proposition 6.2 Let R be commutative ring with the formal group law, and B := R
[[t]]/(
[p]· F t t ), then there exists power series in two variables G(u, v) with coefficients in B such that
Proof: Clearly, it is sufficient to prove this statement for R = L with the universal formal group law on it. In this case, p is not a zero divisor in R, and so t is not a zero-divisor in B. Consider the action of Z/p × Z/p on B[[x, y]] given by x σ = (x + F t), y σ = y, x τ = x, y τ = (y + F t). Clearly,
, and t is not a zero divisor in C either. Thus,
Proposition is proven.
In the above situation (with t ∈ B not a zero-divisor), consider the power series α(
. The first term of this power series is (
Consider the twisted formal group law F α given by
Proposition 6.3 The formal group law F α has coefficients in B.
Proof: This follows immediately from Proposition 6.2.
Combining this with Theorem 3.5 we obtain Steenrod operations of T.tom Dieck style for Ω * : Theorem 6.4 For each prime p there exists (unique) multiplicative operation
7 Symmetric operations for all primes
Construction
By comparing the respective morphisms of formal group laws and using Theorem 3.4 we obtain a commutative diagram relating Steenrod operations of D.Quillen and T.tom Dieck types:
where i is any choice of coset representatives. Since the target of Sq has no negative powers of t, and the t 0 -component of it coincides with the p-th power p , the commutativity of the above diagram shows that the non-positive part of ( p − St(i)) is divisible by
[p]· Ω t t . I should point out that this fact itself can be proven without Steenrod operations of T.tom Dieck type, and without the Theorem 3.4 (or methods of [14] ). But what is much deeper, it appears that one can divide "canonically", and the quotient is what we call Symmetric operation.
Proof: 
Some traces of the M U -analogue of this operation were used by D.Quillen in [8] , and they provide the main tool of the mentioned article.
In Algebraic Cobordism the described operation appeared originally in the works [11] and [12] of the author in the case p = 2 in a different form. Namely, in the form of "slices", which were constructed geometrically. Only substantially later the author had realized that these slices can be combined into the "formal half" of the "negative part" of some multiplicative operation, which had a power series γ = x · (x − Ω t) reminiscent of a Steenrod operation in Chow groups mod 2. How to view the operation Φ(i)? The natural approach would be to consider the coefficients of it at particular monomials t −n , or, which is close, Res t=0 t n ·Φ(i)ωt t . And, if one thinks about it, there is no point restricting oneself to monomials, so one can consider
where
] is any power series. Of course, there are various relations among these slices which bind them together into something "larger" -the operation Φ(i). For p = 2, these are exactly the Symmetric operations Φ q(t) of [12] :
In the case p = 2, with i = {−1}, for any power series as above, we have:
Proof: By Theorem 3.6, it is sufficient to compare our operations on cellular spaces (P ∞ ) ×r .
On such a space, it follows from [12, Propositions 2.13 and 2.15] that for any q = q 0 + q 1 t +
, where Ψ :
is the multiplicative operation with γ Ψ = x · (x − Ω t). Thus, Ψ = St(i), where i = {−1}.
The cases p = 2 and 3 are special, since we can choose our representatives i to be invertible in Z. For p = 2, we have two such choices: {1}, or {−1} (in [12] , {−1} was "chosen"). For p = 3, the choice is canonical: {1, −1}. Thus, we get integral operations Φ(i) : Ω * → Ω * [t −1 ]. And, for arbitrary p, we can choose our remainders to be the powers of some fixed prime l (generating (Z/p) * ), so that only one prime would be inverted. Moreover, this prime can be chosen in infinitely many ways, so, in a sense, the picture is as good as integral.
Some properties
First of all, we should mention the Riemann-Roch type result.
Let N be a vector bundle on X with Ω-roots λ 1 , . . . , λ r . Denote as c Ω (N ; i) the element 
Proof: Consider two operations:
(z l ). Operations G and G coincide on all (P ∞ ) m . This follows from: the fact that for the multiplicative operation H = St(i) we have:
; and the fact that on cellular spaces such as (P ∞ ) m , Φ(i) r(t) can be written as Res t=0
, where the division by p · Ω t is uniquely defined. By Theorem 3.6, G = G. It remains to recall that due to the condition (b ii ) of [15, Definition 5.5], for any operation F we have:
, and so,
The following result shows that Symmetric operations provide obstructions for a cobordism class to be presented by a class of an embedding (cf. [12, Proposition 3.2] ). Remark 7.10 Similar result can be obtained with the help of Landweber-Novikov (or Steenrod) operations, but then the number η p,i (U ) will be substituted by p · η p,i (U ), and such a difference is crucial for p-torsion elements. This subtlety of Symmetric operations comes from the fact that these operations encode p-divisibility of certain characteristic numbers, and in reality, all p-primary divisibilities of characteristic numbers are controlled by compositions of Symmetric operations related to p.
As an illustration we have:
11 Let u ∈ L p r −1 be a ν r -element, and v ∈ Ω m (X), where m <
Proof: It follows from Proposition 7.9 that η p,i (u) · pr(v) = 0 ∈ CH * (X) is well-defined, the statement follows directly from the definition of Φ and the fact that St is additive. The general case follows from Theorem 3.6 considering the external (u ∈ Ω * (X), v ∈ Ω * (Y )) version of the statement.
The following statement describes the multiplicative properties of the Total Symmetric operation. Proof: Considering the external version of this statement (u ∈ Ω * (X), v ∈ Ω * (Y )), and fixing u (respectively v), we obtain from Theorem 3.6 that it is sufficient to check our statement for (P ∞ ) ×l , for all l. We know that St(u) = δ(u) + p (u) − Φ(u) · Consider the Graded Algebraic Cobordism GrΩ * . Any cohomological operation preserves the support of the element, and so acts on the graded theory as well. We have natural surjection of L-modules: CH r (X) ⊗ Z L ։ Ω * (r) (X). Can describe the action of Steenrod and Symmetric operations in the graded case. As above, we drop (i) from the notations. 
Proof:
The case r = 0 is trivial. For r > 0, since we are working modulo elements supported in codimension (r + 1), we can assume that z is represented by a regular embedding, which gives that St(z) = z · i r · t r(p−1) . Then part 1) follows from the multiplicativity of St. The second part follows from Proposition 7.13 taking into account that Φ(z) = 0 (see Proposition 7.4).
Using the action of Symmetric operations on GrΩ * we prove in [16, Therem 4.3] that the Algebraic Cobordism Ω * (X) as a module over L has relations in positive codimensions (we actually prove the stronger graded version). This extends the result of M.Levine-F.Morel [4, Theorem 4.4.7] claiming that the generators of this L-module are in non-negative codimensions.
This, in particular, gives the computation of the Algebraic Cobordism of a curve:
