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WEIGHT FUNCTIONS, TILTS, AND STABILITY CONDITIONS
JASON LO
ABSTRACT. In this article, we treat stability conditions in the sense of King, Bridgeland and Bayer in a sin-
gle framework. Following King, we begin with weight functions on a triangulated category, and consider
increasingly specialised configurations of triangulated categories, t-structures and stability functions that
give equivalent categories of stable objects. Along the way, we recover existing results in representation
theory and algebraic geometry, and prove a series of new results on elliptic surfaces, including correspon-
dence theorems for Bridgeland stability conditions and polynomial stability conditions, local finiteness
and boundedness for mini-walls for Bridgeland stability conditions, isomorphisms between moduli of 1-
dimensional twisted Gieseker semistable sheaves and 2-dimensional Bridgeland semistable objects, the
preservation of geometric Bridgeland stability by autoequivalences on elliptic surfaces of nonzero Kodaira
dimension, and solutions to Gepner equations on elliptic surfaces.
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1. INTRODUCTION
In representation theory, moduli spaces of modules are defined using stability in the sense of King
[22]. In its original form, this concept of stability is closely related to Mumford’s stability for vector
bundles on a curve. In algebraic geometry, µ-stability and other types of stability defined via slope
functions have been used to study moduli spaces of coherent sheaves on varieties of any dimension.
Out of a need to understand stability arising from mathematical physics, Bridgeland coined a concept
of stability condition on triangulated categories [12], the definition of which was relaxed by Bayer
to give more flexibility in understanding objects such as Pandharipande-Thomas stable pairs [5] (see
also Toda’s limit stability, which can be interpreted to be under Bayer’s framework [44]).
2010 Mathematics Subject Classification. Primary 14D20; Secondary: 14J27, 16G20.
Key words and phrases. weight function, stability condition, autoequivalence, elliptic surface.
1
2 JASON LO
Although the definitions of stability conditions in the sense of King, Bridgeland and Bayer, and
other stability conditions such as µ-stability differ, the moduli spaces constructed using these stability
conditions can be closely related. When there is a known relation between a moduli space for one
stability and that for another stability, such as a birational transformation or even an isomorphism,
properties of one moduli space can be transferred to the other. This philosophy has been particularly
fruitful in the study of birational models of moduli spaces and their counting invariants. For just a few
among the many such examples that use Bridgeland stability or polynomial stability conditions, see
[47, 2, 49, 9, 26, 34, 39, 38].
In this article, we focus on configurations under which different stability conditions give rise to
equivalent categories of semistable objects, and hence isomorphic moduli spaces of semistable ob-
jects. Instead of understanding relations among moduli spaces alone, which require fixing numerical
classes of objects, we consider relations among notions of stability themselves. To this end, we con-
sider stability conditions in the sense of King, Bridgeland and Bayer as part of a single, connected
framework. In the first thread within this framework, following King, we define a weight function on
a triangulated category D to be a group homomorphism S : K(D)→ R from the Grothendieck group
of D to a totally ordered abelian group. Then, for any abelian subcategory A of D, the weight function
defines a notion of stability for objects in A.
In a separate thread, we extend the definition of Bayer’s polynomial stability by allowing central
charges to take values in convergent Laurent series that have only a finite number of negative-degree
terms, which are series expansions of analytic functions. Using this extended definition of polynomial
stability, a Bridgeland stability condition is a polynomial stability condition where the central charge
takes values in constant functions. In addition, slope functions for sheaf stability such as µ-stability
can be defined as the slope functions coming from ‘weak’ polynomial stability functions.
These two threads are then connected by defining a suitable weight function anytime we have a
weak polynomial stability function and a fixed nonzero object - this generalises a construction that
appeared in Rudakov’s work [43].
We note that constructions passing between Bridgeland stability and King’s stability, or hints of such
constructions, are already present in the literature [7, 14, 17]. Also, Theorems 3.6, 3.12, 5.6(iii) and
5.7(iv) can be interpreted as formal results on how stability can be "preserved" under tilting, which
is also studied in [8, Sections 14, 19] for weak stability conditions where the central charges take
values in C. One of the differences between our approach and that in [8] is that we do not assume
the Harder-Narasimhan property in proving the preservation of stability.
More concretely, starting with weight functions alone, we prove results describing how weight
functions in compatible configurations give rise to the same semistable objects. Then, via the con-
nection between weight functions and polynomial stability functions, we prove a similar result for
compatible polynomial stability conditions. Up until this point, only homological algebra is needed.
Under different inputs, however, these homological statements lead to a series of results - old and new
- including:
(1) We recover a result in the classification of finite-dimensional algebras, which uses a tilting
equivalence to establish isomorphisms between moduli spaces of semistable modules for dif-
ferent weight functions.
(2) We recover a fundamental result on elliptic curves, that the Fourier-Mukai transform from the
Poincaré line bundle preserves stability of coherent sheaves.
Then, on Weierstraß elliptic surfaces, using a relative Fourier-Mukai transform Φ, we prove:
(3) There are two polynomial stability conditions that correspond to each other via Φ, one being
the large volume limit.
(4) There are two families of Bridgeland stability conditions whose members correspond to each
other via Φ.
3(5) For fixed Chern classes, Φ induces a correspondence of the wall and chamber structures in
the families in (4); in each family, the walls are locally finite and bounded.
(6) In terms of the moduli spaces they define, the outermost chambers for the two families of
Bridgeland stability conditions in (4) coincide with the two polynomial stability conditions in
(3).
Applications of the results on Weierstraß elliptic surfaces include:
(7) We construct isomorphisms from moduli spaces of 1-dimensional twisted Gieseker semistable
sheaves to moduli spaces of Bridgeland semistable objects of nonzero rank.
(8) We prove that the autoequivalence group preserves the geometric component of the Bridge-
land stability manifold when the elliptic surface has nonzero Kodaira dimension.
(9) We construct Gepner-type Bridgeland stability conditions.
1.1. Outline and summary. We now describe the outline of this article and give a more detailed
summary of our main results.
After fixing some notations in Section 2, we begin Section 3 with the definition of a weight function
on a triangulated category in 3.1. We describe Configuration I in 3.2, a setting where weight functions
satisfy sign compatibility, and introduce the refinement property in 3.3, generalising the concept of
‘well-positioned’ functions of Chindris. Then we prove our first theorem, Theorem 3.6, which states
that given two weight functions S, S′ on a triangulated category in Configuration I where S satisfies
the refinement property, an object is S-semistable if and only if it is (−1)iS′-semistable after a shift
by i. Then, by bringing exact equivalences of triangulated categories into the picture, we describe
Configuration II in 3.8 and prove Theorem 3.12 as a counterpart of Theorem 3.6. We end Section
3 by using Theorem 3.12 to recover a theorem of Chindris’ [16, Theorem 1.3(a)] (Theorem 3.13),
which identifies two moduli spaces of semistable modules from different weights, a result integral to
the classification of wild tilted algebras.
In Section 4, we extend Bayer’s notion of polynomial stability using convergent Laurent series,
and consider Bridgeland stability conditions as polynomial stability conditions. We also describe a
construction for producing weight functions using a weak polynomial stability function and a nonzero
object (Lemma 4.8), which generalises a result of Rudakov’s [43, Proposition 3.4].
In Section 5, we modify Configuration II to Configuration III by replacing weight functions with
polynomial stability functions, the latter of which are more suitable for applications in algebraic ge-
ometry than in representation theory. We then prove, that under Configuration III, semistable objects
with respect to the compatible polynomial functions correspond to each other under an equivalence
of the ambient triangulated categories (Theorem 5.7).
In Configurations I, II and III, the idea is that once all the required inputs are in place, the output
is a correspondence theorem of semistable objects with respect to different stability conditions. The
remainder of this article concerns applications of Theorem 5.7 on elliptic curves and elliptic surfaces.
Section 6 sets up the necessary terminology for Weierstraß elliptic fibrations X and introduces a
fundamental autoequivalence Φ of Db(X), which is a relative Fourier-Mukai transform.
Section 7 contains our first application of Theorem 5.7 in the form of Theorem 7.1, which recovers
the well-known result that under the Fourier-Mukai transform on an elliptic curve whose kernel is
the Poincaré line bundle, a semistable sheaf is taken to a semistable sheaf. See Bridgeland [11, 3.2],
Hein-Ploog [19], Polishchuk [40, Lemma 14.6], or [4, Corollary 3.29] for previous expositions on this
result.
Section 8 considers the cohomological formula for the autoequivalence Φ, and rewrites it in a
simpler form using GL+(2,R)-actions. In Section 9, we recall the large volume limit on surfaces - a
polynomial stability condition denoted as Zl-stability - and check that it agrees with twisted Gieseker
stability (a stability defined using a slope function) in the case of 1-dimensional sheaves.
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Then in Section 10, we solve polynomial equations that allow us to "patch" central charges together
up to the autoequivalence Φ; the solutions are naturally given as convergent Laurent series, which lead
to the use of polynomial stability conditions. Recalling Z l-stability, a polynomial stability condition
first defined in [27] by deforming the ample class along a hyperbola in the ample cone, we prove a
polynomial-stability generalisation of Theorem 7.1 on elliptic surfaces X: an object E in the derived
category Db(X) is Zl-semistable if and only if ΦE is Z
l-semistable (Theorem 10.12). This is the
second application of Theorem 5.7.
Since the Laurent series solving the patching equations in Section 10 represent analytic functions in
a single variable, by specialising the variable to particular values in Section 11, we obtain a Bridgeland-
stability generalisation of Theorem 7.1 on elliptic surfaces: for suitable ample divisors ω, ω and R-
divisors B,B, an object E in Db(X) is Zω,B-semistable if and only if ΦE is Zω,B-semistable (Theorem
11.8). In fact, we prove the stronger statement
([1] ◦ Φ)(σω,B) = (σω,B) · (T, g)
−1
where σω,B, σω,B are Bridgeland stability conditions with central charges Zω,B, Zω,B, respectively,
[1] denotes the shift functor in Db(X), and (T, g) is an element of G˜L
+
(2,R), the universal cover of
GL+(2,R). Our approach gives explicit coordinates for ω, ω,B and B. Theorem 11.8 can also be
interpreted in the framework of Configuration III and Theorem 5.7.
Theorems 10.12 and 11.8 together now give a clear picture of the behaviours of moduli spaces
of Bridgeland stability conditions under the autoequivalence Φ on a Weierstraß elliptic surface X -
this is summarised in the form of Theorem 12.2 and diagram (12.2.1). Roughly speaking, there is a
countable number of rays in the space Stab(X) of Bridgeland stability conditions on Db(X), each of
which is partnered with a hyperbola in Stab(X). Sufficiently away from the origin, stability conditions
on each ray corresponds to stability conditions on its partner hyperbola. As a result, the local finiteness
and boundedness of mini-walls on the rays in the author’s joint work with Qin [32] give corresponding
local finiteness and boundedness results of mini-walls on the hyperbolas (Theorem 12.4).
Moreover, the Bridgeland moduli space in the outer-most mini-chamber on a ray, which corre-
sponds to Zl-moduli space (proved in [32]), now corresponds via Φ to the Bridgeland moduli space in
the outer-most mini-chamber on its partner hyperbola, which corresponds to Z l-moduli space. A con-
sequence of this picture is, that for Chern classes of 1-dimensional sheaves, the moduli space of twisted
Gieseker semistable 1-dimensional sheaves is isomorphic to a moduli space of Bridgeland semistable
objects of nonzero rank (Corollary 12.6). This improves a previous result in the author’s joint work
with Liu and Martinez, in which an embedding of moduli spaces was obtained via a different, more
direct wall-crossing result [27, Corollary 6.14].
We conclude the paper with two applications of Theorem 11.8 that are concerned with Bridgeland
stability manifolds for surfaces.
The first application is related to a conjecture [13, Conjecture 1.2] of Bridgeland’s on the structure
of the autoequivalence group Aut(Db(X)) when X is a K3 surface. The first part of the conjecture
asserts that the autoequivalence group preserves the connected component of Stab(X) containing
geometric stability conditions. We show that the corresponding statement holds for Weierstraß elliptic
surfaces of non-zero Kodaira dimensions.
The second application concerns Gepner-type Bridgeland stability conditions in the sense of Toda
[45]. A Gepner-type Bridgeland stability condition on a smooth projective variety is an orbifold point
of Aut(Db(X))\Stab(X)/C. When X is a Calabi-Yau threefold, such stability conditions mimic sta-
bility conditions on Orlov’s triangulated category of graded matrix factorisations, and can impose
constraints and reveal symmetries in Donaldson-Thomas invariants on X . Using Theorem 11.8, we
construct Gepner points in Stab(X) for Weierstraß elliptic surfaces X (Theorem 13.6 and Example
13.7).
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2. PRELIMINARIES
2.1. Notation. For any abelian category A, we will write Db(A) for the bounded derived category of
A. When X is a smooth projective variety, we will write Coh(X) to denote the category of coherent
sheaves on X , and write Db(X) to denote Db(Coh(X)). For any divisor class B on X and any
E ∈ Db(X), we will write chB(E) to denote the twisted Chern character e−Bch(E) of E. That is, we
have chB0 (E) = ch0(E), ch
B
1 (E) = ch1(E)−Bch0(E), etc.
2.1.1. Unless otherwise stated, all the t-structures on triangulated categories that appear in this article
will be bounded.
2.1.2. Suppose T is a triangulated category and A is the heart of a t-structure on T ; then we write
HiA : T → A to denote the i-th cohomology functor with respect to the t-structure. When T is the
bounded derived categoryDb(B) of an abelian category B, we write Hi instead ofHiB, i.e. H
i denotes
the i-th cohomology functor on Db(B) with respect to the standard t-structure. When the triangulated
category T is understood, for any integers a ≤ b we define the full subcategory of T
D
[a,b]
B := {E ∈ T : H
i
B(E) = 0 for all i /∈ [a, b]}.
2.1.3. WITi. Let Φ : T → U be an exact equivalence of triangulated categories.
• Suppose B is the heart of a t-structure on U . We will write ΦiB to denote the composite functor
HiB ◦ Φ : T → B. We will say an object E ∈ T is ΦB-WITi if ΦE is isomorphic to an object in
B[−i], i.e. if ΦjB(E) = 0 for all j 6= i.
• Suppose A,B are hearts of bounded t-structures in T ,U , respectively. For any integer i, we
define the full subcategory of A
Wi,Φ,A,B := {E ∈ A : E is ΦB-WITi}.
• When U = Db(B) is the bounded derived category of an abelian category B, we simply write
Φ-WITi instead of ΦB-WITi.
• When T = Db(A),U = Db(B) are bounded derived categories of abelian categories A,B,
respectively, we simply write Wi,Φ for Wi,Φ,A,B, and we write Ê to denote ΦE[i] when E is a
Φ-WITi object in A.
2.2. Torsion pair and tilting. Given an abelian category A, a pair of full subcategories (T ,F) of A
will be called a torsion pair in A if they satisfy the following two conditions:
(a) For any T ∈ T and F ∈ F , we have HomA(T, F ) = 0.
(b) Every E ∈ A fits in some short exact sequence in A
0→ E′ → E → E′′ → 0
where E′ ∈ T and E′′ ∈ F .
Whenever (T ,F) is a torsion pair in A, we will refer to T (resp. F) as a torsion class (resp. torsion-free
class) in A. When A is a noetherian abelian category, a full subcategory of A is a torsion class if and
only if it is closed under extension and quotient in A [42, Lemma 1.1.3]. Given an abelian category
A and a torsion pair (T ,F) in A, the extension closure in Db(A)
A† = 〈F [1], T 〉
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is again the heart of a t-structure on Db(A), which we refer to as the tilt of the heart A at the torsion
pair (T ,F).
2.3. Given an abelian category A and a collection of full subcategories C1, · · · , Cn of A, we will write
[C1, · · · , Cn] to denote the full subcategory of all objects E in A that admit a filtration of the form
(2.3.1) 0 =: E0 ⊆ E1 ⊆ E2 ⊆ · · · ⊆ En = E
where Ei/Ei−1 ∈ Ci for each 1 ≤ i ≤ n.
2.4. Torsion n-tuple. Following [41, Section 2.2] (see also [46, Definition 3.5]), given an abelian
category A, we will say an n-tuple (C1, · · · , Cn) of full subcategories of A is a torsion n-tuple in A if
they satisfy the following two conditions:
(a) For any E′ ∈ Ci and E
′′ ∈ Cj where i < j, we have HomA(E
′, E′′) = 0.
(b) [C1, · · · , Cn] = A.
When (C1, · · · , Cn) is a torsion n-tuple in A, it is clear that for each 1 ≤ i ≤ n − 1, the pair
([C1, · · · , Ci], [Ci+1, · · · , Cn]) is a torsion pair in A. As a result, the filtration (2.3.1) for the object E is
canonical, and we will refer to the subfactor Ei/Ei−1 as the Ci-component of E, and refer to (2.3.1)
as the (C1, · · · , Cn)-decomposition of E. When n = 2, the definition of a torsion n-tuple reduces to
that of a torsion pair.
2.5. Subcategories of Coh(X). Let X be a smooth projective variety. For any integers 0 ≤ e ≤ d, we
define the full subcategories of Coh(X)
Coh≤d(X) = {E ∈ Coh(X) : dim supp(E) ≤ d}
Coh≥d(X) = {E ∈ Coh(X) : HomCoh(X)(F,E) = 0 for all F ∈ Coh
≤d−1(X)}
Coh=d(X) = Coh≤d(X) ∩ Coh≥d(X).
Given a morphism of smooth projective varieties p : X → B, we also define the full subcategories of
Coh(X)
Coh(p)≤d = {E ∈ Coh(X) : dim p(supp(E)) ≤ d}
Coh(p)0 = {E ∈ Coh(X) : dim p(supp(E)) = 0}
{Coh≤0}↑ = {E ∈ Coh(X) : E|b ∈ Coh
≤0(Xb) for all closed points b ∈ B}
where Coh≤0(Xb) denotes the category of coherent sheaves F supported on the fiber p
−1(b) = Xb,
with b being a closed point of B, such that F is supported in dimension 0. We will also refer to
coherent sheaves on X that are supported on a finite number of fibers of p as fiber sheaves on X , i.e.
Coh(p)0 is the category of fiber sheaves on X .
3. WEIGHT FUNCTIONS, STABILITY, CONFIGURATIONS I AND II
In this section, we focus on stability arising from weight functions. We give two configurations of
weight functions, and show that together with the ‘refinement property’, weight functions in these
configurations define equivalent categories of semistable objects.
3.1. Weight functions and King’s stability. Suppose (R,) is a totally ordered abelian group under
addition +, with 0 as the identity element. That is, R is an abelian group such that (R,) is a totally
ordered set satisfying the translation invariance property: for any a, b, c ∈ R, we have a  b implies
a+ c  b+ c. Then for any triangulated category D, any bounded t-structure on D with heart A, and
any group homomorphism S : K(D) → R, we define a notion of semistability on A by declaring a
nonzero object E ∈ D to be an S-semistable (resp. S-stable) object in A, or simply S-semistable in A
(resp. S-stable in A), if E ∈ A and
7(i) S(E) = 0;
(ii) S(E′)  0 (resp. S(E′) ≺ 0) for all nonzero proper subobjects E′ of E in A.
We will refer to S as a weight function on the triangulated category D. Note that the zero object is
always S-semistable in A. Also, given condition (i), condition (ii) for S-semistable (resp. S-stable)
objects is equivalent to the following by the translation invariance of :
(ii’) 0  S(E′′) (resp. 0 ≺ S(E′′)) for all nonzero proper quotients E′′ of E in A.
Example 3.1.1. For any D,A, (R,) as above, if we take the weight function S : K(D) → R to be
the zero function, then every object in the abelian category A is S-semistable.
Example 3.1.2. Given any abelian category A, we can take D = Db(A) and take (R,) = (R,≤).
Then S-semistability is King’s semistability on an abelian category as originally defined in [22], with
the opposite sign.
Example 3.1.3. Let X be a smooth projective curve, A = Coh(X) and D = Db(X). Fix any nonzero
objectM in A and consider the weight function S : K(X)→ Z given by
S(E) = (rkM)(degE)− (degM)(rkE).
On the other hand, we have the usual slope function on Coh(X) defined by µ(E) = degE/rk (E)
(taken to be∞ if rkE = 0). One can check that for any nonzero coherent sheaf E, the following are
equivalent:
• E is S-semistable in A;
• µ(E) = µ(M) and E is a µ-semistable sheaf.
This is an example of Lemma 4.8 where we take Z : K(D)→ C to be Z(E) = −degE + irkE.
3.1.4. Signs. Given a totally ordered abelian group (R,), we define the sign function sgn : R →
{0,±1} in the obvious manner, i.e. for r ∈ R we set sgn (r) to be 1, 0 or −1 if r ≻ 0, r = 0 or r ≺ 0,
respectively.
3.2. Configuration I. We say we are in Configuration I when we have the following setting: D
is a triangulated category, A is the heart of a bounded t-structure on D, and (T ,F) is a torsion
pair in A. Additionally, (R,) is a totally ordered abelian group and S, S′ : K(D) → R are group
homomorphisms satisfying the sign compatibility
(S) For any G lying in either T or F , we have sgnS(G) = sgnS′(G).
Note that when D,A and (T ,F) are fixed, the statement of Configuration I is symmetric in S and
S′.
3.3. Refinement property. Let D be a triangulated category, A the heart of a bounded t-structure on
D, and (T ,F) a torsion pair in A. Suppose A† = 〈F [1], T 〉 is the corresponding tilted heart. Given a
totally ordered abelian group (R,) and for i = 0, 1, we say a weight function S : K(D)→ R satisfies
refinement-i with respect to (T ,F) if:
Every nonzero S-semistable object E in A lies in A ∩ (A†[−i]), and for every nonzero object
G ∈ A ∩ (A†[i− 1]) we have (−1)isgn (S(G)) = −1.
More explicitly, a weight function S satisfies refinement-0 or refinement-1 when:
• (Refinement-0) Every nonzero S-semistable object E in A lies in T (so that E[0] ∈ A†) , and
for every nonzero object G ∈ F we have S(G) ≺ 0.
• (Refinement-1) Every nonzero S-semistable object E in A lies in F (so that E[1] ∈ A†), and
for every nonzero object G ∈ T we have S(G) ≻ 0.
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We also say a weight function satisfies the refinement property if it satisfies either refinement-0 or
refinement-1.
Lemma 3.4. Assume Configuration I. For i = 0 or 1, if S satisfies refinement-i with respect to (T ,F),
then (−1)iS′ satisfies refinement-(1−i) with respect to (F [1], T ), considered as a torsion pair in the heart
A† = 〈F [1], T 〉.
Proof. (a) The case i = 0: Suppose S satisfies refinement-0 with respect to (T ,F). To show that S′
satisfies refinement-1 with respect to (F [1], T ), take any nonzero S′-semistable object E in A† and
consider the (F [1], T )-decomposition of E in A†
0→ E′ → E → E′′ → 0
where E′ ∈ F [1] and E′′ ∈ T . By the S′-semistability of E in A†, we have −S′(E′[−1]) = S′(E′) 
S′(E) = 0. On the other hand, since E′[−1] ∈ F , the refinement-0 property of S implies that
S(E′[−1])  0 with equality if and only if E′ = 0. By condition 3.2(S), we have S′(E′[−1])  0,
i.e. −S′(E′[−1])  0. Hence S′(E′[−1]) = 0 overall, forcing E′ = 0, i.e. E ∼= E′′ ∈ T . Then we have
S(E) = 0 by 3.2(S) again.
It remains to show that S′(G) ≻ 0 for every nonzero object G ∈ F [1]. Take any nonzero object G ∈
F [1]. Then G[−1] ∈ F and so S(G[−1]) ≺ 0 by the refinement-0 property of S. Then S′(G[−1]) ≺ 0
by 3.2(S) and so S′(G) ≻ 0 as wanted.
(b) The case i = 1: Even though the argument is analogous to that for i = 0, we give the full
argument to show how the sign changes are compatible with the tilt. Suppose S satisfies refinement-1
with respect to (T ,F). To show that (−S′) satisfies refinement-0 with respect to (F [1], T ), take any
nonzero (−S′)-semistable object E in A† and consider its (F [1], T )-decomposition in A†
0→ E′ → E → E′′ → 0
where E′ ∈ F [1] and E′′ ∈ T . Since S satisfies refinement-1, we have S(E′′)  0, with equality if and
only if E′′ = 0; this implies S′(E′′)  0 by 3.2(S). On the other hand, by the (−S′)-semistability of E,
we have (−S′)(E′′)  0. Hence S′(E′′) = 0 overall and E′′ = 0, i.e. E ∼= E′ ∈ F [1].
It remains to show that (−S′)(G) ≺ 0 for every nonzero object G ∈ T . Take any nonzero object
G ∈ T . Then S(G) ≻ 0 since S satisfies refinement-1. Hence S′(G) ≻ 0 by 3.2(S) and so (−S′)(G) ≺ 0
as wanted. ■
Lemma 3.5 shows, that if S and S′ are weight functions with sign compatibility as in Configuration
I, then the refinement property on S ensures that S-semistability implies S′-semistability under a
suitable shift and sign change.
Lemma 3.5. Assume Configuration I. For i = 0 or 1, suppose S satisfies refinement-i with respect to
(T ,F). If E is S-semistable in A, then E[i] is (−1)iS′-semistable in the heart A† = 〈F [1], T 〉. The same
statement holds if we replace ‘semistable’ by ‘stable.’
Proof. (a) The case i = 0: Suppose S satisfies refinement-0 and E is a nonzero S-semistable object in
A. Then E ∈ T ⊂ A† and S(E) = 0. By 3.2(S) we have S′(E) = 0. Now take any A†-short exact
sequence 0 → M → E → N → 0 where M,N 6= 0; considering it as an exact triangle in D, we can
take its A-long exact sequence
0→ H−1A (N)→M
α
→ E → H0A(N)→ 0.
Note that H−1A (M) = 0 and so M lies in T . By the S-semistability of E, we have S(imα)  0. Since
H−1A (N) ∈ F , the refinement-0 property of S implies S(H
−1
A (N)) ≺ 0 if H
−1
A (N) is nonzero, giving
us S(M)  0. Since M ∈ T , condition 3.2(S) applies and gives S′(M)  0, showing that E is
S′-semistable in A†.
9Suppose E is S-stable in A. If imα = E, then H0A(N) = 0 and N = H
−1
A (N)[1] is nonzero,
which implies S(N) ≻ 0 from above. On the other hand, if imα ( E then either H−1A (N) 6= 0 or
0 6= imα ( E; in either case, we have S(M) ≺ 0, which implies S′(M) ≺ 0 by 3.2(S). Hence E is
S′-stable in A†.
(b) The case i = 1. Suppose S satisfies refinement-1 and E is a nonzero S-semistable object in A.
Then E ∈ F and E[1] ∈ A†. We need to show that E[1] is (−S′)-semistable in A†.
Take any A†-short exact sequence 0 → M → E[1] → N → 0 where M,N 6= 0; the associated
A-long exact sequence is
0→ H−1A (M)→ E
α
→ H−1A (N)→ H
0
A(M)→ 0
and we see H0A(N) = 0. That H
−1
A (N) ∈ F implies imα ∈ F , and so by the S-semistability of E we
have S(imα)  0. On the other hand, we have H0A(M) ∈ T ; since S satisfies refinement-1, we have
S(H0A(M))  0. Overall, we have S(H
−1
A (N)  0. By condition 3.2(S), this means S
′(H−1A (N))  0,
and so S′(N) = S′(H−1A (N)[1])  0, i.e. (−S
′)(N)  0. This shows the (−S′)-semistability of E[1] in
A†.
Suppose E is S-stable in A. We cannot have imα = 0 as that would imply H−1A (N)
∼= H0A(M)
lies in both T and F , forcing both to vanish and thus N = 0, a contradiction. Hence imα 6= 0. If
E = imα, then H−1A (M) = 0 and M = H
0
A(M) is nonzero, and by refinement-1 we have S(M) ≻ 0,
i.e. (−S′)(M) ≺ 0; if 0 6= imα ( E, then S(imα) ≻ 0 since E is S-stable, giving us S(H−1A (N)) ≻ 0,
and subsequently (−S′)(N) ≻ 0 by the same argument as above. Hence E[1] is (−S′)-stable in A†. ■
Lemma 3.4 allows us to prove the converse of Lemma 3.5, giving us:
Theorem 3.6. Assume Configuration I, and let A† = 〈F [1], T 〉. For i = 0 or 1, suppose S satisfies
refinement-i with respect to (T ,F). Then an object E ∈ D is S-semistable in A if and only if E[i] is
(−1)iS′-semistable in A†. The same statement holds if we replace ‘semistable’ with ‘stable.’
Proof. Since Lemma 3.5 gives the ‘only if’ statements, we only need to prove the ‘if’ statements for
i = 0, 1; furthermore, we will prove only the ‘semistable’ case, since the adjustments needed for the
‘stable’ case are obvious.
(a) When i = 0: Assume that E is an S′-semistable object in A†. Since S satisfies refinement-0 with
respect to (T ,F), from Lemma 3.4 we know S′ satisfies refinement-1 with respect to (F [1], T ), and so
E must lie in T . Now that S′, S are in Configuration I with S′ satisfying refinement-1 with respect to
(F [1], T ), applying Lemma 3.5 gives that E[1] is (−S)-semistable in the heart 〈T [1],F [1]〉 = A[1].
Now take any A-short exact sequence 0 → E′ → E → E′′ → 0, which induces the A[1]-short
exact sequence 0 → E′[1] → E[1] → E′′[1] → 0. The (−S)-semistability of E[1] in A[1] then implies
(−S)(E′[1])  0, i.e. S(E′)  0, showing the S-semistability of E in A.
(b) When i = 1: Assume that E[1] is (−S′)-semistable in A†. Since S satisfies refinement-1 with re-
spect to (T ,F), from Lemma 3.4 we know (−S′) satisfies refinement-0 with respect to (F [1], T ). Now
that (−S′), (−S) are in Configuration I with (−S′) satisfying refinement-0 with respect to (F [1], T ),
applying Lemma 3.5 gives that E[1] is (−S)-semistable in A[1]. The same argument as in (a) then
shows that E is S-semistable in A. ■
Stability defined in terms of weight functions can also be pulled back via an exact equivalence in
the obvious manner:
Lemma 3.7. Let Φ : D → U be an exact equivalence of triangulated categories, and let ΦK denote the
induced isomorphism K(D)→ K(U) on the Grothendieck groups. Let C denote the heart of a t-structure
on D and S′ : K(U) → R be a weight function for some totally ordered abelian group (R,). Then an
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object E ∈ D is (S′ΦK)-semistable in C if and only if ΦE is S′-semistable in ΦC. The same statement
holds if we replace ‘semistable’ by ‘stable.’
Under the setup of Lemma 3.7, we have the following commutative diagram
(3.7.1) D
Φ //
[ ]

U
[ ]

K(D)
ΦK //
S′ΦK
$$
K(U)
S′

R
.
We often suppress the notation for the maps [ ].
Proof of Lemma 3.7. By the symmetry in the statement of Lemma 3.7, it suffices to prove the ‘only if’
direction. Suppose E is an (S′ΦK)-semistable object in C. Then ΦE ∈ ΦC and 0 = (S′ΦK)(E) =
S′(ΦE). Any ΦC-short exact sequence of the form 0 → M → ΦE → N → 0 then induces a C-
short exact sequence 0 → ΨM → E → ΨN → 0 where Ψ : U → D is a quasi-inverse of Φ. The
(S′ΦK)-semistability of E implies that 0  (S′ΦK)(ΨM) = S′(ΦΨM) = S′(M), showing that ΦE is
S′-semistable. The above argument can be easily adjusted to show the ‘stable’ case. ■
3.8. Configuration II. We say we are in Configuration II when we have the following setting: (R,)
is a totally ordered abelian group, and
(a) Φ : D → U and Ψ : U → D are exact equivalences between triangulated categories D,U
satisfying ΨΦ ∼= idD[−1] and ΦΨ ∼= idU [−1].
(b) A,B are hearts of bounded t-structures on D,U , respectively, such that ΦA ⊂ D
[0,1]
B . (Given
(a), this implies ΨB ⊂ D
[0,1]
A by Lemma 3.9 below.)
(c) SA : K(D) → R and SB : K(U) → R are group homomorphisms such that, for any E ∈ A
that is either ΦB-WIT0 or ΦB-WIT1, we have sgnSA(E) = sgnSB(ΦE).
Configuration II above involves equivalences of triangulated categories, and will be more readily
applied to situations in representation theory and algebraic geometry involving tilting equivalences
and Fourier-Mukai transforms.
Let us consider some consequences of conditions (a) and (b) in 3.8 before moving on.
Lemma 3.9. Suppose D,U are triangulated categories with exact equivalences Φ : D → U and Ψ :
U → D satisfying ΨΦ ∼= idD[−1],ΦΨ ∼= idU [−1]. If A,B are hearts of bounded t-structures on D,U ,
respectively, such that ΦA ⊂ D
[0,1]
B , then we also have ΨB ⊂ D
[0,1]
A .
Proof. The assumption ΦA ∈ D
[0,1]
B implies ΦA ⊂ 〈B,B[−1]〉, and so ΦA is a tilt of B[−1] at some
torsion pair (T ,F) in B[−1] [10, Proposition 2.3.2]. Then ΦA = 〈F [1], T 〉 while B[−1] = 〈T ,F〉, from
which we see B[−1] is a tilt of ΦA[−1], i.e. B[−1] ⊂ 〈ΦA,ΦA[−1]〉, which gives ΨB ⊂ 〈A,A[−1]〉, i.e.
ΨB ⊂ D
[0,1]
A . ■
Recall the notation defined in 2.1.3.
Lemma 3.10. Suppose conditions (a) and (b) of Configuration II are satisfied. Then
(i) For i = 0, 1, if E is a ΦB-WITi object in A then ΦE[i] is a ΨA-WIT1−i object in B.
(ii) (W0,Φ,A,B,W1,Φ,A,B) is a torsion pair in A.
The same statements hold if we switch the roles of Φ and Ψ and the roles of A and B.
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Proof. By symmetry in the setup of Lemma 3.9, it suffices to prove statements (i) and (ii).
(i) If E ∈ A is ΦB-WIT0, then ΦE ∈ B and Ψ(ΦE)[1] ∼= E ∈ A, showing that ΦE is a ΨA-WIT1
object in B. Similarly, if E ∈ A is ΦB-WIT1, then ΦE ∈ B[−1] and Ψ(ΦE[1]) ∼= E ∈ A, showing ΦE[1]
is a ΨA-WIT0 object in B.
(ii) Take any E ∈ A. Since ΦE ∈ D
[0,1]
B , we have an exact triangle
Φ0BE → ΦE → Φ
1
BE[−1]→ Φ
0
BE[1]
which in turn gives the exact triangle
(3.10.1) Ψ(Φ0BE)[1]→ E → Ψ(Φ
1
BE)→ Ψ(Φ
0
BE)[2].
Since Φ0BE ∈ B, we have Ψ(Φ
0
BE)[1] ∈ D
[−1,0]
A while Ψ(Φ
1
BE) ∈ D
[0,1]
A by Lemma 3.9. Taking the long
exact sequence of cohomology of (3.10.1) with respect to the heart A gives:
• H−1A (Ψ(Φ
0
BE)[1]) = 0, which means that Φ
0
BE is ΨA-WIT1; by (i), this means Ψ(Φ
0
BE)[1] is a
ΦB-WIT0 object in A.
• H1A(Ψ(Φ
1
BE)) = 0, which means Φ
1
BE is ΨA-WIT0; by (i), this means Ψ(Φ
1
BE) is a ΦB-WIT1
object in A.
Hence (3.10.1) gives an A-short exact sequence. That HomA(W0,Φ,A,B,W1,Φ,A,B) = 0 is clear, and so
(ii) follows. ■
3.10.2. The proof of Lemma 3.10(ii) shows that, when conditions (a) and (b) of Configuration II are
in place, given any E ∈ A, the object ΦiBE is ΨA-WIT1−i for i = 0, 1.
3.11. Passing between Configuration I and Configuration II. We can pass between Configuration
I and Configuration II as follows.
3.11.1. To pass from Configuration I to Configuration II, assume the setting and notation of Config-
uration I in 3.2. By setting U = D, Φ = idD and Ψ = idD[−1], we obtain condition 3.8(a). Putting
B = 〈F [1], T 〉, we obtain condition 3.8(b). Finally, choose SA = S and SB = S
′; then an object E ∈ A
is ΦB-WIT0 (resp. ΦB-WIT1) if and only if E lies in T (resp. F); condition 3.2(S) of Configuration I
then implies condition 3.8(c). So we are now in Configuration II.
3.11.2. To pass from Configuration II to Configuration I, assume the setting and notation of Configu-
ration II in 3.8. Let B˜ = ΨB[1]. Then B˜ ⊂ D
[−1,0]
A by Lemma 3.9, and so B˜ is a tilt of A with respect
to some torsion pair (T ,F) in A by [10, Proposition 2.3.2(b)]. Then A = 〈T ,F〉 and B˜ = 〈F [1], T 〉
while
W0,Φ,A,B = {E ∈ A : ΦE ∈ B} = (Ψ[1])(ΦA ∩ B) = A∩ B˜ = T ,
W1,Φ,A,B = {E ∈ A : ΦE ∈ B[−1]} = (Ψ[1])(ΦA ∩ (B[−1])) = A∩ (B˜[−1]) = F .
Let ΦK denote the K-theoretic isomorphism K(D)→ K(U) induced by the exact equivalence Φ [20,
Remark 5.25 i)]. Take S = SA and S
′ = SB ◦ Φ
K . Condition 3.8(c) in Configuration II now implies
the sign condition in Configuration I for S, S′, and we are now in Configuration I.
3.11.3. It is easy to check, that if one starts with the data in Configuration I as in 3.2, and apply the
construction in 3.11.1 followed by the construction in 3.11.2, then one obtains the same data that one
starts with.
Theorem 3.12. Assume Configuration II. For i = 0 or 1, suppose the weight function SA satisfies
refinement-i with respect to the torsion pair (W0,Φ,A,B,W1,Φ,A,B) in A. Then the functor Φ[i] induces an
equivalence from the category of SA-semistable objects in A to the category of (−1)
iSB-semistable objects
in B. The same statement holds if we replace ‘semistable’ by ‘stable.’
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Proof. Assume Configuration II. Using the argument and notation in 3.11.2, we can pass to Configura-
tion I. In particular, we have S = SA, and the torsion pair (T ,F) is the same as (W0,Φ,A,B,W1,Φ,A,B).
Then the weight function S satisfies the refinement property with respect to the torsion pair (T ,F)
in A. By Theorem 3.6, an object E ∈ D is S-semistable in A if and only if E[i] is (−1)iS′-semistable
in the tilted heart 〈F [1], T 〉. Since (−1)iS′ = (−1)iSBΦ
K and Φ〈F [1], T 〉 = B, Lemma 3.7 in turn
implies that E[i] is (−1)iS′-semistable in 〈F [1], T 〉 if and only if (ΦE)[i] is (−1)iSB-semistable in B.
This shows the ‘semistable’ case of the theorem. The ‘stable’ case of the theorem follows from the
corresponding cases of Theorem 3.6 and Lemma 3.7. ■
We can now recover the following result on representations of algebras due to Chindris. Chindris
used Theorem 3.13 to prove the existence of singular moduli spaces of modules for wild tilted alge-
bras, which in turn showed one implication of a conjecture of Weyman’s on strongly simply connected
algebras [16, Section 1].
Theorem 3.13. [16, Theorem 1.3(a)] Let A be a bound quiver algebra, T a basic tilting A-module,
and θ an integral weight of A which is well-positioned with respect to T . Let F be either the functor
HomA(T,−) in case there are nonzero θ-semistable torsion A-modules or the functor Ext
1
A(T,−) in case
there are nonzero θ-semistable torsion-free A-modules. Denote EndA(T )
op by B and let u : K(A-mod)→
K(B-mod) be the isometry induced by the tilting module T . Then the functor F defines an equivalence
from the category of SA-semistable A-modules, to the category of |SB|-semistable B-modules.
Proof. That T is a tilting module means we have the following derived equivalences that are quasi-
inverse to each other
RHomA(T,−) : D
b(A-mod)→ Db(B-mod),
T
L
⊗B − : D
b(B-mod)→ Db(A-mod).
Moreover, we know that RHomA(T,E) ∈ D
[0,1]
B-mod for any E ∈ A-mod, while T
L
⊗B F ∈ D
[−1,0]
A-mod for any
F ∈ B-mod.
Let us set A = A-mod and B = B-mod, take D = Db(A) and U = Db(B), take Φ to be the functor
RHomA(T,−) and Ψ the functor (T
L
⊗B −)[−1]. Then 3.8(a),(b) are satisfied.
In addition, let us identify K(A),K(B) with K(D),K(U), respectively. Let (R,) = (Z,≤), let SA
be an integral weight θ ∈ HomZ(K(A),Z) and let SB = θ ◦ u−1 where u : K(A) → K(B) satisfies
u(dimM) = dim (ΦM), with dim (−) denoting the dimension vector of a module. Then we obtain the
commutative diagram
(3.13.1) D
Φ //
dim

U
dim

K(D)
u //
SA
$$❍
❍❍
❍❍
❍❍
❍❍
❍
K(U)
SB

Z
.
Then for any E ∈ A, we have
SA(dimE) = θ(dimE) = (θ ◦ u
−1)(dimΦE) = SB(dimΦE),
which implies that 3.8(c) is also satisfied. Hence we are in Configuration II. Moreover, Chindris’
definition of θ being well-positioned with respect to T implies the refinement property for SA with
respect to the torsion pair (W0,Φ,A,B,W1,Φ,A,B) (see [16, Definition 3.2]). Depending on whether SA
satisfies refinement-0 or refinement-1, |SB|-semistability in the sense of [16, Section 3B] coincides
with (−1)iSB-semistability. Theorem 3.12 now specialises to Theorem 3.13. ■
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4. POLYNOMIAL STABILITY CONDITIONS
We slightly extend the definition of polynomial stability conditions as originally given by Bayer [5].
In particular, we allow our central charges to take values in the ring C(( 1v ))
c of convergent Laurent
series in 1v , instead of only the polynomial ring C[v].
4.1. Big O, big Θ. Given functions f, g : (l,∞)→ R for some l ∈ R, recall that we write f = O(g) if
there exist constants C ∈ R>0 and k ∈ (l,∞) such that |f(v)| ≤ C|g(v)| for all v > k, and we write
f = Θ(g) if f = O(g) as well as g = O(f).
4.1.1. Power series. For K = R or C, we will write KJwK to denote the ring of power series in
the indeterminate w over K. We will write KJwKc to denote the K-subalgebra of power series with
positive radii of convergence. We can also regard RJwKc as a subring of CJwKc by [1, Theorem 2,
Chap. 2].
4.1.2. Laurent series. For K = R or C, we will write K((w)) to denote the field of formal Laurent
series in the indeterminate w over K, which we take to be series of the form∑
k≥m
akw
k where m ∈ Z, ak ∈ K for all k ≥ m.
We only allow finitely many negative-degree terms in a formal Laurent series. We will write K((w))c
to denote the subfield of K((w)) consisting of series that are convergent on punctured disks of positive
radii centered at 0, i.e.
K((w))c = {f(w) ∈ K((w)) : f converges on 0 < |w| < R for some R > 0}
=
⋃
k∈Z+
1
wk
KJwKc.
In particular, every element of K((w))c is uniformly convergent on some punctured disk of positive
radius centered at 0. For any f ∈ R(( 1v ))
c
, if we write f =
∑
k≥m ak(
1
v )
k where ak ∈ R for k ≥ m and
am 6= 0, then we have Θ(f) =
1
vm as v →∞.
4.1.3. We have a partial order  on R(( 1v ))
c determined by
f  g if and only if f(v) ≤ g(v) for v ≫ 0.
It is clear that R(( 1v ))
c is totally ordered with respect to , and so (R(( 1v ))
c,) is a totally ordered
abelian group with respect to addition.
4.2. Polynomial phase function. Given any nonzero f(v) ∈ C(( 1v ))
c, we can write f(v) =
∑
k≤m akv
k
where ak ∈ C for k ≤ m, for some m ∈ Z where am 6= 0. Then f(v) = vmg(v) for some g(v) ∈ CJ
1
v K
c.
Thus f(v) is an analytic function in the region |v| > r for some r ∈ R>0 and, in particular, if we let
v →∞ along the positive real axis, then there is a continuous function germ φ : R>0 → R such that
f(v) ∈ R>0e
iπφ(v) for v ≫ 0.
Note that the choice of the function germ φ is only unique up to translation by integer multiples of 2.
Any function germ φ arising in this manner will be called a polynomial phase function. Since am 6= 0 by
assumption, g(v) has nonzero constant term am, which means the limit φ(∞) := limv→∞ φ(v) exists
and am ∈ R>0eiπφ(∞).
Given polynomial phase functions φ1, φ2, we write φ1 ≺ φ2 (resp. φ1  φ2) if φ1(v) < φ2(v) (resp.
φ1(v) ≤ φ2(v)) for v ≫ 0.
Lemma 4.3. The set of all polynomial phase functions is totally ordered with respect to .
Proof. Suppose f1, f2 are nonzero elements of C((
1
v ))
c that give rise to polynomial phase functions
φ1, φ2, respectively. We need to show that φ1, φ2 are comparable with respect to .
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From above, we know that the limits of φ1(v), φ2(v) as v → ∞ along the real axis exist. If these
two limits are not equal, then either φ1 ≺ φ2 or φ1 ≻ φ2. Therefore, it remains to consider the case
where the limits are equal.
Suppose now limv→∞ φ1(v) = limv→∞ φ2(v), and let φ denote the particular branch of phase
functions of the quotient f1/f2 satisfying limv→∞ φ(v) = 0, and that φ(v) ∈ (−1, 1) for v ≫ 0. Then
determining the order relation between φ1 and φ2 is equivalent to determining the order relation
between φ and the constant phase function 0. Since C(( 1v ))
c is a field, we can write
f1
f2
= vm
∑
j≥0
aj
(
1
v
)j
for some m ∈ Z and a0 6= 0. Note that a0 ∈ R since limv→∞ φ(v) = 0. If all the coefficients ak lie in
R, then φ = 0; otherwise, let j′ be the least positive integer such that aj′ /∈ R. Then we have φ ≺ 0
(resp. φ ≻ 0) if the imaginary part of aj′ is negative (resp. positive), and the lemma follows. ■
4.4. (Weak) polynomial stability function. Let D be a triangulated category, and A the heart of a
bounded t-structure on D. We say a group homomorphism Z : K(D) → C(( 1v ))
c is a weak polynomial
stability function on A with respect to (φ0, φ0 + 1] if there exists a polynomial phase function φ0 such
that, for all nonzero objects E in A, we have
Z(E)(v) ∈ R≥0 · e
iπ(φ0(v),φ0(v)+1] for v ≫ 0.
Note that we allow the possibility of Z(E) = 0 in C(( 1v ))
c for a nonzero object E in A. Whenever Z is
a weak polynomial stability function on A, we will set
AkerZ = {E ∈ A : Z(E) = 0}.
It is easy to check that AkerZ is a Serre subcategory of A (i.e. closed under subobject and quotient).
A weak polynomial stability function Z will be called a polynomial stability function if AkerZ = {0},
i.e. for all nonzero objects E in A we have
Z(E)(v) ∈ R>0 · e
iπ(φ0(v),φ0(v)+1] for v ≫ 0.
Remark 4.4.1. Every real number r is a (constant) polynomial phase function, since it arises from
the constant polynomial eirπ in C(( 1v ))
c (see 4.2).
4.4.2. Given a weak polynomial stability function Z as in 4.4, for every 0 6= E ∈ A we define the
(polynomial) phase function φZ(E) as a function germ R>0 → R via the relations{
Z(E)(v) ∈ R>0eiπφZ (E)(v) for v ≫ 0, and φ0 ≺ φZ(E)  φ0 + 1 if Z(E) 6= 0,
φZ(E) = φ0 + 1 if Z(E) = 0.
Note that we always have φ0 ≺ φZ(E)  φ0 + 1 for 0 6= E ∈ A. A nonzero object E ∈ A is said to be
Z-semistable (resp. Z-stable) if, for every A-short exact sequence
0→M → E → N → 0
whereM,N 6= 0, we have
φZ(M)  φZ(N) (resp. φZ(M) ≺ φZ(N)).
More generally, we say that an object E ∈ D is Z-semistable (resp. Z-stable) if E[j] is a Z-semistable
(resp. Z-stable) object inA for some j ∈ Z, in which case we define φZ(E) via the relation φZ(E)+j =
φZ(E[j]). We say Z satisfies the Harder-Narasimhan (HN) property on A if every nonzero object E in
A admits an A-filtration
(4.4.3) 0 = E0 ( E1 ( · · · ( Em = E
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for some m ≥ 1, where each quotient Ei/Ei−1 (1 ≤ i ≤ m) is a Z-semistable object and
φZ(E1/E0) ≻ φZ(E2/E1) ≻ · · · ≻ φZ(Em/Em−1).
4.4.4. (Weak) polynomial stability condition. Let D be a triangulated category and A the heart of
a bounded t-structure on D. If Z is a (resp. weak) polynomial stability function on A (with respect to
(φ0, φ0+1] for some φ0) that satisfies the HN property, then we say (Z,A) is a (resp. weak) polynomial
stability condition on D.
4.4.5. Bayer’s polynomial stability condition. If we require the central charge Z of a polynomial
stability condition to take values in the polynomial ring C[v], then we obtain the original definition of
a polynomial stability condition in the original sense of Bayer [5].
4.4.6. Bridgeland stability condition. A stability condition as defined by Bridgeland in [12] is a
polynomial stability condition (Z,A) where Z : K(D) → C is a (constant) polynomial stability func-
tion on A with respect to (0, 1], where we regard 0 and 1 as constant polynomial phase functions
(see Remark 4.4.1). We will write Stab(X) to denote the space of stability conditions as defined by
Bridgeland that are both full and locally finite (these two properties together are equivalent to the
support property - see [35, Section 5.2]); Stab(X) has the structure of a complex manifold.
4.4.7. Note on terminology. For convenience, we will say a pair (Z,A) is a Bridgeland stability
condition on a triangulated category D with respect to (a, a + 1], or simply a Bridgeland stability
condition, if (Z,A) is a polynomial stability condition on D with respect to (a, a+1] for some constant
a ∈ R, and Z : K(D) → C takes values in C. In particular, we do not require that a = 0 as in [12].
This use of terminology gives more consistency with the literature on polynomial stability conditions
such as [5, 10], and gives us more flexibility in manipulating stability using both autoequivalences
and "GL-actions" (see 5.2) simultaneously, especially when we are more interested in the semistability
of objects themselves and their moduli spaces.
4.5. Slicing. Suppose (Z,A) is a polynomial stability condition on a triangulated categoryD. For any
polynomial phase function φ, let us write P(φ) to denote the full subcategory of Z-semistable objects
E in D with phase function φZ(E) = φ, together with the zero object. For any interval I of polynomial
phase functions, we will define P(I) as a full subcategory of D via the extension closure
P(I) = 〈P(φ) : φ ∈ I〉.
On the other hand, for any r ∈ R, we will write P̂(r) to denote the full subcategory of Z-semistable
objects E in D with limv→∞ φZ(E)(v) = r, together with the zero object. For any interval I in R, we
will define P̂(I) as a full subcategory of D via the extension closure
P̂(I) = 〈P̂(r) : r ∈ I〉.
4.6. Slope functions. Suppose D is a triangulated category, Z : K(D) → C(( 1v ))
c is a group homo-
morphism, and A is an abelian subcategory of D such that
Z(E)(v) ∈ R≥0e
iπ(0,1] for v ≫ 0
for all E ∈ A. Then we can define a function µZ : A \ {0} → R((
1
v ))
c ∪ {∞} by setting
µZ(E) =
{
−ℜZ(E)
ℑZ(E) if ℑZ(E) 6= 0
∞ if ℑZ(E) = 0
.
The partial order  on R(( 1v ))
c (see 4.1.3) can be extended to R(( 1v ))
c ∪ {∞} by declaring f ≺ ∞ for
any f ∈ R(( 1v ))
c. We then define a nonzero object E ∈ A to be µZ -semistable (resp. µZ -stable) if, for
every A-short exact sequence
0→M → E → N → 0
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whereM,N 6= 0, we have µZ(M)  µZ(N) (resp. µZ(M) ≺ µZ(N)). We will refer to any function of
the form µZ as a slope function on A. In particular, we do not require A to be the heart of a t-structure
on D.
4.6.1. In the setting of 4.6, even thoughA is not necessarily the heart of a t-structure onD, we can still
define polynomial phase functions φZ(−) associated to Z and define the notion of Z-(semi)stability
for objects in A. For any nonzero objects E,E′ ∈ A, it is easy to see that µZ(E)  µZ(E
′) if and only
if φZ(E)  φZ(E
′). Therefore, a nonzero object E of A is µZ-semistable (resp. µZ-stable) if and only
if it is Z-semistable (resp. Z-stable). When Z has the HN property on A, we will say that µZ has the
HN property. In particular, when A is a noetherian abelian category, if we assume that the image of Z
is contained in Z[i], then Z always satisfies the HN property on A [33, Proposition 3.4]. When µZ is a
slope function with the HN property and E is a nonzero object in A with Z-HN filtration as in (4.4.3),
we set µZ,max(E) = µZ(E1/E0) and µZ,min(E) = µZ(Em/Em−1).
Example 4.6.2. Let X be a smooth projective curve and A = Coh(X) as in Example 3.1.3. Consider
the polynomial stability function Z : K(Db(A)) = K(X)→ C on A given by
Z(E) = −degE + irkE.
Then the slope function µZ(E) = (degE)/(rkE) is the usual slope function for slope stability for
coherent sheaves on X .
4.7. Different types of stability so far. So far in this article, we have defined two main types of
stability:
(i) stability defined by a weight function on a triangulated category (in 3.1);
(ii) stability defined by a weak polynomial stability function on a triangulated category (in 4.4.2).
Our definition of a weak polynomial stability condition specialises to a particular type of Bayer’s poly-
nomial stability condition (see 4.4.5 and [5, Definition 2.3.1]), which in turn specialises to stability
in the sense of Bridgeland (see 4.4.6 and [12]). Notions of stability that arise from ‘slope functions’
such as those in Example 4.6.2 or slope-like functions as in [33, 3.2] can also be interpreted as arising
from weak polynomial stability conditions (see 4.6).
In Lemma 4.8, we show how a weak polynomial stability function can be used to construct weight
functions. This lemma generalises [43, Proposition 3.4] by Rudakov:
Lemma 4.8. Suppose D is a triangulated category, and A is the heart of a bounded t-structure on D.
Suppose Z : K(D) → C(( 1v ))
c is a weak polynomial stability function on A with respect to (0, 1], and M
is a fixed object in A such that Z(M) 6= 0. Consider the group homomorphism S : K(D)→ R(( 1v ))
c given
by
(4.8.1) S(E) := SZ,M (E) :=
∣∣∣∣ℜZ(M) ℑZ(M)ℜZ(E) ℑZ(E)
∣∣∣∣ = −(ℑZ(M))(ℜZ(E)) + (ℜZ(M))(ℑZ(E)).
Then S(M) = 0, and for any object E ∈ A with Z(E) 6= 0, we have
(i) φZ(E) ≺ φZ(M)⇔ S(E) ≺ 0.
(ii) φZ(E) = φZ(M)⇔ S(E) = 0. When S(E) = 0, we have ℑZ(E) = 0⇔ ℑZ(M) = 0.
(iii) φZ(E) ≻ φZ(M)⇔ S(E) ≻ 0, provided ℑZ(M) ≻ 0.
For (iv) and (v), assume further that Hom(AkerZ , E) = 0:
(iv) E is S-semistable in A if and only if
{
φZ(E) = φZ(M)
E is Z-semistable in A
.
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(v) If E is S-stable in A, then
{
φZ(E) = φZ(M)
E is Z-stable in A
. If Z is a polynomial stability function on A,
then the converse also holds.
Proof. Let µZ denote the slope function constructed from Z as in 4.6. Note that for any two objects
C,D ∈ A such that Z(C), Z(D) 6= 0, we have µZ(C) ≺ µZ(D)⇔ φZ(C) ≺ φZ(D).
(i)-(iii): Since Z(M), Z(E) are both nonzero, for v ≫ 0, the two by two determinant in (4.8.1)
equals the area of the parallelogram formed by Z(M)(v) and Z(E)(v) on the complex plane, given by
|Z(M)(v)||Z(E)(v)| sin θ where θ is the angle from Z(M) to Z(E) measured in the counterclockwise
direction. The equivalences in (i), the first part of (ii), and (iii) then follow immediately.
Note that for any 0 6= C ∈ A we have ℑZ(C) = 0 ⇔ φZ(C) = 1 ⇔ µZ(C) = ∞, regardless of
whether Z(C) itself is zero. Thus the second part of (ii) follows from the first part of (ii).
(iv): Suppose E is S-semistable in A. Then S(E) = 0 by definition and φZ(E) = φZ(M) by (ii).
Take any short exact sequence 0→ E′ → E → E′′ → 0 in A where E′, E′′ 6= 0. By the S-semistability
of E, we have S(E′)  0. By our assumption on E, we also have Z(E′) 6= 0, and so replacing E by E′
in (i) and (ii) gives φZ(E
′)  φZ(M) = φZ(E). Since Z(E
′) is nonzero, this implies φZ(E
′)  φZ(E
′′).
For the converse, suppose φZ(E) = φZ(M) and E is Z-semistable in A. Take any 0 6= E
′ ( E in
A and complete it to a short exact sequence 0 → E′ → E → E′′ → 0 in A. Then E′′ 6= 0, and by the
Z-semistability of E we have φZ(E
′)  φZ(E
′′). We also have Z(E′) 6= 0 by our assumption on E.
We now have two cases:
(a) If Z(E′′) = 0, then Z(E′) = Z(E) and so φZ(E
′) = φZ(E) = φZ(M), implying S(E
′) = 0 by
(ii).
(b) If Z(E′′) 6= 0, then Z(E′), Z(E′′) are both nonzero, and the assumption φZ(E
′)  φZ(E
′′)
implies φZ(E
′)  φZ(E) = φZ(M), which in turn implies S(E
′)  0 by (i) and (ii).
Hence E is S-semistable in A.
(v) The first part of (v) follows from the same proof as the first part of (iv), with the argument
adapted in the obvious manner for E being S-stable.
For the second part of (v), we assume that Z is a polynomial stability function on A. This means
that every nonzero object C of A satisfies Z(C) 6= 0. The proof for the second part of (iv) then applies
with the obvious adjustments, the main difference being that since E′′ 6= 0, we must have Z(E′′) 6= 0,
and so case (a) in the proof of (iv) does not occur. ■
Lemma 4.8(v) suggests that when Z is a weak polynomial stability function on a heartA that is not
a polynomial stability function, i.e. AkerZ 6= {0}, the notion of Z-stability is weaker than the notion of
S-stability in general (withM,S chosen as in the Lemma). A concrete example is as follows:
Example 4.8.2. Suppose X is a smooth projective surface and ω an ample divisor on X . Let A =
Coh(X) and Z(E) = −ωch1(E) + ich0(E). Then (Z,A) is a weak polynomial stability condition on
Db(X) with respect to (0, 1], and OX is a Z-stable object in A. Nonetheless, Z is not a polynomial
stability function on A since AkerZ = Coh
≤0(X). If we choose M = OX and define S as in Lemma
4.8, then OX is not S-stable because, for any 0-dimensional subscheme W of X , if we write IW to
denote its ideal sheaf then 0 6= IW ( OX but S(IW ) = S(OX) = 0.
Remark 4.8.3. Previous constructions that pass between King’s stability and Bridgeland stability can
be found in [14, 6.2] and [7, Lemma 7.1.3].
Given any polynomial stability condition on a triangulated category, the following lemma shows
that the associated weight function constructed in Lemma 4.8 always satisfies a refinement property.
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Lemma 4.9. Suppose (Z,A) is a weak polynomial stability condition with respect to (0, 1]. Let M be a
fixed object of A such that Z(M) 6= 0, and let S be the weight function (4.8.1). Then for any polynomial
phase function φ0 satisfying 0 ≺ φ0  1, the weight function S satisfies the refinement property with
respect to the torsion pair
(PZ(φ0, 1],PZ(0, φ0])
in A.
Proof. That (PZ(φ0, 1],PZ(0, φ0]) is a torsion pair in A follows from the HN property of Z. For any
nonzero S-semistable object E in A, we have S(E) = 0 and hence φZ(E) = φZ(M) by Lemma 4.8(ii).
Depending on whether φZ(E) ≻ φ0 or φZ(E)  φ0 (where φZ(E) and φ0 are comparable by Lemma
4.3), the object E lies in either PZ(φ0, 1] or PZ(0, φ0], respectively.
Lastly, suppose every nonzero S-semistable object E in A lies in PZ(φ0, 1] (resp. PZ(0, φ0]); then
for every nonzero object F in PZ(0, φ0] (resp. PZ(φ0, 1]), we have φZ(E) ≻ φZ(F ) (resp. φZ(E) ≺
φZ(F )), which is equivalent to 0 = S(E) ≻ S(F ) (resp. 0 = S(E) ≺ S(F )) by Lemma 4.8(i) (resp.
Lemma 4.8(iii)). Hence S satisfies the refinement property with respect to (PZ(φ0, 1],PZ(0, φ0]). ■
5. POLYNOMIAL STABILITY AND CONFIGURATION III
In this section, we give a configuration of weak polynomial stability functions, and prove a general
‘preservation of stability’ result under this configuration.
5.1. Group actions on Bridgeland stability. For a triangulated category D, recall that the space
Stab(D) of Bridgeland stability conditions on D possesses a right action by the group G˜L
+
(2,R),
which is the universal covering space of GL+(2,R), and a left action by Aut(D), the group of ex-
act autoequivalences of D, and these two actions commute (see [12, Lemma 8.2] or [35, Remark
5.14]). Elements of G˜L
+
(2,R) can be considered as pairs (T, g) where T : R2 → R2 is an orientation-
preserving R-linear isomorphism, and g : R→ R an increasing map such that g(x + 1) = g(x) + 1 for
all x ∈ R, with the compatibility that the induced maps on (R2 \ {0})/R>0 = R/2Z are the same.
In particular, if (Z,A) is a Bridgeland stability condition with respect to (a, a+1] on a triangulated
category D and P denotes its slicing, then the data of (Z,A), together with the data (a, a + 1], is
determined by the pair (Z,P) and vice versa [12, Proposition 5.3]. An element (T, g) of GL+(2,R)
takes the Bridgeland stability condition (Z,P) to the stability (Z ′,P ′) where Z ′(−) = T−1 ·(Z(−)) and
P ′(x) = P(g(x)) for all x ∈ R. On the other hand, an element Φ of Aut(D) takes (Z,P) to the stability
(Z ′′,P ′′) where Z ′′ = Z ◦ (ΦK)−1 and P ′′(x) = Φ(P(x)) for all x ∈ R. If we use the notation (Z,A)
instead of (Z,P), then Φ takes the stability (Z,A) to (Z ′′,A′′) where Z ′′ is as above and A′′ = Φ(A).
5.2. Induced maps on phase functions. We now define an induced map on the set of polynomial
phase functions using certain elements of GL(2,R(( 1v ))
c). Given an element T ∈ GL(2,R(( 1v ))
c), there
exists v0 ∈ R>0 such that Tv := T (v) lies in GL(2,R) for all v ≥ v0. This defines a path
Pa(T ) : [v0,∞)→ GL(2,R) : v 7→ Tv
in GL(2,R). We now set
GLl,+(2,R(( 1v ))
c) = {T ∈ GL(2,R(( 1v ))
c) : Tv ∈ GL
+(2,R) for v ≫ 0}.
5.2.1. Suppose T ∈ GLl,+(2,R(( 1v ))
c). There exists v1 ∈ R>0 such that Tv ∈ GL
+(2,R) for all v ≥ v1,
i.e. by restricting the domain if necessary, the path Pa(T ) is a path in GL+(2,R), and hence can be
lifted to a path in the universal covering space G˜L
+
(2,R) of GL+(2,R):
P˜a(T ) : [v1,∞)→ G˜L
+
(2,R) : v 7→ (Tv, gv).
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Now, given a polynomial phase function φ, take any 0 6= f ∈ C(( 1v ))
c that gives rise to φ, i.e. any f
satisfying
f(v) ∈ R>0e
iπφ(v) for v ≫ 0.
By regarding C(( 1v ))
c as an R(( 1v ))
c-vector space in the obvious manner, elements of GL(2,R(( 1v ))
c) act
on C(( 1v ))
c from the left and we have
(Tf)(v) = Tv(f(v)) ∈ R>0e
iπgv(φ(v)) for v ≫ 0.
As a result, v 7→ gv(φ(v)) defines a polynomial phase function. Writing P to denote the set of all
polynomial phase functions, we obtain an order-preserving bijection ΓT : P → P : φ 7→ φ
′ where
φ′(v) = gv(φ(v)) for v ≫ 0.
In this notation, we have
(Tf)(v) ∈ R>0 · e
iπ(ΓTφ)(v) for v ≫ 0.
Note that the definition of ΓT is independent of the choice of f since T is a R((
1
v ))
c-linear automor-
phism of C(( 1v ))
c. On the other hand, the definition of ΓT is dependent on the choice of the lifted path
P˜a(T ) in G˜L
+
(2,R) (and in particular, dependent on the choice {gv}v≥v1).
It is clear, that for any T ∈ GLl,+(2,R(( 1v ))
c), we have ΓT (φ + 1) = ΓT (φ) + 1.
5.2.2. Let D be a triangulated category and Z : K(D)→ C(( 1v ))
c a weak polynomial stability function
on a heart A with respect to (φ0, φ0 + 1], for some polynomial phase function φ0. For any T ∈
GLl,+(2,R(( 1v ))
c), set (TZ)(E) = T · Z(E). Then TZ is a weak polynomial stability function on A
with respect to (ΓT (φ0),ΓT (φ0) + 1] for any choice of ΓT from 5.2.1. Moreover, if E1, E2 are nonzero
objects of A, then φZ(E1) ≺ φZ(E2) if and only if φTZ (E1) ≺ φTZ(E2). Additionally, a nonzero object
E ∈ D is Z-semistable (resp. Z-stable) in A of phase φ if and only if it is (TZ)-semistable (resp.
(TZ)-stable) in A of phase ΓT (φ).
5.2.3. For any r ∈ R, we will set H[r] := R>0eiπ(r,r+1] and simply write H for H[0], the usual "upper
half plane" in the literature on stability conditions. For any f ∈ C(( 1v ))
c and any polynomial phase
function ψ, we will write f ∈ H[ψ] to mean f(v) ∈ H[ψ(v)] for v ≫ 0.
Example 5.2.4. (Dilation) Suppose d1, d2 are elements of R((
1
v ))
c such that d1, d2 ≻ 0. Then T =(
d1 0
0 d2
)
∈ GL(2,R(( 1v ))
c) gives an R(( 1v ))
c-linear map (also denoted by T by abuse of notation)
T : C(( 1v ))
c → C(( 1v ))
c
f 7→ (d1ℜf) + i(d2ℑf)
and T is an element of GLl,+(2,R(( 1v ))
c). Let ΓT denote the choice of induced map P → P on the set
of polynomial phase functions, such that ΓT fixes elements of
1
2Z. Notice that for every v ≫ 0, the
map T (v) : R2 → R2 satisfies the following properties:
(1) T (v) preserves each half-axis.
(2) T (v) preserves each quadrant.
Under our assumption that ΓT fixes elements of
1
2Z, property (2) implies that if φ is a polynomial
phase function such that φ ∈ H[k] for some k ∈ 12Z, then ΓT (φ) ∈ H[k] as well.
Example 5.2.5. (Rotation) Consider the R(( 1v ))
c-linear map T : C(( 1v ))
c → C(( 1v ))
c given by multipli-
cation by (−i), i.e.
Tf := (−i)f = (ℑf) + i(−ℜf) for f ∈ C(( 1v ))
c.
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Then we can choose ΓT to be ΓT (φ) = φ −
1
2 . Also, under the identification C((
1
v ))
c → (R(( 1v ))
c)⊕2 :
f 7→
(
ℜf
ℑf
)
, we have
Tf = T
(
ℜf
ℑf
)
=
(
0 1
−1 0
)(
ℜf
ℑf
)
.
Clearly, T lies in GL+(2,R) ⊂ GLl,+(2,R(( 1v ))
c).
5.3. Configurations III-w and III. We say we are in Configuration III-w when we have the following
setting:
(a) Φ : D → U and Ψ : U → D are exact equivalences between triangulated categories D,U
satisfying ΨΦ ∼= idD[−1] and ΦΨ ∼= idU [−1].
(b) A,B are hearts of bounded t-structures on D,U , respectively, such that ΦA ⊂ D
[0,1]
B .
(c) There exist weak polynomial stability functions ZA : K(D) → C((
1
v ))
c and ZB : K(U) →
C(( 1v ))
c on A,B with respect to (a, a + 1], (b, b + 1], respectively, together with an element
T ∈ GLl,+(2,R(( 1v ))
c) such that
(5.3.1) ZB(ΦE) = TZA(E) for all E ∈ D
and a choice of an induced map ΓT such that
(5.3.2) a ≺ Γ−1T (b) ≺ a+ 1.
We will say we are in Configuration III if conditions (a), (b), and (c) all hold, with the additional
condition that the stability functions ZA, ZB in (c) are polynomial stability functions, i.e. ZA(C) 6= 0
(resp. ZB(C) 6= 0) for every nonzero object C in A (resp. B).
Note that Conditions (a) and (b) in Configuration III-w are exactly the same as Conditions (a) and
(b) in Configuration II in 3.8. Also, imposing (5.3.1) is equivalent to imposing commutativity in the
lower square of the following diagram:
D
Φ //
[ ]

U
[ ]

K(D)
ΦK //
ZA

K(U)
ZB

C(( 1v ))
c T // C(( 1v ))
c
.
Although all the applications in Section 7 and later in this article use Configuration III, we prove
some results for Configuration III-w in this section as they may be useful in future work.
5.3.3. Notation. Under the setting of Configuration III-w, for any object 0 6= E ∈ B and any j ∈ Z,
we will set φB(E[j]) = φB(E) + j. Also, for convenience, we will write φA, φB for the phase functions
φZA , φZB , respectively.
Lemma 5.4. Assume Configuration III-w. For any object E in A with Z(E) 6= 0 and any j ∈ Z, we have
ZB(E[j]) ∈ R>0e
iπφB(E[j]).
Moreover, if E is ΦB-WITj where j = 0 or 1, then
(5.4.1) φB(ΦE) = ΓT (φA(E)).
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Proof. The first assertion is clear. To see the second assertion, suppose E is ΦB-WITj . Using the first
assertion together with (5.3.1), we obtain
(−1)jTZA(E) = (−1)
jZB(ΦE) = ZB(ΦE[j]) ∈ R>0 · e
iπφB(ΦE[j])
while we also have TZA(E) ∈ R>0 · eiπ(ΓT (φA(E))). Altogether, these give
ΓT (φA(E)) + j + 2k = φB(ΦE[j]) for some k ∈ Z.
We would be done if we can show that k = 0.
Since ΦE ∈ B[−j], we have
(5.4.2) φB(ΦE) ∈ (b− j, b+ 1− j].
On the other hand, since E ∈ A, we have
(5.4.3) ΓT (φA(E)) + 2k ∈ (ΓT (a) + 2k,ΓT (a+ 1) + 2k].
Hence the intersection of the intervals
(b − j, b+ 1− j] ∩ (ΓT (a) + 2k,ΓT (a+ 1) + 2k]
must be nonempty, i.e.
(Γ−1T (b)− j,Γ
−1
T (b) + 1− j] ∩ (a+ 2k, a+ 1 + 2k]
is nonempty. The assumption (5.3.2) now gives (Γ−1T (b) − j,Γ
−1
T (b) + 1 − j] ⊂ (a − j, a + 2 − j), so
in order for the above intersection to be nonempty, we are forced to have k = 0, proving (5.4.1) for
ΦB-WITj objects E in A. ■
Remark 5.4.4. The proof of Lemma 5.4 stills works when we have a non-strict inequality on the right
of (5.3.2), i.e.
a ≺ Γ−1T (b)  a+ 1.
5.5. Symmetry in Configuration III-w. Assume Configuration III-w. Note that conditions (a) and
(b) in 5.3 are symmetric in Φ,Ψ and A,B by Lemma 3.9. To see the symmetry in 5.3(c), let us write
F = ΦE so that E = ΨF [1]. Then (5.3.1) yields T−1ZB(F ) = ZA(ΨF [1]), i.e.
ZA(ΨF ) = (−T
−1)ZB(F )
where T̂ := −T−1 = (−1)T−1 also lies inGLl,+(2,R(( 1v ))
c). If we choose ΓT̂ : P → P to be the induced
map on polynomial phase functions (see 5.2.1) such that ΓT̂ = (ΓT )
−1− 1, then (ΓT̂ )
−1 = ΓT +1 and
the relation (5.3.2) implies
ΓT (a) ≺ b ≺ ΓT (a) + 1,
which in turn implies
b ≺ ΓT (a) + 1 ≺ b+ 1
where ΓT (a) + 1 = (ΓT̂ )
−1(a). Thus overall, Configuration III-w is symmetric in the following pairs:
Φ and Ψ, A and B, ZA and ZB, a and b, T and T̂ and also ΓT and ΓT̂ .
Theorem 5.6. Assume Configuration III-w. Then
(i) For any ΦB-WIT0 object E and any ΦB-WIT1 object F in A such that where ZA(E), ZA(F ) 6= 0,
we have
φA(F )  Γ
−1
T (b) ≺ φA(E).
(ii) Suppose E is a ZA-semistable object in A such that ZA(E) 6= 0 and
– the only strict A-injection from an object in AkerZA ∩W0,Φ,A,B to E is the zero morphism;
– the only strict A-surjection from E to an object in AkerZA ∩W1,Φ,A,B is the zero morphism.
Then E is either ΦB-WIT0 or ΦB-WIT1.
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(iii) Suppose E ∈ A satisfies the same hypotheses as in (ii). Then
E is ZA-semistable ⇒ ΦE is ZB-semistable.
Proof. (i) Take any E,F as described. We have ΦE ∈ B and so b ≺ φB(ΦE)  b + 1, implying
Γ−1T (b) ≺ φA(E) by (5.4.1). On the other hand, ΦF ∈ B[−1] so b − 1 ≺ φB(ΦF )  b, implying
φA(F )  Γ
−1
T (b) by (5.4.1). Part (i) thus follows.
(ii) By Lemma 3.10(ii), we have an A-short exact sequence
0→ E0 → E → E1 → 0
where Ei is ΦB-WITi for i = 0, 1. Suppose E0 6= 0. Then we must have ZA(E0) 6= 0, and hence
Γ−1T (b) ≺ φA(E0) by part (i). If we also have E1 6= 0, then ZA(E1) must be nonzero, in which case
part (i) also gives φA(E1)  Γ
−1
T (b). Then φA(E0) ≻ φA(E1), contradicting the semistability of E.
(iii) Let E be as described, and suppose E is ZA-semistable in A. By part (ii), E is either ΦB-WIT0
or ΦB-WIT1. Although the proofs of the two cases are similar, we include them both for the sake of
completeness.
Case 1: E is ΦB-WIT0. Take any B-short exact sequence
0→M → ΦE → N → 0
where M,N 6= 0. That E is ΦB-WIT0 implies ΦE is ΨA-WIT1 by Lemma 3.10(i). Hence M is also
ΨA-WIT1 sinceW1,Ψ,B,A is a torsion-free class in B by Lemma 3.10(ii). We then have the A-long exact
sequence
0→ Ψ0AN → ΨM [1]
α
→ E → Ψ1AN → 0.
If α = 0, then Ψ0AN
∼= ΨM [1] where Ψ0AN is ΦB-WIT1 while ΨM [1] is ΦB-WIT0 by Lemma 3.10(i)
again; this forces Ψ0AN = ΨM [1] = 0, i.e. M = 0, a contradiction. Hence imα 6= 0, and the
ZA-semistability of E implies φA(imα)  φA(E). On the other hand, since ΨM [1] is ΦB-WIT0, the
A-quotient imα is also ΦB-WIT0 (since W0,Φ,A,B is a torsion class in A). Then the first vanishing
condition in (ii) ensures ZA(imα) 6= 0. Part (i) then gives Γ
−1
T (b) ≺ φA(imα). Now we divide further
into two cases:
If ZA(Ψ
0
AN) 6= 0, then from part (i) we have φA(Ψ
0
AN)  Γ
−1
T (b); together with Γ
−1
T (b) ≺ φA(imα)
from above and noting ZA(Ψ
0
AN), ZA(imα) are both nonzero, we obtain φA(ΨM [1]) ≺ φA(imα) and
hence φA(ΨM [1]) ≺ φA(E). Then φB(M) ≺ φB(ΦE) by (5.4.1) and hence φB(M) ≺ φB(N).
If ZA(Ψ
0
AN) = 0, then ZA(ΨM [1]) = ZA(imα) 6= 0. If we also have ZA(Ψ
1
AN) = 0, then
ZB(N) = 0 by (5.3.1) and φB(M)  φB(N) follows. On the other hand, if ZA(Ψ
1
AN) 6= 0, then
the ZA-semistability of E gives φA(ΨM [1]) = φA(imα)  φA(Ψ
1
AN) = φA(ΨN [1]), which implies
φB(M)  φB(N).
Hence ΦE is ZB-semistable in Case 1.
Case 2: E is ΦB-WIT1. Take any B-short exact sequence
0→M → ΦE[1]→ N → 0
where M,N 6= 0. Since ΦE[1] is a ΨA-WIT0 object in B, its B-quotient N is also ΨA-WIT0 by Lemma
3.10(ii), giving us the A-exact sequence
0→ Ψ0AM → E
α
→ ΨN → Ψ1AM → 0.
As in Case 1, we must have imα 6= 0, and the ZA-semistability of E implies φA(E)  φA(imα). Since
ΨN is ΦB-WIT1, so is imα, and by the second vanishing in (ii) we must have ZA(imα) 6= 0. We now
divide further into two cases:
If ZA(Ψ
1
AM) 6= 0, then by (i), we have φA(imα) ≺ φA(Ψ
1
AM) and hence φA(imα) ≺ φA(ΨN) ≺
φA(Ψ
1
AM). On the other hand, the ZA-semistability of E gives φA(E)  φA(imα), giving us φA(E) ≺
φA(ΨN), which in turn gives φB(ΦE[1]) ≺ φB(N) and then φB(M) ≺ φB(N).
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If ZA(Ψ
1
AM) = 0, then ZA(imα) = ZA(ΨN) while ZA(Ψ
0
AM) = ZA(ΨM) and, as above, the
ZA-semistability of E gives φA(ΨM) = φA(Ψ
0
AM)  φA(imα) = φA(ΨN), and so φB(M)  φB(N).
Hence ΦE[1] is ZB-semistable in Case 2. ■
When we are in Configuration III, the functions ZA, ZB are polynomial stability functions, meaning
AkerZA ,BkerZB are both trivial, giving us cleaner statements:
Theorem 5.7. Assume Configuration III. Then
(i) For any ΦB-WIT0 object E and any ΦB-WIT1 object F in A where E,F 6= 0, we have
φA(F )  Γ
−1
T (b) ≺ φA(E).
(ii) (ZA-semistable implies ΦB-WITi) Any nonzero ZA-semistable object E in A is either ΦB-WIT0
or ΦB-WIT1.
(iii) Let M be any nonzero ΦB-WITi object in A where i = 0 or 1, and let SA denote be the weight
function SZ′
A
,M : K(D) → C((
1
v ))
c defined as in (4.8.1) using Z ′A := e
iπ(−a)ZA. Then SA
satisfies refinement-i with respect to the torsion pair (W0,Φ,A,B,W1,Φ,A,B) in A.
(iv) (correspondence of stability) For a nonzero object E ∈ A,
E is ZA-semistable ⇔ ΦE is ZB-semistable.
The same statement holds if we replace ‘semistable’ by ‘stable.’
Even though part (iv) of Theorem 5.7 can be proved via symmetry in Configuration III and adapting
the argument for Theorem 5.6(iii) for the ‘stable’ case, we give a proof using Configuration II. This
shows that all the applications of Configuration III in the later parts of this article can be traced back
to Configuration II and hence Configuration I.
Proof. (i), (ii): These follow from their counterparts in Theorem 5.6.
(iii) Let M,Z ′A, SA be as described. Then Z
′
A is a polynomial stability function on A with respect
to (0, 1], and ZA-semistability is equivalent to Z
′
A-semistability (the phases are simply translated by
a). By Lemma 4.8, every SA-semistable object F in A is ZA-semistable with φA(F ) = φA(M); by
parts (i) and (ii),M and F are both ΦB-WITi. Then by part (i), all the nonzero SA-semistable objects
in A lie in Wi,Φ,A,B for some fixed i. If i = 0 (resp. i = 1), then for every nonzero object G in
W1,Φ,A,B (resp. W0,Φ,A,B) we have φA(G) ≺ φA(M) (resp. φA(G) ≻ φA(M)) by part (i), and so
SA(G) ≺ 0 (resp. SA(G) ≻ 0) by Lemma 4.8. Hence SA satisfies the refinement property with respect
to (W0,Φ,A,B,W1,Φ,A,B).
(iv) By the symmetry in Configuration III (see 5.5), we only need to prove the ‘only if’ direction.
Let us fix a nonzero ZA-semistable object E in A. Then E is ΦB-WITi for i = 0 or 1 by part (ii).
Set Ê := ΦE[i], which lies in B. Let SA be the weight function SZ′
A
,E as defined in (4.8.1) where
Z ′A = e
iπ(−a)ZA as in part (iii), and let SB be the weight function SZ′
B
,Ê : K(U)→ C((
1
v ))
c defined as
in (4.8.1) where Z ′B := e
iπ(−b)ZB.
We will now show that the weight functions SA and (−1)
iSB satisfy condition 3.8(c). To see
this, take any F ∈ A that is ΦB-WITj where j = 0 or 1. We need to show that sgnSA(F ) =
sgn ((−1)iSB)(ΦF ). We divide into the following cases:
• i = 0, j = 1: By part (i), we have φA(E) ≻ φA(F ) and hence SA(F ) ≺ 0 by Lemma 4.8. On
the other hand, Ê is ΨA-WIT1 while F̂ is ΨA-WIT0 by Lemma 3.10(i), so by the symmetry in
Configuration III and part (i), we have φB(F̂ ) ≻ φB(Ê), implying −SB(ΦF ) = SB(ΦF [1]) =
SB(F̂ ) ≻ 0, i.e. SB(ΦF ) ≺ 0. Hence sgnSA(F ) = sgn ((−1)
iSB)(ΦF ) in this case.
• i = 1, j = 0: The argument is similar to the previous case. By part (i), we have φA(E) ≺
φA(F ) and hence SA(F ) ≻ 0 by Lemma 4.8. On the other hand, Ê is ΨA-WIT0 while F̂ is ΨA-
WIT1, so by the symmetry in Configuration III and part (i), we have φB(F̂ ) ≺ φB(Ê), implying
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SB(ΦF ) = SB(F̂ ) ≺ 0, i.e. (−1)SB(ΦF ) ≻ 0. Hence sgnSA(F ) = sgn ((−1)
iSB)(ΦF ) in this
case.
• i = j: Let us write φ′A, φ
′
B to denote the phase functions for the polynomial stability functions
Z ′A, Z
′
B, respectively. Then
SA(F ) ≻ 0⇔ φ
′
A(F ) ≻ φ
′
A(E) by Lemma 4.8
⇔ φA(F ) ≻ φA(E)
⇔ φB(ΦF ) ≻ φB(ΦE) by Lemma 5.4 and (5.4.1)
⇔ φ′B(ΦF ) ≻ φ
′
B(ΦE)
⇔ φ′B(F̂ ) ≻ φ
′
B(Ê) since i = j
⇔ SB(F̂ ) ≻ 0,
and all these equivalences still hold if we replace all instances of ‘≻’ by ‘=’ or ‘≺’. Together
with
SB(F̂ ) = SB(ΦF [j]) = SB(ΦF [i]) = ((−1)
iSB)(ΦF ),
we obtain sgnSA(F ) = sgn ((−1)
iSB)(ΦF ) in this case.
Therefore, the equivalences Φ,Ψ, the heartsA,B, and the weight functions SA, (−1)
iSB are in Config-
uration II. Moreover, SA satisfies refinement-i with respect to (W0,Φ,A,B,W1,Φ,A,B) by part (iii). Then
by Theorem 3.12, Ê is a semistable object in B with respect to the weight function (−1)2iSB = SB,
meaning Ê is a ZB-semistable object in B. The ‘stable’ case of part (iv) follows from the correspon-
dence case of Theorem 3.12. ■
Proposition 5.8. Assume Configuration III. If ZA has the Harder-Narasimhan property on A, then ZB
has the Harder-Narasimhan property on B.
Proof. Suppose ZA has the HN property on A. Fix any E ∈ B, and we will construct the ZB-HN
filtration for E.
To begin with, we have ΨB ⊂ D
[0,1]
A by Lemma 3.9, giving us an exact triangle
(5.8.1) (Ψ0AE)[1]→ ΨE[1]→ Ψ
1
AE → (Ψ
0
AE)[2].
Suppose
(5.8.2) 0 =M0 (M1 (M2 ( · · · (Mk = Ψ
0
AE
is the ZA-HN filtration of Ψ
0
AE in A, and
0 = N0 ( N1 ( N2 ( · · · ( Nl = Ψ
1
AE
the ZA-HN filtration of Ψ
1
AE in A. In particular, we have
φA(M1) ≻ φA(M2/M1) ≻ · · · ≻ φA(Mk/Mk−1)
and
φA(N1) ≻ φA(N2/N1) ≻ · · · ≻ φA(Nl/Nl−1).
The filtration (5.8.2) gives the sequence of exact triangles
(5.8.3) 0 =M0[1] // M1[1] //
yyttt
t
· · · // Mk−1[1] // Mk[1] = (Ψ
0
AE)[1]
tt❤❤❤❤
❤❤❤
M1[1]
[1]
gg◆◆◆◆◆
(Mk/Mk−1)[1]
[1]
ii❘❘❘❘❘❘
.
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Using the octahedral axiom, we can construct lifts N˜1, · · · , N˜l in D of N1, · · · , Nl with respect to the
morphism ΨE[1]→ Ψ1AE, respectively, together with a sequence of exact triangles
(5.8.4) (Ψ0AE)[1]
// N˜1 //
~~⑦⑦
⑦⑦
· · · // N˜l−1 // N˜l = ΨE[1]
vv♠♠♠
♠♠♠
N1
[1]
ee❑❑❑❑❑
Nl/Nl−1
[1]
ee▲▲▲▲▲
.
We will now show that Φ takes the concatenation of (5.8.3) and (5.8.4) to the ZB-HN filtration of E.
Since Ψ0AE is ΦB-WIT1, so is M1, and so Γ
−1
T (b)  φA(M1) by Theorem 5.7(i). On the other hand,
for each 1 ≤ i ≤ k, the factor Mi/Mi−1 is ZA-semistable with Γ
−1
T (b)  φA(M1) ≻ φA(Mi/Mi−1),
and so Mi/Mi−1 is ΦB-WIT1 by parts (i) and (ii) of Theorem 5.7. A similar argument shows that for
each 1 ≤ i ≤ l, the factor Ni/Ni−1 is ZA-semistable and ΦB-WIT0 with φA(Ni/Ni−1) ≻ Γ
−1
T (b). Hence
Φ takes each (Mi/Mi−1)[1] and each Nj/Nj−1 into B, and all of Φ((Mi/Mi−1)[1]),Φ(Nj/Nj−1) are
ZB-semistable by Theorem 5.7(iv).
From (5.4.1), we now have
φB(Φ(M1)[1]) ≻ φB(Φ(M2/M1)[1]) ≻ · · · ≻ φB(Φ(Mk/Mk−1)[1])
and
φB(ΦN1) ≻ φB(Φ(N2/N1)) ≻ · · · ≻ φB(Φ(Nl/Nl−1)).
Since Φ(Mk/Mk−1)[1] is ΨA-WIT0 and ΦN1 is ΨA-WIT1, we have
φB(Φ(Mk/Mk−1)[1]) ≻ φB(ΦN1)
by Theorem 5.7(i). Overall, the concatenation of (5.8.3) with (5.8.4) gives a filtration of ΨE[1], and
this filtration is taken by Φ to a filtration of E in B where each factor is ZB-semistable and the factors
have strictly decreasing φB. That is, we have constructed the ZB-HN filtration of E. ■
Remark 5.9. Even though it is possible to write down a generalisation of Proposition 5.8 to weak
polynomial stability conditions, as is done in [8, Section 19] when the central charge takes values in
C along with other assumptions, it is not clear whether there is a canonical way to do so. Since we do
not require such a generalisation in this article, we refrain from stating it here.
6. PRELIMINARIES ON ELLIPTIC FIBRATIONS
In this section, we fix our notation and terminology on elliptic fibrations.
6.1. µω,B-stability and Bω,B. Suppose X is a smooth projective variety of dimension n, and ω,B are
R-divisor classes on X where ω is ample. The usual slope function for coherent sheaves E on X is
defined as
µω,B(E) =
{
ωn−1chB1 (E)
chB
0
(E)
if chB0 (E) 6= 0
∞ if chB0 (E) = 0
.
Note that µω,B(E) = µω,0(E) − ω
n−1B when ch0(E) 6= 0, while µω,0 itself has the HN property even
when ω is not overQ by [18, Corollary 2.27]. Hence µω,B itself has the HN property for any R-divisors
ω,B where ω is ample.
We will write K(X) for K(Db(X)). In terms of the notation of 4.6, µω,B is precisely the slope
function µZ for the weak polynomial stability function Z : K(X) → C on Coh(X) with respect to
(0, 1] given by
Z(E) = −ωn−1chB1 (E) + ich
B
0 (E).
We define the following full subcategories of Coh(X) via extension closures
Tω,B = 〈F ∈ Coh(X) : F is µω,B-semistable with µω,B(F ) > 0〉
Fω,B = 〈F ∈ Coh(X) : F is µω,B-semistable with µω,B(F ) ≤ 0〉.
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The HN property of µω,B implies that (Tω,B ,Fω,B) is a torsion pair in Coh(X), and so the extension
closure in Db(X)
Bω,B = 〈Fω,B[1], Tω,B〉
is the heart of a bounded t-structure on Db(X).
6.2. The central charge Zω,B. Given any smooth projective variety X and R-divisor classes ω,B on
X where ω is ample, we define the group homomorphism Zω,B : K(X)→ C by
Zω,B(E) = −
∫
X
e−(B+iω)ch(E) = −
∫
X
e−iωchB(E).
On a smooth projective surface X , the pair (Zω,B,Bω,B) is a Bridgeland stability condition. (We do
not need to assume ω,B are over Q here - see [3, Section 2] or [35, Theorem 6.10].)
When B = 0, we will drop the subscript B, and similarly for the notations in 6.1.
6.3. The heart Cohp. On a smooth projective variety X , we will write Cohp or Cohp(X) to denote
the heart of bounded t-structure on Db(X) associated to the perversity function p(d) = −⌊d2⌋, the
general definition of which can be found in [5, Section 3.1]. Specifically, we have
Cohp(X) = Coh(X) when dimX = 1,
Cohp(X) = 〈Coh=2(X)[1],Coh≤1(X)〉 when dimX = 2,
Cohp(X) = 〈Coh≥2(X)[1],Coh≤1(X)〉 when dimX = 3.
6.4. Elliptic fibrations p : X → B. Unless otherwise stated, in the remainder of this article, we will
write p : X → B to denote a Weierstraß elliptic fibration in the sense of [30, 2.1] where X,B are
both smooth projective varieties. In particular, by p being an elliptic fibration, we mean that p is a flat
morphism whose fibers are Gorenstein curves of arithmetic genus 1. The Weierstraß condition means
that all the fibers of p are geometrically integral, and p has a section σ : B → X such that its image
Θ = σ(B) does not intersect any singular point of any singular fiber. The smoothness of X implies
that the generic fiber of p is a smooth elliptic curve, while the Weierstraß assumption means that the
singular fibers are at worst nodal or cuspidal. When X is a surface (resp. threefold), we will refer to
p : X → B or simply X as a Weierstraß elliptic surface (resp. Weierstraß elliptic threefold).
We will write f to denote the class of a fiber of p. Since Θ is a section of p, it is a p-ample divisor on
X by the Nakai-Moishezon criterion [24, Theorem 1.42]. As a result, given any ample divisor HB on
B, divisors on X of the form Θ + vp∗HB are ample for v ≫ 0 [24, Proposition 1.45]. We also define
the slope function µf on Coh(X) by
µf (E) =
{
fch1(E)
ch0(E)
if ch0(E) 6= 0
∞ if ch0(E) = 0
,
which has the HN property.
6.4.1. Another word on notation. We adopt a good deal of notation surrounding elliptic fibrations
from the reference [4, 6.2.6]. In continuing with their notation, we use the letter B to denote the base
of the elliptic fibration p : X → B. On the other hand, we also use B to denote the R-divisor on X
(sometimes called the ‘B-field’) used in ‘twisting’ Chern classes in defining slope functions and central
charges. Although there is a conflict of notation here, we believe that no confusion should arise as the
meaning of B will always be clear from the context.
6.4.2. Self-intersection of Θ. We will write the self-intersection of Θ on X as Θ2 = −e. Note that
e = degLwhere L = (R1p∗OX)∗ (e.g. see [27, 2.3]), while deg L ≥ 0 by [37, Lemma II.5.6, Definition
II.4.1, (II.3.6)]. Hence Θ2 = −e ≤ 0 overall.
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6.5. Fourier-Mukai transforms Φ, Φ̂. For a Weierstraß elliptic fibration p : X → B, we will write Φ
to denote the relative Fourier-Mukai transform Db(X) → Db(X) as defined in [4, 6.2.3], the kernel
P of which is a relative Poincaré sheaf. In particular, P is a universal sheaf for a moduli problem
parametrising rank-one torsion-free sheaves on the fibers of p. That is, for any closed point x ∈ X , if
Ox denotes the structure sheaf of {x} then ΦOx is a rank-one torsion-sheaf supported on the fiber of
p containing x. There is another relative Fourier-Mukai transform Φ̂ : Db(X)→ Db(X) satisfying
Φ̂Φ ∼= idDb(X)[−1] ∼= ΦΦ̂,
and the kernel of Φ̂ is also a universal sheaf for a moduli problem of rank-one torsion-free sheaves on
fibers of p (see [4, Theorem 6.18, Lemma 6.22] and also [15, 8.4]).
We say an object E ∈ Db(X) is Φ-WITi if ΦE is isomorphic to an object in Coh(X)[−i], in which
case we write Ê for any coherent sheaf satisfying ΦE ∼= Ê[−i]; we similarly define the notion of
Φ̂-WITi. These definitions are in line with those in 2.1.3.
7. ELLIPTIC CURVES
Let X be a smooth elliptic curve, so that the base B of our elliptic fibration p : X → B is a single
point. Set ω to be a single closed point on X and the B-field in 6.2 to be zero, so that the central
charge Z(E) := Zω,B(E) takes the form
Z(E) = −
∫
X
ch1(E) + ich0(E)
∫
X
ω = −(degE) + i(rkE).
The pair (Z,Coh(X)) is a polynomial stability function Z : K(X) → C with respect to (0, 1], and
the corresponding slope function (see 4.6.2), being the usual slope function for Mumford stability
for sheaves, has the Harder-Narasimhan property. Therefore, (Z,Coh(X)) is a Bridgeland stability
condition, and an object E ∈ Db(X) is a Z-semistable (resp. Z-stable) object in Coh(X) if and only if
it is a slope semistable (resp. slope stable) coherent sheaf on X (see 4.6.1).
Recall the following classification result for slope semistable sheaves on a smooth elliptic curve,
which can be found in the works of Bridgeland [11, 3.2], Hein-Ploog [19], Polishchuk [40, Lemma
14.6], and also in [4, Corollary 3.29]:
Theorem 7.1. Let X be a smooth elliptic curve, and Φ : Db(X)→ Db(X) the Fourier-Mukai transform
with Poincaré line bundle as the kernel. Then for any E ∈ Db(X),
E is a slope semistable sheaf if and only if ΦE is a slope semistable sheaf (up to a shift).
The same result holds when ‘semistable’ is replaced with ‘stable’ on both sides.
Theorem 7.1 can be recovered using Configuration III and Theorem 5.7(iv). To begin with, for any
E ∈ Db(X) we have
(7.1.1)
(
rkΦE
degΦE
)
=
(
0 1
−1 0
)(
rkE
degE
)
(e.g. see [4, Proposition 3.25], which uses a functor that is dual to Φ but has the same cohomological
Fourier-Mukai transform), which can be rewritten as
Z(ΦE) = (−i)Z(E).
Since p has relative dimension 1 and the kernel of Φ is a sheaf sitting at degree 0, we have ΦCoh(X) ⊂
D
[0,1]
Coh(X) [4, p.186].
Proof of Theorem 7.1. We are in Configuration III if we take D = U = Db(X), Ψ = Φ̂, A = B =
Coh(X), ZA = ZB = Z, a = b = 0, and T,ΓT to be as in Example 5.2.5 where T corresponds to
multiplication by (−i). The theorem then follows from Theorem 5.7(iv). ■
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Theorem 7.1 can be generalised to higher dimensional elliptic fibrations using Theorem 5.7. This
requires choosing appropriate input for Configuration III. A choice of such input on elliptic surfaces
will be constructed in Sections 8 and 10.
8. ELLIPTIC SURFACES: GL+(2,R)-ACTION
On a smooth projective surface X , we have
Zω,B(E) = −
∫
X
e−iωchB(E) = −chB2 (E) +
ω2
2 ch
B
0 (E) + iωch
B
1 (E).
In this section, we will take X to be a Weierstraß elliptic surface and study the following question:
Question 8.1. Given R-divisors ω,B on X , can we find R-divisors ω,B and g ∈ GL+(2,R) such that
Zω,B(ΦE) = TZω,B(E) for all E ∈ D
b(X)?
That is, we will find solutions to equation (5.3.1) in Configuration III, where the central charges
are those frequently used in the study of Bridgeland stability conditions, and where T is a constant
function.
8.2. Cohomological Fourier-Mukai transform. Suppose p : X → B is a Weierstraß elliptic surface.
For an object E ∈ Db(X), let us write
(8.2.1) ch0(E) = n, fch1(E) = d, Θch1(E) = c, ch2(E) = s.
We have the following formulas from [4, (6.21)]
ch0(ΦE) = d,
ch1(ΦE) = −ch1(E) + def + (d− n)Θ + (c−
1
2ed+ s)f,
ch2(ΦE) = −c− de+
1
2ne,
and hence
fch1(ΦE) = −n, Θch1(ΦE) = (s−
e
2d) + ne
where we recall Θ2 = −e ≤ 0 from 6.4.2. An analogous formula for the cohomological Fourier-Mukai
transform associated to Φ̂ can be found in [4, (6.22)].
8.3. For a, b ∈ R>0 and any R-divisor B on X , we will write
Za,b,B(E) = −ch
B
2 (E) + ach
B
0 (E) + i(Θch
B
1 (E) + bfch
B
1 (E))
and
Z ′a,b,B(E) =
(
1 −fB
0 1
)
Za,b,B(E)
for any E ∈ Db(X). Note that when ω is an ample divisor of the form ω = xΘ+ yf where x, y ∈ R>0,
we can write
(8.3.1) Zω,B(E) =
(
1 0
0 x
)
Zω2
2 ,
y
x ,B
(E).
Hence every central charge of the form Zω,B is equal to gZ
′
a,b,B for some g ∈ GL
+(2,R) and a, b ∈ R>0
depending only on ω. Therefore, if we only consider divisors ω, ω lying in R>0Θ+R>0f , then Question
8.1 is equivalent to the following:
Question 8.4. Given γ, δ ∈ R>0 and an R-divisor B, can we find ǫ, ζ ∈ R>0, an R-divisor B and
T ∈ GL+(2,R) such that
(8.4.1) Z ′ǫ,ζ,B(ΦE) = TZ
′
γ,δ,B
(E) for all E ∈ Db(X)?
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Remark 8.4.2. When b > 0 is chosen so that Θ+ bf is an ample divisor on X and a ∈ R>0, the same
argument as in the proof of [3, Corollary 2.1] shows that (Za,b,B,BΘ+bf,B) is a Bridgeland stability
condition with respect to (0, 1].
8.5. Let us consider the equation (8.4.1) under the additional constraint that B,B lie in RΘ + Rf .
Suppose B = kΘ + lf and B = pΘ + qf where k, l, p, q ∈ R. Using the notation for ch(E) from 8.2,
we have
Z ′
γ,δ,B
(E) = −s+ (l − kδ)d+
(
γ + (δ − e2 )k
2
)
n+ i (c+ δd− (l − ek + δk)n)
and
Z ′ǫ,ζ,B(ΦE) = c+(e−
e
2p
2+ǫ+p2ζ)d+(− e2−q+pζ)n+ i
(
s+ (− e2 − (q − ep)− pζ)d+ (e− ζ)n
)
.
Using the last two formulas and the cohomological Fourier-Mukai transform for Φ̂ in [4, (6.22)], we
can compute
Z ′
γ,δ,B
(Ox) = −1, Z
′
ǫ,ζ,B(ΦOx) = i, and Z
′
γ,δ,B
(Φ̂Ox) = i, Z
′
ǫ,ζ,B(ΦΦ̂Ox) = 1.
Putting E = Ox in (8.4.1) now gives i = T · (−1), while putting E = Φ̂Ox gives 1 = T · i. It follows
that the only element T ∈ GL+(2,R) that can satisfy (8.4.1) for all E ∈ Db(X) is T =
(
0 1
−1 0
)
, i.e.
T is simply multiplication by −i. In this case, (8.4.1) holds for all E ∈ Db(X) whenever the following
relations are satisfied:
l − kδ = e2 + (q − ep) + pζ
γ + (δ − e2 )k
2 = ζ − e
δ = e− e2p
2 + ǫ + p2ζ
l − ek + δk = e2 + q − pζ.(8.5.1)
8.5.2. In the special case k = p, l = q, γ = ǫ and δ = ζ, in which case B = B and Z ′
γ,δ,B
= Z ′ǫ,ζ,B, the
four relations in (8.5.1) together simplify to just three relations
e = 0, pζ = 0, ζ = ǫ.
In particular, with g = −i and for e = 0, if k = p = 0 then any l = q and any γ = δ = ǫ = ζ > 0 give a
solution to (8.4.1).
9. A POLYNOMIAL STABILITY AND TWISTED GIESEKER STABILITY ON SURFACES
In this section, we take X to be an arbitrary smooth projective surface. We describe the large vol-
ume limit, which can be defined as a polynomial stability condition denoted as Zl-stability. Then
we prove that 1-dimensional Zl-semistable objects coincide with 1-dimensional twisted Gieseker
semistable sheaves.
9.1. Zl-stability. On a surface X , we have Coh
p(X) = 〈Coh=2(X)[1],Coh≤1(X)〉 from 6.3. Then for
any fixed R-divisors ω˜, B on X where ω˜ is ample, and any β ∈ R>0, we set ω = βω˜ and define
Zl(E) = Zω,B(E) = Zβω˜,B(E)
forE ∈ Db(X). By regarding β as the parameter, the pair (Zl,Coh
p) is a polynomial stability condition
on Db(X) with respect to (14 ,
5
4 ] [5, Proposition 4.1(b)]. The wall and chamber structure of (Zl,Coh
p)
as a polynomial stability condition was studied in [25], while the mini-wall and mini-chamber struc-
ture of the associated Bridgeland stability conditions {(Zβω˜,B,Bβω˜,B)}β was studied in [32]. For a
fixed Chern character of objects in Db(X), there is an effective bound β0 such that, for β ≥ β0, the
moduli of Zl-semistable objects (i.e. the moduli of polynomial semistable objects) with that Chern
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character can be identified with the moduli of Zβω˜,B-semistable objects (i.e. the moduli of Bridgeland
semistable objects) with the same Chern character [32, Theorem 4.4].
9.2. Twisted Gieseker stability. Let X be a smooth projective surface and L a line bundle on X . The
L-twisted Euler characteristic of a coherent sheaf E on X is defined as
χL(E) := χ(E ⊗ L) =
∫
X
ch(E ⊗ L)td(TX)
where the second equality follows from Hirzebruch-Riemann-Roch. Given a fixed ample divisor ω˜
on X , we say a coherent sheaf E in Coh≤1(X) is L-twisted ω˜-Gieseker semistable, or simply twisted
Gieseker semistable, if for every short exact sequence of sheaves 0 → M → E → N → 0 on X where
M,N 6= 0 we have
χL(M)
ω˜ch1(M)
≤
χL(N)
ω˜ch1(N)
(e.g. see [27, Definition 6.1]). We say E is twisted Gieseker stable if we always have a strict inequality
above.
9.3. Suppose L is a line bundle on X such that ch1(L)KX = 0. Then for any E ∈ Coh
≤1(X) we have
χL(E) = ch
B
2 (E) if we put B = ch1(L
∗) + 12KX; furthermore, for any ample R-divisor ω˜ we have
Zω˜,B(E) = −ch
B
2 (E) + iω˜ch
B
1 (E) = −χL(E) + iω˜ch1(E).
Corollary 9.4. Let X be a smooth projective surface and ω˜ a fixed ample R-divisor on X . Suppose L is
a line bundle on X such that ch1(L)KX = 0, and B = ch1(L
∗) + 12KX . Then for any E ∈ D
b(X),
E is an L-twisted ω˜-Gieseker semistable sheaf in Coh≤1(X) ⇔ E is Zl-semistable with ch0(E) = 0
where Zl-stability is defined as in 9.1. The same statements holds if we replace ‘semistable’ with ‘stable.’
Proof. For any 0 6= E ∈ Coh≤1(X), we have
Zl(E) = Zβω˜,B(E) = −chL(E) + iβω˜ch1(E)
and Zl(E) ∈ R>0eiπ(0,1]. Considering Coh
≤1(X) as an abelian subcategory of Db(X), we have the
slope function
µZl(E) =
chL(E)
βω˜ch1(E)
for 0 6= E ∈ Coh≤1(X) as defined in 4.6.
Now, given any E ∈ Db(X), if E is an L-twisted ω˜-Gieseker semistable sheaf in Coh≤1(X), then
E ∈ Cohp(X), and any Cohp(X)-short exact sequence of the form 0→M → E → N → 0 (assuming
M,N 6= 0) is a Coh≤1(X)-short exact sequence. Since twisted Gieseker semistability clearly coincides
with µZl -semistability on Coh
≤1(X), we have µZl(M)  µZl(N) and hence φZl(M)  φZl(N) (see
4.6.1), showing that E is Zl-semistable in Coh
p(X).
Conversely, if E is a Zl-semistable object in Coh
p(X) with ch0(E), thenH
−1(E)must vanish and so
E ∈ Coh≤1(X). Since Coh≤1(X) is a subcategory of Cohp(X), every Coh≤1(X)-short exact sequence
of the form 0 → M → E → N → 0 (assuming M,N 6= 0) is also a Cohp(X)-short exact sequence.
Then the Zl-semistability of E in Coh
p(X) implies µZl(M)  µZl(N) by 4.6.1, which in turn shows E
is twisted Gieseker semistable. Hence the ’semistable’ case is proved.
The above arguments can be easily modified to show the ’stable’ case. ■
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10. ELLIPTIC SURFACES: A SECOND POLYNOMIAL STABILITY
In this section, we continue to take X to be a Weierstraß elliptic surface as we did in Section 8
unless otherwise stated. We describe another polynomial stability, denoted as Z l-stability. As opposed
to Zl-stability, the definition of which involves deforming an ample class towards infinity along a ray
in the ample cone, the definition of Z l-stability involves deforming an ample class towards the fiber
class of the elliptic surface, along a hyperbola in the ample cone. We prove that Zl-semistable objects
correspond to Z l-semistable objects under the autoequivalence Φ, for all Chern classes.
10.1. Notation. Fix an m ∈ R>0 such that Θ + kf is ample for all k ≥ m. For any α, β ∈ R>0, we
will write ω˜ = 1α (Θ +mf) + f and
ω = βω˜ = βα (Θ +mf) + βf =
β
α (Θ + (m+ α)f).
Then ω˜ and ω are both ample by our choice of m. In addition, for any u, v ∈ R>0 we write
ω = u(Θ +mf) + vf = u(Θ + (m+ vu )f),
which is also ample by our choice of m. Since Θ2 = −e and Θ+mf is ample by assumption, we have
Θ(Θ +mf) > 0, i.e. m− e > 0.
10.2. B,B in Rf . In the rest of this section, we will focus on B-fields of the form B = lf and
B = qf where l, q ∈ R. We do not consider the case where fB, fB are nonzero because, in extending
the construction of Z l-stability in [27] to such nonzero B-fields, essential ingredients such as [27,
3.2(iii), (v)] will no longer hold (one might have to replace the autoequivalence Φ by a Fourier-Mukai
transform between X and one of its Fourier-Mukai partners constructed in [15]). With B = lf and
B = qf , we have fB = fB = 0 and so from 8.3 and 8.5 we have Z ′
γ,δ,B
= Zγ,δ,B, Z
′
ǫ,ζ,B = Zǫ,ζ,B and
Zγ,δ,B(E) = (−s+ ld+ γn) + i(c+ δd− ln),
Zǫ,ζ,B(ΦE) = c+ (e+ ǫ)d+ (−
e
2 − q)n+ i
(
s+ (− e2 − q)d+ (e− ζ)n
)
which satisfy
(10.2.1) Zǫ,ζ,B(ΦE) = (−i)Zγ,δ,B(E) =
(
0 1
−1 0
)
Zγ,δ,B(E) for any E ∈ D
b(X)
provided we have the relations
(10.2.2) l = e2 + q, γ = ζ − e, δ = e+ ǫ.
10.3. We will now rewrite the computations in 10.2 in terms of Zω,B and Zω,B. From (8.3.1), we
have
Zω,B(E) =
(
1 0
0 βα
)
Zω2
2 ,m+α,B
(E)
Zω,B(ΦE) =
(
1 0
0 u
)
Zω2
2 ,m+
v
u ,B
(ΦE)
and so by choosing
γ = ω
2
2 , δ = m+ α, ǫ =
ω2
2 , ζ = m+
v
u
in 10.2, the relations (10.2.2) can be rewritten as
l = e2 + q,(10.3.1)
β2
α2 (m+ α−
e
2 ) = m+
v
u − e,(10.3.2)
m+ α− e = (m− e2 )u
2 + uv.(10.3.3)
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Under these relations, (10.2.1) can be rewritten as
Zω,B(ΦE) =
(
1 0
0 u
)
Zǫ,ζ,B(ΦE) =
(
1 0
0 u
)(
0 1
−1 0
)
Zγ,δ,B(E)
=
(
1 0
0 u
)(
0 1
−1 0
)(
1 0
0 βα
)−1
Zω,B(E) =
(α
β 0
0 u
)(
0 1
−1 0
)
Zω,B(E),
i.e.
(10.3.4) Zω,B(ΦE) =
(α
β 0
0 u
)(
0 1
−1 0
)
Zω,B(E) =
(α
β 0
0 u
)
(−i)Zω,B(E).
10.4. Solving equations. Let us make the change of variable w = 1v so that (10.3.3) reads
(10.4.1) u =
(
(m+ α− e)− (m− e2 )u
2
)
w
which allows us to solve for u as a formal power series in w. By [23, Theorem 1.1, Remark 1.2(2)],
this power series is convergent on a neighbourhood of 0, i.e. the relation (10.3.3) defines u as an
implicit function in v (hence w), and u can be represented by an element of (m+α−e)wRJwKc. Since
m− e > 0 from 10.1 and α > 0, it follows that u = Θ( 1v ) for v ≫ 0; in particular, as v → ∞ we have
u→ 0+.
Since m > e ≥ e2 ≥ 0, for any α, u, v ∈ R>0, the equation (10.3.2) has a solution
(10.4.2) β = α
√
m+ vu − e
m+ α− e2
> 0.
If we set C = α2/(m+ α− e2 ), then (10.3.2) can be rewritten as
β2 = C
(
1
uw + (m− e)
)
.
Since u ∈ wRJwKc and u has a zero of order 1 at w = 0 from above, 1u2 has a pole of order 2 at w = 0
and 1u2 ∈
1
w2RJwK
c. On the other hand, from (10.4.1) we have
1
uw = (m+ α− e)
1
u2 − (m−
e
2 ),
which also has a pole of order 2 at w = 0. Overall, we obtain
β2 = Cm+α−ew
−2 + (higher-degree terms in w).
In particular, β2 is an implicit function in v that is represented by an element of 1w2RJwK
c. Since the
lowest-degree term of β2 has positive coefficient, we can solve for β as a series in w directly and see
that β is represented by an element of 1wRJwK
c. Note that β = Θ(v) as v → ∞. Regarding u, β as
elements of R(( 1v ))
c allows us to consider Zω,B, Zω,B as group homomorphisms K(X)→ C((
1
v ))
c.
We include the following lemma here, although it will not be needed until Theorem 12.4:
Lemma 10.4.3. Consider β, u as function in v as in 10.4, and suppose v0 ∈ R>0 is such that, on
[v0,∞), both β, u are positive and convergent as Laurent series in v. Then there exists v
′ > v0 such that
u is monotone decreasing while β is monotone increasing for v ∈ [v′,∞).
Proof. From (10.4.2), it suffices to show that vu is monotone increasing for v ≫ 0. On the other hand,
rewriting (10.3.3) as
(m+ α− e) 1u2 = (m−
e
2 ) +
v
u ,
it suffices to show that 1u2 is monotone increasing. From (10.4.1), we have
u = (m+ α− e)w
(
1− (m− e2 )w
2 + higher-order terms in w
)
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and hence
1
u2 =
1
(m+α−e)2
(
1
w2 + 2(m−
e
2 ) + higher-order terms in w
)
= 1(m+α−e)2
(
v2 + 2(m− e2 ) + lower-order terms in v
)
,
from which we see the derivative of 1u2 with respect to v is a series where the highest-degree term
is 2(m+α−e)2 v, and so
1
u2 is monotone increasing as a function in v on the interval [v
′,∞) for some
v′ > v0. ■
10.5. The heart Bl. With ω = u(Θ +mf) + vf and B = qf , for any coherent sheaf A of nonzero
rank on X we have
µω,B(A) =
ωchB1 (A)
chB0 (A)
= uµΘ+mf,B(A) + vµf (A).
The proof of [27, Lemma 3.1] can then be easily modified to show:
Lemma 10.5.1. Supposem ∈ R>0 is as in 10.1, and ω = u(Θ+mf)+ vf where u, v ∈ R>0, u0 ∈ R>0
is fixed, B = qf for some q ∈ R and F is a coherent sheaf on X .
(1) The following are equivalent:
(a) There exists v0 ∈ R>0 such that F ∈ Fω,B for all (v, u) ∈ (v0,∞)× (0, u0).
(b) There exists v0 ∈ R>0 such that, for every nonzero subsheaf A ⊆ F , we have µω,B(A) ≤ 0
for all (v, u) ∈ (v0,∞)× (0, u0).
(c) For every nonzero subsheaf A ⊆ F , either (i) µf (A) < 0, or (ii) µf (A) = 0 and also
µΘ+mf,B(A) ≤ 0.
(2) The following are equivalent:
(a) There exists v0 ∈ R>0 such that F ∈ Tω,B for all (v, u) ∈ (v0,∞)× (0, u0).
(b) There exists v0 ∈ R>0 such that, for every nonzero quotient sheafA of F we have µω,B(A) >
0 for all (v, u) ∈ (v0,∞)× (0, u0).
(c) For every nonzero quotient sheaf A of F , either (i) µf (A) > 0, or (ii) µf (A) = 0 and
µΘ+mf,B(A) > 0.
We now define F l (resp. T l) to be the extension closure in Coh(X) of all coherent sheaves F
satisfying condition (1)(c) (resp. (2)(c)) in Lemma 10.5.1, and define the extension closure in Db(X)
Bl = 〈F l[1], T l〉.
10.5.2. Now suppose u : R>0 → R>0 is any continuous function in v such that u→ 0 as v →∞, such
as when u is defined as an implicit function in v via (10.3.3) as in 10.4. Then we can equivalently
define
T l = {F ∈ Coh(X) : F ∈ Tω,B for all v ≫ 0},
F l = {F ∈ Coh(X) : F ∈ Fω,B for all v ≫ 0}
just as we did in [31, Remark 4.4(vi)].
10.6. Fixing a relation between u, v. From now on, we will assume that u, v satisfy the relation
(10.3.3) and regard u as a function in v as we did in 10.4. Then many of the arguments and results in
[27] carry over directly, including: Coh≤1(X) ⊂ T l, F l ⊂ Coh=2(X),W0,Φ̂ ⊂ T
l, and that fch1(E) ≥
0 for all E ∈ Bl (see [27, 3.2] and [31, Remark 4.4]). Replacing µ∗ with µΘ+mf,B in the proof of [31,
Lemma 4.6] (see also [27, Lemma 3.3]) gives that (T l,F l) is a torsion pair in Coh(X), and so Bl is
the heart of a t-structure on Db(X). The inclusion W0,Φ̂ ⊂ T
l then implies F l ⊂ W1,Φ̂. We also have
the analogue of [27, Lemma 3.4]:
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Lemma 10.6.1. Fix m,α ∈ R>0 as in 10.1, consider u as a function in v as in 10.4 and let B ∈ Rf .
Then for any nonzero F ∈ Bl, we have Zω,B(F ) ∈ H for v ≫ 0.
10.7. Z l-stability. Suppose X is a Weierstraß elliptic surface. By regarding u as a function in v as in
10.4, for any B ∈ Rf we now define a group homomorphism Z l : K(Db(X))→ C(( 1v ))
c via
Z l(E) = Zω,B(E)
for E ∈ Db(X). By Lemma 10.6.1, the pair (Z l,Bl) is a polynomial stability function with respect to
(0, 1]. (The HN property of Z l on Bl will be established below using Proposition 5.8.)
The next main goal in this section is to establish a relation between Zl-stability and Z
l-stability. For
this, we need a little more technical preparation.
10.8. Under the relations (10.3.1), (10.3.2) and (10.3.3), any E ∈ Db(X) with ch0(E) = 0 satisfies
−chB2 (E) = ℜZω,B(E) = −
1
uℑZω,B(ΦE) = −
1
uωch
B
1 (ΦE)
where the second equality follows from (10.3.4).
10.9. Consider the abelian subcategory {Coh≤0}↑ of Coh≤1(X). Any nonzero E ∈ Coh≤1(X) with
fch1(E) = 0 must be a fiber sheaf; if E also lies in {Coh
≤0}↑, then E must be a 0-dimensional sheaf
and hence ch2(E) > 0. Hence for any R-divisor B on X , we have the slope function on {Coh
≤0}↑
µ∗,B(E) =
{
chB2 (E)
fch1(E)
if fch1(E) 6= 0
∞ if fch1(E) = 0
for E ∈ {Coh≤0}↑.
Note that chB1 (E) = ch1(E) for any E ∈ Coh
≤1(X). The HN property of µ∗,B on {Coh
≤0}↑ follows
from [33, Proposition 3.4].
Lemma 10.10. Suppose B,B ∈ Rf and E ∈ {Coh≤0}↑ is a µ∗,B-semistable sheaf supported in
dimension 1. Then ΦE lies in T l (resp. F l) if chB2 (E) > 0 (resp. ch
B
2 (E) ≤ 0).
Proof. Every coherent sheaf in {Coh≤0}↑ is Φ-WIT0 [29, Remark 3.14], so ΦE ∈ Coh(X). Take any
short exact sequence of sheaves
0→M → ΦE → N → 0
whereM,N 6= 0. Since ΦE is Φ̂-WIT1, so isM . Hence we have a long exact sequence of sheaves
0→ Φ̂0N → M̂
g
→ E → Φ̂1N → 0.
Since E lies in {Coh≤0}↑ and is supported in dimension 1, we have fch1(E) 6= 0; we also know ΦE is
a torsion-free sheaf [29, Lemma 4.3(ii)], so M is also torsion-free.
Since B,B ∈ Rf , we have fchB1 (F ) = fch1(F ) for any coherent sheaf F on X and similarly for
chB1 .
Case 1: chB2 (E) > 0. To prove ΦE ∈ T
l, we use the characterisation of T l in Lemma 10.5.1(2)(c),
by which it suffices to show either µf (N) > 0, or µf (N) = 0 together with µΘ+mf,B(N) > 0, for any
nonzero quotient sheaf N of ΦE. In particular, we can assume ch0(N) 6= 0.
That M is Φ̂-WIT1 gives fch1(M) ≤ 0 [30, Lemma 5.4(a)], while ch0(E) = 0 gives fch1(ΦE) = 0.
Hence fch1(N) ≥ 0. Suppose fch1(N) = 0. Then fch1(M) = 0 and hence ch0(M̂) = 0, i.e. M̂ is a
torsion sheaf. This implies Φ̂0N is a Φ-WIT1 torsion sheaf, and hence a fiber sheaf [28, Lemma 2.6],
and so chB2 (Φ̂
0N) ≤ 0 [30, Lemma 5.4(a)].
If Φ̂1N is also a fiber sheaf, then N itself is a fiber sheaf, and hence a torsion sheaf, and so
µΘ+mf,B(N) =∞.
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So let us assume Φ̂1N is not a fiber sheaf, in which case µ∗,B(Φ̂
1N) <∞. The µ∗,B-semistability of
E then gives chB2 (Φ̂
1N) > 0, and we have chB2 (Φ̂N) < 0 overall. We are also assuming fch1(N) = 0
which implies ch0(Φ̂N) = 0. Applying 10.8 to Φ̂N and noting 0 > ch
B
2 (Φ̂N), we obtain ωch
B
1 (N) > 0.
Since fchB1 (N) = 0, we have ωch
B
1 (N) = u(Θ +mf)ch
B
1 (N) > 0 and hence µΘ+mf,B(N) > 0.
Case 2: chB2 (E) ≤ 0. In this case, we want to prove that ΦE ∈ F
l. By the characterisation
of F l in Lemma 10.5.1(1)(c), it suffices to show either µf (M) < 0, or µf (M) = 0 together with
µΘ+mf,B(M) ≤ 0. As in Case 1, we knowM is a torsion-free sheaf with fch1(M) ≤ 0. If fch1(M) < 0
then we are done, so let us assume fch1(M) = 0, which gives fch1(N) = 0. The same argument as in
Case 1 then gives chB2 (Φ̂
0N) ≤ 0.
If im g = 0, then Φ̂0N ∼= M̂ is both Φ-WIT1 and Φ-WIT0, forcing M = 0, a contradiction. Hence
im g 6= 0. Since im g is a subsheaf of E, which is pure 1-dimensional and lies in {Coh≤0}↑, it follows
that fch1(im g) 6= 0. Hence ch
B
2 (im g) ≤ 0 by the µ∗,B-semistability ofE. Thus ch
B
2 (M̂) = ch
B
2 (Φ̂
0N)+
chB2 (im g) ≤ 0. Applying 10.8 to M̂ now gives ωch
B
1 (M) ≤ 0. Since fch1(M) = 0, it follows that
(Θ +mf)chB1 (M) ≤ 0 and hence µΘ+mf,B(M) ≤ 0. ■
Proposition 10.11. Fix an R-divisor B ∈ Rf on X . Then ΦCohp ⊂ D[0,1]
Bl
.
Proof of Proposition 10.11. For any E ∈ Cohp, consider the canonical exact triangle
H−1(E)[1]→ E → H0(E)→ H−1(E)[2]
whereH−1(E) ∈ Coh=2(X) andH0(E) ∈ Coh≤1(X). Fix an R-divisor B ∈ Rf onX . Since {Coh≤0}↑
is a torsion class in Coh≤1(X), we have a filtration in Coh≤1(X)
A0 ⊆ A1 ⊆ A2 ⊆ A3 = H
0(E)
where A2 is the maximal subsheaf of H
0(E) lying in {Coh≤0}↑, A0 is the maximal subsheaf of A2
lying in Coh≤0(X), all the µ∗,B-HN factors of A1/A0 have µ∗,B in the range (0,∞), and all the µ∗,B-
HN factors of A2/A1 have µ∗,B in the range (−∞, 0]. Since Coh
≤1(X) ⊂ Cohp, we can construct a
filtration of E in Cohp with factors H−1(E)[1], A0, A1/A0, A2/A1 and A3/A2.
Since H−1(E) is a torsion-free sheaf, we have ΦH−1(E)[1] ∈ Bl by [27, 3.9] (the proof of
which depends on [27, 3.7, 3.8], which still apply). Next we have ΦA0 ∈ Coh(p)0 ⊂ B
l. Then,
by Lemma 10.10, we have Φ(A1/A0) ∈ T
l ⊂ Bl while Φ(A2/A1) ∈ F
l ⊆ Bl[−1]. Lastly, since
A3/A2 is necessarily a fiber sheaf, both its Φ-WIT0 and Φ-WIT1 components are fiber sheaves, imply-
ing Φ(A3/A2) ∈ 〈Coh(p)0,Coh(p)0[−1]〉 ⊆ D
[0,1]
Bl
. Overall, we have ΦE ∈ D
[0,1]
Bl
and the proposition
follows. ■
We now have all the input for Configuration III to prove a correspondence theorem between Zl-
stability and Z l-stability via the autoequivalence Φ:
Theorem 10.12. Let p : X → B be a Weierstraß elliptic surface and Φ : Db(X) → Db(X) the
Fourier-Mukai transform given by a relative Poincaré sheaf as in 6.5. Let B,B be divisors in Rf satisfying
(10.3.1), and let ω, ω be ample R-divisors written in the form of 10.1, where we regard u, β as elements
of R(( 1v ))
c as in 10.4 (so that (10.3.2) and (10.3.3) holds). Then for any E ∈ Db(X),
E is Zl-semistable if and only if ΦE is Z
l-semistable.
The same result holds when ‘semistable’ is replaced with ‘stable’ on both sides.
Proof. We will check that we are in Configuration III; the theorem will then follow from Theorem
5.7(iv).
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Let D = U = Db(Coh(X)), Φ as described and Ψ = Φ̂ where Φ̂ is as in 6.5. Let A = Cohp,B = Bl,
ZA = Zl and ZB = Z
l, while a = 14 , b = 0 and T =
(
α/β 0
0 u
) (
0 1
−1 0
)
∈ GLl,+(2,R(( 1v ))
c).
Condition 5.3(a) now follows from the identities in 6.5, while condition 5.3(b) follows from Propo-
sition 10.11. From 9.1, we know ZA is a polynomial stability function on A with respect to (a, a+ 1];
from 10.7, we know ZB is a polynomial stability function on B with respect to (b, b+ 1]. The identity
(5.3.1) then follows from (10.3.4). Choosing ΓT to be the branch satisfying ΓT (φ
′) = φ′ − 12 for all
φ′ ∈ 12Z, we obtain Γ
−1
T (0) =
1
2 and so (5.3.2) holds. Therefore, we are in Configuration III and the
theorem follows from Theorem 5.7(iv). ■
Corollary 10.13. Let p : X → B be a Weierstraß elliptic surface, B a divisor in Rf , ω an ample R-
divisor on X written as in 10.1, where we regard u as an element of R(( 1v ))
c as in 10.4 (so that (10.3.3)
holds). Then (Z l,Bl) is a polynomial stability condition on Db(X) with respect to (0, 1].
Proof. From the proof of Theorem 10.12, we know that if we choose B,ω in a suitable manner then
(Zl,Coh
p) and (Z l,Bl) are in Configuration III. Since (Zl,Coh
p) has the HN property [5, Theorem
3.2.2], the HN property of (Z l,Bl) follows from Proposition 5.8. ■
10.14. Bogomolov inequality. On a smooth projective surface X , we define the discriminant of any
object E ∈ Db(X) as
∆(E) = ch1(E)
2 − 2ch0(E)ch2(E).
The usual Bogomolov inequality on a smooth projective surface X says, that when E is a torsion-free
slope semistable sheaf on X , we have ∆(E) ≥ 0. It is easy to check that ∆ is invariant under the shift
functor in Db(X) and twisting the Chern character by a B-field.
10.14.1. Let p : X → B be a Weierstraß elliptic surface. Given any E ∈ Db(X), a straightforward
computation using the formulas in 8.2 shows
(10.14.2) ∆(ΦE) + e(fch1(ΦE))
2 = ∆(E) + e(fch1(E))
2,
or equivalently
(10.14.3) ∆(ΦE)− e(ch0(ΦE))
2 = ∆(E)− e(ch0(E))
2.
If E ∈ Cohp is a Zl-semistable object of nonzero rank, then H
−1(E) is a torsion-free slope semistable
sheaf while H0(E) is a 0-dimensional sheaf [5, Lemma 4.2], and so
∆(E) = ∆(H−1(E))− 2ch0(H
−1(E)[1])ch2(H
0(E)) ≥ ∆(H−1(E)) ≥ 0.
That is, a Zl-semistable object E satisfies ∆(E) ≥ 0. Therefore, by Theorem 10.12 and Corollary
10.13, any Z l-semistable object F (i.e. a shift of some Z l-semistable object in Bl) satisfies
∆(F ) ≥ e(ch0(F )
2 − (fch1(F ))
2).
In particular, when e = 0 (such as when X is a product and p is the trivial elliptic fibration), we have
∆(F ) ≥ 0 for any Z l-semistable object F .
11. ELLIPTIC SURFACES: BRIDGELAND STABILITY
In this section, p : X → B will be a Weierstraß elliptic fibration. We will fix the parameter v (and
subsequently u, β) and consider the resulting Bridgeland stability conditions. We give a countable
family of rays in the space of Bridgeland stability conditions on Db(X) such that, for every stability
condition σ on such a ray sufficiently away from the origin, we are able to describe precisely the image
of σ under the action of the autoequivalence Φ.
11.1. Notation: fixing v. Let us continue with the notation from 10.1, where m,α ∈ R>0 are fixed
such that Θ + kf is ample on X for all k ≥ m (which implies m > e). Regarding u, β as functions in
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v as in 10.4, let us fix a v0 ∈ R>0 such that, on the region v > v0, the functions u, β are both positive
and their Laurent series representations in v are convergent. Now fix any v > v0 in the remainder
of this section; then u, β ∈ R>0 are also fixed, and ω˜, ω, ω are all fixed ample divisors on X . Let us
also fix R-divisors B,B ∈ Rf on X such that (10.3.1) holds. Then for any E ∈ Db(X), the relation
(10.3.4)
Zω,B(ΦE) =
(α
β 0
0 u
)
(−i)Zω,B(E)
holds, where
( α
β 0
0 u
)
is an element of GL+(2,R).
11.2. Let us write Φ̂K to denote the induced map onK(X) by the autoequivalence Φ̂ ofDb(X). Since
(Zω,B,Bω,B) is a Bridgeland stability condition with respect to (0, 1], the pair (Zω,B ◦ Φ̂
K ,ΦBω,B[1]) is
also a Bridgeland stability condition with respect to (0, 1]. For any F ∈ ΦBω,B[1], we have Φ̂F ∈ Bω,B
and (α
β 0
0 u
)(
0 1
−1 0
)(
(Zω,B ◦ Φ̂
K)(F )
)
= Zω,B(ΦΦ̂F ) = Zω,B(F [−1])
from (10.3.4). Hence (Zω,B,ΦBω,B[1]) is a Bridgeland stability condition with respect to (
1
2 ,
3
2 ]. In par-
ticular, for any 0 6= F ∈ ΦBω,B[1] we have ℜZω,B(F ) ∈ R≤0, and if ℜZω,B(F ) = 0 then ℑZω,B(F ) < 0
must hold.
11.3. We can also rewrite the discussion in 11.2 in terms of Bridgeland’s notation for group actions
on Stab(X) in [12, Lemma 8.2]. Let σ = (Zω,B,Bω,B), a Bridgeland stability condition with respect
to (0, 1]. Then
([1] ◦ Φ)(σ) = (Zω,B ◦ Φ̂,ΦBω,B[1]),
which is also a Bridgeland stability condition with respect to (0, 1]. On the other hand, from (10.3.4)
we have Zω,B ◦ Φ̂ =
(
β
α 0
0 1u
)(
0 1
−1 0
)
Zω,B. This means that (Zω,B,ΦBω,B[1]) is a Bridgeland
stability condition with respect to (12 ,
3
2 ]; if we let P denote its slicing, then σ := (Zω,B,P(0, 1]) is a
Bridgeland stability condition with respect to (0, 1]. Now, let T =
(
β
α 0
0 1u
)(
0 1
−1 0
)
, and let g denote
the increasing function R → R such that g(x) = x − 12 for all x ∈
1
2Z, and T and g induce the same
map on R/2Z = (R2 \ {0})/R>0, then (T, g) is an element of G˜L
+
(2,R) and we have
(11.3.1) ([1] ◦Φ) · σ = σ · (T, g)−1.
Lemma 11.4. Coh≤0(X) is a Serre subcategory of Bl.
Proof. Take any T ∈ Coh≤0(X) and any Bl-short exact sequence 0 → M → T → N → 0. Since
Coh≤0(X) ⊂ Bl, it follows that H−1(M) = 0 and we have an exact sequence of sheaves 0 →
H−1(N)→H0(M)
α
→ T → H0(N) → 0 in which imα ∈ Coh≤0(X). Then fchB1 (H
−1(N)) =
fchB1 (H
0(M)) = 0 from Lemma 10.5.1, which impliesH−1(N) ∈ F l,0 andH0(M) ∈ 〈Coh≤1(X), T l,0〉
using the notation in and given the torsion quintuple in Bl from [27, (3.7.2)].
If ch0(H
0(M)) > 0, then from the description of the categories T l,0 and F l,0 in [27, 3.7] and
Lemma 10.5.1, we have (Θ+mf)chB1 (H
0(M)) > 0 while (Θ+mf)chB1 (H
−1(N)) ≤ 0, a contradiction.
Hence ch0(H
0(M)) = 0, forcing H−1(N) = 0, and the lemma follows. ■
Lemma 11.5. Suppose X is a smooth projective surface and ω,B are fixed R-divisors on X where ω is
ample. Suppose m = min{ωchB1 (F ) > 0 : F ∈ Coh(X)} exists and A is a pure 1-dimensional sheaf on
X such that ωchB1 (A) = m. Then A is a stable object with respect to the Bridgeland stability condition
(Zω,B,Bω,B).
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Proof. Let us write φ to denote the phase function associated to the Bridgeland stability (Zω,B,Bω,B).
Take any Bω,B-short exact sequence 0 → M → A → N → 0 where M,N 6= 0, and consider the
corresponding long exact sequence of sheaves
0→ H−1(N)→ H0(M)
α
→ A→ H0(N)→ 0.
If dim (imα) = 0, then by the purity of A we have imα = 0, forcing H−1(N) = 0 = H0(M), i.e.
M = 0, a contradiction. Hence dim (imα) = 1 and ωchB1 (imα) > 0. The minimality assumption on
ωchB1 (A) then implies ωch
B
1 (imα) = m = ωch
B
1 (A), and so H
0(N) is supported in dimension 0. We
now divide into two cases:
Case 1: ch0(H
−1(N)) = 0. Then H−1(N) = 0 and N = H0(N) is a 0-dimensional sheaf from
above, giving us φ(N) = 1 > φ(A).
Case 2: ch0(H
−1(N) > 0. Then ch0(H
−1(N)) = ch0(H
0(M)) > 0 and so ωchB1 (H
0(M)) > 0.
Since −ωchB1 (H
−1(N)) ≥ 0 and
m = ωchB1 (imα) = ωch
B
1 (H
0(M))− ωchB1 (H
−1(N)),
the minimality of m implies ωchB1 (H
0(M)) = m and ωchB1 (H
−1(N)) = 0. Since H0(N) is supported
in dimension 0, it follows that ωchB1 (N) = 0 whereas ωch
B
1 (M) > 0, giving us φ(M) < φ(N).
Hence A is a Zω,B-stable object in Bω,B. ■
In part (a) of the next proposition, we describe the transform of the heart Bω,B under Φ in terms
of the slicing for the polynomial stability condition (Z l,Bl) in 10.7 (see also Corollary 10.13); for part
(b) of the proposition, recall that m,α are defined in 10.1 and l defined in 10.2, and recall from 11.2
that (Zω,B,ΦBω,B[1]) is a Bridgeland stability condition.
Proposition 11.6. Recall the notation in 11.1.
(a) ΦBω,B[1] = PZl(
1
2 ,
3
2 ] where PZl is the R((
1
v ))
c-valued slicing of the polynomial stability condi-
tion (Z l,Bl).
(b) Suppose m+ α and l are both integers. Then for any closed point x ∈ X , its structure sheaf Ox
is stable with respect to the Bridgeland stability condition (Zω,B,ΦBω,B[1]).
Proof. (a) Let PZl denote the polynomial slicing of the polynomial stability condition (Zl,Coh
p). From
the proof of [5, Proposition 4.1], we have Bω,B = PZl(0, 1]. By Theorem 10.12 and (10.3.4), we have
ΦBω,B[1] = PZl(
1
2 ,
3
2 ]. (Note that Ox, being an object in B
l of maximal phase 1 with respect to Z l, lies
in PZl(1), while Φ̂Ox, being a fiber sheaf, lies in Bω,B.)
(b) Let x ∈ X be a closed point. By the discussion in 11.2, the skyscraper sheaf Ox is stable
with respect to (Zω,B,ΦBω,B[1]) if and only if Φ̂Ox is stable with respect to the Bridgeland stability
condition (Zω,B,Bω,B). For any A ∈ Coh(X), we have
ωchB1 (A) = ωch1(A)− ωBch0(A) =
β
α
(
(Θ + (m+ α)f)ch1(A)− lch0(A)
)
,
which lies in βαZ under our assumption that bothm+α and l are integers. In particular, the minimum
of {ωchB1 (F ) > 0 : F ∈ Coh(X)} exists, is equal to
β
α and is attained when F = Φ̂Ox. By Lemma 11.5,
Φ̂Ox is stable with respect to (Zω,B,Bω,B) as wanted. ■
Proposition 11.7. With notation as in 11.1, suppose m + α and l are both integers. Let P denote the
R-valued slicing of the Bridgeland stability condition (Zω,B,ΦBω,B[1]). Then P(0, 1] = Bω,B.
Proof. By Proposition 11.6(b), every skyscraper sheaf Ox on X is stable of phase 1 with respect to
the Bridgeland stability condition (Zω,B,ΦBω,B[1]). On the other hand, (Zω,B,ΦBω,B[1]) satisfies the
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support property since (Zω,B,Bω,B) does and by the argument in 11.2. Then by a standard argument
(see [35, Lemma 6.20], [21, Theorem 3.2] or [13, Proposition 10.3]), we must have P(0, 1] = Bω,B.■
Theorem11.8. With notation as in 11.1, supposem+α and l are both integers. Consider the Bridgeland
stability conditions σω,B = (Zω,B,Bω,B) and σω,B = (Zω,B,Bω,B) on D
b(X), both of which are with
respect to (0, 1]. Then
(11.8.1) ([1] ◦ Φ) · σω,B = (σω,B) · (T, g)
−1
where (T, g) is as in 11.3. In particular, for any E ∈ Db(X),
E is (Zω,B,Bω,B)-semistable if and only if ΦE is (Zω,B,Bω,B)-semistable.
The statement also holds if we replace ‘semistable’ with ‘stable.’
Proof. The relation (11.8.1) follow from (11.3.1) together with Proposition 11.7. The other assertions
then follow easily. ■
Remark 11.9. Of course, we can also arrive at the second half of Theorem 11.8 using Configuration
III: using the notation of Proposition 11.7, we have ΦBω,B[1] = P(
1
2 ,
3
2 ], i.e. ΦBω,B ⊂ D
[0,1]
Bω,B
. If we
choose D = U = Db(X), Ψ = Φ̂, A = Bω,B,B = Bω,B, ZA = Zω,B, ZB = Zω,B, a = b = 0 and
T =
(α
β 0
0 u
)(
0 1
−1 0
)
, then (5.3.1) follows from (10.3.4), and we are in Configuration III. The
second half of Theorem 11.8 then follows from Theorem 5.7(iv).
In the following two sections, we present several applications of Theorem 11.8.
12. APPLICATIONS: WALL-CROSSING FOR BRIDGELAND STABILITY
In this section, p : X → B will be a Weierstraß elliptic surface unless otherwise stated. We give
the first series of applications of Theorem 11.8, including wall-crossing for Bridgeland stability condi-
tions, and relations among Bridgeland stability, polynomial stability and twisted Gieseker stability for
sheaves.
12.1. Mini-walls and Bridgeland stability. Using the author’s joint work with Qin on mini-walls for
Bridgeland stability [32], we can now complete the following diagram relating Bridgeland stability
conditions and polynomial stability conditions on a Weierstraß elliptic surface:
Theorem 12.2. Suppose m,α ∈ Q>0 and ample R-divisors ω, ω are as in 10.1, and m + α, l are
integers. Suppose B,B ∈ Rf are divisors satisfying (10.3.1). Let (Zl,Coh
p), (Z l,Bl) be polynomial
stability conditions defined in 9.1 and 10.7, respectively. For Bridgeland stability conditions (Zω,B,Bω,B)
and (Zω,B,Bω,B), use the notation in 11.1.
Then for any fixed Chern character ch, there exists v1 ∈ R>0 such that, for every v ≥ v1 and E ∈
Db(X) of Chern character ch, we have the equivalences
(12.2.1) E is (Zl,Coh
p)-semistable ks +3
KS

ΦE is (Z l,Bl)-semistable
KS

E is (Zω,B,Bω,B)-semistable
ks +3 ΦE is (Zω,B,Bω,B)-semistable
.
Proof. The upper horizontal equivalence follows immediately from Theorem 10.12. For the other
equivalences, let v0 > 0 be fixed as in 11.1. Then the lower horizontal equivalence holds for any
v ≥ v0 by Theorem 11.8, which uses the assumption m + α, l ∈ Z. With m,α ∈ Q>0, we have
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ω ∈ NSQ(X) and by [32, Theorem 4.4], there exists v1 ≥ v0 such that, for any fixed v satisfying
v ≥ v1, the left vertical equivalence holds. The right vertical equivalence then follows. ■
12.3. Mini-walls along (10.3.3). In our notation in 10.1, we write ω = βω˜ where ω˜ = 1α (Θ+mf) is
a fixed ample class and β ∈ R>0. As β varies, we obtain a 1-parameter family of Bridgeland stability
conditions {(Zω,B,Bω,B) : β > 0}. For any fixed Chern character ch, it was proved in [32, Theorem
1.1] that the mini-walls for this 1-parameter family of Bridgeland stability conditions are locally finite.
On the other hand, we also write ω = u(Θ + (m + vu )f) and, from 11.1, we know there exists
v0 > 0 such that, on the region v > v0, we can regard u as a positive analytic function in v subject
to the relation (10.3.3). This gives us another 1-parameter family of Bridgeland stability conditions
{(Zω,B,Bω,B) : v ∈ (v0,∞)}. For any fixed Chern character ch, we can then define mini-walls in the
interval (v0,∞) in the same way as in [32, Definition 3.2]. At this point, it is natural to ask whether
an analogue of [32, Theorem 1.1] holds for this family of Bridgeland stability conditions, i.e. whether
boundedness and local finiteness of mini-walls hold. We give a positive answer below using Theorem
11.8:
Theorem 12.4. Suppose m ∈ Q>0 is as in 10.1, and ω = u(Θ + (m +
v
u )f) where we regard u as
a function in v as in 10.4. Let B = qf where q ∈ Z + e2 . Fix a Chern character ch. Let v1 be as in
Theorem 12.2. Then there exists v2 ∈ R>0 such that the following statements hold for mini-walls for
{(Zω,B,Bω,B) : v ∈ (v0,∞)}:
(i) (local finiteness) The set of mini-walls for ch is locally finite in (v2,∞).
(ii) (boundedness) There are no mini-walls for ch in [v1,∞).
Proof. In terms of our notationB = lf , the condition B ∈ (Z+ e2 )f means that if B,B satisfy (10.3.1),
then l is forced to be an integer. Now, choosing α ∈ Q>0 so that m+α ∈ Z and choosing ω as in 11.1,
Theorem 12.2 applies (for suitable ω and B) and the right vertical equivalence in (12.2.1) gives part
(ii).
For part (i), let v0 be as in 11.1 so that on the region v ≥ v0, the functions u, β in v both take
on positive values, and the lower horizontal equivalence in (12.2.1) holds. By Lemma 10.4.3, there
exists v′ ∈ R>0 such that β is monotone increasing for v ∈ [v′,∞). Let v2 = max {v0, v′} and
take any closed interval I ⊂ (v2,∞). Let W be the set of mini-walls in (v2,∞) for the family of
Bridgeland stability conditions {(Zω,B,Bω,B) : v ∈ (v2,∞)}. Then W ∩ I is finite by [32, Theorem
4.5(i)]. Hence for any v′′ ∈ I \W , the set of Zω,B-semistable objects of Chern character Φ̂
ch(ch) is
constant as v varies in the connected component of I \W containing v′′. By the lower horizontal
equivalence in (12.2.1), the set of Zω,B-semistable objects of Chern character ch is also constant as
v varies within the same connected component. This means that the set of mini-walls for the family
{(Zω,B,Bω,B) : v ∈ (v2,∞)} is contained inW , and hence is locally finite. ■
12.4.1. In the author’s joint work with Liu and Martinez [27, p.30], the boundedness of mini-walls
along the curve (10.3.3) was shown directly for the Chern characters of Fourier-Mukai transforms of
1-dimensional sheaves. Theorem 12.4 generalises the result to all Chern characters in the form of
local finiteness and boundedness.
12.5. Twisted Gieseker semistable sheaves. The boundedness of mini-walls in [27] allowed Liu,
Martinez and the author to show that twisted Gieseker semistable 1-dimensional sheaves are sent by
Φ to Bridgeland semistable objects:
Proposition 12.6. [27, Corollary 6.14] Let L be a Q-line bundle with ch1(L) =
1
2p
∗KB. Suppose E is
a 1-dimensional twisted Gieseker semistable sheaf with χL(E) ≥ 0 and fch1(E) > 0 and m + α ≫ 0.
Then for v ≫ 0 under the relation (10.3.3), the transform ΦE is Zω-semistable.
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We can now show not only an embedding of moduli spaces, but an isomorphism of moduli spaces:
Corollary 12.7. Suppose m,α ∈ Q>0 and ω˜, ω are as in 11.1 and m + α, l ∈ Z. Suppose B,B ∈ Rf
also satisfy (10.3.1), and L is a line bundle on X such that B = ch1(L
∗) + 12KX . Then for any fixed
Chern character ch of a 1-dimensional sheaf, if v1 ∈ R>0 is as in Theorem 12.2 then for any v ≥ v1 and
E ∈ Db(X) of Chern character ch we have
E is an L-twisted ω˜-Gieseker semistable sheaf⇔ ΦE is (Zω,B,Bω,B)-semistable.
Proof. Since KX ∈ Rf [37, Proposition III.1.1], for any B satisfying the hypotheses, we can find a line
bundle L satisfying B = ch1(L
∗) + 12KX and ch1(L) would be a multiple of the fiber class and hence
ch1(L)KX = 0, and so Corollary 9.4 applies. On the other hand, all the hypotheses of Theorem 12.2
are also satisfied, and the equivalence between the upper left and the lower right corners in (12.2.1),
together with the equivalence in Corollary 9.4, implies this corollary. ■
12.8. When e is even, we can put l = e2 ∈ Z and q = 0, in which case the conditionB = ch1(L
∗)+ 12KX
in Corollary 12.7 reduces to the condition ch1(L) =
1
2p
∗KB in Proposition 12.6 via the formula
KX = p
∗KB + ef [27, 2.3]. For these particular parameters, Corollary 12.7 generalises Proposition
12.6.
13. APPLICATIONS: ACTION ON STABILITY MANIFOLD
In this section, we give the second series of applications of Theorem 11.8, covering the preservation
of a connected component of Stab(X) under the autoequivalence group, and solutions to Gepner
equations.
13.1. Preservation of connected component. For a smooth projective surface X , let Stab†(X) de-
note the connected component of Stab(X), the stability manifold of X , containing the geometric
stability conditions, i.e. the Bridgeland stability conditions for which skyscraper sheaves of points are
stable of the same phase. When X is a K3 surface, Bridgeland conjectured that the autoequivalence
group of a K3 surface preserves the connected component Stab†(X) [13, Conjecture 1.2]. For K3
surfaces of Picard rank 1, this conjecture was proved by Bayer-Bridgeland [6, Theorem 1.3]. We now
prove an analogue of this conjecture when X is an elliptic surface of nonzero Kodaira dimension:
Theorem 13.2. Let p : X → B be a Weierstraß elliptic surface.
(i) The autoequivalence Φ preserves the connected component Stab†(X).
(ii) If the Kodaira dimension of X is nonzero, then Aut(Db(X)) preserves Stab†(X).
Proof. (i) This part follows immediately from Theorem 11.8 and the fact that any Bridgeland stability
condition of the form (Zω′,B′ ,Bω′,B′), where ω
′, B′ are R-divisors with ω′ ample, lies in Stab†(X).
(ii) Since our Weierstraß elliptic surface p : X → B has a section, the greatest common divisor λX
of all fiber degrees of objects in Db(X) is 1. Together with our assumption on the Kodaira dimension
of X , we have a short exact sequence of groups
1→ 〈OX(D) : fD = 0〉⋊Aut(X)× Z[2]→ Aut(D
b(X))
s
→ SL(2,Z)→ 1
by [48, Theorem 4.1, Remark 1.2(iii)] (see also [36]), where we write s for the induced map on
Heven(C,Z) of a smooth fiber C of p. We can write Heven(C,Z) = {
(
ch0(E)
ch1(E)
)
: E ∈ Db(F )}, so that s
takes an autoequivalence to its induced map on Chern characters.
Clearly, tensoring by line bundles on X , automorphisms of X and the shift functor preserve the
connected component Stab†(X). If we write T to denote tensoring by the line bundle OX(Θ), then
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s(T ) =
(
1 0
1 1
)
while s(Φ) =
(
0 1
−1 0
)
. Since the images of T and Φ under s generate SL(2,Z), and
Φ preserve the connected component Stab†(X) by part (i), part (ii) follows. ■
13.3. Gepner equations. Let D be a triangulated category and Stab(D) the Bridgeland stability man-
ifold on D. A Gepner equation on Stab(D) is an equation of the form
Φ · σ = σ · (s)
where (Φ, s) ∈ Aut(D) × C and σ ∈ Stab(D). If we write σ = (Z,P) where P is the slicing, then by
σ ·(s) we mean the Bridgeland stability condition (Z ′,P ′)where Z ′ = e−iπsZ and P ′(x) = P(x+ℜ(s))
for all x ∈ R. Following Toda [45, Definition 2.3], a Bridgeland stability condition σ satisfying a
Gepner equation as above is said to be of Gepner type with respect to (Φ, s).
13.4. For our next theorem, we need the following facts: Given a smooth projective surface X and
R-divisors ω,B onX where ω is ample, µω,B-stability for coherent sheaves onX is independent of the
divisor B and is invariant under tensoring with any line bundle L on X . In addition, for any coherent
sheaf E on X , we have
µω,B′(E ⊗ L) = µω,B(E) + (B −B
′ + ch1(L))
for any R-divisor B′ on X . Putting all these together, if L is a line bundle satisfying B′ = B + ch1(L),
then {E ⊗ L : E ∈ Bω,B} = Bω,B+c1(L). On the other hand, for any E ∈ D
b(X), we have
Zω,B(E ⊗ L
∗) = −
∫
X
e−(B+c1(L))ch(E) = Zω,B+c1(L)(E).
In summary, if we write ⊗L to denote the functor of (derived) tensoring with L and let σω,B denote
the Bridgeland stability condition (Zω,B,Bω,B) with respect to (0, 1], then
(13.4.1) (⊗L) · σω,B = σω,B+ch1(L).
13.5. Gepner-type stability on elliptic surfaces. Let p : X → B be a Weierstraß elliptic surface. Fix
m,α ∈ R>0 as in 10.1. Thenm > e and so m+ α−
e
2 > 0. In this case, if we choose
(13.5.1) u =
√
m+ α− e
m+ α− e2
, β = αu, v = β
then (10.3.2) and (10.3.3) hold and, in particular, we have vu = α,
β
α = u and ω = ω. If we further
choose l, q ∈ R so that they satisfy (10.3.1), then we have a solution to (10.3.4) with ω = ω. This leads
us to the following result, which in turn gives us solutions to Gepner equations on elliptic surfaces:
Theorem 13.6. Suppose p : X → B is a Weierstraß elliptic surface, and L is a line bundle on X such
that ch1(L) =
e
2f . Let m ∈ R>0 be as in 10.1 and α ∈ R>0 be such that m + α ∈ Z
+, and let q ∈ Z.
Set u =
√
m+α−e
m+α−(e/2) , ω = u(Θ + (m + α)f) and B = qf . Then the Bridgeland stability condition
σ = (Zω,B,Bω,B) is a solution to the equation
(13.6.1) (⊗L ◦ [1] ◦ Φ) · σ = σ · (T, g)−1
where⊗L denotes tensoring with L, and (T, g) is the element in G˜L
+
(2,R) where T =
(
1
u 0
0 u
)(
0 1
−1 0
)
and g(x) = x− 12 for x ∈
1
2Z.
Proof. Let use the notation in 10.1 and 10.2, and further assume m,α ∈ R>0 satisfy m + α ∈ Z+.
Choose u, β, v as in (13.5.1), which ensures ω = ω. Then choose B,B ∈ Rf to satisfy (10.3.1), i.e.
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B −B = e2f = ch1(L). With (T, g) as described, we have
(⊗L ◦ [1] ◦ Φ) · σω,B = (⊗L) · σω,B · (T, g)
−1 by (11.8.1)
= σω,B · (T, g)
−1 by (13.4.1) and ω = ω.
■
Example 13.7. (Gepner points) Assume the setting of Theorem 13.6. Note that T 2 = −1, and so
(13.6.1) gives
(⊗L ◦ [1] ◦ Φ)2 · σ = σ · (1).
If we specialise to the case where e = 0 (i.e. when X is a product elliptic surface), then u = 1 and T
corresponds to multiplication by −i. In this case, (13.6.1) can be rewritten as
([1] ◦ Φ) · σ = σ ·
(
1
2
)
.
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