Abstract. The absolute refractive index of liquid sulphur dioxide (SO 2 ) was determined with an uncertainty of ±0.0007 with the help of a Michelson interferometer and a computer-controlled rotatory stage supporting a rectangular fused silica cell, containing the liquid. The measurements were performed at temperatures around 20
Introduction
Brillouin scattering experiments require accurate values of the refractive index n of the sample under investigation at the frequency of the laser light, since the corresponding hypersound speed v h at sound frequency f h = ω B /(2π) is obtained from the observed Brillouin shift ω B according to [1] v h (k h ) = ω B /k h (1a)
Here, λ 0 is the vacuum wavelength of the incident laser light, k h is the absolute value of the hypersound wavevector due to the scattering geometry and θ is the scattering angle. In the present work, the focus is on liquid sulphur dioxide (SO 2 ), for which Brillouin spectra were recently measured [2] at various scattering geometries and from 1.5 to 40
• C. The required uncertainty of n had to be less than ±0.5% in order to be able to determine the dispersion of the hypersound speed with an uncertainty of ±1% and experimentally confirm the second relaxation step in the predicted double vibrational relaxation in liquid SO 2 . In the temperature range considered, the vapour pressure varies between 165 and 621 kPa [3, 4] , whence high pressure liquid cells have to be used.
Refractive indices of liquids can be determined by several methods. For instance, deviation refractometers use the angle of deviation [5] [6] [7] [8] [9] [10] [11] [12] or the beam displacement [13] of a laser beam passing through the liquid as a measure of the refractive index, whereas interferometric refractometers infer the refractive index from changes of the optical path [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . Interferometric methods are predominantly used for accurate measurements of the refractive indices of gases (see, for instance, [16, 17] ) and so far relatively few experiments have been reported for liquids and solids. In most of these cases, changes of n with temperature or pressure were determined [15, [18] [19] [20] and only very few absolute measurements have been reported [14, [22] [23] [24] .
For temperatures above 0
• C and at the wavelengths of the argon ion laser used, that is at λ air = 514.5 and 488.0 nm, no recent reliable data on the refractive index of liquid SO 2 could be found in the literature [14, [25] [26] [27] [28] [29] . Below 0
• C, the most recent results have been obtained with a deviation refractometer by Wong and Anderson using a He-Ne laser at 632.8 nm [6] and by Francis using a sodium lamp at 589.3 nm [25] .
Wong and Anderson determined the refractive index of liquid SO 2 in the temperature range between the melting point (−72.7
• C) and the normal boiling point (−10.0 • C). The stated uncertainty in their measurements was ±0.005. The refractometric measurement by Francis was at −14
• C and additional points above 0 • C were measured with the so-called iso-optical method [25] , but no clear statement on their uncertainty was given. Note that the measurements by Ketteler and Nasini [14] and Francis [25] were reported in [26] with a transcription error, leading to inconsistencies.
About 130 years ago, Ketteler [14] determined the refractive index of liquid SO 2 at 24.1
• C for λ air = 535.0 nm (thallium), 589.3 nm (sodium) and 607.8 nm (lithium), without indicating the uncertainty of his data. In order to assess their reliability, one may extrapolate Ketteler's values to λ air = 632.8 nm via a simple Cauchy dispersion relation [30] :
where M = 64.074 g mol −1 is the molar mass of SO 2 , ρ is the density of the liquid, R ∞ is the hypothetical molar refractivity at infinite wavelength, R λ is the molar refractivity at a given wavelength and A is a constant. This extrapolated value can be compared with that obtained from the Lorentz-Lorenz equation:
in conjunction with the molecular polarizability volume α/(4πε 0 ) given by Wong and Anderson [6] , i.e. α/(4πε 0 ) = 3.85×10 −24 cm 3 . In equation (3) , N A is Avogadro's constant, ε 0 is the permittivity of vacuum and α is the molecular polarizability. The saturated liquid density ρ was obtained by fitting the tabulated values [4] to the polynomial
where t = T (K) − 273. • C. The Lorentz-Lorenz equation (3) yields n = 1.337 ± 0.005 at 24.1
• C, which is the same value as that obtained via Cauchy extrapolation (2) of Ketteler's data.
In our refractive index measurements the liquid SO 2 was contained in a rectangular cell of fused silica which could withstand pressures up to 1 MPa (10 bars), since this cell was also used for Brillouin measurements at elevated temperatures in 90
• scattering geometry. Therefore an interferometric method similar to the one utilized by Gagnon et al [23] for the determination of the refractive index of liquid carbon monoxide was applied. In [23] a modified Jamin interferometer was used and a sample cell with planeparallel windows was rotated in one of the two beam paths. In our case a Michelson interferometer was used, with the fused silica cell placed on a rotatory stage in one of the two interferometer arms (see figure 1) . With the help of a least squares fitting procedure, the refractive index was determined by fitting a theoretical expression for the variation of the light intensity with the rotation angle due to the variation of the optical path length difference, as described in the following section.
The principle of the method
Using a double-beam interferometer, the light intensity I at a photodetector as a function of the optical path difference L of the two beams is given by [30, 31] 
where I 1 and I 2 are the intensities of the respective beams, |γ | denotes the degree of coherence of the light and k 0 = 2π/λ 0 is the absolute value of the wavevector of light with vacuum wavelength λ 0 . |γ | can assume values between 0 (complete incoherence) and 1 (complete coherence). Since in this work laser light was used, the parameter |γ | in equation (5) can be safely set equal to 1. The optical path L in one of the two beam paths of geometrical lengths l and l of the interferometer (and therefore the optical path difference L between the two paths) may be changed by rotating a cell with plane-parallel windows containing the liquid of unknown refractive index n liq . Thus L and L are functions of the angle of incidence θ of the light on the cell.
The optical path in the cell (see figure 2 ) consists of the path through the two windows (of refractive index n Q and thickness d Q ) and the path through the liquid (of refractive index n liq and thickness d liq ). The length d cell of the cell is equal to 2d Q + d liq . Let ζ be the angle of the light refracted in the wall and β the angle of the light refracted in the liquid.
According to Snell's law, the angles θ , ζ and β obey the following relations:
The optical path L cell (in one direction) through both windows and the liquid is given by
The light path through air L air changes from n air l, without the cell, to
where the last term represents the contribution due to the beam displacement. The optical path L(θ ) (in one direction) in the interferometer arm with the cell at an angle θ is then given by
In a Michelson interferometer, the beam travels forth and back and passes the cell twice. Therefore, the total optical path in the interferometer arm with the cell is 2L(θ).
The total optical path difference L = 2[L(θ )−L ] due to the two interferometer arms of geometrical lengths l and l is therefore
The first term on the right-hand side of the equation represents the total optical path difference without the cell and the other terms represent the contributions of the walls of the cell and of the liquid inside the cell. At the reference position (θ = 0 • , i.e. normal incidence) one obtains
(12) The change δL in total optical path length difference due to the rotation to the position at the angle θ in relation to the reference position (θ = 0
Equation (11) can thus be written as
with 0 being the initial phase for θ = 0
• . The right-hand side of equation (13) is twice as large as the expression given by Gagnon et al [23] , due to the double passage of the light through the cell in the Michelson arrangement compared with the Jamin arrangement.
By inserting equation (14) into equation (5), one obtains an expression which describes the modulation of the light intensity at a photodetector when the cell is rotated, in principle containing as the only unknown variables the refractive index n liq of the liquid, the initial phase 0 and the intensities I 1 and I 2 . This method can also be used to determine the refractive index n of isotropic solids with two plane-parallel faces. Since the light has then to pass only a parallel plate of one material, equations (11) and (12) for L simplify accordingly.
Experimental details
A sketch of the experimental set-up is shown in figure 1. For safety it was placed in a fume hood. The temperature of the sample was measured with a quartz thermometer (HewlettPackard 2804A) and was kept constant to within ±0.05
• C during a series of measurements. The fused silica cell was filled with liquid SO 2 (Messer-Griesheim, 99.995%) and sealed, adopting the following procedure: first the evacuated cell was cooled down to liquid nitrogen temperature, then SO 2 was distilled directly into the cell and finally the cell was sealed by fusing the filling tube.
As a laser light source, either a helium-neon laser operating at λ air = 632.8 nm or an argon ion laser operating at λ air = 514.5 or 488.0 nm was used. The light from the laser was split by a cube beam splitter into two beams. These two beams were reflected back by conventional aluminium mirrors, which could be adjusted precisely with the help of micrometer screws.
The cell with the liquid sample was placed in one of the two interferometer arms on a rotary stage (Newport M-495), driven by a controller (Newport PMC300) and a personal computer. The walls of the cell were perpendicular to the direction of the laser beam, θ ≈ 0
• . This was checked with the expanded laser beam by rotation of the cell and observation of the interference fringes as well as by monitoring the reflections of the unexpanded laser beam from the walls back to the laser output mirror. At the exit of the interferometer the light intensity was recorded by a photodiode.
The main difficulty of these measurements was that cells which could withstand internal pressures up to 1 MPa had to be utilized, whence their wall thickness of up to 6 mm. Although the cells were of good optical quality with (nearly) plane-parallel, polished windows, the wavefronts were nevertheless distorted to some extent while passing the cell filled with the liquid. The interference pattern observable on a screen was no longer circular but rather elliptical when the cell was inserted into one of the beam paths. For the measurements, a beam height that kept the distortions of the interference pattern to a minimum was chosen.
A computer program was used to control the position of the rotatory stage and the acquisition of the light intensity signal. The program allows one to rotate the stage with • to +4
• . The insets show details of the outer regions.
the cell, starting from the position θ = 0
• , to the initial position at an arbitrary maximum angle −θ max . The angle is then changed in steps of 0.002
• until the angle +θ max is reached. After each step the actual position θ was recorded via the stage controller and the intensity signal from the photodiode was recorded via an analogue-to-digital converter (ADC). Since the resolution of the position of the intensity maximum is limited by the step size of 0.002
• , the useful range of rotation of the cell depends on the cell dimensions, the refractive index of the liquid and the wavelength used. For a typical rotation range from −4
• to +4
• a data file consisted of 4000 recorded data points. Figure 3 shows the resulting variation of the intensity as a function of the rotation angle between −4
• and +4
• .
The reduction of data
For the evaluation of the refractive index of the liquid we used a nonlinear least-squares fitting algorithm (MarquardtLevenberg [32] ) to minimize the sum of the squares of the differences between the values obtained from equation (5) and measured values. According to this equation in conjunction with equations (6), (7) and (14), three variables were necessary to fit the experimental curves: the average intensity I ave = (I 1 +I 2 )/2, the phase 0 at normal incidence (θ = 0 • ) and the refractive index n liq of the liquid, the latter being the only variable directly connected to the positions and the number of intensity minima and maxima. All the other parameters (the refractive index n Q of fused silica, refractive index n air of air, length d cell of the cell and thickness d Q of the cell windows) were kept constant. For n Q , the values obtained from the dispersion formula published in [8] were taken. The length d cell was determined with a micrometer gauge with an uncertainty of ±0.005 mm. In the case of the measurement of the refractive index of water, the thickness d Q was determined by fitting the intensity data taken with an empty cell. In the case of the measurement of the refractive index of SO 2 , for technical reasons, d Q was determined by fitting the saturated vapour phase intensity [34, 35] data of sealed cells filled with SO 2 (n vap estimated with the help of equation (3) and the saturated vapour density data of [3, 4] and the polarizability volume data of [33] ). In figure 3 the fit to the experimental curve is shown. For the sake of clarity, the outer regions are shown expanded in the insets.
Results and discussion
In order to check the reliability of the method described and the influence of the imperfections of the cell walls on the uncertainty of the refractive index of a liquid, the refractive index of a commercial, plane-parallel fused silica plate and the refractive index of doubly distilled water filling a fused silica cell were measured at the wavelength of the He-Ne laser (vacuum wavelength λ 0 = 632.9918 nm). The results are shown in table 1, together with literature values. All the statistical uncertainties in this work have been evaluated with a 95% level of confidence and the total uncertainty of the refractive index is the quadratic average of the statistical and systematic contributions.
The plane-parallel fused silica plate (Melles-Griot 02WLQ305) had a thickness of 6.169 ± 0.005 mm and was of very high optical quality. The temperature of the sample was 20.00 ± 0.05
• C. The refractive index obtained as the mean of six measurements was n Q = 1.4570 ± 0.0007. The systematic uncertainty (±0.005 mm) of the mechanically determined thickness d Q gives the main contribution (±0.0006) to the overall uncertainty (±0.0007) a Interpolated value, see [25] . b Uncertainty unknown, see [25] . c Uncertainty unknown.
of the refractive index. The experimental result is in very good agreement with the value 1.457 02 ± 0.000 04 obtained from the dispersion equation published in [8] .
The doubly distilled water was contained in a fused silica cell of length d cell = 32.052±0.005 mm. The wall thickness of d Q = 6.0524 ± 0.0013 mm was determined for the empty cell by using the fitting procedure and the refractive index of fused silica given in [8] . The temperature of the water sample was 19.85 ± 0.05
• C. The average value obtained from eight measurements is n H2O = 1.3323 ± 0.0003. As can be seen from table 1, agreement with literature values [5, 7, 15, 34, 35] is excellent throughout. Note that the uncertainties in d cell and d Q result in a systematic uncertainty of our refractive index of ±0.000 12.
Liquid SO [36] melting point is reproduced to within ±0.0004. The values given by Ketteler [14] are reproduced to within ±0.002. The values given by Francis [25] , measured above 0
• C with an iso-optical method, are generally reproduced to within 0.005, though they appear to be systematically larger. His direct refractometer measurement at −14
• C is reproduced to within 0.001. Two other old measurements [28, 29] are reproduced to within 0.003, while a third one [27] deviates slightly more.
All the above-mentioned results can be graphically reproduced by plotting the molar refractivity R λ as a function of the wavelength λ, as shown in figure 4 , using
)ρ] and the experimental index values reported in table 2. In summary, we conclude that the experimental results of [6, 14, 25, [27] [28] [29] and this work, connected by relation (2), agree within their experimental uncertainties. Figure 4 . The molar refractivity R λ as a function of the wavelength λ. For Wong see [6] , for Ketteler see [14] , for Francis see [25] , for Bleekrode see [27] , for Bichat [28] , for Dechant see [29] and for gas data see [33] . agrees with the estimated value published in [6] , i.e. 9.71 ± 0.13 cm 3 mol −1 . In addition, our static value R ∞ = 9.34 ± 0.08 cm 3 mol −1 is in very good agreement with the value from [36] . As expected, the liquid values are all slightly lower than the gas values [33] . This is in accord with the conclusion of [37] that the mean polarizability decreases with increasing density, almost independently of the temperature and of the nature of the gas.
In general, the main sources of statistical uncertainties are thermal drift of the mirrors, laser noise and air turbulence. Therefore, on the average four measurements were made at each temperature and wavelength. Ideal intensity curves are symmetrical with respect to the position of normal incidence of the laser beam. Changes of the optical path difference of the Michelson interferometer during the measurement due to drift of the mirrors or temperature fluctuations in the interferometer arms would cause an asymmetry in the experimental curves (see figure 3) . These effects were kept small by rotating the cell as fast as possible (the time limiting factor was the speed of rotation of the rotatory stage and thus the setting time of the ADC): one experimental curve consisting of 4000 data points was taken in 120 s. Since the experimental intensity curves were almost perfectly symmetrical, these error sources seem to be negligible. Owing to the rotation of the cell, the angle of incidence and therefore the reflectivity of the boundary surfaces are changed. With the fused silica cells and for a maximum angle of 4
• , this change in reflectivity is only 0.1% and thus is negligible too.
Conclusions
The refractive index of liquid SO 2 was determined at room temperature at three different laser wavelengths. A fit of these data to the Cauchy relation (2) reproduces the values published in [6, 14, 25, [27] [28] [29] at other temperatures and/or wavelengths to within their uncertainties. In particular, this relation reproduces the most reliable data, determined at temperatures below the boiling point of liquid SO 2 (−10
• C), with an average uncertainty of ±0.001. We are therefore confident that the Cauchy relation (2) can be used in the visible spectral range for temperatures ranging from −72 to 40
• C with an uncertainty not exceeding ±0.005.
