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Abstrat: In many situations it is important to be able to propose N independent real-izations of a given distribution law. We propose a strategy for making N parallel MonteCarlo Markov Chains (MCMC) interat in order to get an approximation of an independent
N -sample of a given target law. In this method eah individual hain proposes andidatesfor all other hains. We prove that the set of interating hains is itself a MCMC method forthe produt of N target measures. Compared to independent parallel hains this method ismore time onsuming, but we show through onrete examples that it possesses many advan-tages: it an speed up onvergene toward the target law as well as handle the multi-modalase.Key-words: Markov 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Méthode de Monte Carlo par haînes de Markoven parallèle et en interationRésumé : Dans de nombreuses situations il est important de pouvoir disposer de Nréalisations indépendantes d'une loi donnée. Notre but est de développer une stratégied'interation de N méthodes de Monte Carlo par Chaîne de Markov (MCCM) dans le butde proposer une approximation d'un éhantillon indépendant de taille N d'une loi ibledonnée. L'idée est que haque haîne propose un andidat pour elle-même mais égalementpour toutes les autres haînes. On montre que l'ensemble de es N haînes en interationest lui-même une méthode MCCM pour le produit de N mesures ibles. Cette approhe estnaturellement plus oûteuse que N haînes indépendantes, on montre toutefois au traversd'exemples onrets qu'elle possède plusieurs avantages : elle peut sensiblement aélérer laonvergene vers la loi ible, elle permet également d'appréhender le as multimodal.Mots-lés : méthode de Monte Carlo par haîne de Markov, Metropolis-Hastings, haînesen interation, approximation partiulaire
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Parallel and interating MCMC's 51 IntrodutionMarkov hain Monte Carlo (MCMC) algorithms [19, 12, 18℄ allows us to draw samples froma probability distribution π(x)dx known up to a multipliative onstant. They onsist insequentially simulating a single Markov hain whose limit distribution is π(x)dx. There existmany tehniques to speed up the onvergene toward the target distribution by improvingthe mixing properties of the hain [13℄. Moreover, speial attention should be given to theonvergene diagnosis of this method [1, 6, 15℄.An alternative is to run many Markov hains in parallel. The simplest multiple hainalgorithm is to make use of parallel independent hains [9℄. The reommendations onerningthis idea seem ontraditory in the literature (f. the many short runs vs one long rundebate desribed in [10℄). We an note with [11℄ and [18,  6.5℄ that independent parallelhains ould be a poor idea: among these hains some may not onverge, so one long hainould be preferable to many short ones. Moreover, many parallel independent hains anartiially exhibit a more robust behavior whih does not orrespond to a real onvergeneof the algorithm.In pratie one however make use of several hains in parallel. It is then tempting toexhange information between these hains to improve mixing properties of the MCMCsamplers [4, 5, 16, 3, 7, 8℄. A general framework of Population Monte Carlo has beenproposed in this ontext [14, 17, 2℄. In this paper we propose an interating method betweenparallel hains whih provides an independent sample from the target distribution. Contraryto papers previously ited, the proposal law n our work is given and does not adapt itself tothe previous simulations. Hene, the problem of the hoie of this law still remains.The Metropolis-Hastings (MH) algorithm and its theoretial properties are presented insetion 2. The orresponding Metropolis within Gibbs (MwG) algorithm and its theoretialproperties are presented in setion 3. In Setion 4, two simple numerial examples illustratehow the introdution of interations an speed up the onvergene and handle multi-modalases.2 Parallel/interating Metropolis Hastings (MH) algo-rithmConsider a target density law π(x) dened on (Rn,B(Rn)) and a proposal kernel density
πprop(y|x). We propose a method for sampling N independent values X1, . . . , XN ∈ Rn ofthe law π(x)dx.Notations: Let
X = X1:N = X1:n ∈ R
n×N ,so that Xℓ ∈ RN and X i ∈ Rn (the same for Y and Z); x ∈ Rn so that xℓ ∈ R (the same for
y and z); ξ, ξ′ ∈ R. Here X1:N = (X1, . . . , XN) and X1:n = (X1, . . . , Xn). We also dene
RR n° 6008
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2.1 The algorithmWe desribe the Markov hain {X(k)}k≥0 over Rn×N orresponding the MH algorithm. Itonsists in N mutually dependent realizations Xi,(k) (i = 1, . . . , N) of the state variable andits limit distribution will be
Π(dX) def= π(X1)dX1 · · ·π(XN )dXN .We detail an iteration X(k) = X → X(k+1) = Z of the MH algorithm. The N vetors areupdated sequentially:
[X1:N ]→ [Z1X2:N ]→ [Z1:2X3:N ] · · · [Z1:N−1XN ]→ [Z1:N ] .At sub-iteration i , that is [Z1:i−1X i:N ]→ [Z1:iX i+1:N ], we simulate Zi in two steps:Proposal step: independently one from the other, eah hain j = 1 · · ·N proposes a an-didate Y j ∈ Rn aording to the proposal kernel starting from its urrent position,i.e.
Y j ∼ πpropi,j (y|Z1:i−1, X i, X i+1:N)dy .Note that the andidates Y j depend also on i. We will use a lighter notation:
πpropi,j (y|X i) = πpropi,j (y|Z1:i−1, X i, X i+1:N) . (1)
INRIA






Y 1 with probability 1
N
αi,1(X i, Y 1) ,...
Y N with probability 1
N
αi,N (X i, Y N ) ,







πpropi,j (y|x) ∧ 1 ,







αi,j(X i, Y j) .The nal algorithm is depited in Algorithm 1.hoose X ∈ Rn×Nfor k = 1, 2, . . . dofor i = 1 : N dofor j = 1 : N do
Y j ∼ πpropi,j (y|X i)dy











Y 1 with probability α1/N...
Y N with probability αN/N
X i with probability ρ̃end forend for Algorithm 1: Parallel/interating MH algorithm.2.2 Desription of the MH kernelLemma 2.1 The Markov kernel assoiated with the MH proedure desribed in Setion 2.1is
P (X ; dZ) def= P 1(X1:N ; dZ1) P 2(Z1, X2:N ; dZ2) · · ·PN (Z1:N−1, XN ; dZN ) (2)
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(x, z) ∈ Rn × Rn ; π(z) πpropi,j (x|z) > 0 and π(x) πpropi,j (z|x) > 0} .Note that the funtions αi,j(x, z), ρi(x), ri,j(x, z) and the set Ri,j depend on Z1:i−1 and
X i:N .The measures
ν(dx× dz) = π(z)πpropi,j (x|z)dz dx , νT (dx× dz) = π(x)πpropi,j (z|x)dz dxare mutually absolutely ontinuous over Ri,j and mutually singular on the omplementaryset [Ri,j ]c. The set Ri,j is unique, up to the ν and νT negligible sets, and symmetri, i.e.
(x, z) ∈ Ri,j ⇒ (z, x) ∈ Ri,j .Proof This onstrution follows the general setup proposed by Luke Tierney in [20℄. Wenow derive the probability kernel assoiated with the iteration desribed in the previoussubsetion 2.1. The kernel P i(Z1:i−1, X i:N ; dz) is the omposition of a proposition kerneland of a seletion kernel:
P i(Z1:i−1, X i:N ; dz) = ∫
Y 1:N
Si(Z1:i−1, X i:N , Y 1:N ; dz) Qi(Z1:i−1, X i:N ; dY 1:N )whih onsists in proposing independently N andidates Y 1:N sampled from the densityproposition, i.e.
Qi(Z1:i−1, X i:N ; dY 1:N ) def= N∏
k=1
πpropi,k (Y k|X i)dY k
INRIA
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ting MCMC's 9then to selet among these andidates or to stay at X i with the MH aeptane probability,i.e.




αi,j(X i, Y j) δY j (dz) + ρ̃i(X i, Y ) δXi(dz) .Hene:








αi,j(X i, Y j) δY j (dz) { N∏
k=1




ρ̃i(X i, Y ) δXi(dz) { N∏
k=1






















αi,j(X i, z)πpropi,j (z|X i) dzbeause ∫
Y j




ρ̃i(X i, Y ) δXi(dz) { N∏
k=1









αi,j(X i, Y j)
} { N∏
k=1
πpropi,k (Y k|X i)dY k}




αi,j(X i, Y j)
N∏
k=1
πpropi,k (Y k|X i)dY k}






αi,j(X i, Y j) πpropi,j (Y j |X i) dY j} .Summing up A1 and A2 proves the Lemma. 2RR n° 6008
10 F. Campillo & V. Rossi2.3 Invariane propertyLemma 2.2 For all (x, z) ∈ Rn × Rn a.e. we have:
αi,j(x, z) π(x) πpropi,j (z|x) = αi,j(z, x) π(z) πpropi,j (x|z) .Proof For (x, z) 6∈ Ri,j the result is obvious. For (x, z) ∈ Ri,j we have:
(ri,j(x, z) ∧ 1) π(x) πpropi,j (z|x)
= min
{
π(z)πpropi,j (x|z) , π(x)πpropi,j (z|x)}
= (ri,j(z, x) ∧ 1) π(z) πpropi,j (x|z) .
2Lemma 2.3 (onditional detailed balane) The following equality of measures denedon Rn × Rn
P i(Z1:i−1, X i:N ; dZi) π(X i)dX i = P i(Z1:i, X i+1:N ; dX i) π(Zi)dZi (7)holds true for any i = 1, . . . , N , Z1:i−1 ∈ R(i−1)×N , and X i+1:N ∈ R(N−i)×N .Proof Left hand side of (7) is a measure, say ν(dZi × dX i) on (Rn × Rn,B(Rn × Rn)).For all A1, A2 ∈ B(Rn), we want to prove that ν(A1 ×A2) = ν(A2 ×A1). We have:
ν(A1 ×A2) =
∫
P i(Z1:i−1, X i:N ; A1)1A2(X
i)π(X i)dX iand







i)αi,j(X i, Zi) πpropi,j (Zi|X i) dZi
















i)π(X i)dX i . (8)
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i)π(X i)dX iExhanging the name of variables X i ↔ Zi in the rst term of the right hand side of theprevious equality, leads to the same expression as (8) where A1 and A2 were interhanged,in other words ν(A1 ×A2) = ν(A2 ×A1). 2Proposition 2.4 (invariane) The probability measure
Π(dX) = π(X1)dX1 · · ·π(XN )dXNis an invariant distribution of the Markov kernel P , i.e. ΠP = Π that is:
∫
X
P (X, dZ) { N∏
i=1











P 1(X1:N ; dZ1) P 2(Z1, X2:N ; dZ2) · · ·






P 1(X1:N ; dZ1) π(X1)dX1 P 2(Z1, X2:N ; dZ2) · · ·
· · ·Pn(Z1:N−1, XN ; dZN) { N∏
i=2
π(X i)dX i} .Using (7) with i = 1 gives:
∫
X
P (X, dZ) { N∏
i=1




P 1(Z1, X2:N ; dX1) π(Z1)dZ1 P 2(Z1, X2:N ; dZ2) · · ·
· · ·Pn(Z1:N−1, XN ; dZN) { N∏
i=2
π(X i)dX i} .
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12 F. Campillo & V. RossiIn this last expression the kernel P 1(Z1, X2:N ; dX1) is a measure on the variable X1 whihno longer appears in the integrand. Therefore its integral with respet to this variable is 1,hene:
∫
X
P (X, dZ) { N∏
i=1
π(X i)dX i} =
= π(Z1)dZ1 ∫
X2:N
P 2(Z1, X2:N ; dZ2) · · ·
· · ·Pn(Z1:N−1, XN ; dZN) { N∏
i=2






π(x1:n)dx¬ℓ . (10)When we know to sample from (10), we are able to use the Gibbs sampler. It is possibleto adapt our interating method to parallel Gibbs sampler. But very often we do not knowhow to sample from (10) and therefore we onsider proposal onditional densities πpropℓ (xℓ)dened for all ℓ. In this ase, we use Metropolis within Gibbs algorithm (see appendix).We present in the following how to make interations between parallel MwG algorthims.The MwG algorithm is more general than Gibbs algorithm, so a parallel/interated Gibbsalgorithm an easily be dedued from the parallel/interated MwG algorithm.3.1 The algorithmOne iteration X → Z of the parallel/interating Metropolis within Gibbs method onsistsin updating the omponents Xℓ suessively for ℓ = 1, . . . , n, i.e.
[X1:n]→ [Z1X2:n]→ [Z1:2X3:n] · · · [Z1:n−1Xn]→ [Z1:n] .For eah ℓ xed, the subomponents X iℓ are updated sequentially for i = 1, . . . , N in twosteps:(i) Proposal step: We sample independently N andidates Y jℓ ∈ R for j = 1 : N aordingto:






ℓ)dξ , 1 ≤ j ≤ n INRIA



























































.We also use the following lighter notation:
πℓ,propi,j (ξ|ξ′) = πℓ,propi,j (ξ|JZ, ξ′, XKiℓ) .(ii) Seletion step: The subomponent X iℓ ould be replaed by one of the N andidates






Y 1ℓ with probability 1N αi,1ℓ (X iℓ, Y 1ℓ ) ,...
Y Nℓ with probability 1N αi,Nℓ (X iℓ , Y Nℓ ) ,

























ℓ ) .The resulting algorithm is depited in Algorithm 2.3.2 Desription of the MH kernelLemma 3.1 The Markov kernel on Rn×N assoiated with the MH algorithm desribed inSetion 3.1, is
P (X, dZ) def= P1(X1:n; dZ1) P2(Z1, X2:n; dZ2) · · ·Pn(Z1:n−1, Xn; dZn) . (11)At iteration ℓ, the kernel Pℓ(Z1:ℓ−1, Xℓ:n; dZℓ) generates Z1:Nℓ from the already updated om-ponents Z1:N1:ℓ−1 and the remaining omponents X1:Nℓ:n .Eah omponent Zi1:ℓ, for i = 1 · · ·N , is updated independently one from eah other:
Pℓ(Z1:ℓ−1, Xℓ:n; dZℓ) def= N∏
i=1




ℓ; dZiℓ) . (12)
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hoose X ∈ Rn×Nfor k = 1, 2, . . . dofor ℓ = 1 : n dofor i = 1 : N dofor j = 1 : N do






































Y 1ℓ with probability α1/N...
Y Nℓ with probability αN/N
X iℓ with probability ρ̃end forend forend for Algorithm 2: Parallel/interating MwG.Here Ziℓ is generated from JZ, X iℓ, XKiℓ aording to:
P iℓ (JZ, ξ, XK
i
ℓ; dξ′) def= 1N N∑
j=1
αi,jℓ (ξ, ξ
































′) πℓ,propi,j (ξ′|ξ) dξ′ . (16)
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′|ξ) > 0 .Note that the funtions αi,jℓ (ξ, ξ′), ρiℓ(ξ), ri,jℓ (ξ, ξ′) and the set Ri,jℓ depend on Z1:ℓ−1 and
Xℓ+1:n.Proof This onstrution follows the general setup proposed by Luke Tierney in [20℄. Thekernel is dened by:
P iℓ (JZ, ξ, XK
i






︸ ︷︷ ︸seletion kernel ×Qiℓ(JZ, ξ, XKiℓ; dζ1:N )︸ ︷︷ ︸proposal kernel .This kernel onsists rstly in proposing a population of N andidates ζ1:N ∈ RN sampledfrom:
Qiℓ(JZ, ξ, XK
i
ℓ; dζ1:N ) def= N∏
j=1









j) δζj (dξ′) + ρ̃iℓ(ξ, ζ1:N ) δξ(dξ′) (18)where αi,jℓ is given by (14) and ρ̃iℓ(ξ, ζ1:N ) def= 1− 1N ∑Nj=1 αi,jℓ (ξ, ζj).
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P iℓ (JZ, ξ, XK
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′)for any ℓ, i, j, (Zi1:ℓ−1, X iℓ+1:n), and (Zj1:ℓ−1, Xjℓ+1:n).Proof For (ξ, ξ′) 6∈ Ri,jℓ , the result is obvious. For (ξ, ξ′) ∈ Ri,jℓ a.e.:
(ri,jℓ (ξ, ξ



































Parallel and interating MCMC's 17Lemma 3.3 (onditional detailed balane) The following equality of measures denedon R× R
P iℓ (JZ, ξ, XK
i
ℓ; dξ′)× πℓ(ξ|Zi1:ℓ−1, X iℓ+1:n)dξ
= P iℓ (JZ, ξ
′, XKiℓ; dξ)× πℓ(ξ′|Zi1:ℓ−1, X iℓ+1:n)dξ′ (19)holds true for any ℓ = 1 · · ·n, i = 1 · · ·N and Z1:ℓ−1 ∈ RN×(ℓ−1), Xℓ+1:n ∈ RN×(n−ℓ).Proof The left hand side of equality (19) is a measure ν(dξ′×dξ) dened on (R2,B(R2)).For all A1, A2 ∈ B(R), we want to prove that ν(A1 ×A2) = ν(A2 ×A1).We have:
ν(A1 ×A2) =
∫




































































ℓ+1:n)dξExhanging the name of variables ξ ↔ ξ′ in the rst term of the right hand side of theprevious equality leads to the same expression as (20) where A1 and A2 were interhanged,in other words ν(A1 ×A2) = ν(A2 ×A1). 2Proposition 3.4 (invariane) The measure
Π(dX) = π(X1)dX1 · · ·π(XN )dXNis invariant for the kernel P , that is ΠP = Π i.e.:
∫
X
P (X, dZ) { N∏
i=1
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∫
X









































































































2:n)dZi1this last equality follows from Equation (19). Hene,
∫
X



















2:n)dZi1} P2(Z1, X2:n; dZ2) · · ·






Parallel and interating MCMC's 19In this last expression, for i = 1, . . . , N , the kernel P i1(JZ, Zi1, XKi1; dX i1) is a measure for thevariable X i1 whih no longer appears in the integrand. Using the fat that the integral ofthe kernel w.r.t. X i1 is 1 we get:
∫
X













2:n)dZi1} P2(Z1, X2:n; dZ2) · · ·










P2(Z1, X2:n; dZ2) · · ·




2:n)dZi1 dX i2:n}Repeating this proess suessively for X2 to Xn leads to (21). 24 Numerial tests4.1 A multi-modal exampleWe apply now the parallel/interating Metropolis-Hastings sampler, see Setion 2, to a asewhere the target distribution is multimodal:
π = p1N (C1, I) + p2N (C2, I) + p3N (C3, I)with p1 = 0.1, p2 = 0.3, p3 = 0.6, and C1 = (−10,−10), C2 = (5, 0), C3 = (−5, 5). It is amixture of 3 two-dimensional Gaussian densities.We desribe the proposal kernel (1), for updating the omponent X i, eah hain j proposea new andidate aording to the following distribution law:
πpropi,j (y|X i) = πpropi,j (y|Z1:i−1, X i, X i+1:N) = { N (X i, 1d I) , if i 6= j ,N (Xj , I) , if i = jwhere d def= |X i −Xj |.The idea here is to explore the spae with a Gaussian random walk (i = j) but also toallow jumps toward already explored interesting areas (i 6= j). If X i and Xj are lose onethe other, then the hain j will propose a andidate far from Xj and X i. If X i and Xjare far one to the other, then the hain j will propose a andidate lose to Xj.RR n° 6008
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Figure 1: Target distribution π(x) (left) and initial positions of the hains X(0),i, for i =
1 · · ·N (right).
Figure 2: Positions of the hains X(k),i, for i = 1 · · ·N , at iterations k = 1000 (left) and
k = 5000 (right).



















Figure 3: Evolution of the proportion of partiles loated in the three dierent modes.
INRIA
Parallel and interating MCMC's 21Here N = 50, and the initial points X(0),i, for i = 1 · · ·N , are sampled aording to theuniform law on the square [−15, 10]× [0, 10], see Figure 1 (right). Figures 2 learly demon-strate the onvergene of the method. In Figure 3 we present the evolution of the proportionof partiles loated in the neighbor of the three dierent modes: this also demonstrates thegood behavior of the method. Note that the initial partiles do not over the mode number2, so the algorithm is able to reah the isolated mode and to balanes the partiles amongthe modes aording to the parameters pi.4.2 An hidden Markov modelWe apply the parallel/interating Metropolis within Gibbs sampler, see Setion 3, to a toyproblem where a good estimate π̂ of the target distribution π is available. Consider thelinear Gaussian state spae model:
sℓ+1 = a sℓ + wℓ , s1 ∼ N (̄s1, Q1) , (22a)
yℓ = b sℓ + vℓ (22b)for ℓ = 1 · · ·n, where w1:n and v1:n are entered white Gaussian noises with varianes σ2wand σ2
v
. Suppose that b is known and a = θ is unknown with a priori law N (µθ, σ2θ). Wealso suppose that w1:n, v1:n, s1 and θ are mutually independent.The state variable is
x1:n+1
def
= (s1:n, θ)and the target onditional density is
π(x1:n+1)dx1:n+1 = π(s1:n, ϑ)ds1:n dϑ def= law(s1:n, θ|y1:n = y1:n) .This target law is not Gaussian, but we an perform a Gibbs sampler. Indeed the marginalonditional laws are available:
πsℓ(sℓ|s¬ℓ, ϑ)dsℓ def= law(sℓ|s¬ℓ = s¬ℓ, θ = ϑ, y1:n = y1:n) = N (mℓ, r2) ,




























































.We will perform three algorithms:(i) N parallel/interating Metropolis within Gibbs samplers (Alg. 2),(ii) N parallel/independent Metropolis within Gibbs samplers (Alg. 3),RR n° 6008
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Figure 4: Evolution of the indiator εk, see (23), for the parallel/independent MwG sampler(- -), and for the parallel/interating MH sampler (). This evolution is depited as afuntion of the CPU time and not as a funtion of the iteration number k. The residualerror of about 0.22 for the seond method is due to the limited size of the sample.























Figure 5: Evolution of the indiator εk, see (23), for the parallel/independent MwG sampler(- -). After 5000 se. CPU time, the onvergene of this method is still unsatisfatory.INRIA








= 25, s1 ∼ N (4, 9),



















εkℓ . (23)These estimations are based on a sample of size N = 50 only, so they suer from variability.This is not problematial, indeed we do not want to estimate L1 errors but to diagnose theonvergene toward the stationary distribution. So we use εkℓ as an indiator whih mustderease and remain lose to a small value when onvergene ours.To ompare fairly the parallel/independent MwG algorithm and the parallel/interatedMwG algorithm, we represent on Figures 4 and 5 the indiator εk for eah algorithm not asa funtion of k but as a funtion of the CPU time.In Figure 4 we see that even if one iteration of algorithm (i) needs more CPU than oneof (ii), still the rst algorithm onverges more rapidly than the seond one. The residualerror of 0.22 is due to the limited size of the sample. This error dereases to 0 as N ↑ ∞.Figure 5 shows the ineieny of parallel/independent MwG on this simple model.5 ConlusionThis work showed that making parallel MCMC hains interat ould improve their onver-gene properties. We proved the basi properties of the MCMC method, we did not provethat the proposed strategy speeds up the onvergene. This diult point is related to theproblem of the rate of the onvergene of the MCMC algorithms.RR n° 6008
24 F. Campillo & V. RossiThrough a simple example we saw that the Metropolis within Gibbs strategy ould bea poor strategy. However this method is widely used in pratie on more omplex nonlinear models. In this situation our strategy improved the onvergene properties. We alsodemonstrated that this approah an handle multimodal ases.
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Parallel and interating MCMC's 25Appendix: MwG algorithmOne iteration X → Z of the Metropolis within Gibbs method onsists in updating theomponents Xℓ suessively for ℓ = 1, . . . , n, i.e.
[X1:n]→ [Z1X2:n]→ [Z1:2X3:n] · · · [Z1:n−1Xn]→ [Z1:n] .Eah omponents Xℓ is updated in two steps:(i) Proposal step: We sample a andidate Yℓ aording to:
Yℓ ∼ π
prop
ℓ (ξ)dξ(ii) Seletion step: The omponent Xℓ ould be replaed by the andidate Yℓ or stayunhanged aording to a binomial sampling, the resulting value is alled Zℓ, i.e.:
Zℓ ←
{
Yℓ with probability αℓ(Xℓ, Yℓ) ,









πpropℓ (ξ′) ∧ 1The resulting algorithm is depited in Algorithm 3.hoose X1:n ∈ Rnfor k = 1, 2, . . . dofor ℓ = 1 : n do
Yℓ ∼ π
prop
ℓ (ξ)dξ {proposed andidate}
u ∼ U [0, 1]if u ≤ αℓ(Xℓ, Yℓ) then
Xℓ ← Yℓend ifend forend forAlgorithm 3: Metropolis within Gibbs sampler. We an go through the omponent indiesin a random way.
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