Abstract: Single-particle experiments using X-ray Free Electron Lasers produce more than 10 5 snapshots per hour, consisting of an admixture of blank shots (no particle intercepted), and exposures of one or more particles. Experimental data sets also often contain unintentional contamination with different species. We present an unsupervised method able to sort experimental snapshots without recourse to templates, specific noise models, or user-directed learning. The results show 90% agreement with manual classification. 
Introduction
Recent results have established the potential of the so-called "diffract-and-destroy" approach for determining the structure of biological entities in a way which circumvents the damage limit faced by traditional techniques using ionizing radiation [1] [2] [3] . Ideally, these experiments intercept a succession of identical single-particles with a train of intense X-ray pulses to record diffraction snapshots before each particle is destroyed. In practice, several complications arise. (a) Particle injectors [4, 5] are not synchronized with the X-ray pulses, resulting in a mixture of blank shots, where no injected object was intercepted, and successful exposures of injected objects. (b) Injected objects can contain none, one, or multiple copies of the particle of interest. (c) Unintentional contamination produces snapshots from a number of different species. (d) The incident beam intensity varies from shot-to-shot. (e) Only a part of the injected particle may be exposed to the incident beam. These factors give rise to unsorted data sets consisting of blank snapshots, and a variety of snapshots emanating from one or more particles belonging to a number of species. Some snapshots also exhibit artifacts due to the detection process. For example, an intense signal can exceed the dynamic range of the detector leading to saturation and charge bleeding into neighboring pixels. The fraction of snapshots from individual particles of one species is usually small (1-10% in our experiments), and must be extracted from large collections of snapshots. Experimental noise and stochastic processes, such as shot-to-shot variations in the beam intensity and position, make this task particularly challenging. The need for snapshots from identical single-particles is an essential pre-requisite for current diffract-and-destroy, three-dimensional structure recovery techniques, severely limiting the number of "useful" snapshots.
Here, we present an unbiased, accurate, and computationally efficient method for classifying experimental X-ray diffraction snapshots without recourse to operator supervision, specific noise models, or templates. The approach is based on spectral clustering, a kernelbased Principal Component Analysis (PCA) method [6] , which uses the nonlinear correlations in the data set over a variety of length scales to classify snapshots. Our primary results, obtained without supervision, can be summarized as follows. (a) Experimental X-ray Free Electron Laser (XFEL) diffraction snapshots can be sorted with 90% accuracy, as judged by manual expert assignment. (b) Noting that in most cases, the number of pixels needed to sample the intensity diffracted from a single particle according to the Shannon-Nyquist theorem is less than or about 10 4 [7, 8] , we estimate a sorting capability of 10 6 snapshots in less than 10 hours with modest computing resources. Given the current experimental snapshot output of ~10 6 per day at 120Hz with 10% hit rate, this capability suffices for typical experimental runs until significantly higher source and injector repetition rates and/or sourceinjector synchronization become available. This paper is organized as follows. Section 2 provides a brief outline of spectral clustering. Section 3 describes sorting results for experimental XFEL data sets, and compares these with those obtained by manual assignment, and standard (i.e., linear) PCA-based sorting. Section 4 concludes with a brief summary and directions for future work.
Spectral clustering
Spectral clustering is an unsupervised method for classifying data, with applications including image segmentation [9] , circuit partitioning [10] , data mining [11] , and machine learning [12, 13] . It exploits similarity relationships between data vectors to discover the key variables, which nonlinearly determine the global structure of the data. Complex, high-dimensional data sets are then described in terms of a small number of dimensions stemming from these underlying variables.
Consider the problem of classifying high-dimensional data vectors stemming from two different objects. This comes about, for example, with snapshots from two sets of objects, when n pixel intensities are measured on each snapshot, and a snapshot is represented as a point in n-dimensional space. Under ideal circumstances, the local neighborhood arrangements would reveal two distinct groups of internally connected data points forming two disconnected classes, with class membership reflected in a single variable. Finding such a classification is an objective of spectral clustering. Below, we offer a brief technical outline of this approach, referring the reader to the extensive literature for further details [14] [15] [16] .
Formally, given a set X of s snapshots, each represented by an n-dimensional data point, i.e.,
, which captures the main features of the data set with n m << .
The reduced coordinates are obtained from the eigenfunctions of the graph Laplacian (see, e.g., [14] ). In contrast to standard PCA and factor analysis [17] , which reflect the linear variance and covariance of the data, spectral clustering captures the nonlinear correlations in the data set.
Construction of the graph Laplacian
be an undirected similarity graph with vertices
, and edges v , and vice versa. The mknn construction is well suited to detecting clusters of different density [15] . Affinity matrix construction methods depend on the single parameter κ specifying the number of mutual nearest neighbors, which can be tuned to optimize the output. Self-tuning algorithms exist to automate this process [18] .
A variety of spectral clustering algorithms exist. We adopt the normalized spectral clustering algorithm developed by Shi and Malik [16] , which proceeds as follows. First, choose the number of clusters to compute m. The unnormalized graph Laplacian is computed by subtracting the degree matrix from the affinity matrix:
The normalized graph Laplacian is computed by normalizing each vertex by the node volume:
The eigenvalues λ and eigenvectors u are computed by solving the generalized eigenvalue problem:
Let U be the s x m matrix with the eigenvectors 1 ,..., m u u as columns associated with the m largest eigenvalues. The i -th row of U is the reduced coordinate i u of data point i x . The reduced coordinates are partitioned using K-means clustering into 1 ,..., m C C .
Application to experimental XFEL data

Data set
The experiments were carried out with the "CFEL ASG multi purpose" (CAMP) instrument [19] on the Atomic, Molecular and Optical Science beamline [20] at the Linac Coherent Light Source [21] in Stanford, California, essentially as described previously [2] . Nanorice, 250 nm long ellipsoidal particles of iron oxide coated with silicon dioxide (Corpuscular Inc., Cold Spring, NY) suspended in ethanol, was concentrated to ~10 13 particles/ml and sonicated prior to aerosolization with a Burgener Mira Mist CE nebulizer (AHF Analysentechnik, Tübingen, Germany). Acanthamoeba polyphaga mimivirus was purified as described previously [2] , transferred into 250 mM ammonium acetate, pH 7.5, and the suspension aerosolized with helium in a gas dynamic nebuliser [4] . The aerosols were injected into the CAMP instrument using an aerodynamic lens stack [5] .
Fraunhofer diffraction patterns were recorded on two rectangular pnCCD detectors consisting of 512 × 1,024 pixels, each 75 × 75 µm 2 [19] . The detectors were placed 738 mm from the interaction point and separated by a horizontal gap of 21 pixels to minimize detector damage by the XFEL beam. The X-ray energy was 1.2 keV, and the measured electron bunch length was 150fs. The scattering angle to the edge of the detector corresponded to 20 nm resolution. Although each experimental run involved a single species, cross-contamination from the preceding runs produced snapshots from several species, including, but not limited to Enterobacteria phage T4, nanorice, and mimivirus. A selection of diffraction snapshots is shown in Fig. 1 . The data set analyzed consisted of 7,214 diffraction snapshots collected by intentionally injecting nanorice and mimivirus, loosely pre-filtered based on total diffracted intensity to reduce the number of blank shots but retain as many hits as possible. As expected, the remaining data set used here for analysis still included some blank shots, and exposures of injected objects ("droplets") containing none, one, or multiple particles. Our aim is to extract useful snapshots of the intentionally injected particles, i.e. to identify clusters each containing all orientations of single nanorice, or mimivirus.
Most of the signal is concentrated in the low spatial frequencies, i.e., the central region of the detector. Prior to analysis, the high spatial frequencies were truncated by a circular mask with a radius of 150 pixels, i.e. at a maximum frequency of 61 nm ( Fig. 1(a) ). Due to the large dynamic range of ~50 × in diffracted intensities recorded by the detector, square-roots of the absolute intensities were used in the analysis. No other intensity scaling was applied, and no attempt was made to compensate for shot-to-shot fluence fluctuations. 
Results
The unweighted edges ij e were used to construct the affinity matrix, W with nearest neighbor The parameter m is the number of clusters expected from the data set, and was set to be higher than the number of injected species. To partition the data into discrete classes, K-means clustering was applied to the reduced coordinates U , and the returned clusters ordered in decreasing size. Although not used here, one possible procedure for automatically choosing the clustering parameters is given in [18] .
Inspection of the clusters revealed the following. The intentionally injected species of interest were assigned primarily to clusters 2, 5, 7 and 8. Clusters 2 and 5 ( Fig. 2(a) ) correspond to nanorice in various orientations. Clusters 7 and 8 ( Fig. 2(b) ) correspond to mimivirus in different orientations. The discarded clusters, for example, 10, 9, and 14, correspond to miscellaneous, blank, and saturated snapshots (Fig. 2(c-e) ). A few other clusters contained snapshots with very high intensity levels, which may or may not have reached saturation.
In order to assess the reliability of the results, manual sorting was performed independently by two experts, each assigning snapshots to one of three classes regardless of the level of saturation: (1) single nanorice; (2) single mimivirus; and (3) other/unknown. The agreement between two manual classifications was 95%. The agreement between expert manual assignment and the outcome of unsupervised algorithmic sorting was 90%. We note that the algorithm differentiates between saturated and unsaturated shots, while the manual assignment did not. As such, the comparison may represent an overly pessimistic assessment of the performance of the algorithm. It is important to note that the algorithmic classification is not simply based on total diffracted intensity, since the distributions of total diffracted intensity in the nanorice and mimivirus clusters overlap almost completely. (The mean and standard deviation of total diffracted intensity distributions for clusters 2 (nanorice) and 7 (mimivirus) are 0.575 ± 0.187 (a.u.) and 0.643 ± 0.163 (a.u.), respectively.).
The final sorting yield of the algorithm is summarized in Table 1 . Of the 611 missed snapshots, 486 from single nanorice and mimivirus belong to discarded clusters 1 and 4, which consisted mainly of strongly diffracting snapshots of various species (The mean and standard deviation of the total diffracted intensity distributions are 1.186 ± 0.319 (a.u.) and 2.729 ± 0.741 (a.u.), respectively). Shannon pixels are needed per snapshot, we estimate a computation time of less than 10 hours to sort 10 6 snapshots using a cluster of 30 nodes, each consisting of two 2.5 GHz Quad-Core Intel Xeon CPUs with 16 GB RAM at half load with an existing parallel implementation. This estimate is an extrapolation based on the dominant scaling behavior only, and must be verified in practice.
We now benchmark the performance of our spectral clustering approach against one based on standard PCA analysis followed by K-means clustering (see Table 2 ). Spectral clustering is superior in two respects. In order to obtain similar results, (1) five times more clusters must be considered in PCA; and (2) the species of interest are spread over nine times more clusters after PCA analysis. These differences persist even when intensity and variance normalization of the data are employed. The superior performance of spectral clustering points to the nonlinear structure of XFEL data sets, which is not well-suited to analysis by (linear) PCAbased methods. 
Conclusions
We have presented an unbiased, accurate, and algorithmically efficient method for sorting experimental snapshots produced by XFEL-based diffract-and-destroy techniques, without recourse to supervisor-directed learning, specific noise models, or templates. Our current implementation is capable of dealing with data sets consisting of ~10 6 snapshots, the number of hits typically collected in an XFEL run extending over a day. This is an essential step in realizing the full potential of the possibilities demonstrated by recent results on biological and nanocrystalline particles. Future algorithms must aim to improve the sorting yield and accuracy, and offer online capability to enable informed termination of experimental runs.
