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A novel method was developed to measure the initial velocity of ions generated by 
matrix-assisted laser desorption ionization (MALDI). It is shown both experimentally and 
theoretically that with a delayed extraction (DE) technique, the flight time of an ion changes 
linearly with extraction delay. The initial velocity of the ion, a consequence of the desorption 
process, can be determined from the slope of this linear curve. Systematic study of the initial 
velocity was undertaken regarding its dependence on the matrix substance, molecular 
weight of the analyte, ion polarity, and wavelength of irradiation. It was found that the most 
important factor was the matrix material. Sinapinic acid and ~x-cyano-4-hydroxycinnamic 
acid matrices ejected slower peptide and protein ions than 2,5-dihydroxybenzoic acid or 
3-hydroxypicolinic a id: ~ 300 versus ~ 550 m/s.  Matrix ions themselves exhibited a similar 
order of initial velocities, but these were 15-40% higher than those of insulin ions. The 
molecular weight of protein samples (between 5 and 25 ku) was found to have little effect on 
the initial velocity, but for peptides below 5 ku a gradual transition was noted toward the 
velocity of the matrix ions. Also decreasing velocity with increasing molecular mass was 
observed for DNA samples in the 4-14-ku range. In the negative ion mode slightly lower 
velocities were observed than in the positive ion mode. No difference was found between 
337- and 266-nm irradiation. Values of the initial velocities were used to correct systematic 
errors in the internal calibration observed in mass spectra with delayed extraction. These 
velocity corrections decrease mass errors substantially in the linear mode, in particular for 
multicomponent mixtures. © 1997 American Society for Mass Spectrometry (J Am Soc Mass 
Spectrom 1997, 8, 209-217) 
T 
he performance of matrix-assisted laser desorp- 
tion ionization (MALDI) time-of-flight (TOF) 
mass spectrometry has been greatly improved 
by the application of delayed ion extraction (DE) 
schemes as demonstrated on peptides, proteins [1-4], 
synthetic polymers [5], and oligonucleotides [6-8]. This 
method, also referred to as time-lag focusing or 
space-velocity correlation, considerably improves mass 
resolution on linear [1-4, 9] and reflector [4] TOF 
instruments. In TOF mass spectrometry, improved res- 
olution is expected to provide improved mass accu- 
racy, which is another important performance indica- 
tor of a mass spectrometric technique. Enhanced accu- 
racy has been reported by Whittal and Li [3] for 
peptides and small proteins with external and internal 
calibration. However, when applying internal calibra- 
tion (potentially the most accurate method [10]) to 
mixtures of DNA, systematic deviations from the lin- 
earity of t versus (m/z)  1/2 were observed [7]. It was 
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speculated that this systematic departure from linear- 
ity is related to the initial velocity of the sample ions 
acquired in the desorption process. In conventional 
MALDI TOF, where static extraction fields are used, 
effects of the initial velocity are obscured by a colli- 
sional energy loss developing in the early phase of ion 
extraction when the ions are accelerated through a 
dense plume of desorbed material [11]. This kind of 
energy loss is greatly reduced in DE, where ion extrac- 
tion is delayed until the plume dissipates. The experi- 
mental decoupling of the desorption and ion extraction 
steps permits the investigation of the initial velocity 
component of this process. Accurate knowledge of the 
initial velocity (also referred to as ejection or desorp- 
tion velocity) and its dependence on experimental con- 
ditions is important for a more complete description of 
the desorption process and for improving the accuracy 
of the calibration by properly accounting for initial 
velocity effects. 
Numerous experiments have been reported on the 
velocity measurements of laser desorbed ions and neu- 
trals [12-18] and theoretical calculations have been 
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published [19]. Average initial velocities of sample 
ions vary between 300 and 1000 m/s  and between 300 
and 1700 m/s  for matrix ions. Most of these reports 
agree that the ejection velocity depends very weakly 
on the mass of the analyte, but the effects of experi- 
mental conditions such as matrix substance, wave- 
length, and ion polarity, have not been explored. Con- 
sistency of these results is insufficient for refining the 
existing calibration strategies to account for the effect 
of the initial velocity. 
This article presents a comprehensive study of ini- 
tial velocities that demonstrates that experimental pa- 
rameters associated with DE can be utilized to obtain 
velocity information in the desorption process. A rela- 
tionship is derived between the arrival time of the ions 
and the extraction time delay. Initial velocities mea- 
sured from several matrices are compared for ions 
from both the sample and the matrix. Measurements 
are reported on peptide, protein, and DNA samples up 
to a molecular mass of 25 ku in these matrices. On the 
basis of these data it will be shown that the selection of 
the correct initial velocity for a given matrix will im- 
prove the accuracy of mass measurements in the DE 
linear mode. 
Experimental 
The instrument used in these experiments was a modi- 
fied Voyager RP mass spectrometer (PerSeptive 
Biosystems, Framingham, MA) having a linear drift 
length of 1.3 m and a single stage coaxial reflector. 
Velocity measurements were carried out in the linear 
mode. The delayed extraction experimental setup con- 
sisted of three high voltage power supplies, a high 
voltage switch, and a digital delay generator (Stanford 
Research, Sunnyvale, CA) as described in Ref. 4. Fig- 
ure 1 presents the schematic of the TOF analyzer. 
Accurate knowledge of the distances in the ion source 
(d 1, d 2) and of the drift length (L) is a prerequisite for 
the subsequently described calculations. The values for 
this experimental setup were determined by physical 
measurements (by caliper and from factory drawings) 
and corroborated or refined by fitting these values by a 
numerical model to experimentally observed flight 
Sample Detector 
~ dl d2 L 
Voltages: U GU 0 
Fields: (1-G)U/dl GU/dz 
Figure 1. Schematic of a linear TOF analyzer with two stage ion 
acceleration. Voltages applied to the sample, first grid, and sec- 
ond grid are U, GU (where G < 1), and 0, respectively. Electric 
fields (during ion extraction) are also shown. 
times, and to changes of flight times upon varying the 
grid voltage GU. We found d 1 = 0.39 cm, d 2 = 1.48 
cm, and L = 128.9 cm. The two accelerating regions 
were separated by a high transmission, 70-lines-per- 
inch mesh (Buckbee-Mears, St. Paul, MN). 
Two laser sources were utilized in the experiments: 
a N 2 laser (Laser Science, Newton, MA) emitting at 
337 nm and a Nd:YAG laser (Surelite I, Continuum, 
Santa Clara, CA) used on its fourth harmonic, 266 nm. 
The angle of incidence of the laser beams was 30 ° . 
To improve the statistical significance of the veloc- 
ity measurements, multiple locations on the sample 
surface were sampled (five or six points) and three 
velocity measurements were taken from each spot. The 
delayed extraction source was operated to give opti- 
mum resolution for the ion under investigation by 
tuning the grid voltage GU and the extraction delay r. 
This minimized or eliminated overlap with unwanted 
peaks (isotope peaks in the case of matrix ions, sodium 
adducts in the case of quasimolecular ions of oligonu- 
cleotides, etc.), which could have caused artificial shifts 
in the peak centroids of the monitored ion species. 
For the accurate measurement of the initial velocity 
it is important to maintain a field-free region between 
the sample holder and the first grid before ion extrac- 
tion. (However, the present method of velocity mea- 
surement is less affected by field penetration than 
many previously reported methods; see Results and 
Discussion.) For this purpose, outputs of two power 
supplies connected to these points had to be carefully 
adjusted. Nominal settings of high voltage power sup- 
plies do not provide adequate accuracy, and field 
penetration from the second accelerating stage also 
had to be compensated. The estimated extent of field 
penetration is 0.1-0.2% of the adjacent accelerating 
field. The behavior of some low mass-to-charge ratio 
ions, preferably Na-- or a matrix ion, was used as the 
indicator of an initial field. In the case of a retarding 
initial field, these ions will disappear as the extraction 
delay increases. In the case of an accelerating initial 
field, the behavior of low mass-to-charge ratio ions 
will be markedly different from that predicted by the 
theory for the field-free situation (see eq 7 in Results 
and Discussion). By the observation of these ions the 
initial field could be reduced below about 5 V/cm. 
This residual field had little effect on the velocity 
measurements because ion motion was sampled for a 
very short period (several hundred nanoseconds) after 
ion formation. 
All the matrix materials were purchased from 
Aldrich Chemical Co. (Milwaukee, WI). Matrices were 
dissolved in a mixture of deionized water and acetoni- 
trile (ACN): ~-cyano-4-hydroxycinnamic cid (c~ CHCA) 
and 2-thiohydantoin matrices at 10 g /L  concentration 
in a 1:1 mixture, and sinapinic acid in 2:1 water:ACN. 
3-Hydroxypicolinic acid (3-HPA) was dissolved at 
about 30 g /L  in a 1:1 solvent mixture and 10% (w/w) 
dibasic ammonium tartrate was added for DNA sam- 
ples to suppress the formation of sodium and potas- 
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sium adducts. The mixture of 2,5-dihydroxybenzoic 
acid and 5-methoxysalicylic a id (sDHB) was prepared 
as descr ibed prev ious ly  [20]. 2 - (4-Hydroxy-  
phenylazo)benzoic a id (HABA) was used at a 1-g/L 
concentration i 1:1 water:ACN. Samples of peptides 
and proteins were obtained from Sigma Chemical Co. 
(St. Louis, MO): bradykinin, M r = 1059.2; insulin oxi- 
dized B chain (ins. Box), M r = 3495.94; insulin, M r = 
5733.50; ubiquitin, M r = 8564.85; ot-lactalbumin, M r = 
14215.2; and c,-chymotrypsinogen I, M r = 25541.9. 
Synthetic peptide (RG)10 (M r = 2150.41) and oligonu- 
cleotides (12-mer, CAC TAA CAA GTC, Mr = 3598.41; 
20-mer, ACA CCG ACT AAA GCT ATT GG, M r = 
6110.02; 25-mer, TAT CTT ATG AGT TCG AAC GTA 
CGG A, M r = 7696.03; 31-mer, GAT TGC CTA CCA 
TCC GTT AGC AAC TGG TGA T, M r = 9486.17; 45- 
mer, GCA CTG GCC GTC GTT TTA CAA CGT CGT 
GAC TGG GAA AAC CCT GGC, M r = 13838.0) were 
synthesized at PerSeptive Biosystems. [Peptide was 
synthesized on a Pioneer TM Peptide Synthesizer (Per° 
Septive Biosystems, Framingham, MA) by using stan- 
dard Fmoc chemistry. Oligonucleotides were synthe- 
sized on the Expedite TM Oligo-Synthesizer (PerSeptive 
Biosystems, Framingham, MA) by using standard 
phosphoroamidite chemistry.] Relative molecular 
masses are isotope averaged values with the exception 
of bradykinin, which is monoisotopic, in accordance 
with their mass spectrometric peaks observed during 
the velocity measurements. All these samples were 
used without further purification. They were dissolved 
in deionized water and mixed with the matrix solution 
to give a final concentration of 1-5 pmol/ /zL for the 
analyte, so the rnatrix:analyte molar ratio was in the 
range 2000-40,000. For the matrix ions measurements 
were carried out on the neat matrix. A 1-/,tL droplet 
was placed onto the sample holder. The droplets were 
dried in a stream of cold air. The sample holder accom- 
modated 100 sample locations, which made it possible 
to measure many samples without the need to change 
the settings of the high voltage power supplies (or 
without turning them off and on between samples, 
which would quite likely have decreased the repro- 
ducibility of the experiments). This experimental pre- 
caution is recommended with samples more sensitive 
to experimental errors (for instance, when measuring 
matrix ions). Samples were measured on the same day 
they were deposited on the sample plate. 
Results and Discussion 
Theory 
Measurement of the initial velocity relies on the change 
of the flight time of an ion as a function of the extrac- 
tion delay r. Derivation of the underlying relationship 
follows. The flight time of an ion, t, in the linear DE 
TOF analyzer (schematically shown in Figure 1) is 
composed of three contributions, t 1, t2 ,  and t3,  from 
the two accelerating stages (t I and t 2) and from the 
drift region ( t3 ) .  These contributions are given as 
(2m)l/2 ( T1/2 - T 1/2 T1 /2 -  T 1/2) 
t I + t 2 - + 
z -El E2 
t3=L(  m l 1/2 
2T2 } 
(1) 
(2) 
where m and z are the mass and charge of the ion, E 1 
and E 2 are  the electric fields in the first and second 
accelerating stages: E1 = (1 - G)U/d I and E 2 = 
GU/d 2 are expressed with the total accelerating volt- 
age U, its fraction applied to the first grid GU, and the 
dimensions of the ion source d I and d 2. In DE, values 
of the kinetic energy of ions before extraction (T o ) and 
after the first (T 1) and second accelerating stages (T 2) 
differ from the values equivalent o the nominal volt- 
ages applied in the source. That is, T o ~ 0, T~ ~a z(1 - 
G)U, and T 2~zU.  In the case of T 1 and T 2 this 
difference amounts to mv2/2 - xzE 1, where x is the 
distance the particle drifted inside the first accelerating 
region during the extraction delay r. T o is given as 
my2~2, where v 0 is the axial component of the initial 
velocity. Provided that there is no electric field present 
before extraction, this velocity originates from the de- 
sorption process. Expansions of T 1/2 and T2 +1/2  
around (1 - G)U and U, respectively, to first order, 
yield for the flight time of an ion 
m / 1/2 
t =C ly+C2y 2+C3y 3 with Y= \2 -~)  (3) 
where y can be perceived as the inverse velocity of the 
ions accelerated to the potential U. Moreover, 
Vor 2dtvo 
C 1 = L e -~- ~ lh ;  C2 = .- 1--7-~; 
v 2 
C3 - 2(1 - G) h (4) 
Here the effective length of the instrument, Le, and h 
depend only on the geometry of the analyzer and on 
the ratio G: 
2d 2 2dl 
L e = L + + (5) 
1 + (1 - G)  1/2 (1 - -  G)  1/2 
and 
2(1 - G)l/2d2 2d 1 
h = (1 - G)L + (6) 
1 + (1 - -  G) 1/2 (1 - -  G)  1/2 
Differentiation of eq 3 with respect o the extraction 
delay ~- gives: 
dt h 
t -1 - -  - -  (7) dl" ~ t8 v 0 with /3 - 2 d 1L  e 
212 JUHASZ ET AL. J Am Soc Mass Spectrom 1997, 8, 209-217 
The left-hand side of eq 7 is the relative change of the 
flight time over the change of extraction delay- -a  
readily measurable quantity. Measurement of the flight 
times starts by the extraction pulse, that is, the extrac- 
tion delay itself is not contained in t. The right-hand 
side of eq 7 is linear in velocity and the coefficient /3 
depends only on the instrumental geometry and the 
ratio G. A better approximation for /3 would contain 
additional terms, which represent a contribution less 
than 1%, so these higher order terms are neglected. 
With the given instrumental geometry, optimum mass 
resolution was achieved by tuning in the range G = 
0.88-0.94. For the most frequently used values of G, 
coefficient /3 is tabulated in Table 1. In eq 7, v 0 stands 
for the first moment of the distribution of the axial 
velocity component (its average value). For the sake of 
brevity this quantity will be referred to as the initial 
velocity. In a higher order approximation the shape of 
the velocity distribution should also be taken into 
account. Fortunately, higher order terms in the velocity 
turn out to be negligible, in particular when short 
extraction delays (several hundred nanoseconds) are 
used. Note that eq 7 should be considered as a local 
approximation when t >> ~- and T 2 >> T o are satisfied 
(otherwise it would seem that the flight time exponen- 
tially increases with the extraction delay). 
Care should be exercised when eq 7 is used. At 
short extraction delays, where the interaction of the 
ions with the desorbed plume is not negligible, this 
equation will break down. First, the ions may have not 
reached their "final" initial velocity. Second, collisions 
with neutrals can slow ions down and eq 7 could yield 
even negative initial velocities (left-hand side of eq 7 
becomes negative). The time threshold for the validity 
of eq 7 can be estimated from hydrodynamic calcula- 
tions on the plume expansion [19]. In these calculations 
it was found that the density of the plume dropped by 
an order of magnitude in the first 50 ns. This means 
that about 90% of the collisions take place during this 
time assuming an exponential decay of the density of 
the plume. Thus, one can expect that for extraction 
delays longer than 100 ns, eq 7 is applicable. Kirsch et 
al. [21] also made measurements on this time threshold 
that they called virtual desorption times, and found 
values between 200 and 400 ns. In our experience q 7 
is applicable down to about 150-ns delay at the low 
irradiations routinely used. When higher irradiance 
was used (because of low sample concentration, >10 6 
Table 1. Values of/3 from eq 7 for the specified geometry 
G /3 (cm - 1) 
0.88 O. 134 
0.89 0.121 
0.90 0.107 
0.91 0.0928 
0.92 0.0785 
0.93 0.0640 
0.94 0.0489 
matrix:analyte molar ratio; data not shown), the effect 
of kinetic energy loss [11] was clearly detected at this 
delay, suggesting the prevalence of substantial interac- 
tion between ions and neutrals. 
Experimental illustration of eq 7 is in Figure 2. The 
flight time of the protonated insulin was monitored in 
the c~ CHCA matrix as a function of the extraction 
delay. Five series of measurements were recorded be- 
tween 200- and 600-ns delays and standard eviations 
are also indicated. Linear regression of the data yielded 
t[/xs] = 51.7986 + 0.129~-[/xs] (8) 
The experiment was carried out at 20-kV accelerating 
voltage and G = 0.92. The corresponding value of /3 
from Table 1 is 0.0785. Thus, the initial velocity is 
determined as v 0 = 0.129/(51.85 x 0.0785) = 0.0317 
cm//xs = 317 m/s .  Similar curves have been gener- 
ated for a variety of samples up to the molecular 
weight of 30 ku (data not shown). It turns out that 
substantial residual electric fields can be tolerated by 
this method. For instance, a residual field of 100 V /cm 
increases the velocity of an insulin ion by only 87 m/s  
during a 500-ns delay time. Low mass-to-charge ratio 
ions, however, are very sensitive to field penetration 
(Na + would gain 2.3 x 10 4 m/s  under similar condi- 
tions); therefore, the linearity of eq 7 in v 0 could not be 
observed at all (the linear curve in Figure 2 becomes 
quadratic in ~'). Thus, when the t versus ~- curve for 
the Na + (matrix doped with Na salt was used for this 
purpose) ion is close to linear, the extraction region 
must be very nearly field-free. 
In the subsequent measurements, flight time shifts 
over a fixed change of the extraction delay were moni- 
tored rather than recording curves like that in Figure 2. 
Differences of extraction delays were selected to give a 
change of flight time that could be measured with 
good reproducibility. For instance, a 200-ns change in 
the extraction delay causes approximately a 25-ns shift 
51.88 
5187 i .......... ................ .  jr i i ...... . . . . . . . . . . . . . . .  
"~ 51.86 
51.85 
51.84 
51.83 
51.82 . . . .  ~ . . . .  ~ . . . .  ~ . . . .  I ' ' 11  II . . . . . . . . . .  I . . . . . . . .  
200 300 400 500 600 
Extraction delay (nsec) 
Figure 2. Relative shift of the arrival times of protonated in- 
sulin molecules as a function of the extraction delay. Standard 
deviations of the flight times were computed from five series of 
measurements. The slope of the fitted linear curve is equivalent 
to 317-m/s initial velocity. Matrix: ctCHCA; wavelength: 337 nm. 
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of the flight time of insulin ions that corresponds 
approximately to the width of its mass spectral peak. 
This shift in the example shown in Figure 2 is equiva- 
lent to 307-m/s initial velocity. Repetitive measure- 
ments are more convenient his way and statistical 
evaluation of the data is straightforward. Care was 
taken to carry out the measurements at extraction 
delays longer than the threshold time delay for the 
validity of eq 7. In most cases 200-ns differences of the 
extraction delay were used in the range of 400-800 ns. 
In the case of matrix ions, shorter delays (150-400 ns) 
were used to minimize the effect of the residual field 
(initial bias) in the extraction region. 
Comparison of Matrices 
Ions of bovine insulin were used to compare several 
matrix materials. The results are summarized in Table 
2. The study was extended to doubly charged ions and 
to the negative ion polarity in a few cases and 266-nm 
irradiation was also used with aCHCA and 2-thiohy- 
dantoin matrices (this latter compound oes not work 
at 337 nm). In addition to the averages of the observed 
measurements, standard errors are also provided. Be- 
cause of the larger number of measurements (15-18 
typically), the errors are quite small. Closer inspection 
of the measurements, however, reveals systematic 
variations that originate mainly from changing the 
position of irradiation on the sample surface. For in- 
stance, individual measurements of initial velocities of 
insulin from 3-HPA matrix were (454, 417, 427), (550, 
539, 555), (495, 499, 514), (558, 575, 559), and (644, 624, 
646), where values from the same location are grouped 
within parentheses. Obviously variations within each 
group are less than those between the groups. Substan- 
tial spot-to-spot variations can be explained by the 
dependence of the ejection velocity (its projection onto 
the ion optic axis) on the orientation of the surface 
element from which desorption takes place. In general, 
these variations are less significant in the case of 
Table 2. Velocity measurements (and standard errors) on the 
ions of bovine insulin desorbed from various matrices a 
Wavelength Velocity 
Matrix (nrn) Charge (m/s) 
eCHCA 337 ,1,1 311 + 6 
+2 315_+ 11 
-2  268 _+ 17 
266 -t-1 339 _+ 12 
Sinapinic acid 337 -I-1 352 _+ 15 
-1  264 + 16 
sDHB 337 ,1,1 521 -+ 6 
-t-2 501 +_ 14 
-1  396 + 13 
HABA 337 -I-1 280 -+ 5 
3-HPA 337 ,1,1 537 -+ 18 
2-Thiohydantoin 266 --1 376 _+ 16 
a Relative changes of flight times (see the left-hand side of eq 7) 
were determined from flight times measured at 400- and 600-ns 
extraction delays. U= 20 kV and G = 0.92. 
aCHCA or HABA matrices having a more homoge- 
neous surface, and more pronounced in the case of 
3-HPA matrix having a very inhomogeneous surface. 
Rough sample surfaces also affect the starting position 
of ions in that the values of the distance d 1 will be 
uncertain. These uncertainties amount typically to 
about 0.1 mm. However, such a variation of d I results 
in a change of 3.5% of the value of ]3 and in the value 
of the initial velocity, and this cannot be a major 
contributor to the observed variations of the ejection 
velocity. 
The data in Table 2 indicate that there is a wide 
variation of the initial velocities of insulin ions as a 
function of the matrix material. DHB and 3-HPA give 
rise to desorption velocities nearly twice those ob- 
served with HABA. Currently there is no adequate 
model of the desorption process that could explain this 
matrix dependence of the initial velocity. Because of 
the scarcity of physical data on the matrix materials, it
is difficult to single out the most important material 
parameters. The molecular weight of the matrix does 
not appear to play a decisive role because the lightest 
compound [2-thiohydantoin (M r = 116.1)] desorbs at 
significantly lower velocity than the heavier DHB or 
3-HPA. The absorption coefficient may play a role 
because available data indicate that DHB and 3-HPA 
are the weakest absorbers at 337 nm from the set of 
compounds in this study [22, 23]. 
The wavelength of the laser has no apparent effect 
on the velocity at least not in the case of the c~CHCA 
matrix. When doubly charged ions also were measured 
their initial velocity was identical to their singly 
charged counterparts within experimental error. Veloc- 
ity measurements were carried out in both the positive 
and negative ion polarities for three matrices with 
somewhat lower velocities obtained in the negative ion 
polarity. Similar observations already were made by 
Chan et al. [18] for 3-nitrobenzylalcohol matrix at 266- 
nm irradiance. 
The dependence of the initial velocity on the matrix 
substance was detectable on the matrix ions them- 
selves. These results are summarized in Table 3, where 
the monomer and dimer (if observed) of the matrix 
were monitored (or ions related to the dimer). The 
velocities of the matrix ions follow a similar order as 
the ions of the analyte desorbed from the matrix. 
Sinapinic acid, c~CHCA, and HABA have similar ve- 
locities within the experimental variations, but 3-HPA 
and sDHB eject significantly faster ions. This observa- 
tion supports the idea that primarily the velocity of the 
matrix ions determines the velocity of the analyte ions. 
In a comparison of the velocity of insulin ions with the 
velocity of the ions from the corresponding matrix, 
their ratio falls into a quite narrow range, 0.6-0.85, 
indicating a similarity in the desorption process from 
the sample material with various matrices. In the case 
of ccCHCA and HABA matrices, dimer ions (or species 
related to the dimer) exhibit somewhat lower velocities 
than the monomers. In contrast, with DHB and 3-HPA 
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Tab le  3. In i t ia l  ve loc i t ies  of  var ious  matr ix  ions  (and  
standard errors) a 
Velocity 
Matrix Ion m/z (m/s) 
eCHCA [M + H] + 190 465 _+ 19 
[2M + H] + 379 347 +_ 15 
Sinapinic acid [M ÷ H] + 225 396 +_ 10 
sDHB [M ÷ H] + 155 658 _+ 27 
[M* + H] + 168 635 + 27 
[2M - 36 ÷ H] + 273 666 + 23 
HABA [M ÷ H] + 243 497 _+ 13 
[2M ÷ H] + 485 403 + 21 
3-HPA [M + H] + 140 634 + 39 
[2M - 44+ H] + 235 633 + 39 
[2M + H] + 279 609 + 36 
aThe M* symbol in the case of sDHB refers to the 5-methoxy- 
salicylic acid additive. Relative changes of flight times (see the 
right-hand side of eq 7) were determined from flight times mea- 
sured at 200- and 400-ns extraction delays. U = 20 kV and G = 
0.92. 
matrices, matrix related ions exhibited uniform veloci- 
ties. This different behavior deserves more examina- 
tion because it may relate to unknown details of the 
desorption-ionization process. 
Effect of the Molecular Weight of the Sample on the 
Initial Velocity 
The mass dependence of the average initial velocity is 
of key importance to utilize initial velocity information 
for improved calibration schemes. Four matrix materi- 
als were included in this study: sinapinic acid, aCHCA, 
sDHB, and 3-HPA. Peptide and protein samples pan- 
ning a range of 1-25.5 ku were tested with the first 
three matrix compounds, and oligonucleotides were 
measured with 3-HPA matrix in the mass range of 
3.5-14 ku. Initial velocities are shown as a function of 
the molecular weight in Figure 3. Data in this figure 
assert again that ejection velocities from DHB and 
3-HPA matrices are significantly higher than from 
sinapinic acid or aCHCA. The mass dependence of the 
initial velocity looks somewhat different for each ma- 
trix, and only a few general features can be discerned. 
Peptide-protein samples above 5 ku show little varia- 
tions of the velocity as a function of mass. For sinap- 
inic acid this statement can be generalized to the entire 
mass range investigated. A definite decrease of the 
velocity with increasing molecular weight is observed 
for small peptides below 5 ku when aCHCA or sDHB 
matrices are used. This region looks like a transition 
region from the velocity of the matrix ions to the 
velocity of the protein ions. In the case of DNA sam- 
ples and 3-HPA matrix, a monotone decreasing trend 
is observed with increasing size of the sample. Due to 
the substantial experimental variations, however, a 
more accurate description of this trend is not possible. 
It is worth noting that in the range of 4-8 ku the 
observed velocities for DNA samples are similar to 
that found for insulin (see Table 2) in the same matrix, 
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Figure 3. Initial velocities of various analyte ions. All these 
measurements were taken in the positive ion mode with 337-nm 
irradiation. Data points correspond toanalytes bradykinin (MH + 
= 1060.2), peptide (RG)10 (MH += 2141.5), oxidized B-chain in- 
sulin (MH += 3496.9), insulin (MH += 5734.5), ubiquitin (MH += 
8565.9), c~-lactalbumin (MH += 14216.2), c~-chymotrypsinogen-I 
(MH += 25542.9) in the case of c~CHCA, sinapinic acid, and 
sDHB matrices. DNA samples were used in 3-HPA matrix: 
12-mer (MH += 3598.4), 25-mer (MH += 7697.0), 31-mer (MH += 
9487.2), and 45-mer (13839.0). Error bars represent s andard evi- 
ations from 15-18 measurements. 
indicating that there is no essential difference between 
peptide and DNA samples of similar size as far as the 
dynamics of the desorption process is concerned. 
The next question is how to incorporate velocity 
information (and its mass dependence) into the calibra- 
tion procedure. Data shown in Figure 3 do not suggest 
a unique, matrix independent form to parametrize the 
initial velocity as a function of the molecular weight of 
the analyte. However, variations of the initial velocity 
over the investigated mass range are rather small. The 
most significant change is observed in the c~CHCA 
matrix where the initial velocity decreases by about 
30% over more than an order of magnitude change in 
mass from bradykinin to cMactalbumin. The use of a 
mass independent initial velocity for each matrix com- 
pound seems to be an acceptable solution. These val- 
ues are determined, for lack of a better alternative, as 
the averages of data points in Figure 3. Thus, for 
sinapinic acid, 340 m/s;  for sDHB, 520 m/s;  for 3-HPA, 
530 m/s;  and for c~CHCA, 290 m/s  is calculated. In 
the last case the two small peptides were excluded 
from the averaging. 
Improved Calibration Procedure 
Equation 3 can be utilized to correct he internal cali- 
bration procedure for the effect of the initial velocity. 
For calibration purposes eq 3 is modified in the form 
t - C O = Cly + C2y 2 + CBy 3 (9) 
to incorporate the additive constant Co, which reflects 
the time difference between the ion extraction pulse 
and the start of the time measurement. Constants C 1, 
C 2, and C 3 are defined by eq 4. Conventionally, two 
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reference masses (m 1 and m~) and their arrival times 
(t 1 and t 2) are used to determine calibration constants 
C o and C 1. The same process will be used here with 
the difference that higher order terms are treated as 
small corrections and the coefficients C 2 and C 3 are 
determined from instrumental parameters and from an 
a priori value of the initial velocity. A corrected flight 
time can be determined for the internal standards 
according to T i = t i - C2y  2 - C3y 3 (i = 1, 2). This 
leads to the calibration equation 
mi ]1/2 
Ti - Co = ClYi; Yi = 2ziU ] (i = 1,2)  
(10) 
which can be solved for C O and C 1. Inversion of eq 9, 
that is, finding the mass-to-charge value (re~z) arriv- 
ing at time t, can be carried out numerically. 
The first example to demonstrate the improvements 
in mass accuracy is shown in Figure 4. When the 
oxidized B-chain of insulin and ubiquitin are used as 
internal references to measure the molecular weight of 
protonated insulin, 5734.98 + 0.41 u was obtained from 
sinapinic acid matrix and 5735.19 + 0.47 u from sDHB 
for the [M + HI + ion. Both values are higher than the 
calculated 5734.50 u in a statistically significant man- 
ner. The effect of the initial velocity is presented in 
Table 4, where the observed mass of insulin is shown 
as a function of the initial velocity. The zero-velocity 
case is equivalent to the conventional calibration 
method. When the previously measured values of the 
initial velocity (v 0 = 340 m/s  for sinapinic acid and 
v 0 = 520 m/s  for sDHB) are used, the corrected cali- 
bration gives 5734.38 for sinapinic acid matrix and 
5734.16 for sDHB. In both cases better accuracy was 
achieved with the velocity correction, although the 
experimental values of the velocity slightly overcom- 
pensate the error. Note that higher velocities give even 
stronger overcompensation, so values of the initial 
Ins. Box + 
3496,9 
Insulin + 
5734.984-0.41 
(5734.50 calc.) 
Ubiquitin + 
, .~ . . . .~ ,  ~ . . . .  
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Figure 4. DE MALDI mass spectrum of a mixture of oxidized 
B-chain insulin, bovine insulin, and bovine ubiquitin. Matrix: 
sinapinic acid; wavelength: 337 nm. When measuring the molec- 
ular weight of insulin by using the other two compounds as 
reference masses, systematically higher values are obtained than 
the calculated molecular weight. 
Table 4. Effect of the initial velocity on internal calibration a 
Initial Sinapinic sDHB 
velocity (m/s) acid matrix matrix 
0 5734.98 5735.19 
200 5734.66 5734.87 
300 5734.47 5734.68 
400 5734.25 5734.46 
500 5734.00 5734.21 
600 5733.74 5733.95 
700 5733.44 5733.65 
800 5733.12 5733.33 
alnsulin oxidized B chain (MH ~ = 3496.94) and ubiquitin (MH + 
=8565.85)  were used as internal standards to determine the 
molecular mass of protonated bovine insulin (5734.50 u calcu- 
lated). Zero velocity corresponds to conventional calibration. Experi- 
mentally determined values of initial velocity are 340 and 520 m/s 
for sinapinic acid and sDHB, respectively. 
velocity determined by the method described in the 
preceding text are more consistent with calibration 
than earlier measurements [12, 15, 16]. 
Improvement of the calibration procedure by veloc- 
ity correction is more apparent in case of multicompo- 
nent mixtures. Figure 5 shows the mass spectrum of a 
mixture of oligonucleotides desorbed from 3-HPA ma- 
trix. The sample is a crude synthetic 20-mer with the 
sequence of 5 ' -GGTTATCGAAATCAGCCACA-3'  con- 
taining relatively high levels of failure products. Table 
5 summarizes calibration results of this sample and a 
comparison of internal calibration without and with 
velocity correction. The full length 20-mer (MH += 
6111.02) and the trinucleotide ACA-3' (MH += 854.61) 
were used as internal references, and the value of the 
initial velocity was 530 m/s  as determined for the 
3-HPA matrix. Correcting for the effect of the initial 
velocity, the root-mean-square error measured on 16 
peaks decreased from 375 to 44 ppm, an improvement 
of a factor of 8.5. In addition, systematic deviation 
from a linear t versus (re~z) 1/2 relationship is obvious 
when no correction is used. With the velocity correc- 
tion, mass measurement errors are distributed more 
randomly. 
(M+H)- I 
[] I 
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m/z 
Figure 5. DE MALDI mass spectrum of a crude synthetic DNA 
20-mer. Failure products pan a range from 3-mer up to the full 
length compound. Matrix: 3-HPA; wavelength: 337 nm. In the 
case of this mixture, errors of mass measurement (root-mean- 
square rror) were reduced more than eightfold (see Table 5). 
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Table 5. Mass calibration on a synthetic DNA ladder from 
3 to 20 nucleotides a 
Internal calibration 
Calibration with velocity 
correction 
Calculated Error Error 
MH + MH + (ppm) MH + (ppm) 
854.61 854.61 int. ref. 854.61 int. ref. 
1143.79 1144.18 341 1143.88 79 
1432.98 1443.57 409 1432.89 63 
1762.18 1763.05 493 1762.19 6 
2075.39 2076.34 458 2075.30 -43  
2364.58 2365.80 517 2364.56 -10  
2668.78 2670.17 521 2668.80 7 
2981.99 2983.45 489 2981.99 0 
3295.20 3296.66 443 3295.14 -18  
3608.41 3609.68 352 3608.16 -69  
3937.61 3938.90 328 3937.42 -48  
4226.80 4228.10 307 4226.69 -26  
4530.99 4532.23 274 4530.94 -11  
4844.20 4845.50 268 4844.37 35 
5148.40 5149.63 239 5148.70 58 
5452.59 5452.86 50 5452.16 -79  
5781.80 5782.26 80 5781.85 9 
6111.O1 6111.01 int. ref. 6111.01 int. ref. 
rrns error (ppm) 375 44 
aThe velocity correction was computed for 3-HPA matrix by using 
Vo= 530 m/s. Root-mean-square rrors were determined from 16 
components (4-19-mers). 
Comparison with Earlier Results 
Measurements on the initial velocities of analyte and 
matrix ions reported in this work yielded significantly 
lower values than the majority of earlier attempts. 
Unfortunately, due in part to the incomplete under- 
standing of the origin of the initial velocity and to the 
incomplete xperimental details of the papers devoted 
to this study, the reason(s) for this difference cannot be 
unambiguously identified. Several substantial differ- 
ences in the experimental conditions will be pointed 
out subsequently; in combination, they may account 
for the different experimental results. 
Field penetration. Methods relying on the measure- 
ment of the drift velocity in a field-free region are very 
sensitive residual electric fields. Penetration of the ac- 
celerating field into the field-free zone leads to an 
overestimate of the initial velocity. The effect of a 
residual field scales with (m/z) -~ so it is less impor- 
tant at higher mass-to-charge ratio, but can cause sub- 
stantial errors for low mass-to-charge ratio ions. It is 
also important o keep the drift time in the field-free 
zone short. For instance, an insulin ion of m/z 5734.5 
will acquire about 175-m/s velocity from a 10-V/cm 
field during a 10-/~s "drift." In the present investiga- 
tion, field-free drift was sampled over a much shorter 
time period (typically 500 ns); therefore field penetra- 
tion poses much less of a problem. 
Kinetic energy loss. Due to collisional energy losses 
under the conditions of continuous extraction [11], the 
observed flight time is longer than the theoretically 
calculated value at the same accelerating voltage. This 
effect disappears when there is a field-free drift pre- 
ceding acceleration; therefore comparison of the two 
measurements (with and without the extraction field) 
will be affected. Increased flight times due to kinetic 
energy losses lead to an underestimate of the differ- 
ence between the experiments with and without ex- 
traction field, so the velocity will be overestimated 
again. In present experiments this difficulty can be 
avoided by using extraction delays as long as required 
for the dissipation of the desorbed plume. 
Optimized MALDI conditions. In the current method 
mass spectra used for velocity measurement were ac- 
quired under identical conditions as optimized DE 
MALDI mass spectra in terms of sensitivity and mass 
resolution. This is an essential requirement when ve- 
locity data are used for calibration correction. In sev- 
eral earlier reports experiments were compared with 
"standard" MALDI conditions with "nonstandard" 
MALDI experiments where a field-free drift preceded 
ion extraction. These latter experiments may have bi- 
ased the outcome of these measurements due to de- 
graded resolution and sensitivity. 
Unknown experimental parameters. There are a number 
of experimental parameters that may affect the out- 
come of the velocity measurements such as collection 
efficiency of the ion optics, laser incidence angle, focal 
spot size and so forth. The significance of these vari- 
ables is yet to be determined. 
Last but not least, it is believed that there is another 
important result confirming the consistency of the pre- 
sented data. Use of the velocity information in an 
improved calibration scheme is essentially an indepen- 
dent control experiment. Velocity measurements uti- 
lized the fact that ions acquired a kinetic energy in the 
ion source proportional to their position (hence the 
initial velocity) when the extraction field is applied. 
This information is contained in coeffient C 1 in eq 3. 
On the other hand deviation from the linear time-of- 
flight versus  (m/z) 1/2 calibration curve is a measure of 
the nearly mass independent initial ion velocity super- 
imposed onto the velocity acquired from the accelerat- 
ing field(s). This effect is described by the higher order 
coefficients Ca and C 3 in eq 3. Although these higher 
order terms provide a less accurate estimate of the 
initial velocity, they still confirm the observed range of 
initial velocities reliably (see Table 4). 
Conclusions 
To improve the mass accuracy of DE TOF mass spectra 
in the linear mode, a reliable method for measuring 
the (average) initial velocity of MALDI generated ions 
was necessary. It has been derived theoretically and 
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verif ied exper imental ly  that the relative change of the 
ion fl ight t imes upon the variat ion of the extraction 
delay t ime is a l inear function of the initial velocity. 
This f ramework provides an efficient tool to conduct 
systematic research of the initial velocity and its de- 
pendence on numerous exper imental  parameters  uti- 
l izing the DE technique. This work  addressed the com- 
parison of matrices and the effect of the molecular 
weight of the sample on the initial velocity. The gener- 
ated velocity information could be uti l ized in a re- 
f inement of the internal calibration procedure. In addi-  
tion to improved mass accuracy this result corrobo- 
rated the consistency of velocity measurements.  Many 
open questions remain including the inconsistency of 
the presented results with several earl ier measure-  
ments and whether mult icomponent  samples behave 
the same way as one component  samples. This ques- 
tion may be important  for further improvements  of the 
mass accuracy. The matrix dependence of the initial 
velocity is one of the fundamental  questions of the 
laser desorpt ion process await ing an explanation. The 
rapid spread of DE technology combined with the 
method described herein is expected to p lay an impor-  
tant role in the accumulat ion of exper imental  data on a 
variety of instrumental  configurations. 
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