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ABSTRACT 
Generalized eigenvalue problems can be considered as a system of polynomials. 
The homotopy continuation method is used to find all the isolated zeros of the 
polynomial system which corresponds to the eigenpairs of the generalized eigenvalue 
problem. A special homotopy is constructed in such a way that there are exactly n 
distinct smooth curves connecting trivial solutions to desired eigenpairs. Since the 
curves followed by general homotopy curve following scheme are computed indepen- 
dently of one another, the algorithm is a likely candidate for exploiting the advantages 
of parallel processing to the generalized eigenvalue problems. 
1. INTRODUCTION 
The generalized eigenvalue problem 
Ax = hBx, 
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where x E C” and A = (aij) and B = (bij) are n X n matrices, can be 
considered as a system of n+l polynomials P=(pl,p2,...,pn+r) in n+l 
variables (A,xi,...,x,): 
P, = X(b,,x, + . . . + b1,x,) - (a,,x, + . . . + a,,x,), 
(1.2) 
P, = A( b”,X, + . * . + b&J - b,1x1+ . . . + QnnXn>, 
P n-cl = clxlt . . . + c,x, - 1, 
where (c,,..., c,)EC” is chosen at random. An isolated zero (X,r,,...,x,) 
of (1.2) corresponds to an eigenpair of (1.1) with eigenvector (x,, . . . , x,) 
normalized into the form P, + 1 = 0. 
Homotopy continuation method for finding all the isolated solutions of a 
system of polynomials was first given by Drexler [4,5] and Garcia and 
Zangwill [8,9]. It has attracted considerable attention recently. The basic 
idea of homotopy continuation is to construct a homotopy from a trivial map 
to the one of interest. Under suitable conditions, a smooth path starting from 
the solution of the trivial map will then lead us to a desired solution. For 
general reference of the underlying theory and some of its numerical treat- 
ments see [l, 161. 
Let pi,..., p, be a system of polynomials in n variables with degree 
d,,d a>.*., d n respectively. While the classical Bezout’s theorem says that 
d = d,d, . . . d n is the upper bound for the total number of isolated solutions 
(counting multiplicities) of this system, Garcia and Li [7] have proved that 
“generic” systems reach this upper bound. Therefore, the homotopies for 
general polynomial systems are usually constructed in such a way that d 
curves have to be followed in order to get all the isolated solutions [2, 11, 12, 
141. For the situation we discuss here, those homotopies cannot be imple- 
mented when n is at all large, since there are at least 2” - n curves wasted. 
In this paper a homotopy is constructed. We show that there are exactly n 
disjoint curves that have to be followed and all the eigenpairs can be reached 
by these curves. Since the curves followed by general homotopy curve 
following scheme are computed independently of one another, the algorithm 
is a likely candidate for exploiting the advantages of parallel processing for 
the generalized eigenvalue problems. 
The homotopy method for symmetric eigenvalue problems was studied by 
Chu [3]. For th e g eneral eigenvalue problem, a homotopy was given by Li, 
Sauer, and Yorke [13]. The theory developed in [ 131 can be applied to the 
generalized eigenvalue problem Ax = h&r when B is nonsingular. In this 
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paper, we generalize the algorithm in [13] to include the case where B is 
singular. 
2. MAIN RESULTS 
For the polynomial system P = (pi, p,, . . , p, + 1) in (1.2), consider the 
homotopy 
H=(&t)Q+tP, (2.1) 
where H=(h, ,..., 1z,+r), Q=(qr,...,on+r) with 
4,=(A+%)(d%+&A 
4 11 + 1 = c1x1+ . * . + c,x, + a,+1> 
and(cu, ,..., oI,+r,pr ,..., &,d)EC”+“XC”XC. 
The following lemma was proved in [13]. 
LEMMA 2.1. For any fixed d, there exists an open dense set U * c C”+ 1 
x C” such that (al, . . . , (Y,,+~, pl, . . . , j3,) E U O implies 
N(X”,x~,...,x,0)=0 then 
that if 
With this lenma and the implicit function theorem, the homotopy curves of 
(2.1) are smooth and can be parameterized by t. 
Denote n-dimensional projective space by CP n = {(x0, . . . , x ,, ) ) xi E C, xi 
not all zero}/ - where (sxe ,..., sx,)-(x,, ,..., x,,) for O+ssC. We are 
interested in solving equations in C” = {(x,, . . . , x,) E CP” ) x,, = l}. A point 
X = (X”, . . . ) r,) with x0 = 0 is called a point at infinity. 
A complex polynomial p(r,, . . . , x,) can be written as a sum p = p0 
+ . . - + pd, where pi consists of the ith degree terms of p for each i. Each 
Pi is homogeneous of degree i in the sense that p’(tx,,. . . , tx,) = 
68 
t’p’(x,,..., x,) for all t E C. Define 
P(x 1, * . . ) XJ = pd( x1, * . 
and 
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Both fi and fi are homogeneous polynomials of the same degree as p. We 
further denote P =(pl ,..., p,), p = (fil ,..., $,), and p = (fil ,..., fi,). 
The connection between- P, p, and p is the following. If -x0 = 1, then 
F(x,,.,., xn)= P(x,,..., x,,). If x,=0, then p(x,, ,..., x,)= P(x, ,..., x,,). 
In geometric terms, if Z is the common zero set in n-dimensional complex 
projective space CP” of the polynomial system &x0,. . . , x,), then Z is the 
disjoint union 
{0J1>...J,)[% ,..., x,,=O}u{(O,xl ...) x,)p(x, )..., xJ=O} 
of the zeros of P in C” and the zeros in the “ hyperplane at infinity” defined 
by x0 = 0. 
A projective variety is the zero set Z in CP” of a set { p,, . . . , p, } of 
homogeneous polynomials in the variables x0,. . , x,. A point y E Z is called 
nonsingular if 
rank c 
J(P l,“‘? P,> 
d(x x,> 
= codim,(Z,CP”), 
“,...a 
Y 
where codim y(Z,CP”) = n - dim, Z, and where dim denotes complex di- 
mension. Here, the notion of dimension of an arbitrary variety is defined as 
the largest of the dimensions of its irreducible components considered as 
differential manifold; see Kendig [lo]. A variety is nonsingular if each point 
of the variety is nonsingular. 
The following theorem is a more powerful version of Bkzout’s Theorem. 
THEOREM 2.2 [6, 9.1.1, 9.1.21. Let p, ,..., p, be polynomials in 
C[X I,. . . , x,,] ofdegree d,,.. ., d,, and suppose the zero set of { p,, . . . , p,, } in 
CP” is a disjoint union of nonsingular points Y,,. . . , Y, and nonsingular 
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linear spaces Z,, . . . , Z,. Then 
d,...d,,=r+ i [z,], (2.2) 
i=l 
where for a linear space Z 2 CP” 5 CP”, the equivalence [Z] is given by the 
coefficient oft in the power series 
(1+t)‘“fi (1+d,t). 
i=l 
From Lemma 2.1 and inverse function theorem, if (a,, . . . , a,, ,bl,. . . , &,) 
E U’, then for each t E [O,l) the zero set Z’(t) of {h,(t) ,..., h,(t)} in C” 
consists of isolated simple zeros, since the Jacobians of the zeros are nonsin- 
gular. Thus, Z’(t) is of dimension less than 1. In order to use (2.2) to 
calculate the number of isolated zeros in C”, we only have to confine our 
attention to the zero set of (2.1) at infinity, i.e., the zero set of p = 
(A i,...,h,+i) for each t. 
LEMMA 2.3. For a matrix B = ( bij) E CnXn, there exists an open dense 
set V c C such that if d E V then 
B’(t) = (l- t)dZ + tB 
is nonsingular for each t E [0, 1). 
Proof. For each fixed t E [0, l), B’(t) is singular for n values of d, say 
P,(t),..., P,,(t). Since P,(t) are continuous, the union T of these curves is a 
set of one real dimension. Therefore, the complement V of T in C is open 
and dense. n 
Let 
z, = { (0, A, x1 )...) XJ E cP"+l(x = 0, clxl + . . . + c,x,, = 0) = cP”-2, 
(2.3) 
z,= {(0,h.x1,...,2,)ECP”+1JXI=X2= ... =x,==o} =CPO. 
Let V be the open dense set in Lemma 2.3, and Vi = V \{ 0). 
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LEMMA 2.4. ZfdEVl, thenthezerosetofi?=(h,,...,h,+,) in (2.1) is 
2, u 2, for all t E [O, 1). 
Proof. For t E [0, l), 
h,=(l- t)X(dx,)+ th(b,,x,+ ... +l&p,,), 
(2.4) 
h, = (I- t))i(dx,)+ th(h,,x, + . . . + h,l,,x,,), 
A n-t1 = CIXl + . . . + cnxn. 
For A = 0, the zero set is Z,, and for h # 0 the zeros of (2.4) must satisfy 
[(l-t)dZ+tB]x=0, (2.5) 
where x=(x,,..., r,). For d E V,, from Lemma 2.3, the solution of (2.5) is 
*1=x2= .* . = x, = 0. That is, when X # 0, the zero set of (2.4) is Z,. n 
Given a set of homogeneous polynomials in C[X,, . . , x,], we will use the 
concept of a resultant system. Suppose p,(x, ,..., x,) ,..., p,(x, ,,..., x,) are 
homogeneous polynomials in the variables x0,. . . , x, with indeterminate 
coefficients cr,. . . , cN. Then there is a set of homogeneous polynomials 
Qr(C,, . . *, CN)>. . > qt(c,,. . . , cN) in the variables ci, with integer coefficients, 
with the following properties: for any set of special values of the c, E C, a 
necessary and sufficient condition for the set { p,, . . . , p, } to have a common 
zero different from (O,.. ., 0) is that the ci are a common zero of the 
polynomials { 9 1, . . . , 9r} [15, Section 16.51. 
LEMMA 2.5. For d E V,, there exists an open dense set U1 c C” ’ ’ X C” 
such that if (cqP)~Ul with a=(a ,,..., CX,,~) and p=(j3, ,..., /3,) then 
the zero sets Z, and Z, of I? in (2.4) are nonsingular for euch t E IO, 1). 
Proof Forz=(O,h,xr ,..., x,) E Z,, the Jacobian matrix is 
0 
: X[(l-t)dZ+tB] 
(j 
1 r ,*+ 1 0 c1 ... c,, 1 
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where r-,=(1-t)&X for i=l,...,n, and r,,+r=(l-t@,+r-t. For X#O, 
by Lemma 2.3, the matrix A[(1 - t)dI + tB] is nonsingular for t E [O,l). 
Therefore, for ~y,,+r # 0 the rank of J(z) is n + 1 for t E [0, l), which is the 
codimension of 2,. Hence, Z, is nonsingular for all t E [O,l). For z = 
(0, A, Xl>...> rn) E Z,, the Jacobian matrix is 
a@ l”..‘&J 
J(z)= a(x,,x x x ) = “,‘“i “0”” j c I ’ . 0 > l,“‘, n I 1 c2 . . . c, ’ 
where zcirx and ujsx are n X 1 vectors with 
(WIX)j=(l-t)(Yi(dXi)-t(ai,x,+ “’ +UinXn), i=l >...> n, 
(WeX)i = (1- t)dq + t(birXr + . . . + b&J, i=l,...,n, 
and r = (1 - t)(~,+r - t. We now construct an open dense set U’ c C”+r X 
C” in such a way that the n X2 matrix W = [wrx, war] is of rank 2 for all 
t E [0, 1) when ((Y, p) E U’. This would imply that for z E Z, and t E [0, 1) 
the rank of J(t) is 3, which is the codimension of Z,. Therefore Z, is 
nonsingular. 
Let M = ( mij) be an n X 2 matrix with 
mil = ai - s(uilxl + . . . + uinxn), i=l,...,n, 
mi2 = dx, + s(bilxI + . . . + bi,x,), i=l >...> n, 
with s E C. The determinants of 2X2 minors of M form a system of 
polynomials in C [ x 1, . . . , xn] with indeterminate coefficients (Y~, i = 1,. . . , n, 
and s. Let yr,..., yt be the resultant system. The yl(ar,, . . . , a,,, s), 1 < I ,< t, 
are homogeneous polynomials in (or, . . . , a,, s such that there exists a common 
zero x=(x,,..., x ,) # 0 of all the determinants of 2 X 2 minors of M if and 
only if 0 = yr(a, ,..., (Y,,, s) = ys(or ,..., (Ye, s) = . . = yf(al ,..., a,,, s). For 
s=O, M is of rank 2 for any x=(x,,...,x,)~Z, with aifarj if i#j. 
Therefore for any of these (a,, . . . , cu,) E C”, there exists some E, 
YJ(cf,, *. . > cr,,O) # 0. Hence y’(or,.. ., cy,) = ~[(a,,. . . , a,,O) is not the identi- 
cally zero polynomial, and vanishes on a complex subvariety T, of C” of 
codimension 1. The complement U, of ?, is an open dense subset of C” such 
that if (a,,..., cu,) E U,,, then the matrix W is of rank 2 for t = 0. Further, 
since y, is homogeneous, ~‘(a,, . . . , cw,) = yI(al,. . . , a,,, 1) is not the identi- 
cally zero polynomial. Let T, be the complex codimension-one subvariety of 
C” on which y2 vanishes. 
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Now let 0 # t E R. The rank of W is 2 for ail 0 + x = (xi,. . . , x,) E C” as 
long as 
i 
1-t 
Y2 - 
t ( 
al’..., QJ #O, 
i 
i.e., as long as 
t 
(a I,...,~“) 4 -T l-t 2’ 
If we choose a4Tn=RTz= {rcu(r~R, (YET~}, then the rank of W is 2 
for t E [0, 1) and 0 f x E C”. The variety T” is real codimension one in C”; 
therefore the complement U, of T0 is open and dense. Let U, n U,; then U, 
is open and dense. For (a,, . . . , a,) E U,, the rank of W is 2 for t E [0, 1) and 
OfXEC”. 
In summary, for the total requirements of the resuh, we let U’ = U, X 
(C \ {O})X C”. 
REMARK. By the way we choose U,, it is easy to conclude that 
(o i ,..., o,)EU’, ai#aj if if j. 
THEOREM 2.6. Let d E V, be fixed. There exists an open dense 
n 
for 
set 
U c Vi1 x C” such that if (aI ,..., CX,+~, p1 ,..., &) E U, then the zero set 
of the homotopy H = 0 in (2.1) consists of n smooth paths, parametrized by 
t E [0, l), which lead to all the isolated solutions of (1.2). 
Proof. Let U=U” X U’, where U0 is an open dense set in Lemma 
2.1 and U’ is an open dense set in Lemma 2.5. Then, for 
(a r,..., %I+17 P i,...,fl,)~U, th e solution set of H = 0 in (2.1) consists of 
smooth paths which can be parametrized by t. 
The disjoint zero sets of H = 0 at infinity are 2, and Z, in (2.3) for all 
t E [0, l), and by Lemma 2.5 they are nonsingular for all t E [O,l). By 
Lemma 2.1, the isolated zeros of H are nonsingular for any t E [0, 1). Hence, 
by Theorem 2.2, the number of isolated zeros of H(t) is independent of t. 
Let this number be k. It follows that none of the homotopy paths will diverge 
to infinity as t -+ to < 1. For if a homotopy path c(t) + co as t + to < 1, then, 
at t,, there are k isolated zeros c,(t,), . . . , ck( to) of H( to). The homotopy 
paths of H = 0 pass through these points are bounded for t E (to - S, t,], 
6 > 0. This implies that for each fixed t in (to - 6, to), H(t) = 0 has k + 1 
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isolated solutions, which is a contradiction. By the degree argument in [2], all 
isolated zeros of H(1) are reached by one of these smooth paths. 
The number of the paths k may be calculated by Theorem 2.2. Since 
d,=d,= ... =d,=2, d,+l = 1, and 2, z CP”-‘, the equivalence [Z,] is 
given by the coefficient of tnm2 in the Maclaurin series 
(l+t)n-2-(n+l) (1+2t)“(l+t)=(1+2t)“(l+t))2= 
(1+2t)n 
(l+ t)2 
= 0 
il: (1+ t)“V( ;j 
+t+t)“= ix” 
(1+ t)2 (1+ t)2 
= 2 (1-r t)“Pi( yj. 
i=O 
Hence. 
[z,] = “Cp(f). 
i=O 
The equivalent of 2, g CPO is the constant coefficient of 
(1+ t) -“(1+2t)“(l+ t), 
so [Z,] = 1. Therefore the number of the paths is 
,=2”-n~2(:L)-l=n. 
i=O 
n 
REMARK. The starting points of the paths are easily found. From the 
remark follows Lemma 2.5, (Y~ # LYE for i # j. Thus, the n starting points in 
C”+l are 
i 
-P1 -Pi-l 
-a- -,..., 
” d d ,%I+1 
i=l,...,n. 
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