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On behalf of the IBM Endowment for The Business of Government, we are pleased to present this report by Don Heiman, "Public-Sector Information Security: A Call to Action for Public-Sector CIOs."
This report expands upon the themes and issues raised at a forum on Security and Critical Infrastructure Protection sponsored by the National Association of State Chief Information Officers (NASCIO) with the support of the IBM Endowment. Forum participants included state chief information officers, government information technology managers, and other key state government staff. At the forum, held in November 2001, conference participants identified a series of actions designed to combat emerging cyber-threats to security and critical infrastructure.
Subsequent to the forum, NASCIO asked Don Heiman, former chief information officer of the State of Kansas, to develop recommendations for improving public-sector information security. He developed 10 recommendations in three areas: management, technology, and homeland security. Taken together, these recommendations reflect the concept that security is about more than just information technology. One key point is that IT governance is a critical responsibility for the heads of government entities and should include all key stakeholders.
The report argues that in order to exercise effective enterprise and IT governance, agency heads and the agency's executive management team must have a clear understanding of what to expect from their enterprise's information and security programs. It is crucial that organizations evaluate the positive aspects and shortcomings of their current security program, and then design improved programs to meet organizational needs. Organizations also must work to improve their capacity to effectively implement their security program.
The 10 recommendations set forth by Heiman are critical components to a successful response against cyber-security threats and attacks. We trust that this report will be helpful and useful to chief information officers at all levels of government as they develop and implement security measures to protect the nation's critical infrastructure.
Paul Lawrence
Ian Littman Co-Chair, IBM This report represents a call to action built, in part, upon the results of that forum. Specifically, the report calls public-sector CIOs to act on the following 10 recommendations:
Management:
1. Make sure everyone is at the table. Develop an IT governance structure that is inclusive of all stakeholders. The structure should include security governance at the enterprise level and it should bring to the policy table emergency response and audit leadership. All branches of state government and local units of government should be represented in order to develop policies, set standards, and establish enterpriselevel security plans.
2. Develop measures for enterprise success. Implement enterprise planning for security outcomes, including measures for success and best practices for setting and performing tasks, and commit to sharing resources for the good of the whole.
3. Adopt IT control objectives to manage, implement, and maintain IT systems.
4. Develop security metrics that accurately measure unwanted intrusions, security breaches, penetrations, and vulnerabilities. The reporting
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should be shared at a summary level with the executive, legislative, and judicial branches of state government as well as with other governmental organizations. The reports should be confidential to government communities.
Develop state enterprise-IT architectures that
include security as an underlying domain with disciplines based on engineering standards, best practices, and accepted architecturesetting methodologies. The architectures should underlie the various IT domains and include physical security.
6. Develop a business case for security based on a full risk assessment of critical-infrastructure vulnerabilities. The risk assessment should include a complete inventory of critical systems and assets. It should also involve a gap analysis between actual and ideal security levels for the identified systems and related assets.
Technology:
7. Deploy automated and manual security technologies based on asset inventories and application criticality, including security levels derived from the enterprise architecture for IT.
8. Develop a state security portal that integrates with emerging technologies for emergency response such as intelligent roads and radiofrequency infrastructure. The state security portal should have a public access site as well as a private enterprise site for coordinating emergency response.
Homeland Security: 9 . Establish an interstate security information sharing and analysis center (interstate ISAC) funded at least partially by the federal government. The interstate ISAC, building on the federal-sector ISAC model, will assist states in analyzing security breaches, repairing affected systems, reporting security alerts, providing clearinghouse services for progressive practices, and interfacing with appropriate federal entities.
10. Develop model state legislation that allows local, state, and federal entities to confidentially share security incident reports among themselves and with other ISACs supporting the nation's critical-infrastructure owners and operators.
These recommendations are essential to any successful response to increasing incidents of cybersecurity threats and attacks.
Public-sector chief information officers (CIOs) at all levels operate on the boundary line between their governments' internal organizations and those external forces that threaten their systems-some of our nation's most critical infrastructure. Security is implemented on this boundary line. At the end of this report (Appendix II), you will read about Mark's story. Mark is a state senior technologist, and his story is a composite of collective experiences and scenarios. However, in a larger sense, it is a story for all public-sector CIOs, a story both prophetic and sobering. Deep in this story, however, there is also a message about the satisfaction and enjoyment that comes from meeting difficult challenges.
Security is more than a principle or a right. If implemented properly, security is a way of life. It protects basic values that underpin our culture and liberties. This report is about security of information technology (IT), our way of life, and the values that lay deep in the core of our American culture. These values include rights to personal privacy, assurance of liberty, mutual and self-protection, and basic economic and social freedoms central to our democracy. This report is oriented toward a special audience of government CIOs in local, state, and federal jurisdictions. More than anything else, this report is a call to action, written with a sense of urgency and dedicated to the victims and families of the September 11th attacks on America.
Today government is uniquely accessible and federated. The federation of hundreds of agencies and their accessibility makes it difficult for governments to adopt common IT architectures and management (audit) standards. In addition, many states do not have security-confidentiality laws. This inhibits information sharing about security breaches and unwelcome intrusions across branches of government and jurisdictions. Also, states do not have security risk assessments on all their critical IT assets. This thwarts their ability to develop metrics and report on security performance. Finally, few states have a security portal to coordinate IT and emergency-management responses across jurisdictional boundaries. We simply need a better approach for assessing risk, managing IT assets, reporting on security performance, setting architecture, and sharing resources. We also need a governance structure for IT that clearly defines roles and accountabilities. 
The Scope of the Problem
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7 the next four years and beyond. 3 Parallel to these developments, a recent study by the National Governors' Association (NGA) reveals that this year states will spend $4 billion on homeland security. 4 A significant portion of this expenditure will go toward cyber-security. The Gartner Group reports that last year governments at all levels spent 6.4 percent of their revenues on IT. This spending level was 5.4 percent just a year earlier. 5 Clearly government has a strong commitment to digital government and IT infrastructure.
Digital government has many direct advantages for citizens and businesses. At the same time there are profound security risks and vulnerabilities, which must be managed. Digital government requires proactive IT governance and a robust infrastructure, which we know can be compromised by cyberattacks, system failures, and natural disasters. If our electronic infrastructure is compromised at key points, the operations of government will be shut down with disastrous consequences. Recent global intrusions and virus attacks underscore this concern. The Code Red, Goner, and Qaz worms cost the private sector more than $13 billion in 2001. 6 Precise figures are not available for government specifically, but it is reasonable to assume that the costs are at least equal to that of private-sector organizations. It is very common for small-and medium-sized states to see 4,500 intrusion attempts per week.
Information Security magazine published the results of an October 2001 survey of 2,545 security specialists in both private and public-sector organizations. The following table shows the percentage of survey respondents reporting external as well as internal security breaches. The numbers speak volumes about the security risks to critical assets and the need for coordinated action. Source: Reproduced with permission from Information Security.
Across our nation, thousands of technologists work tirelessly to discover, repair, and recover from the hundreds of attacks that penetrate IT infrastructures every day. We simply need a better approach.
A Holistic Approach
Security involves more than just IT. Holistic security is about physical security, disaster preparedness, emergency response, and critical infrastructure protection. Security requires multi-level cooperation and coordination of military, law enforcement, and subject-matter experts. Security touches auditors, facilities managers, and maintenance workers.
Security management begins with the adoption of security policies that have legitimacy within the enterprise. Security policies come from a process that builds consensus among many key stakeholders. This includes elected officials and other policy makers as well as end users, government employees, and citizens. Security policies should embody standard practices that everyone in the organization must follow. These standard practices include an understanding of specific outcomes or goals the enterprise is committed to achieve. These goals are critical to security planning and critical to assessments about how well the organization protects its assets.
Once security policies and standard practices have been agreed upon, the organization is ready to conduct a security risk assessment. The assessment documents the "as is" and compares the "as is" to the standard practices embodied in policies. The comparison yields a gap. Gaps are important because they point to initiatives. These "gap closing" initiatives are prioritized and become a part of the enterprise's longas well as short-range security plans. After the initiatives are implemented, audits should be done to make sure the gaps are closed and the standard practices are followed. These audits also help organizations stay compliant to policies and standard practices. In addition, security audits and standard practices are key to creating IT enterprise security architectures. These architectures include design principles for building highly integrated and secure IT infrastructures and applications. Also, standard practices, audits, and security "gap" analysis are critical for establishing IT performance metrics. In fact, the best way to determine if security gaps have been closed and stay closed is through the use of metrics.
Finally, intrusions and vulnerabilities should be closely monitored via automated and manual security technologies. Effective IT security cannot be managed with "guess-timates" or in an environment where responsible parties are too afraid to admit shortcomings. Once standard practices and metrics are in hand, the public-sector CIO is in a position to develop a compelling business case that points from the "as is" to the "to be" state of security, which will assure policy makers and stakeholders that security investments will be effective.
Many government systems provide essential services that touch citizens in a highly direct and personal way. These essential services are part of the nation's critical infrastructure. This makes IT security a key aspect of our nation's homeland security. Therefore, as metric data is gathered, it should be shared confidentially among the states and their federal partners. This will require a forum that fosters open sharing of case studies and lessons learned. We must develop a community of public-sector cyberemergency responders to work with public safety, health, and emergency-management professionals.
Again, security done well is a way of life. For each of us to be secure, we must radically alter the way we live and the way we conduct our affairs. Radical-that is, fundamental-change is difficult because it challenges our traditional paradigms and our assumptions surrounding the way we live and work. Radical change for the ancient Greeks required a metanoia-a deep change of heart. September 11th made apparent the need to change our way of life, and the events of that day call us to a new epistemology-a metanoia that redefines what we mean by security and personal responsibility. Government leaders must set aside the "federated" cultures that foster agency autonomy and "my turf" thinking. We must share information, be more watchful, and become more disciplined in how we manage our affairs in community. We must also change our language about security. Security is more than "being safe." It is about justice and selfworth. It is about our dignity. Security is a way of life. This report will serve as a high-level guide for this new way of living. 
MANAGEMENT
Leavitt's Diamond
In 1965, Harold Leavitt, the Walter Kenneth Kilpatrick Professor of Organizational Behavior and Psychology (Emeritus) at Stanford University's Graduate School of Business, created a simple diamond graphic to depict the four key components of any organization. 8 Leavitt pointed out that all organizations are made up of people, structure, task, and technology.
In 1994, Open Framework, a division of International Computers Limited of England, used Leavitt's Diamond to build a representation of how organizations exist within the context of their external social and technological environments. 9 Open Framework used this model to develop a highly popular methodology for enterprise IT architecture. The Open Framework model defines "culture" to include individual roles and structure. The core values underpin management processes, which lay at the heart of organizational culture. CIOs live on the boundary line between the external and internal environment of the organization. On this boundary line, CIOs balance the four components of an organization against the constant pressures from the external social, economic, and political forces that press on the enterprise. The Open Framework model also is designed to align management processes to business strategy and technology. The alignment occurs through structure and individual role responsibilities.
IT Governance Models
IT governance is critical to effective security policy making and implementation. In the U.S., publicsector IT governance arrangements reflect one of three distinctive patterns.
Collegial Model
Many states use a CIO arrangement that could be described as "collegial." In this arrangement, the CIO reports directly to his or her governor and draws positional authority from the policy-making power of the governor and the cabinet. Collegial governance looks like a web with the CIO (and the governor) in the center and lines of influence and direction radiating outward toward agencies, commissions, and communities of interests. Since each state enterprise is uniquely structured, the lines of influence vary from state to state. Some lines are solid while others are dotted.
The collegial web grows over time, and the relationships-along with organizational affinities-change constantly. The CIO manages the context of IT through long-range planning, funding incentives, policies, and relationships. The CIO's staff is generally small but politically significant to the federation. Whenever there is a new governor or internal realignments (and conflicts) occur, the CIO, who relies on warm, professional relationships and reciprocal alliances throughout the enterprise, is at peril.
Rules-Based Arrangement
Almost as many states use a rules-based governance arrangement. These states have mature organizational linkages and laws, which come from active legislative oversight. Rules-based structures generally have an executive council, which performs primary oversight through approval reviews, policy making, standards setting, and planning. The CIO staff is larger than those found in collegial organizations. The rules-based CIO staff develops enterprise reporting procedures, scorecards, and exception reports. The structure has a graduated, or hierarchical, structure. Rules-based structures are top down and rely on committees to achieve significant initiatives.
Often, rules-based structures do not cover all branches of government. Educational institutions, courts, and legislative oversight are more loosely coupled to the executive branch. In addition, concerns about separation of powers constrain the governance model because of the model's reliance on rules and exception reporting.
Roles-Based Arrangement
A growing number of states are moving toward a roles-based arrangement. This model follows the traditional hierarchy of an organizational structure. The policy role is high level and enterprise-wide in its focus. All branches of government are under the same enterprise policies while the individual branches of government retain their policy-making authority for the organizations and agencies under their jurisdiction. In order to strike a balance between the branches and the enterprise, the ITgovernance statute must clearly specify the enterprise policy-making authority.
The roles-based model usually has a central executive council with broad-based representation. The representation includes all branches, educational leadership, local units, and private sector. The chief information technology architect for the state supports the council. The council is responsible for policies, long-range plans, project-management standards, and enterprise architecture. Enterprise security is also under the council's watchful eye. The governance model is modular in its design.
The state chief information technology architect, working with state agencies, prepares architectures, long-range plans, policies, and project management standards. The executive, legislative, and judicial branch CIOs manage and implement these enterprise plans, policies, and project management standards. The branch CIOs also approve projects, establish directions and plans influence funding, and implement architectures (for their branches of government). The branch CIOs are voting members of the enterprise executive council, and the executive-branch CIO sits in the governor's cabinet or occupies a similar cabinet-level position reporting to the governor. The support organizations depicted in Figure 5 work at the enterprise level as well as at the governmental-branch level. 
People Are Key
Security relies on people, their expertise and their cooperation. In large government organizations there are many IT technologists as well as subjectmatter experts who are IT literate and active in building systems. At any given period there can be 25 to 50 major IT systems under development. This is especially true for governments that are highly active in digital government initiatives.
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Coordinating such a large and diverse labor force is very challenging for CIOs. Shared IT infrastructure and large application portfolios further complicate the challenge. In order to meet this challenge, CIOs seek to develop a coherent set of design principles, standard practices, and technology choices that are well grounded in the disciplines of information management. Moreover, a core team of at least four key players needs to be involved.
The CIO's job is more technical and managerial, while the CTO (chief technology officer) focuses more on the business case for IT. The central-infrastructure provider is technical and focused on shared resources, and the architect is focused on technical standards. Large government bodies have separate specialists for each of the four roles, while medium-sized organizations tend to combine roles. For example, medium-sized government organizations (i.e., 25,000 to 40,000 employees) might combine the CIO and CTO roles. Smaller jurisdictions could also benefit from combining the IT central infrastructure provider role with this position. As a general rule, it is best to keep the technology architect separate from the CIO role. This separation provides a check and balance. Here the architect plans and sets enterprise standards, while the CIO implements and manages to the architectures and standards. The two roles frequently overlap in the planning functions.
Enterprise Security Planning
Security Planning requires a clear understanding of enterprise plans and architecture and an understanding of IT technology and trends. The plans and architecture are based on guiding design principles, attributes, and standard practices and technologies that comprise the shared enterprise IT infrastructure. The guiding design principles must penetrate the organization in forming a "common will." The design principles form evaluation criteria and can be used as an enterprise "scorecard" against which to measure successes and set initiatives. Clearly the workforce must be properly trained in these guiding design principles, standard practices, and the technologies that comprise the shared enterprise IT infrastructure. Communication and Coordination are key aspects of Enterprise Security Planning.
Strategic long-range plans set priorities for the enterprise. When determining enterprise priorities, it is essential to include stakeholders. Leveraging expertise of many participants to understand unique requirements and constraints can result in "win-win" shared IT infrastructure choices. The planning model above moves from strategy in long-range and short-range plans to tactics in individual project plans and enterprise budgeting. Enterprise Architecture drives and supports formation of an enterprise infrastructure. Project management, and metrics are crucial to measuring success of individual projects for both conformance to the enterprise architecture and infrastructure as well as contributing to the evolution of the enterprise architecture and shared infrastructure. Security is addressed as a sub-architecture and in the metrics used to measure progress. The security gaps identified in this process are addressed in project plans and budget considerations.
Recommendation 3: Adopt IT Control Objectives
Adopt IT control objectives to manage, implement, and maintain IT systems.
COBIT ® 11
Developed by the IT Governance Institute and the Information Systems Audit and Control Association and Foundation (ISACA/ISACF), COBIT-Control Objectives for Information and Related Technologies-provides a framework designed to assess how well internal controls support the business processes and requirements of the enterprise. The objectives cover information technology effectiveness, compliance, integrity, and efficiency. The standards also address key planning and organizing practices, acquisition and implementation of IT resources, delivery and support, and monitoring performance against standards. The COBIT "Executive Summary" consists of an Executive Overview that provides a thorough awareness and understanding of COBIT's key concepts and principles for management awareness.
At the heart of the COBIT framework are assessment instruments for evaluating application systems, technologies, facilities, data, and people. The COBIT framework, which explains how IT processes deliver the information that the business needs to achieve its objectives, divides IT into 34 high-level control objectives, one for each of 34 IT processes, contained in four domains as follows:
• Planning and Organization-covers strategy and tactics, and concerns the identification of the ways IT can best contribute to the achievement of the business objectives.
• Acquiring and Implementing-deals with identifying IT solutions as well as implementing and integrating them into the business process. Life-cycle issues such as changes and maintenance of existing systems are also covered by this domain.
• Delivery and Support-addresses the delivery of required services, ranging from traditional operations over security and continuity aspects to training. This domain also includes the actual processing of data by application systems.
• Monitoring-guides management's oversight of the organization's control process and independent assurance provided by internal and external audits, as IT processes must be regularly assessed for their quality and compliance with control requirements.
The framework also takes into account fiduciary, quality, and security needs for the enterprise and provides for seven information criteria (i.e., effectiveness, efficiency, availability, integrity, confidentiality, compliance, and reliability) that can be used to generically define what the business requires from IT as well as which IT resources (i.e., people, applications, technology, facilities, and data) are impacted. In addition, 318 detailed control objectives have been established for IT management and practices. 12 Also, CobiT contains audit guidelines that provide suggested audit steps corresponding to each of the 34 high-level control objectives. As shown in Figure 9 , the Management Guides are composed of the following:
• Maturity Models-to help determine the stages and expectation levels of control and compare them against industry norms.
• Critical Success Factors-to identify the most important actions for achieving control over the IT processes.
• Key Goal Indicators-to define target levels of performance.
• Key Performance Indicators-to measure whether an IT control process is meeting its objective.
These Management Guidelines help answer the questions of immediate concern to all those who have a stake in enterprise success.
COBIT was founded in the belief that successful enterprises, such as states, must manage the effective union between business processes and information systems. 13 The model depicts central functions as a driver of enterprise activities. The controls help ensure that business objectives are met through vigilance to best practices and effective as well as efficient use of resources. COBIT emphasizes security and helps the organization better control the task dimension of Leavitt's Diamond.
FISCAM
Some states use the "Federal Information Systems Control Audit Manual: Volume I Financial Statement Audits" (FISCAM) developed by the U.S. General Accounting Office (GAO). The body of standards presented in the manual "…provides auditors guidance in evaluating internal controls over the confidentiality, integrity, and availability of data maintained in computer-based information systems," 14 (FISCAM cites COBIT as a key reference in each of its sections addressing evaluating and testing of these controls.) It takes an enterprise perspective and can be used to integrate IT architecture, governance, and planning activities across all branches of state government. It also ties in nicely with a number of key federal directives and initiatives to include: In order for security to permeate the plans and culture of an organization, the CIO needs to develop a set of reporting metrics that clearly show whether security requirements are being satisfied. The metrics flow from several important sources.
Audit Findings
Internal and external auditors evaluate general and application controls in order to determine the level of test work required to confirm the accuracy and reliability of financial statements. Audits identify weaknesses in management practices and in security. Auditors, who evaluate specific controls related to IT systems and security, are a rich source of information for CIOs, IT infrastructure providers, chief security officers, and chief technology officers, as well as technology architects.
Intrusion Attempts and Penetrations
IT security officers are very interested in the count of intrusions that appear in scanning reports, as well as penetration counts, the level of penetrations, and the nature of the penetrations. Finally, security officers are highly sensitive to the count of attacks that come from internal as well as external sources. This information should be gathered at the department level of the organization and reported at the enterprise level through the CIO and into the IT governance structure.
Virus Alerts and Recovery
A constant readiness center, intrusion response team, or an equivalent must know when viruses infiltrate the organization, how the viruses negotiated their way through security, and the resources used-measured in elapsed time and cost-to recover from the viruses. Distributed denial of service (dDoS) attacks, viruses, worms, hacks, sloppy users, breaches of physical security, and software failures are part of the normal conduct of business. The important point here is that CIOs know when these events are increasing beyond a baseline. Also, it is very important that the CIO knows what caused the spike. Basic systems should have 99.9 percent ("three nines") availability. However, mission-critical systems require an availability baseline as high as 99.999 percent ("five nines"). This higher level is required in mission-critical criminal justice, payment, and payroll applications, to mention only a few. When availability drops below these levels, the CIO must be informed.
National Alerts
National alerts are important sources of information for CIOs and chief security officers. There are many national organizations that report alerts and provide subscriber services to customers who need technical help to protect core systems or processes. NASCIO's Security and Reliability Team assembled the following descriptions of some of the many IT security resources that operate on a national and international scale and are available to all publicsector CIOs and security chiefs.
• Stephen Covey says that effectiveness begins with the "end in mind." 15 The "ends" for organizations are commonly referred to as "goals." Five key qualities should be considered when decisions are made about system goals and their effectiveness. The system must have:
• Potential for change Each of these five qualities must be in balance. For example, security affects system availability, and it can also degrade performance and usability. It is a tradeoff. As systems become more difficult to access, the usability of the system will decrease. Security also adds overhead to the system, which in turn adversely affects performance. The tradeoffs require an understanding of risks, user/stakeholder needs, current costs, staff skills, and the business demands for each system. These business demands, which can be categorized by attribute, are key. They drive total cost of ownership and determine staffing skills required to balance the tradeoffs. Table 2 presents key factors related to each attribute.
These attributes flow through the business, application, information, and technical architectures. They permeate the sub-architectures that describe information technology from different perspectivesfrom the point of view of the application developer, end user, service provider, and IT manager. Many specialists are involved and their perspectives are critical to system integrity, reliability, and, ultimately, performance. Again, security, a key architectural component, is about people and how well they are able to blend perspectives and talents. It is natural to ask: "How do I begin building a secure environment?" As mentioned earlier, Covey reminds us "to begin with the ends in mind." 16 The ends he refers to are the targets we want to hit. Risk assessment helps us define the targets for a secure environment. Risk assessment also helps us know where we stand today. The following recommendations outline a simple approach that can be used to perform risk assessments. The approach has a start-up phase and five follow-on steps.
Step 1. Determine Actual "As Is" Risk There are many risk-assessment methodologies. However, the best methodologies share a core logic that starts with an inventory, determines criticality, and analyzes the number of people affected if a given asset is lost. These three processes are used to create an Impact-Risk Index. Next, the analysis examines the time required to recover if the asset is lost. This information is also indexed and multiplied by an estimate of the probability of losing an asset. This is called the Recovery-Loss Index. An actual risk assessment index is then calculated by multiplying the Impact-Risk Index by the Recovery-Loss Index. The result is an Actual Risk Index expressed as a percentage.
Impact-Risk Index x Recovery-Loss Index = Actual Risk Index
Step 2. Determine the Target or "To Be" Risk Index
The security council and asset owners should meet and, using the most reliable data available, develop a target risk index acceptable to the enterprise. The target risk index is expressed as a percentage. Some assets with low criticality might have a high target-index number, such as 10 percent, while highly critical assets might have a low target-index number, such as 1 percent. The target index represents the amount of risk an organization is willing to accept against various types of cyber-threats. When the index is high, more risk is accepted; a low index number means only minimal risk is acceptable.
Step 3. Determine and Close the "Gap"
Risk assessment methodologies also include gap analysis. The analysis compares the acceptable risk ("to be") with the actual risk level ("as is"). The difference is called the "gap." It is oftentimes expressed as a positive or negative percentage. Negative gaps indicate the enterprise is at risk, while positive gaps mean security for an asset meets or exceeds expectations.
Acceptable Risk Index -Actual Risk Index = Risk "Gap"
In addition, popular methodologies include a process for closing the gap. This process uses the enterprise architecture to select security sub-assembly architectures that best fit the criticality and recovery time for the asset or system. The goal is to select a security architecture that produces a positive "gap" score.
Step 4. Build the Business Case
The fourth step in risk assessment involves building the business case for security. The security council and asset owners should estimate the cost for the security architecture selected to reduce the gap. This cost is compared to economic and qualitative losses if the security architecture is not implemented. This represents a cost-avoidance benefit and is central to determining the feasibility for implementing security initiatives. This benefit is called an exposure to loss reduction.
Step
Implement, Reassess, and Report Results
The last step is often not done, yet it is the most important. Security is organic in the sense that security must adapt to changing conditions caused by technology advances as well as changing threats upon the enterprise. For example, the events of September 11, 2001, dramatically changed the exposures to loss and the probabilities that affect security indices. Such events also drive innovations in architecture. For these reasons, the security council needs to evaluate the implementation of new security initiatives on at least a quarterly schedule. These evaluations involve refreshing the risk assessment and reporting the results to asset owners and to the IT governance authority. Finally, CIOs should make sure all security initiatives comply with change management disciplines and that the inventory of assets is updated to reflect security architectures and current risk assessments.
The inventory is more than a listing of assets and systems. The inventory should include an estimate of the number of people affected by the systems along with the risk assessment for "as is" and "to be" risks. Also, the inventory should properly report the "gap" index for each asset or system.
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Figure 11. Simplified Risk Assessment
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TECHNOLOGY Recommendation 7: Deploy Security Technologies
Define security controls and deploy automated and manual security technologies based on asset inventories and application criticality, including security levels derived from the enterprise architecture for IT.
The following recommendation covers methods organizations use to select appropriate security technologies. In the following example, IT security architectures are grouped into three levels. The choice of a security level to protect an asset depends on the asset's importance, vulnerability, and value. There must be a current and accurate inventory of IT assets to drive the security-level selection process.
Level 1-Basic
This lowest level contains the minimum architecture for security. Basic security includes control over physical access to data centers and enterprise networks. Documented entry systems such as keycard entry and log reports are required for physical access to the data center and other secure areas. Also, passwords are required for electronic access to IT systems. Passwords should be at least nine characters with capital and lowercase letters, numbers, and symbols. Software should be able to deny password changes that repeat or are closely related to historic passwords used by individuals. Password changes should be forced every two to four weeks. Finally, network scans and virus protection disciplines are critical to basic security practices.
Basic security also requires a complete understanding of LAN segments. The understanding includes server placement as well as application assignments on the LAN segments. In addition, firewalls and basic encryption using a Secure Sockets Layer (SSL) are required. Applications should also have password protection and forced-change procedures as mentioned above. Finally, the applications should have a full array of edits, exception reporting, check digits, and balance confirmations like batch-control totals and transaction controls. Confirmation of application controls is the independent responsibility of functional users who own the application. Here separation of duties is very important.
Basic security also requires frequent reviews of system logs, strong controls over administrator rights, and a robust procedure to manage systemlevel patches, fixes, and emergency upgrades. Technical support owns the system-level software and the security process to properly control deep system-level changes, such as those to operating systems or utilities.
In order for general and application controls to exist, three criteria must be satisfied. First, control must first be established. Second, it must operate. And, third, the operation must be supervised through independent confirmation by management. If any of these three requirements is missing, control-by definition-does not exist. Finally, basic security requires control over system-level changes and application changes. These changes must be subject to version control, documentation, and recovery disciplines. Change management is fundamental to security.
Level 2-Medium
The medium level of security requires an architecture that emphasizes complete authentication of those who access IT systems. The authentication can include public key infrastructure (PKI), biometrics, cryptographic-card technology, or variants thereof that confirm that a given user is, in fact, the person whom he or she claims to be. Also, callback technologies are frequently used to confirm that certain devices are authorized to access certain networks.
For mission-critical applications, managers are responsible for passwords that are used to perform emergency fixes. These passwords are kept in sealed envelopes under lock and key. They can be used only once. All passwords are encrypted using at least 256-bit encryption algorithms. Finally, users are barred from a system after two failed attempts to properly enter the correct password and/or user identity. All exceptions are logged and independently reviewed by system administrators as well as system owners.
Cryptographic-card technologies allow users to have unique passwords for each session. This technology is frequently used in law enforcement applications. The password exists only for enough time to allow log-on. Also, the passwords are fully encrypted and security administrators closely monitor the use of the cards. More sophisticated network scans, transaction sheathing (such as tunneling technologies), and request-callback techniques are also used to secure systems that require medium-level security. Finally, critical data that passes through networks at this level should be fully encrypted.
Level 3-High
This highest security level moves from defense to offense. The network should know who is seeking access to a given system and sound the alarm when unauthorized access is attempted or gained. Knowledge of the user is ascertained by full authentication, confirmation based on application security profiles, and full authorization.
The highest level of security also includes active system scanning, random "white hat" hack attempts by security officers and auditors, and masking of infrastructure through the use of "honey pots" that entice hackers to false targets where they can be monitored and "tar pits" that bog down the spread of viruses and worms within a system. Security technologists use tar-pit logs to reverse-engineer attacks and to trace the identity and source of intrusions. Finally, security officers notify organizational partners when that partner's infrastructure has been compromised, thus exposing the state's systems. Security officers work closely with law enforcement and, with help from the legal staff, are empowered to press legal charges against those who attempt to compromise systems.
Organizations must have policies for monitoring unauthorized installation of software by employees in violation of security protocols and license agreements. System administrators should frequently examine the software operating on PCs and servers to confirm that the software is appropriate and that software versions conform to organizational standards. Also, security officers and local campus administrators must have current procedures for responding to virus attacks. The procedures should give the officers and administrators the authority to disconnect devices that threaten the stability of LANs, metropolitan area networks (MANs), and wide area networks (WANs). Security is not for the fainthearted; it is hard work and it has costs. As mentioned earlier, regardless of level, effective controls exist when three criteria are satisfied. First, control must be established. Second, it must operate, and, third, the operation must be supervised through independent confirmation by management. If any of these three requirements are missing, control-by definition-does not exist. Earlier we discussed the key people involved in setting enterprise standards. Remember the core team graphic.
These four positions form the core team for setting enterprise design principles, standard practices, and technology choices for the shared enterprise infrastructure. However, the core team requires help to develop security sub-architectures. For this reason, the core team needs to add emergency response team specialists. These specialists include the chief security officer and the director of the constant readiness center. Also the core team should include a security design team to assist those who manage the constant readiness centers and ISACs. This computer emergency/ incident response team (CERT or CIRT) should include the state CIO, director of the readiness center/ISAC, chief security officer, and the director(s) of the shared data center and network infrastructures. The CIO is the linchpin for core, design, and response teams.
In addition to managing emergency response, the CERT is responsible for managing a security portal used by the enterprise, citizens, and businesses that rely on state services. The portal has a secure as well as public access site. The portal should be designed to help emergency management notify and assist citizens in time of crisis. It should also help coordinate the enterprise's response to disasters and major security breaches. The portal site relies heavily on geographic information system (GIS) technologies. GIS is a key technology for integrating security response and applications that support these responses.
The portal provides controlled private access to applications that include 511-truck routing, ambulance responses, 911 services, criminal-justice information-system alerts, and Federal Emergency Management Agency (FEMA) response. The public security portal also includes placeholders to report critical infrastructure alerts such as water contamination sites, power failure locations, road closings, fires, and telecom outage areas. The site also shows civil defense facilities, schools, hospitals, and related support service locations critical at the time to emergency response. The secure site is designed to push critical-infrastructure information, including maps locating assets valuable to law enforcement and emergency management personnel. The portal should also be designed to coordinate FEMA response teams, the National Guard, and IT specialists.
In its most sophisticated form, the security portal is more than a website. The portal should be tied to intelligent highway systems to include electronic signs and disparate emergency radio broadcast frequencies. Citizens should be able to view criticalinfrastructure messaging from roadside electronic billboards and hear these messages on home and car radios. True integration is more than a web page and requires leveraging common enterprise infrastructure to full benefit. For security to be effective, governments should teach all their employees control standards and build the standard practices into their planning and measuring processes. They should provide clear feedback through audit reports and metrics to confirm that security is properly practiced. Good security comes from a highly trained and motivated workforce. In his theories about motivation, Vic Vroom, John G. Searle Professor of Organization and Management at Yale University, created a simple model about what drives individual and corporate behavior. He said people must know what is expected. They also need to know how to meet the expectations. Armed with this knowledge, employees need to understand rewards and actually value the rewards. Finally, this knowledge must come from direct and fair feedback. Vroom said that if any of those key ingredients are missing, then motivation to act breaks down. 18 Vroom's theories are as valid today as ever.
HOMELAND SECURITY
Our children want a world that is more advanced and, at the same time, more "user friendly" than the one we have today. They want an online world that is less bureaucratic and more "life-event" driven. In this world, online government information and services are organized around significant events such as getting married, obtaining a driver's license, opening a business, coping with the loss of a loved one, or responding to a public emergency. They want a world that is "one stop" with "no wrong door." In that world the boundary lines of government will be seamless. In essence, our children want a virtual government-meaning anything done in the presence of government can be done electronically without regard to time and location. Security in that world will be non-intrusive, reliable, confidential, and available. Security in that world is tailored to the needs of citizens and businesses.
There is an epistemology-that is, specific theories and knowledge-that underlies security and IT. It is soulful-deeply personal, virtuous, and mindful of others' needs. This report calls public-sector CIOs to take up this epistemology. It calls for a metanoia that radically changes the way governments interact by creating new ways to share resources in order to protect vital interests. CIOs are called to develop IT governance structures that are open, sharing, and highly secure. They should follow Vic Vroom's advice about motivation, clearly plan security outcomes, teach security best practices, build security responsibilities into all position descriptions, provide feedback though metrics and scorecards, and reward employees for practicing security. These rewards include special recognition, bonuses for hitting targets, and promotion opportunities.
CIOs must also assess risks and build security portals for emergency response. In addition, the state CIOs should develop model state legislation to protect confidentiality in reporting security breaches and responses to them. The legislation should allow for the sharing of information among government entities. There also should be federal support for establishing an interstate ISAC.
Introduction
Security as it relates to information technology (IT)-often referred to as cyber-security-represents the ability of electronic-information owners to assure the following aspects of information systems.
• Confidentiality-information is accessible only to authorized parties.
• Integrity-information is accurate and complete at all times.
• Availability-systems are accessible and can deliver information when needed.
Secure information systems are as vital to citizen trust in digital government transactions as they are to consumers in electronic commerce. Moreover, governments attempting to do business online must comply with complicated privacy laws that can treat multiple instances of the same citizen information differently in various contexts depending on where the information is collected and how it is used. This adds to the complexity of security measures to defend information systems against the following threats.
• Insiders-accidental or malicious compromises of security protocols by authorized users
• Crackers/Virus Writers-random individuals seeking to penetrate or disable systems for personal satisfaction
• Activists-issue-oriented individuals seeking to penetrate or disable systems on behalf of a cause
• Organized Criminals-groups seeking to penetrate or disable systems for profit
• Terrorists-groups seeking to penetrate or disable systems in order to exacerbate the effects of violent acts
• Spies-intelligence operatives seeking to penetrate or disable systems on behalf of commercial or political interests Fortunately, public interest in assuring the availability of government services (and, thus, the IT that supports them) has risen along with interest in assuring other aspects of the nation's critical infrastructure such as power, water, communication, financial, and transportation services, among others. Additionally, public officials are increasingly aware of the need to share reliable information as part of defense and emergency management efforts in times of crisis.
This report is the product of the forum. It provides a series of recommendations and action items under the headings of architecture, assessment, business alignment, education and communication, funding, governance, and legislation. Some of the action items are directed toward the states and others will be carried out by NASCIO and its organizational partners, including the National Governors' Association (NGA) and the federal government, among others.
Governance
Assuring public safety and the reliability of public services is a fundamental function of government. Toward that end, security oversight must be formally and permanently installed at the executive level of state government. Furthermore, the IT security governance structure must span the branches of government and include city and county participation.
State Action:
• Define and implement an adaptable governance structure for IT security.
• Link local governments into the governance process.
NASCIO Actions:
• Collect progressive governance practices for use by the states.
• Serve as an active voice for the states at the federal level.
• Coordinate efforts with the National League of Cities (NLC), the National Association of Counties (NACo), and NGA to aggressively promote governance models and best practices.
State and NASCIO Actions:
• Promote the fact that (1) IT is integral to prevention and response, (2) citizens hold government to a higher standard of privacy/security than the private sector, and (3) security can no longer be "delegated" to IT exclusively.
• Articulate a vision of what needs to be accomplished.
Legislation
Establishing a permanent, high-profile role for cyber-security will require legislative action and statutory authority. A governance body will have to be formally established. Security standards will have to be assessed and enforced. All of this will require the sponsorship of governors and key legislators who have to educate their peers on the nuances of cyber-security and technology.
(Biometrics are not a cure-all!) State CIOs and their security chiefs will have to impress upon policy makers that cyber-security is an integral part of physical security and homeland defense.
State Actions:
• Statutorily identify an entity with compliance and enforcement authority over enterprise IT management, including security.
• Support the passage of legislation that would exempt state cyber-security communications with the federal government and ISACs from FOIA/Open Access laws-and encourage states to pass similar legislation to foster appropriate internal sharing and interchange with private partners regarding critical infrastructure.
• Keep all cyber-security legislation broad in regard to cyber-threats, not limited to cyberterrorism.
• Champion legislation that creates real penalties for cyber-crimes of all varieties.
NASCIO Actions:
• Circulate examples of IT-management legislation that establishes security compliance and enforcement authority through a variety of centralized and decentralized arrangements.
• Conduct a grassroots campaign among the states to support federal cyber-security legislation that benefits the states.
• Educate governors, state CIOs, legislators, and commissioners of uniform state laws about the need for cyber-security legislation.
• Work with the National Conference of Commissioners of Uniform State Laws (NCCUSL) to draft model legislation that allows appropriate and confidential internal sharing of security-related information within and among the branches of state government and with private partners.
• Issue a background paper and talking points with the National Center for State Courts (NCSC), the National Conference of State Legislators (NCSL), NCCUSL, and NGA apprising policy makers of the need for legislation.
Business Alignment
In order to make security more than just an afterthought, or a series of procedures and technologies that are merely bolted on to existing operations, state CIOs and other policy makers will have to recognize it as an integral element of any digitalgovernment rollout. Officials must be able to point to a specific set of critical business offerings-for example, public safety, education, human services, finances, and e-commerce-that depend on reliable computing and communication systems and assign security resources accordingly. These essential services will also be seen as the juiciest targets for attack, as bringing them down will deliver the heaviest blows to governments and citizens. Moreover, as citizens seek a more unified digitalgovernment presentation that spans all the levels of government, state CIOs and their security chiefs will need to coordinate with local and federal service providers to eliminate seams that invite cyberthreats to divide and conquer with attacks on the weakest link.
State Actions:
• Collaborate with local and federal government on issues of continuity and security.
• Include security as a part of planning for IT systems.
• Synchronize security and business-continuity plans across jurisdictions and levels of government.
• Act with a sense of urgency!
NASCIO Actions:
• Ensure federal, state, and local collaboration.
• Facilitate public-private relationships that will help identify the best solutions for security and business continuity.
• Facilitate communication to the public at large.
Assessment
Establishing standards for security and incorporating them into the enterprise architecture will be only an intermediate step in the process. Determining those security standards will require an assessment of the likely threats to state IT assets along with the corresponding risks-that is, the pain that will be suffered as a result of a particular violation. This will, in turn, allow security architects to prescribe particular security standards that meet at the intersection of a likely cyber-threat and the level of risk a given owner can reasonably (or legally) tolerate. Moreover, assessments will have to be conducted periodically to check and enforce compliance with security standards across the enterprise if these standards are to be more than just friendly suggestions.
State Actions:
• Adopt a common state-federal methodology for identifying and assessing critical assets-for example, the Critical Infrastructure Assurance Office's U.S. Project Matrix. This methodology, focusing on mission-critical business processes, should identify interdependencies among internal and external systems and identify risks and vulnerabilities.
• Conduct assessments utilizing a joint statefederal assessment tool.
• Develop a business case to drive response to identified risks and vulnerabilities-quantify the cost of not acting in order to make inaction untenable.
• Coordinate state and federal homeland security efforts toward critical infrastructure assurance.
• Report best practices and success stories back to NASCIO.
NASCIO Actions:
• Act as a clearinghouse for progressive practices and success stories.
• Develop a business case for assessment.
• Help to align national assessment efforts among states and across the levels of government.
• Work with NGA to present a common voice in pursuit of federal funding support.
• Encourage the federal government to coordinate intergovernmental assessment efforts through the Office of Homeland Security.
Architecture
An adaptive, enterprise information architecture provides a set or framework of agreed-upon principles and standards, based upon business processes, that enable information sharing and interoperability across the enterprise. These enterprise-wide standards, incorporating fundamental security and privacy concerns, allow numerous departments and agencies to develop systems that meet universal requirements without forcing them to deploy a particular product or a specific technology type. Enterprise-wide adoption of architectural standards is an ongoing process of definition and education.
It is not a one-time project or initiative. Over time, the coherent development of dispersed systems will facilitate sharing of information, and it will permit security personnel to better manage ever changing systems and capitalize on what should be a real home-field advantage against cyber-threats.
• Endorse the forthcoming NASCIO Enterprise Architecture Toolkit and commit resources to make architecture a high priority.
• Define your enterprise and identify your stakeholders, recognizing that stakeholders are not just internal, but span disciplines, jurisdictions, and branches of government.
• Establish a governance structure that effectively manages the architecture.
• Provide real leadership, not just mandates, in architecture for local units of government.
NASCIO Actions:
• Publish Enterprise Architecture Toolkit for the states.
• Promote the development of compatible architecture among the states that will enable information sharing and interoperability.
• Play a leadership role with respect to awareness, education, and adoption of architecture.
• Serve as a repository of effective architectural practices from government and private industry.
Education and Communication
Long-term cyber-security will require education to raise America's consciousness of cyber-threats and prevention. Targeted messages and instructions will have to be delivered to everyone from citizens (who should be able to recognize and report cybercrimes) to state employees (who must be vigilant against lapses and violations of procedures and systems) to policy makers (who must be apprised of the nature and limitations of various security strategies and technologies before implementing them). State CIOs and their security chiefs should be prepared to formulate internal security education programs and champion external security education programs. Specific cyber-security and critical-infrastructure-protection campaigns will have to be developed for the different levels of government as well as for citizens and other private-sector partners. Over time, messages should be tailored to address immediate and emerging threats as identified through intergovernmental communication (horizontal and vertical) of incident-related data and alerts.
• Identify key stakeholders.
• Develop a cyber-security and critical-infrastructure-protection education curriculum.
• Develop information sharing mechanisms between the state, local governments, and private entities.
NASCIO Actions:
• Develop a cyber-security and critical-infrastructure-protection education framework.
• Act as a conduit to the federal government, allowing the states to speak with one voice.
• Establish a state security information sharing and analysis center (interstate ISAC) to facilitate communication among the states and the federal government.
Funding
As security is a fundamental concern for IT, funding for security must reflect its importance to the reliability of citizen-centric digital government. This will mean the strategic and rapid deployment of expertise, training, and technologies to secure critical business processes across the enterprise. Funding must be deployed flexibly within an enterprise, not a stovepipe, view, allowing resources to flow to where they are needed most immediately. Ongoing research and development will also play a key role in countering immediate and emerging cyberthreats. State government will routinely call upon existing resources at the universities and in the private sector to supplement internal resources.
State Actions:
• Include funding for certification and validation of cyber-security, disaster-recovery, and business-continuity standards.
• Assign responsibility for enterprise cyber-security funding within the state IT governance structure.
NASCIO Actions:
• Work with NGA to identify a single federal contact who can help eliminate barriers in federal stovepipe funding.
• Explore all potential sources of funding and technical assistance.
• Act as a clearinghouse for funding strategies at state, local, and federal levels.
Forum Participants
The CIO Responds
It was winter in the heartland. Mark, a senior technologist for his state government's Unix-derived operating systems, was ready to go home. Before leaving, he decided to conduct one last check of the operating system that supports the state's Department of Natural Resources' server applications. The department's system was recently moved to Mark's central server farm. While checking the health of the system he noticed that an obscure operating system file had been updated only an hour earlier. Mark was puzzled, as he had not applied any fixes or patches that day.
When Mark examined the changed file, he saw that the code was capable of spying on password traffic that moved across a local area network (LAN) segment. The code was thin and looked like a dormant agent. Mark realized the system had been hacked. This hack was deep and the intent was clear. The LAN segment included a central payment system. If this system was compromised, Mark knew vital state operations could be seriously impaired.
He immediately notified his management, the state CIO, and the state chief security officer. The departmental owners of the systems were also notified. In short order, the LAN segment was reconfigured and the affected systems were re-certified by the owners. Mark and the chief security officer documented the intrusion and attempted to understand how the hacker was able to penetrate the state's security infrastructure. The State Bureau of Investigations (SBI) was called in to assist in the analysis. More than 10 days of investigation passed with no clear results.
As it turned out, the hack Mark discovered was particularly nasty. Ron, the state's CIO, was concerned that the initial investigation of the hack yielded no information about how it occurred. Ron was hoping for additional information before he briefed the state's Security Council. Immediately after the hack, Ron met with the state's chief IT architect and the chief security officer to discuss the hack and the steps that would be followed to flush the hack and investigate how it happened. During the meeting, the chief security officer commented, "A hack of this nature is worth about $8,000." Ron was taken aback. "Are people selling these hacks?" he asked. The answer was swift and direct, "Yes."
As Ron worked on his briefing for the IT Security Council, he wondered to himself: Are there agents inside our operations and we just don't know about them? Maybe I am dealing with a much larger problem here.
Fortunately, Ron worked in a state that has a strong IT governance structure. The structure includes an executive-level policy council for IT as well as support organizations for e-government, geographic information systems, and security. The Security Council is a key support organization with IT stakeholder members from the audit community, emergency management, and security staff in state agencies. Ron is very proud of the council's work and its enterprise representation. Nonetheless, he knew the briefing would be difficult. Ron then hired a security consultant to investigate the server and application. The consultant learned that the hack occurred in two stages. The first stage happened before the server was moved to Mark's server farm. During this stage the hacker created a back-door path to the server. After the server moved to Mark's area, the hacker came back and created a routine to spy on LAN traffic. The consultant also discovered how the hacker navigated to the server when it was located in the Department of Natural Resources and he discovered how the hacker got into Mark's LAN. The security holes he discovered were immediately closed. Ron included this information in his security briefing notes.
He also included in his notes information from the security log kept by Mark. A day before the briefing, Ron met with the consultant to discuss how well the agencies document security breaches and how well they follow the state's IT security architecture. The meeting was disappointing. Agencies do not always follow the architecture for old infrastructure and applications. However, they meticulously follow the architecture for new infrastructure and applications. Also, the consultant confirmed that agencies do not keep meaningful metrics on security intrusions, successful penetrations, down time, and the like. The Security Council briefing was scheduled for 1:00 p.m. When Ron told the council that agencies were following the security architecture for new infrastructure but not always using it for old infrastructure or applications, Janet, the chief security officer for the Department of Labor, made an important observation. "We need to conduct a statewide inventory of all our systems," she said. "We can use our Y2K inventory and update it with a security assessment." Janet volunteered to head a subcommittee to develop a "simple and practical" assessment methodology. "The methodology will point to our vulnerabilities. We can then use our architecture to fix the most critical vulnerabilities."
This discussion extended into a dialogue about security audit standards. The council decided to explore national audit standards and craft a policy statement for consideration by the executive IT policy council to train state employees on the standards. The council also drafted a recommended policy for building the standards into position profiles and job class specifications. The council reasoned that IT audit standards, risk assessments, and architecture can drive security metrics, since they are all tied together. A second subcommittee was created to recommend the audit standards that would be adopted by the entire enterprise.
Ron then told the council how the state had failed when it moved the Department of Natural Resources server to Mark's area. Ron explained that when the server was moved, it was placed on the next avail-able LAN segment without regard to other systems on the segment. Mark did not do the move. Instead, a unit that performs facilities management services did the move. The technologist who handled the move assumed the security infrastructure on the LAN segment would protect against outside intrusions, and was not aware a back door existed prior to the move. Also, the server was not evaluated for abnormalities before it was moved and management did not oversee the move. The meeting with the Security Council lasted over four hours.
Lessons Learned
After briefing the Security Council, Ron-the state's CIO-scheduled a meeting with the Constant Readiness Center staff. Ron knew that it was impossible to parse every intrusion. His staff was small and his budget limited. The Readiness Center team understood Ron's money concerns; however, they felt providing security analysis services to state agencies and local units of government for a subscription fee could solve the problem. Also, they felt Ron could seek federal help through emergency management grants to cover start-up costs. Ron was intrigued with the suggestions. Clearly an analysis center would help disseminate information, provide technical security support to agencies, and serve as a clearinghouse and reporting organization for metrics and vulnerability assessments. The Readiness Center staff agreed to review their mission and propose an expanded role. The staff also recommended that the Readiness Center create a security lab to investigate emerging technologies, especially those that are more offensive in nature.
Ron knew the recommendations from the Security Council and Readiness Center would be expensive. He remembered back a year ago when he contracted with a national firm for a full-time network engineer. The engineer was an expert who for one year worked on site directly with state network technologists to develop a highly hardened network infrastructure. While the expert cost $155,000 per year, he was worth every cent. Ron's network up-time reports exceeded "four nines" (i.e., 99.99 percent)-quite an accomplishment in an 830-router network. Ron's customer satisfaction ratings were equally impressive-more than meeting expectations on performance, communication, price value, and understanding customer business needs. Ron remembered back four years when the satisfaction scores were only 78 percent of expectation. However, when the budget reductions came, Ron decided to cut the expert. This was a hard choice to make, but he saw few alternatives. The hacker and funding concerns were constantly on Ron's mind.
Mark-the state senior technologist-and Ron faced a unique challenge. They never caught the hacker, but they did safeguard their state's critical systems. Ron implemented a security analysis center, adopted COBIT audit standards, and built the audit standards into all IT position profiles and job class specifications. He leveraged his governance structure to help fund the security initiatives. Over 150 professionals were trained in COBIT, and the agencies gladly paid for the training. The state auditors developed a security risk assessment methodology and used it in their agency audit work. The audit standards, risk assessment, and analysis center work drove performance metrics. Funds were raised to begin work on a security portal, and legislation was passed to protect the confidentiality of security breaches and unwelcome intrusions. Most importantly, for over six months there have been no reported security breaches in any of the state agencies.
It was snowing in the heartland when Mark first encountered the hacker. Today, it is spring in the heartland, about 3:30 in the afternoon. Ron's phone is ringing. It is Mark and he is excited. "Ron, the hacker is back and I can see him trying to get into my honey pot." Ron laughed the low kind of laugh that comes when you are satisfied. "This is great," Ron declared. "Go get him!"
It took some time for Ron to completely realize the full significance of Mark's experience with the hacker. Ron was aware of the thousands of hits reported each week from intrusion-detection software. However, few hits ever materialized into a hack or penetration. Over time the thousands of hits were only bumps in the night to Ron. He is the author of numerous articles and papers in academic journals both in the United States and England. He served seven years on the editorial board for the Journal of Organizational Change Management.
Heiman holds an undergraduate degree in business from Rockhurst University in Kansas City, a master of science in business from the University of Kansas, a master of arts in pastoral studies from Loyola University (New Orleans), and master of public administration from the Edwin O. Stene School of Public Administration at the University of Kansas. Tra n s f o r m i n g O r g a n i z a t i o n s
GRAN T R E P O RT
The Importance of Leadership:
