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Abstract
The susceptible-infected-recovered (SIR) model has been used extensively to model disease
spread and other processes. Despite the widespread usage of this ordinary differential equation
(ODE) based model which represents the mean-field approximation of the underlying stochastic
SIR process on contact networks, only few rigorous approaches exist and these use complex
semigroup and martingale techniques to prove that the expected fraction of the susceptible and
infected nodes of the stochastic SIR process on a complete graph converges as the number of
nodes increases to the solution of the mean-field ODE model. Extending the elementary proof of
convergence for the SIS process introduced by Armbruster and Beck (2016) to the SIR process,
we show convergence using only a system of three ODEs, simple probabilistic inequalities, and
basic ODE theory. Our approach can also be generalized to many other types of compartmental
models (e.g., susceptible-infected-recovered-susceptible (SIRS)) which are linear ODEs with the
addition of quadratic terms for the number of new infections similar to the SI term in the SIR
model.
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1 Introduction
In 1927, Kermack and McKendrick (1927) introduced the susceptible-infected-recovered (SIR)
model to study the plague and cholera epidemics in London and Bombay. Since then, the de-
terministic, ordinary differential equation (ODE) based SIR model has been extensively used to
study the spread of infectious diseases having person-to-person transmission mechanisms (Ander-
son and May, 1991) and to study similar processes in fields such as host-pathogen biology (May
and Anderson, 1983), chemistry (Cardelli, 2008), communications and computer science (Kephart
and White, 1993), and social sciences (Daley and Kendall, 1964, 1965).
Despite the importance of understanding the accuracy of such mean-field ODE models, most
studies that address this question rely on numerical experiments and only few studies exist that
rigorously analyze the accuracy of mean-field ODE models compared to the exact Markov models
of the disease spread (Simon and Kiss, 2013). For the continuous-time stochastic SIR process on
a complete network, Kurtz (1970) was the first to show that the fraction of nodes in each disease
state converges in probability uniformly over finite time intervals to the solution of the mean-field
ODE model as the number of nodes increases. This proof relies on operator semigroup techniques.
In the context of the SIS process, Simon and Kiss (2013) give a less technical summary of this proof
and the proofs in Kurtz (1971) and Ethier and Kurtz (1986).
Related to the above approaches are those by Bena¨ım and Le Boudec (2008) and Bortolussi
et al. (2013) which prove for the same setting convergence in probability (Bortolussi et al., 2013)
and in mean-square (Bena¨ım and Le Boudec, 2008). Starting out with a discrete-time Markov chain
(DTMC), they prove convergence of the corresponding continuous-time Markov chain (CTMC) to
the mean-field ODE model using martingale and stochastic approximation algorithms techniques.
Similar, convergence results also exist for variants of the SIR-models different to the classical one
such as the SIR model on a configuration model network specified by an arbitrary degree distribution
(Volz, 2008) where convergence to the deterministic limit was proved by Decreusefond et al. (2012)
using again complex techniques drawn from stochastic differential equations (SDE) and martingale
theory. We thank a reviewer for mentioning the proof by Andersson and Britton (2000) using
time-changed Poisson processes, which is reasonably elementary.
Recently, Armbruster and Beck (2016) introduced an elementary approach to show convergence
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for the SIS process. Using only a system of two ODEs, basic ODE techniques, and Jensen’s
inequality, they show that the dynamics of the fraction of infected in the continuous-time stochastic
SIS-process on a complete graph converges uniformly over finite time intervals in mean-square to the
mean-field ODE as the population size increases. However, that approach cannot be easily extended
since it requires the mean-field ODE to be one-dimensional. This inspired us to develop in this
paper a more general approach for the SIR process and prove that the fractions of susceptibles and
infected nodes of the stochastic SIR-process on a complete graph converges uniformly over finite
time intervals in mean-square to the solution of the mean-field ODE model as the number of nodes
in the network increases. The approach remains elementary, using only a system of three ODEs
describing the dynamics of the fraction of susceptibles and infected and the dynamics of the total
stochasticity in the system; simple probability inequalities to bound the difference of the means
of products such as E[SI] from the corresponding product of means, E[S] E[I]; and basic ODE
techniques.
Extending our previous approach (Armbruster and Beck, 2016)) to the SIR process forwards our
agenda of showing that mean-field convergence results can be tackled using only basic probability
and ODE theory. We hope to open up the field to more researchers that might not be comfortable
using semigroup or martingale theory.
2 Main result
Consider a complete graph of n nodes and let Xn(t) be a Markov process describing the state of
nodes at time t. Each node can be in one of the three states: susceptible S, infected I, and recovered
R (immune). An infected node infects each susceptible neighbor at a rate τ/n and recovers at rate
γ. The 1/n scaling of the per edge transmission rate is necessary to obtain a mean-field limit. We
define Sn(t) := numS(Xn(t)) and In(t) := numI(Xn(t)) as the number of susceptible and infected
nodes, and sn(t) := Sn(t)/n and in(t) := In(t)/n as the susceptible and the infected fraction,
respectively. Clearly, the number of recovered nodes is Rn(t) := numR(Xn(t)) = n− Sn(t)− In(t).
Over the course of this paper we may sometimes drop the dependence on t and n in our notation.
The exact trajectories of E[Sn(t)] and E[In(t)] can be calculated using the Kolmogorov (or master)
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equations, a system of n2 differential equations:
(1) P [Sn = i, In = j]
′ = −((τ/n)ij + γj)P [Sn = i, In = j]
+ (τ/n)(i+ 1)(j − 1)P [Sn = i+ 1, In = j − 1]
+ γ(j + 1)P [Sn = i, In = j + 1] for all 0 ≤ i, j ≤ n.
Our goal is to prove the following theorem, which shows that the dynamics of the expectation of
the fraction of susceptible and infected nodes of the stochastic SIR process converges in mean-square
on a complete graph and finite-time intervals to the mean-field approximation as the population
size increases.
Theorem 1. If sn(0) → s0 and in(0) → i0 as n → ∞ and s0 and i0 ∈ [0, 1], then (sn(t), in(t))
converges uniformly in mean square, i.e.,
E[‖(sn(t), in(t))− y(t)‖2]→ 0,
on any time finite interval [0, T ] to the solution of the mean-field equations:
y′1 = −τy1y2, y1(0) = s0,(2a)
y′2 = τy1y2 − γy2, y2(0) = i0.(2b)
3 Proof of the main result
3.1 Preliminaries
In this subsection we outline our approach and handle some routine technicalities. In the following
subsection we establish the set of differential equations which describe the dynamics of the first and
second moments of the fractions of nodes of the stochastic SIR process. The problem with those
differential equations is the presence of E[si], E[s2i], and E[si2] terms on the right hand sides. Then
in Section 3.3 we develop bounds for these terms. These then allow us in Section 3.4 to obtain a
system of ODEs equivalent to that in Section 3.2 but which is closed, so that the right hand sides
are functions of the variables on the left hand sides. The system of ODEs describes the dynamics
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of the expectations and the dynamics of the sum of the variances. Finally in Section 3.5, we bound
the solution of these ODEs to the solution of the mean-field equations (2).
Existence and uniqueness. Since the right hand sides of equations (2) are smooth (i.e., con-
tinuously differentiable), a unique solution exists to the mean-field equations. Further, since it is
easy to see that (y1(t), y2(t)) remains in [0, 1]
2, the solution exists for all times t.
3.2 Initial set of differential equations
Let numSI(X(t)) be the number of edges which connect a susceptible and an infected individual.
Since we are on a complete network, numSI(X(t)) = numS(X(t)) numI(X(t)), or S · I in our
abbreviated notation. We now start by describing aspects of the stochastic process, (1), from
Section 2 using the following differential equations of the means.
Proposition 2. The following differential equations hold:
E[S]′ = −(τ/n) E[SI],(3a)
E[I]′ = (τ/n) E[SI]− γ E[I],(3b)
E[S2]′ = −(τ/n)(2 E[S2I]− E[SI]),(3c)
E[I2]′ = −(τ/n)(2 E[SI2] + E[SI])− γ(2 E[I2]− E[I]).(3d)
Proof. These equations can be found in papers focusing on pair-models which build on them (Keel-
ing, 1999; Rand, 1999). Our proof is more formal and takes the same approach as in Proposition 2
of Armbruster and Beck (2016), which proves a similar result for the SIS process. Formally, for each
equation in (3) we are merely using the Kolmogorov backward equations (see any undergraduate
textbook such as Ross (2007)) where for a Markov process X(t) with transition rate matrix Q and
any function a(x),
E[a(X(t))]′ = E[b(X(t))],
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where we define
b(x) :=
∑
xˆ
Q(x, xˆ)a(xˆ).
Using the fact that Q(x, x) = −∑xˆ 6=xQ(x, xˆ),
b(x) =
∑
xˆ 6=x
Q(x, xˆ)(a(xˆ)− a(x)).
The terms in the sum are products of the transition rates and the size of the resulting changes in
a(X(t)). In our case, we only need to handle two types of transitions: the network configuration, x,
can transition to states xˆ with either an additional infection or an infection that recovered. The first
occurs at an aggregate rate of (τ/n) numSI(x) while the second at rate γ numI(x). Transitions due
to an additional infection increase the number of infected and decrease the number of susceptibles
by one, numI(xˆ) − numI(x) = 1 and numS(xˆ) − numS(x) = −1. Choosing a(x) = numI(x) and
a(x) = numS(x), then explains (3a) and (3b), respectively. We explain (3c) and (3d) by choosing
a(x) = numS(x)
2 and a(x) = numI(x)
2, respectively, and noting that for an additional infection,
numS(xˆ)
2 − numS(x)2 = (numS(x)− 1)2 − numS(x)2 = −(2 numS(x)− 1),
numI(xˆ)
2 − numI(x)2 = (numI(x) + 1)2 − numI(x)2 = 2 numI(x) + 1,
while for a transition due to an infection that recovered, numS(xˆ) = numS(x) and
numI(xˆ)
2 − numI(x)2 = (numI(x)− 1)2 − numI(x)2 = −(2 numI(x)− 1).
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We normalize (3a)–(3b) and (3c)–(3d) by dividing by n and n2 respectively:
E[s]′ = −τ E[si],(4a)
E[i]′ = τ E[si]− γ E[i],(4b)
E[s2]′ = −τ(2 E[s2i]− E[si]/n),(4c)
E[i2]′ = τ(2 E[si2] + E[si]/n)− γ(2 E[i2]− E[i]/n).(4d)
This highlights the O(1/n) terms that disappear as n→∞. Figure 1 illustrates this for a numerical
example. The difficulty with these equations, (4), is that they are not closed, because they do not
describe how to evaluate the product terms (i.e., E[si], E[s2i], and E[si2]) on the right hand sides.
Figure 1: SIR epidemic fraction of susceptibles with τ = 3, γ = 0.25. The solution of the mean-field
equations (2) (black curve) in comparison to the expected fraction, E[sn(t)], calculated using the
Kolmogorov equations (1), for increasing number of nodes: n = 10 (blue curve), n = 30 (red curve),
and n = 100 (green curve).
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3.3 Bounds on the expectation of products
Using Lemma 5 we bound the difference of the expectations of the product terms in (4) (i.e.,
E[si], E[s2i], and E[si2]) to the corresponding product of expectations (i.e., E[s] E[i], E[s]2 E[i], and
E[s] E[i]2).
Lemma 3. For random variables Y and Z, Var[Y + Z] ≤ 2(Var[Y ] + Var[Z]).
Proof. Note that,
Var[Y + Z] = Var[Y ] + Var[Z] + 2 corr(Y,Z)
√
Var[Y ] Var[Z],
≤ Var[Y ] + Var[Z] + 2
√
Var[Y ] Var[Z],
≤ Var[Y ] + Var[Z] + 2(Var[Y ] + Var[Z])/2,
= 2(Var[Y ] + Var[Z]),
where the last inequality holds because the geometric mean is less than or equal to the arithmetic
mean.
Lemma 4. Consider a random variable Y in [0, 1]. Then Var[Y 2] ≤ 4 Var[Y ].
Proof. This proof is adapted from Giraudo (2014). Note that Y 2 = (Y −E[Y ])Y +E[Y ]Y . Applying
Lemma 3, we obtain
(5) Var[Y 2] ≤ 2(Var[(Y − E[Y ])Y ] + Var[E[Y ]Y ]).
From the definition,
Var[(Y − E[Y ])Y ] = E[((Y − E[Y ])Y )2]− E[(Y − E[Y ])Y ]2
≤ E[((Y − E[Y ])Y )2] ≤ E[(Y − E[Y ])2] = Var[Y ]
where the last inequality is due to |Y | ≤ 1. Substituting back into (5), we obtain
Var[Y 2] ≤ 2(Var[Y ] + E[Y ]2 Var[Y ]) ≤ 4 Var[Y ].
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The following example shows that the factor of 4 in Lemma 4 is tight. Consider P [Y = 1] =
P [Y = 1 − 2δ] = 1/2. Then Var[Y ] = δ2 and Var[Y 2] = 4δ2(1 − 2δ + δ2), which asymptotically
equals 4δ2 as δ → 0.
Lemma 5. For random variables Y and Z in [0, 1],
|E[Y Z]− E[Y ] E[Z]| ≤ (Var[Y ] + Var[Z])/2,(6a) ∣∣E[Y 2Z]− E[Y ]2 E[Z]∣∣ ≤ 2(Var[Y ] + Var[Z]).(6b)
Proof. From the facts that Cov[Y,Z] = E[Y Z]−E[Y ] E[Z], Cov[Y,Z] = corr[Y,Z]√Var[Y ] Var[Z],
and |corr[Y,Z]| ≤ 1, we have
(7) |E[Y Z]− E[Y ] E[Z]| ≤
√
Var[Y ] Var[Z].
Applying Lemma 4,
(8)
∣∣E[Y 2Z]− E[Y 2] E[Z]∣∣ ≤ 2√Var[Y ] Var[Z].
Using the triangle inequality and the fact that |E[Z]| ≤ 1,
∣∣E[Y 2Z]− E[Y ]2 E[Z]∣∣ ≤ ∣∣E[Y 2Z]− E[Y 2] E[Z]∣∣+ ∣∣E[Y 2] E[Z]− E[Y ]2 E[Z]∣∣
≤ 2
√
Var[Y ] Var[Z] + Var[Y ] |E[Z]| ≤ 2
√
Var[Y ] Var[Z] + Var[Y ] + Var[Z].
The fact that the arithmetic mean is greater than the geometric mean,
√
Var[Y ] Var[Z] ≤ (Var[Y ] + Var[Z])/2,
then proves the claims.
We now apply Lemma 5 to E[sn(t)in(t)], E[sn(t)
2in(t)], and E[sn(t)in(t)
2]. We can replace the
inequality in (6) by defining the corresponding functions h1,n(t), h2,n(t), and h3,n(t) in [−1, 1] such
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that
E[sn(t)in(t)] = E[sn(t)] E[in(t)] + h1,n(t)(Var[sn(t)] + Var[in(t)])/2,(9a)
E[sn(t)
2in(t)] = E[sn(t)]
2 E[in(t)] + 2h2,n(t)(Var[sn(t)] + Var[in(t)]),(9b)
E[sn(t)in(t)
2] = E[sn(t)] E[in(t)]
2 + 2h3,n(t)(Var[sn(t)] + Var[in(t)]).(9c)
We also define h4,n(t) in [0, 1] such that
Var[in(t)] = h4,n(t)(Var[sn(t)] + Var[in(t)]),(9d)
which we will require in the next step, where we establish a system of ODEs equivalent to equations
(4) using only the two mean-field equations (4a)–(4b) and an equation describing the dynamics of
the total variance in the system.
3.4 Closed system of ODEs
Since the inequalities in Lemma 5 involve the variance, it will be convenient to replace (4c)–(4d)
by an equation for (Var[s] + Var[i])′, representing the dynamics of the total stochasticity in the
system. Since Var[Y ] = E[Y 2]− E[Y ]2, it follows that Var[Y ]′ = E[Y 2]′ − 2 E[Y ] E[Y ]′ and thus,
Var[s]′ = −τ(2 E[s2i]− E[si]/n) + 2τ E[s] E[si]
= −2τ E[s2i] + τ E[si](2 E[s] + 1/n),
Var[i]′ = τ(2 E[si2] + E[si]/n)− γ(2 E[i2]− E[i]/n)− 2 E[i](τ E[si]− γ E[i])
= 2τ E[si2] + τ E[si](−2 E[i] + 1/n)− 2γVar[i] + γ E[i]/n,
(Var[s] + Var[i])′ = 2τ(E[si2]− E[s2i])(10)
+ 2τ E[si](E[s]− E[i] + 1/n)− 2γVar[i] + γ E[i]/n.
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Hence our current system of differential equations is (4a),(4b), and (10). We now use the substitu-
tions defined in (9) for E[si], E[s2i], and E[si2] to obtain the following system of ODEs:
E[s]′ = −τ(E[s] E[i] + h1(Var[s] + Var[i])/2),(11a)
E[i]′ = τ(E[s] E[i] + h1(Var[s] + Var[i])/2)− γ E[i],(11b)
(Var[s] + Var[i])′ = 2τ(E[s] E[i]2 + 2h3(Var[s] + Var[i]))
− 2τ(E[s]2 E[i] + 2h2(Var[s] + Var[i]))
+ 2τ(E[s] E[i] + h1(Var[s] + Var[i])/2)(E[s]− E[i] + 1/n)
− 2γh4(Var[s] + Var[i]) + γ E[i]/n,
= (4τ(h3 − h2) + τh1(E[s]− E[i] + 1/n)− 2γh4)
· (Var[s] + Var[i]) + (2τ E[s] E[i] + γ E[i])/n.(11c)
Equations (11a)–(11c) define a proper system of differential equations with the same variables
(E[s], E[i], and Var[s] + Var[i]) on the right hand side as on the left hand side. To be more explicit,
we define the vector zn := (E[sn],E[in],Var[sn] + Var[in]). As with the original state variables S
and i, we may sometimes write z or hk, dropping the dependence on n and t. Thus, zn(t) is a
solution of the initial value problem, z′ = gn(t, z; 1/n) and z(0) = z0,n, where
g1,n(t, z; ) := −τ(z1z2 + h1,n(t)z3/2),(12a)
g2,n(t, z; ) := τ(z1z2 + h1,n(t)z3/2)− γz2,(12b)
g3,n(t, z; ) := (4τ(h3,n(t)− h2,n(t)) + τh1,n(t)(z1 − z2 + )(12c)
− 2γh4,n(t))z3 + (2τz1z2 + γz2),
z0,n := (sn(0), in(0), 0).(12d)
Note that the mean-field solution, z¯(t) := (y1(t), y2(t), 0), solves (for any n) the initial value
problem z′ = gn(t, z; 0) and z(0) = z0, where z0 := (s0, i0, 0). Our next step is to bound ‖zn − z¯‖.
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3.5 Convergence
Lemma 6. Consider the initial value problems x′ = f1(t, x), x(0) = x1 and x′ = f2(t, x), x(0) = x2
with solutions ϕ1(t) and ϕ2(t) respectively. If f1 is Lipschitz in x with constant L and
‖f1(t, x)− f2(t, x)‖ ≤M , then ‖ϕ1(t)− ϕ2(t)‖ ≤ (‖x1 − x2‖+M/L)eLt −M/L.
Proof. We give a proof in the appendix using an argument often found in the proof of the standard
ODE existence theorem.
To apply Lemma 6 we first note that the domain of z for gn(t, z; ) is bounded: E[s] and E[i]
are in [0, 1] and Var[s]+Var[i] is in [0, 2]. The domain for  is [0, 1]. Since gn(t, z; 0) is a polynomial
in z, we can determine a Lipschitz constant with respect to z by bounding
∑3
j=1
∑3
k=1
∣∣∣ δgj,nδxk ∣∣∣.
Using the bounds on the domain, on , and on the functions hk,n, k = 1, . . . , 4, we determine that
L = 22τ + 2γ is such a Lipschitz constant. Using the bounds on z and the functions hk,n, we define
M() as follows:
‖gn(t, z; )− gn(t, z; 0)‖ = |g3,n(t, z; )− g3,n(t, z; 0)|
= |τh1,n(t)z3 + (2τz1z2 + γz2)|
≤ (4τ + γ) =: M().
We now apply Lemma 6 by letting f1(t, x) = gn(t, x; 0), f2(t, x) = gn(t, x, 1/n), x1 = z0,
x2 = z0,n, ϕ1 = z¯, and ϕ2 = zn. Then the difference between zn(t) and z¯(t) is
‖zn(t)− z¯(t)‖ ≤
(
‖z0 − z0,n‖+ M(1/n)
L
)
eLt − M(1/n)
L
,
Thus, for t ≤ T ,
(13) ‖zn(t)− z¯(t)‖ ≤
(
‖z0 − z0,n‖+ M(1/n)
L
)
eLT − M(1/n)
L
.
Since M()→ 0 as → 0 and z0,n → z0, the right hand side of (13) goes to zero as n→∞. Hence
we have uniform convergence of zn → z¯ over any finite time interval [0, T ].
We now show that zn → z¯ implies convergence in mean-square, i.e., E[‖(sn, in)‖2]→ 0. In finite
dimensions, all norms are equivalent for the purposes of proving convergence. For convenience
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we choose the 2-norm for ‖(sn, in)− y‖2 and the 1-norm for ‖zn − z¯‖1. Recalling that Var[Y ] =
E[Y 2]− E[Y ]2, we decompose the mean-square error into a bias and a variance term:
E[‖(sn, in)− y‖22] = E[(sn − y1)2] + E[(in − y2)2]
= (E[sn]− y1)2 + (E[in]− y2)2 + Var[sn] + Var[in]
≤ |E[sn]− y1|+ |E[in]− y2|+ Var[sn] + Var[in]
= |zn,1 − z¯1|+ |zn,2 − z¯2|+ |zn,3 − z¯3| = ‖zn − z¯‖1
where of course z¯3 = 0, and the inequality holds because E[sn], y1, E[in], and y2 are in [0, 1].
Thus uniform convergence of ‖zn − z¯‖1 → 0 for t ≤ T implies the same for E[‖(sn, in)− y‖22]→ 0,
proving our claim.
4 Conclusion
We extended the elementary approach of Armbruster and Beck (2016) to show that the expected
fractions of nodes of the stochastic SIR process on a complete graph converge uniformly in mean-
square on finite time intervals to the solution of the mean-field ODE model. We set up differential
equations for the first and second moments of the infected and susceptibles. Our main tool was
Lemma 5, two simple probabilistic inequalities involving expectations and variances. They let us
to bound in the right hand side of the differential equations, the difference between the stochastic
terms E[si], E[si2], and E[si2] and the corresponding mean-field terms.
We want to note that our elementary approach generalizes to related epidemic models such as the
susceptible-infected-recovered-susceptible (SIRS), susceptible-exposed-infected-susceptible (SEIS),
and susceptible-exposed-infected-recovered (SEIR) model. The corresponding mean-field models
are linear ODEs with the addition of quadratic terms for the number of new infections (i.e., the
S · I term in equations (2a)–(2b)). We go through the key steps to generalization using the SEIR
model as an example. First, the existing differential equations in the ODE systems (3) and (4)
have to be modified for the SEIR model and differential equations have to be added which describe
the dynamics of the first and second moments of the additional state variable (i.e., the fraction of
nodes exposed). Applying Lemma 5 we again bound the difference of the stochastic E[si], E[s2i],
13
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Dτ=1,γ=0.25 
B
C
τ=3,γ=0.25 
Figure 2: Fraction of susceptibles of SIR process: the true expectation, E[sn(t)] (blue dashed curve);
the mean-field approximation, y1(t) (black curve); apparent upper (green dashed-dotted curve) and
lower (red dotted curve) bounds on E[sn(t)]. The upper and lower bounds correspond to component
z1(t) of solutions to z
′ = gn(t, z; 1/n), z(0) = z0 (see (12)) where we set (h1,n, h2,n, h3,n, h4,n) to
constants: (0.5, 1, 0.5, 1) for the lower bound and (−1,−0.8,−0.4, 0.5) for the upper bound in panels
A, B, and C; and (0.5, 1, 0.5, 1) for the lower bound and (−1,−1,−0.8, 1) for the upper bound in
panels D, E, and F. The panels vary the number of nodes (n = 10, 30, 100) and the transmission
rate (τ = 1, 3). The recovery rate is γ = 0.25.
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and E[si2] terms from the mean-field equations since the SEIR and all the other models discussed
above have the same or a similar quadratic terms for the rate of new infections. To establish the
ODE system equivalent to (11), we first add the variance of the fraction exposed to the equation
for the total stochasticity (10). We then add the variance of the exposed fraction to the right hand
side of (9d) and add a similar equation defining h5,n with the variance of the exposed fraction on
the left hand side. Thus, the resulting equivalent ODE system consists of the mean-field equations
describing the dynamics of all the expected fraction of nodes as in style of (11a) and (11b) and one
equation describing the dynamics of the total variance in the system (11c). Then Section 3.5 can
be used to prove convergence.
Going further, we point out that some choices for hk,n(t) when solving (12) appear to give lower
or upper bounds on E[sn(t)] or E[in(t)] (see Lemma 5, (9a)–(9c), and (11)). Figure 2 shows the
fraction of susceptibles for some numerical examples where this appears to be the case. In those
examples we set the hk,n(t) to constants determined by trial-and-error. It is worth noting that while
the upper bounds are only tight until some finite time T (which of course increases as n→∞) after
which they diverge to infinity, the lower bounds appear to be tight for all times. Whether these
observations can be proven is an area for further research. An additional area for future research
is proving that the uniform convergence holds for all times and not just a finite interval.
This extension of our previously introduced elementary approach (Armbruster and Beck, 2016)
to the SIR case forwards our agenda of showing that mean-field convergence results can be tackled
using only basic ODE theory. Using this approach, we hope to open up the field to researchers
more comfortable with ODEs than stochastic processes and allow more researchers to rigorously
analyze the accuracy of compartmental models.
Acknowledgements. We thank Peter L. Simon, Tom Britton, and two anonymous referees
for helpful comments.
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Appendix
Lemma 6. Consider the initial value problems x′ = f1(t, x), x(0) = x1 and x′ = f2(t, x), x(0) = x2
with solutions ϕ1(t) and ϕ2(t) respectively. If f1 is Lipschitz in x with constant L and ‖f1(t, x)− f2(t, x)‖ ≤
M , then ‖ϕ1(t)− ϕ2(t)‖ ≤ (‖x1 − x2‖+M/L)eLt −M/L.
Proof. Using the integral form of the differential equations,
‖ϕ1(t)− ϕ2(t)‖ =
∥∥∥∥x1 − x2 + ∫ t
0
f1(u, ϕ1(u))du−
∫ t
0
f2(u, ϕ2(u))du
∥∥∥∥ .
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Using the triangle inequality,
‖ϕ1(t)− ϕ2(t)‖ ≤ ‖x1 − x2‖+
∥∥∥∥∫ t
0
f1(u, ϕ1(u))du−
∫ t
0
f2(u, ϕ2(u))du
∥∥∥∥ .
Using the integral form of the triangle inequality,
‖ϕ1(t)− ϕ2(t)‖ ≤ ‖x1 − x2‖+
∫ t
0
‖f1(u, ϕ1(u))− f2(u, ϕ2(u))‖ du.
Applying the triangle inequality again,
≤ ‖x1 − x2‖
+
∫ t
0
(‖f1(u, ϕ1(u))− f1(u, ϕ2(u))‖+ ‖f1(u, ϕ2(u))− f2(u, ϕ2(u))‖)du.
Applying the assumptions of this lemma,
‖ϕ1(t)− ϕ2(t)‖ ≤ ‖x1 − x2‖+
∫ t
0
(L ‖ϕ1(u)− ϕ2(u)‖+M)du.
Applying a specialized form of Gronwall’s Inequality then proves the claim.
Gronwall’s Inequality. Suppose for t ≥ 0, that θ(t) is a continuous nonnegative function; L,M ≥
0; and θ(t) ≤ θ(0) + ∫ t0 (Lθ(u) + M)du. Then for t ≥ 0, θ is bounded by the solution to the initial
value problem x′ = Lx+M , x(0) = θ(0):
θ(t) ≤ (θ(0) +M/L)eLt −M/L.
Proof. This result can be found in any graduate ODE text such as Lemma 6.2 in Hale (2009).
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