Abstract-The motion detection problem occurs frequently in many applications connected with computer vision. Researchers have studied motion detection based on naturally occurring biological circuits for over a century. In this paper, we propose and analyze a motion detection circuit which is based on nerve membrane conduction. It consists of two unidirectional neural networks connected in an opposing fashion. Volterra input-output (I-O) models are then derived for the network so that velocity estimation can be cast as a parameter estimation problem. The technique is demonstrated through simulation.
I. INTRODUCTION
T HE SYSTEMATIC study of motion detection schemes and their underlying biological circuitry is over a century old [1] , [2] . Researchers have studied motion detection either based on physiological units responding differently to movement in different directions [3] - [5] or behavioral models based on input-output (I-O) relations [6] . In addition to being a salient feature of biological vision, motion detection is an important computer vision problem that is used in a variety of applications including navigation [7] , where-to-look, timebefore-impact, pursuit [8] , [9] , recovery of three-dimensional shapes [10] , and figure-ground separation [11] , [12] . It has been proposed that any directionally selective system needs to satisfy at least three main criteria [13] , [14] .
1) Since direction is a vector-valued quantity, at least two points (pixels) are needed for its representation, and hence a minimum of two pixels are needed to process directional information. 2) Directional preference, by definition, requires asymmetric interaction between processing network units. 3) A directionally selective system must have a nonlinear I-O characteristic if the input stimulus is first-order stationary and only a temporal average of the output response can be measured. This last property suggests that nonlinear system theory is naturally applicable to the analysis of motion detection circuits.
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In particular, the Wiener-Volterra method of nonlinear system representation is a strong candidate for this application since it can allow for systematic incorporation of higher order nonlinearities in the I-O description [14] , [15] . In this paper, we propose and analyze a motion detection circuit which is based on nerve membrane conduction. It consists of two unidirectional neural networks connected in an opposing fashion. Volterra I-O models are then derived for the network so that velocity estimation can be cast as a parameter estimation problem. In a purely deterministic setting it is demonstrated that the network parameters can be selected so that a linear model retains all velocity information. Thus, it is shown that not all directionally selective systems need be nonlinear in nature. The technique is demonstrated through simulation.
II. THE MOTION DETECTION MODEL
Neural networks that are based on modulation of conductance of nerve membranes by other cells of the network have been studied extensively and found to have widely varied and complex computational properties such as contrast enhancement, dynamic range compression, and adaptation to mean input levels (for a review, see [16] and [17] ). The elementary shunting motion detector (ESMD) is an intensity, or luminescence, based scheme of short range motion detection based on the mechanism of shunting inhibition [18] , [19] . It consists of two subsystems, each being a shunting unidirectional neural network, and a series of comparators (see Fig. 1 ). In the proposed design, one subsystem is nearest neighbor right-connected, while the other is nearest neighbor left-connected. As described in [20] , these networks are individually directionally selective, but to further enhance the directional selectivity, the corresponding outputs of the two networks are connected in an opposing fashion via simple subtraction.
Each of the right-connected cells is described by the network equation (1) where is the node output, is the input, is the connection strength, and and are physical network parameters for the th node. An analogous equation holds for left-connected networks. These equations are derived in [21] based on biophysical studies of ionic current transport. This network is a subset of a class of shunting networks, the computational properties of which are reviewed in [16] whose directional response properties are studied in [18] , [19] , and [22] . In a typical experiment, where an intensity edge is moved across the receptive field of a single node pair, the response is known to be both direction and contrast depend. For example, a bright spot on a dark background moving to the right yields a response which is opposite in polarity to the response of the same spot moving to the left. However, if the contrast is reversed, i.e., a dark spot on a light background is moving to the right, then the polarity of the response is also reversed. Thus, there is some ambiguity in the response when both direction and contrast are allowed to vary.
III. INPUT-OUTPUT MODELING AND VELOCITY ESTIMATION
In this section, we develop a Volterra I-O model for the neural network described in the previous section and then demonstrate how it can be used to extract velocity estimates. The technique used for the computation of the Volterra kernels is based on the use of Chen-Fliess series, a common tool used in nonlinear control system analysis.
A. Spatially Decoupled State Space Models
The outputs of a nearest neighbor right-connected network can be described by the system of nonlinear ordinary differential equations (1), where here the network parameters , , and are assumed to be fixed with respect to time. Such a network is said to be homogeneous if the system parameters are also fixed with respect to . In addition, the network is referred to as being right-infinite if has no upper, left-infinite if has no lower bound, and simply infinite if has no upper and lower bound. The following theorem describes a critical delay-invariance property of the class of networks considered in this paper. A proof of this result is given in the Appendix. An analogous theorem regarding advance-invariance also holds for left-infinite, right-connected networks, and the dual of these results for left-connected networks is immediate.
Theorem 1: Consider a homogeneous, right-infinite, nearest neighbor right-connected network with all of its nodes initially in the same equilibrium state, . Let and define for any nonnegative integer, . If for every we have (2) where is the constant equilibrium input, then for every it follows that
It is clear that the input to node will be a time shifted version of the input supplied to node with under the assumptions that the object is traveling with constant velocity, , and the sensors supplying the network's inputs are equally spaced with separation . For an infinite network satisfying the other assumptions in Theorem 1, (1) and its left-connected dual equation reduce to the following system of spatially decoupled delay/advance-differential equations (3) (4) For small time shifts, we can make the first-order Taylor series approximations Furthermore, defining , then (3) and (4) reduce to nonlinear ordinary differential equations of the form (5) where for right-and left-connected networks, respectively, we have (6) (7) and (8) (9) Such affine control state space systems (i.e., state space systems where the input appears only linearly) are a common object of study in the area of nonlinear control systems, and a great deal of theory is available for their analysis beyond the usual methods associated with Volterra series. In particular, a theory involving Chen-Fliess (generating) series yields an explicit and general method for directly computing the Volterra kernels from an affine control state space model. (See [23] for a general treatment of this subject.) In the next subsection we use these tools to a develop Volterra model from the spatially decoupled state space systems corresponding to (6)- (9).
B. Volterra I-O Models
Consider a state space system of the form (10) (11) where and are the system's scalar-valued input and output functions, respectively, and where , , and are analytic functions defined on an open subset containing . In the event that is piecewise continuous and bounded on some interval , it is well known that the I-O mapping corresponding to the state space system (10) and (11) can be represented by a Volterra series Under certain growth conditions on , the series can be shown to converge absolutely and uniformly. Furthermore, if is sufficiently small then each Volterra kernel assumes the form shown in (12) at the bottom of the page, where [24] , [25] . Here represents the Lie derivative of with respect to , that is, and
For tractable velocity estimates (as explained in the next section), we restrict our attention to only the zero, first, and second order terms of the Volterra series corresponding to the I-O map of a left/right node pair defined by . The goal here is to extract closed-form expressions for these terms. A direct application of (12) to the systems defined by (6)- (9) with , , and yields for the expressions
where we define the constants
The details of this analysis, which was largely conducted with the help of Mathematica, are outlined in the Appendix. The corresponding Volterra terms for the I-O map follow from the linearity of the Lie derivative to be (19) (20) (21) Thus, the linear term of the Volterra series has a corresponding transfer function (22) while the second order term can be represented in the frequency domain as (23) (12) where and "*" denotes the convolution operator. In the next section we demonstrate how these results can be used to extract velocity estimates.
C. Velocity Estimation
One way to approach the velocity estimation problem is as a parameter estimation problem. Ideally, the only unknown for this system is the time shift, , which when given the physical geometry, uniquely identifies the velocity of the object. For a specific left/right node pair, a set of I-O data in conjunction with the Volterra models derived above will in principle allow one to synthesize a local (in the spatial sense) estimate of . If the velocity were assumed to be constant, then a smoothed velocity estimate could be computed by taking a spatial average of these local estimates. If the velocity was slowly time varying (relative to the spacing of the sensors), then Theorem 1 would still be approximately valid, and a velocity profile could be constructed by interpolating the local velocity estimates from the left/right node pairs.
For sufficiently small inputs and , i.e., , the first order Volterra response will generally dominate the I-O behavior of the network. In which case, the transfer function (22) is sufficient for extracting a velocity estimate. If, however, is designed to be small such that then this transfer function can be approximated by (24) In this case, an estimate of can be computed by merely measuring the gain of the mapping and assuming it is approximately (see Fig. 2 ). If on the other hand, the input is large enough such that higher order Volterra terms become significant, then this approach can be modified by first subtracting out the influence of the secondorder term using (23) and then determining the gain of the remaining linear response. But if is sufficiently small such that then the second order term of the Volterra series must be used directly. In this case, however, since , then the mapping can be approximated well by As with the previous two cases, the form of suggests that an estimate of can be determined by measuring the gain of the mapping . From a practical point of view, however, this third case is not as important since network parameters can be selected so as to avoid it. In the next section we demonstrate the feasibility of this approach though a series of numerical simulations.
IV. SIMULATION STUDIES
To verify the algorithms of the previous section, simulation programs using MATLAB's Simulink package were utilized. The network parameters selected are summarized in Table I . They represent feasible values in a VLSI circuit implementation. The simulated network consists of 24 left/right node pairs whose dynamics are described by the equations where . The network boundary conditions for and were fixed at the equilibrium state, . Hence, one can think of this setup as a model for a finite network of 24 node pairs completely exposed to the input stimulus or as a model for an infinite network only partially exposed to the input stimulus. In either case, Theorem 1 will only apply approximately because of the presence of these network boundary conditions. Four representative simulations are presented here. They differ in nature by their applied input signals, which are shown in Fig. 3 , and the sign of the time shift, . These cases are summarized in Table II . In Fig. 4 , the response of three different node pairs for Case 1 is shown, two near a boundary of the network and one near the center of the network. According to Theorem 1, all three responses should be identical, but in fact only the response near the center of the network is close to that predicted by the ODE approximation given in (5)- (9), where no boundary conditions were assumed. It was determined by trial and error that at least a dozen node pairs were required in order to get a response not completely dominated by the boundary conditions. Thus, for extremely long networks (which are difficult to simulate), boundary conditions would have practically no affect on the response of centrally located node pairs. In Fig. 5 , the network response at node pair 9 is compared to the ODE approximation and the linear approximation given by (24) . (Note that the unitless parameter .) Observe that the network response is noncausal with respect to because each node is informed of the oncoming pulse by either the node directly to its left or right. However, the ODE approximation always has a causal response with respect to . Also observe that in this case the linear approximation is extremely accurate. The corresponding estimate of the time shift as a function of time is shown in Fig. 6 . It is computed by taking the ratio of the network response and the response of the linear approximation with as illustrated in Fig. 2 . Observe that for time instances where both signal amplitudes are near zero, this ratio tends to be either very small or very large, therefore giving poor estimates of . This is especially true at the beginning of the response because the network responds to the input (i.e., the output is nonzero) before any causal approximation can respond. A saturation function therefore clips any estimates greater than some prespecified value, in this case . In practice, any circuitry or DSP algorithm processing such data would naturally saturate or overflow. Near the peaks of the response, however, the estimates are good. If they are windowed out and time averaged, a very precise estimate of results. Therefore, any practical implementation will require some post-processing of the data. (Such techniques are present in [26] , where in addition additive sensor noise is also included in the model.) In Figs. 7-10 , the simulations results for Cases 2 and 3 are shown. Note that the network response has a reversed polarity when either the sign of the time shift is reversed or the contrast is reversed. Of course this demonstrates that the network gives an ambiguous result when both contrast and time shift are allowed to change sign. But for these small input cases, the performance is otherwise similar to Case 1. The final simulation is identical to Case 1, expect that the applied step has five times the amplitude. For Cases 1-3, the response of the second order kernel described by (23) was orders of magnitude smaller than that of the linear kernel. But in this last case, the second order kernel begins to become significant as shown in Fig. 11 . In Figs. 12 and 13 , the linear approximation given by the transfer function (24) with and without the second order correction term, , is compared with both the ODE approximation and the actual response of the network. Without the effects of boundary condition distortion, the second order correction term improves the modeling near the peaks of the response as shown in Fig. 12 . But when the distortion is present, as is the case here, the second order correction term provides only a modest improvement as shown in Fig. 13 . The corresponding estimation performance is shown in Fig. 14. It appears that averaging the estimates near the peaks of the response using the higher order model will give a better final estimate of . For longer networks and larger inputs, this correction term becomes more significant. 
V. CONCLUSIONS
In this paper, a neural network architecture based on nerve membrane conduction was considered for solving the velocity estimation problem The network was analyzed via Volterra/Chen-Fliess series methods to develop a scheme for identifying the velocity using I-O data. Under practical network conditions, where the applied input was small, a basically linear parameter estimation algorithm is possible. For larger input signals and/or certain network conditions, a nonlinear analysis is necessary.
APPENDIX

A. Proof of Theorem 1
Observe that for any positive integer, , for since for all during this period of time. Thus, trivially when . For , every is defined by the solution of the system of differential equations with since the network is rightinfinite. In which case, from (2) it follows that (25) and (26) with . Now combine (25) and (26) and define to give
with . Equation (27) precisely matches the defining equation for when except for the choice of symbols. Thus, by the uniqueness of the solution to a system of ordinary differential equations or equivalently
Thus
B. Computation of the Volterra Terms (13)-(18)
Equation (12) reduces in the zero, first, and second order cases, respectively, to
To extract explicit closed-form expressions for these terms, the Lie derivatives have to be computed and then the indicated summations carried out. Using Mathematica it can be shown that when then for all . Analogous formulas hold when . Taking the indicated summations then immediately gives (13)- (18) .
