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Abstract
Euler diagrams are used for visualizing categorized data. These categories, together with information about when
categories share some datum, can be turned into a succinct diagram description from which an Euler diagram can
be generated. Closed curves represent the categories and the relationship between the curves (such as containment)
correspond to relationships between the categories (such as subset). A range of automated Euler diagram drawing
methods have been proposed but they often produce diagrams that are aesthetically unpleasing, can be computationally
complex and most of them cannot draw a diagram for some (often many) given collections of categories. One such
method is capable of drawing aesthetically pleasing Euler diagrams, using only circles, and is computationally ecient
(being of polynomial time complexity) but it applies to a very restricted subset of collections of categorized data. This
paper substantially extends that method so it can always draw an Euler diagram, that is it applies to all collections of
categorized data. In particular, we identify a class of diagram descriptions that can be drawn with circles, generalizing
previous work. For diagram descriptions outside of this class, we dene transformations that can be used to turn them
into descriptions inside the `drawable with circles' class. We demonstrate how such transformations can be done in a
general, a process during which many choices must be made. Further, we provide strategies for making particular choices
which ensure desirable properties, such as curve containment, are preserved. We have provided a software implementation
of the drawing method, which is freely available from www.eulerdiagrams.com/inductivecircles.htm.
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1. Introduction
It is commonplace to use visual representations of data
since a visualization can give insight into properties of the
data. Software tools support information visualization;
for instance, Excel incorporates various dierent options
for data visualization, such as the ability to automatically
create a bar chart from appropriate data. In this paper,
we are concerned with the automated visualization of data
that falls into categories (sets). Fig. 1 displays informa-
tion concerning three categories, asthma, chronic bronchi-
tis, and emphysema, obtained from [1]. The diagram used
is called a Venn diagram, of which Euler diagrams are gen-
eralizations; in a Venn diagram all intersections between
the categories must be represented, unlike Euler diagrams.
In Fig. 1, each category is represented by a unique curve.
Fig. 2, also from [1], visualizes ve categories, where one
of them is represented by 7 curves.
Euler diagrams are used for information visualization
in a wide range of areas such as: crime control [2], com-
puter le organization [3], classication systems [4], edu-
cation [5], and genetics [6]. In order to readily visualize
information from these domains, automated layout meth-
ods are required. In addition, Euler diagrams form the
basis of a variety of visual logics, such as Swoboda and
Figure 1: Visualizing medical data.
Allwein's Euler/Venn logic [7], Shin's Venn-II system [8],
Howse et al.'s spider diagrams [9], and Delaney and Sta-
pleton's spider diagrams of order [10]. These visual logics
are fairly limited in expressiveness, unlike Oliver et al.'s
concept diagrams [11] and Kent's constraint diagrams [12]
(later extended to generalized constraint diagrams [13]).
In all of these logics, automated diagram layout is also
important, such as in the context of automated theorem
proving where they are necessary to produce a visualiza-
tion of an automatically generated proof [14].
Various methods have been devised to draw Euler dia-
grams automatically, including [15, 16, 17, 18, 19]. Some
of these methods use only particular geometric shapes such
as circles which are typically used in manually drawn Eu-
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Figure 2: Using multiple curves to represent a category.
ler diagrams: as an indication of this, Wilkinson identies
that out of 72 Euler diagrams used in articles appearing in
Science, Nature and online aliated journals during 2009,
65 (90%) use circles [20]. We note that Euler only used
circles when drawing Euler diagrams (in fact, they were
called Euler circles) [21]. In Euler's original usage of these
diagrams, there were expressive limitations in that often
diagrams cannot be drawn when each category is repre-
sented by a single circle: the geometric constraints placed
on the diagrams by the use of circles cannot be satised
by all collections intersections. For instance, when four
categories are to be represented and all possible intersec-
tions between them must be displayed, no four circles can
overlap in the required manner; the required diagram is a
Venn diagram with four closed curves, which can be drawn
with ellipses [22].
Venn diagrams [23] do not suer from the same expres-
siveness limitation as Euler diagrams: the closed curves are
not restricted to being circles but can be arbitrary shapes.
Venn incorporated shading to allow one to assert that par-
ticular intersections are empty. Unfortunately, Venn dia-
grams too have their problems: the curves can become
very convoluted shapes, even when only a limited number
of categories are represented.
Thus, it would seem sensible to use the best of both ap-
proaches: circles from Euler diagrams, which lack the com-
plexity of arbitrary shaped curves, together with shading
to allow one to assert emptiness. This blend permits much
better layouts to be achieved than is possible with current
drawing methods, as we will demonstrate later in the pa-
per (section 11). Previously, Stapleton et al. devised a
method for drawing a very restricted subset of Euler dia-
grams using circles [24]; this paper substantially extends
that method so that it can always draw a diagram with
circles using shading where necessary.
We will now give a section-by-section overview of the pa-
per, with the drawing process being summarized in Fig. 3.
In section 2, we illustrate our drawing method and identify
some of the challenges that will be overcome. In section 3
we dene Euler diagrams and a number of associated con-
cepts. We dene diagram descriptions in section 4 along
with concepts that are analogous to those dened for Eu-
ler diagrams; we prove that the concepts coincide as in-
tended. We dene operations that add curves to, and re-
move curves from, diagrams and their descriptions in sec-
tion 5; again we establish that these operations coincide.
Section 6 presents denitions of clusters and piercings at
both diagram and description levels. These concepts are
required for our denition of inductively pierced diagrams
and inductively pierced descriptions, which are given in
section 7; inductively pierced diagrams are drawn using
circles. A key outcome of section 7 is a proof that (a) ev-
ery inductively pierced diagram has an inductively pierced
description and (b) every inductively pierced description
can be drawn as an inductively pierced diagram. This
means that if we transform a non-inductively pierced de-
scription into one that is inductively pierced then we can
draw it using circles. There are many descriptions that are
not inductively pierced and section 8 demonstrates how to
transform any description into an inductively pierced de-
scription. We prove that the transformation process re-
spects the semantics: if the description with which we
start represents some data then so too does the descrip-
tion that results after the transformation process. Sec-
tion 9 focuses on the choices that can be made during the
transformation process, presenting strategies that can be
used to ensure containment and disjointness properties are
preserved. Our software implementation of the method is
demonstrated in section 10, where we describe how to draw
a diagram given an inductively pierced description. Sec-
tion 11 gives an overview of existing drawing methods to
allow for comparison with our results.
2. Overview of our Drawing Method
Our drawing method uses only circles and, since it draws
one curve at a time, is inductive. In addition, we allow
the use of multiple curves to represent a given set. Eu-
ler diagram drawing methods start with a description of
the required diagram, which may be in the form of the
sets (categories) to be represented or simply a descrip-
tion of the set intersections to be displayed. To illustrate
our approach, suppose we wish to draw a diagram repre-
senting sets P , Q, and R with intersections described by
;, fPg,fQg,fP;Qg,fP;Rg,fP;Q;Rg; ; describes the inter-
section (U   P ) \ (U  Q) \ (U  R), where U is the uni-
versal set which contains all elements, and fPg describes
P \ (U   Q) \ (U   R) and so forth, with each region in
the diagram that represents a set intersection being called
a zone. Now, since we will sometimes use more than one
curve to represent a set, we generalize the (just illustrated)
typical notion of a description, D, so that it is more ne-
grained. It comprises a set, C, whose elements are called
abstract curves, a set, B, of descriptions of regions, called
abstract basic regions, formed by these curves, and a la-
belling function, l, that assigns a label to each abstract
curve. A basic region in a diagram is a region that can
be described as being inside certain curves but outside the
rest. In this example, we would instead write D as
1. C = f1; 2; 3g,
2. B = f;; f1g; f2g; f1; 2g; f1; 3g; f1; 2; 3gg,
and
3. l(1) = P , l(2) = Q, and l(3) = R.
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Figure 3: An overview of the main results in the paper.
We draw a circle for each abstract curve in some order, say
1 then 2 then 3. This process would give the sequence
of diagrams shown in Fig. 4. We note that each i carries
with it no information about the centre or radius of the to-
be-drawn circle; these are determined during the drawing
process.
Figure 4: Drawing one curve at a time.
As a slightly more complex example, suppose we start
with the description, D1, comprising
1. C1 = f1; 2; 3g,
2. B1 = f;; f1; 2g; f1; 3g; f2; 3gg, and
3. l1(1) = P , l1(2) = Q, and l1(3) = R.
No diagram drawn with circles has description D1. See d1
in Fig. 5 for a diagram with this description, where R is
intended to run concurrently with parts of P and Q. This
Figure 5: Problems.
Figure 6: Adjacency issues.
is clearly an undesirable diagram: the relationship between
R and the other curves is somewhat unclear. Since our
method produces only diagrams drawn with circles, we
transform D1 into another description, D2, that can be
drawn with circles. The description is transformed in two
ways: abstract curves are `split' into more abstract curves,
and abstract basic regions are added; in a drawn diagram,
to indicate that the extra basic regions were not requested,
they are shaded. Whilst we omit the details, D2 is
1. C2 = f1; 2; 4; 5g,
2. B2 = f;; f1g; f2g; f1; 2g; f1; 4g; f2; 5gg, and
3. l2(1) = P , l2(2) = Q, l2(4) = R and l2(5) = R.
Essentially, we have split the abstract curve 3 into two
abstract curves, 4 and 5, and added abstract basic re-
gions in order to avoid concurrency between curves. The
diagram d2 in Fig. 5 has description D2.
When we split an abstract curve into many such curves,
we do so in a manner that guarantees that the result can
be drawn with circles. A problem here is that this relies on
being able to identify when two abstract basic regions nec-
essarily represent topologically adjacent basic regions in a
diagram. If we consider two topologically adjacent basic
regions, intuitively one can cross a curve to move from one
of these basic regions to the other. For instance, in d2 of
Fig. 5, we can move from the (shaded) basic region inside
just P (that with description f1g) to the basic region in-
side both P and the curve inside P labelled R (the basic
region f1; 4g) by crossing this curve labelled R (corre-
sponding to 4). Intuitively it might seem as though basic
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regions are topologically adjacent whenever their abstrac-
tions dier by a single abstract curve, assuming no curves
run concurrently. However, there are descriptions that,
even when drawn with circles and have no concurrency be-
tween the curves, contain abstract basic regions that dier
by a single abstract curve but do not correspond to topo-
logically adjacent basic regions. An example is in Fig. 6,
where the two shaded basic regions, that inside just R and
that inside both R and S, have descriptions that dier by
a single abstract curve but they are not adjacent.
In summary, there are a number of challenges:
1. We need to identify when a description can be drawn
using circles. This is hard because descriptions do
not necessarily capture the topological properties of
their drawings and it is these properties that deter-
mine whether we can add a circle in the desired man-
ner. We identify a class of abstract descriptions where
we can necessarily identify the topological adjacency
of basic regions. Descriptions in this class are called
inductively pierced, generalizing [24, 25]. The earlier
sections work towards this, culminating in a proof
that inductively pierced descriptions can be drawn
with circles (theorem 7.2).
2. When a description has not been identied as draw-
able with circles (i.e. it is not inductively pierced),
we must transform it into one that can be drawn with
circles. Problems include determining how to split up
an abstract curve so that each one can be drawn as
a circle and knowing which abstract basic regions to
add to ensure that this is possible. Sometimes adding
regions is sucient and sometimes we only need to
split curves. This was not considered at all in [24].
In [25], which used the less ne-grained descriptions
comprising labels and zones, a set of zones to add
was identied and we generalize that approach in this
paper. Moreover, [25] did not address splitting ab-
stract curves: splitting occurred only when render-
ing curves during the nal stages of the drawing pro-
cess. Splitting at the abstract level is advantageous
in that it allows us to properly analyze the impact
of splitting on the properties of the description and,
therefore, diagram. A further novel contribution in
this paper is a method to transform any given de-
scription into one that is inductively pierced, given
in section 8; theorem 8.1 establishes that every de-
scription can be transformed into one that is induc-
tively pierced. Strategies for making informed choices
when adding abstract basic regions and splitting ab-
stract curves are presented in section 9. We further
establish, in theorem 9.2, that the strategies preserve
so-called well-matchedness [26].
3. We aim to produce eective drawings and our algo-
rithm will make informed choices about circle centres
and radii, so that the drawn diagrams respect natural
alignments of circles where possible. The results we
present in section 10 signicantly extend [24, 25].
Some automatically drawn diagrams produced by our
software can be seen in Figs 7 and 8. The diagram in
Fig. 7 has a shaded region, indicating it represents the
empty set, and the diagram in Fig. 8 has a set represented
by two curves.
Figure 7: An extra region. Figure 8: A split curve.
3. Euler Diagrams
We now present a series of denitions that capture a
range of concepts that we require. The denitions in this
section are, typically, standard and commonly seen in the
literature, with the exception being the denition of basic
regions which is new to this paper.
An Euler diagram comprises a set of closed curves drawn
in R2, where each curve has a label chosen from a set
L. In Fig. 9, the diagram has four closed curves, one is
labelled P , two are labelled Q and the other is labelled
R. Recall that a closed curve in the plane is a continuous
function of the form c : [a; b] ! R2 where c(a) = c(b).
Given an arbitrary function, f : A! B, we write image(f)
to denote the set of elements in B to which f maps.
Denition 3.1. An Euler diagram is a pair, d =
(Curve; l), where Curve is a nite set of closed curves each
with codomain R2, and l : Curve ! L is a function that re-
turns the label of each curve. If all of the curves in Curve
are circles then we say d is drawn with circles.
We observe that the closed curves essentially provide
a partition of the plane into minimal regions. In Fig. 9,
the diagram's curves give rise to seven minimal regions,
including the region outside all four curves.
P
Q
R
Q
Figure 9: An Euler
diagram.
P Q
R
R
Figure 10: Basic re-
gions.
P
R
Q
R
Figure 11: Depict-
ing sets.
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Denition 3.2. A minimal region, mr, of an Euler di-
agram d = (Curve; l) is a connected component of
R2  
[
c2Curve
image(c):
The set of minimal regions in d is denoted MR(d). Given
a minimal region, mr, and a curve, c, in d, mr is inside
c if each point in mr is inside c. We denote the set of
curves that mr is inside by I(mr).
The diagram in Fig. 10 has nine minimal regions. There
are two minimal regions,mr1 andmr2, that are inside only
the leftmost curve labelled R; that is I(mr1) = I(mr2) =
fcg where c is that curve labelled R. These two minimal
regions form a basic region: a basic region is a set of mini-
mal regions that are all contained by the same curves. So,
Fig. 10 has eight basic regions.
Denition 3.3. A basic region, br, in an Euler diagram
d = (Curve; l) is a non-empty set of minimal regions for
which there exists a subset of Curve, say CUR, such that
br = fmr 2 MR(d) : I(mr) = CURg:
The set of basic regions in d is denoted BR(d). Given a
basic region, br, CUR is the set of curves that br is inside,
denoted I(br) = CUR.
In Fig. 11, the set R is represented by two curves. Since,
between them, these two curves are contained by curves
labelled P and Q, the diagram expresses that R is a subset
of P [ Q. In addition, the diagram expresses that P and
Q are disjoint, since no points are inside both P and Q.
The basic region inside both P and R represents the set
P \ R \ (U  Q), where U is called the universal set and
contains all elements. The basic region outside all curves
represents the set (U   P ) \ (U  Q) \ (U   R). Given a
basic region, we can determine the set represented by the
labels of the curves by which it is contained. If a basic
region, br, is inside curves c1; :::; cn then we compute the
parity of the number of occurrences of each label in the list
l(c1); :::; l(cn): if a label  occurs an odd number of times
in the list then the set represented by br, say set(br), is a
subset of the set represented by , say set(). However, if
 is in d but does not occur an odd number of times then
set(br) is a subset of the complement of the set represented
by .
Denition 3.4. An interpretation is a pair, (U; set),
where U is a set, called the universal set, and set : L !
U is an assignment of sets to curve labels. Given a disjoint
pair, (1;2), of sets of labels, set is extended to interpret
(1;2) as
set(1;2) =
\
21
set() \
\
22
(U   set()):
Figure 12: Representing an interpretation.
Linking interpretations back with our data visualization
problem, if we have sets S1 = fHarold;Maudeg, S2 =
fBill; T edg (i.e. two disjoint categories in which data
lie), and U = fHarold;Maude;Bill; T ed; Tom; Jerryg is
the universal set, then an interpretation basically assigns
names, which are curve labels, to the categories:
1. set(LikesFunerals) = S1
2. set(HasAdventure) = S2.
An Euler diagram representing this interpretation is seen
in Fig. 12, where we have annotated the diagram with the
names of the individuals represented. In examples, we will
typically blur the distinction between  and set().
Denition 3.5. Let d = (Curve; l) be an Euler diagram.
Let br be a basic region in d. We dene 1(br) to be the
set of labels, , such that  labels an odd number of curves
in I(br). We further dene 2(br) to be the set of labels,
, such that  labels an even number of curves in I(br),
so 2(br) = image(l)  1(br).
Denition 3.6. Let d = (Curve; l) be an Euler diagram
and let br be a basic region in d. Let (U; set) be an inter-
pretation. The set denoted by br is
set(br) = set(1(br);2(br))
We say that d represents (U; set) provided[
br2BR(d)
set(br) = U:
Thus, if we have a collection of sets whose relationships
we wish to visualize using an Euler diagram, we must nd
such a diagram whose basic regions, between them, rep-
resent the universal set. Later, we will dene analogous
concepts for diagram descriptions and show that they co-
incide. This is important, since later we will be apply-
ing transformations to descriptions. We will need to un-
derstand how such transformations impact the semantics1
and that any changes to the semantics are `safe' (i.e. the
diagram we nally draw represents the required interpre-
tation).
Given a set, , of curve labels, the set of basic regions,
br, in d with 1(br) =  is called a zone. The basic regions
that comprise a zone all represent the same set. Typically,
the semantics of Euler diagrams are (equivalently) dened
1The semantics of an Euler diagram can be viewed as the set of
interpretations that it represents.
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by using the diagram's zones, but for our purposes using
basic regions makes some of the details later in the paper
more straightforward.
A range of diagram properties have been dened, which
are sometimes called wellformedness conditions:
1. All of the curves are simple.
2. No pair of curves runs concurrently.
3. There are no triple points of intersection between the
curves (i.e. there are no points that are mapped to
more than twice by the curves).
4. Whenever two curves intersect, they cross.
5. Each basic region is connected (i.e. consists of exactly
one minimal region).
6. Each curve label is used on at most one curve.
Denitions of these properties can be found in [27], except
that for basic region connectedness (property 5) which is
more typically stated for zones (a connected zones condi-
tion); for our purposes weakening the condition to basic
regions is helpful. Fig. 9 possesses all properties except
that the label Q is used twice. In Fig. 10, R is used twice
and the disconnected basic region inside the contour R
comprises three minimal regions. Our drawing method al-
lows curve labels to be used more than once (that is, the
labelling function l is not necessarily injective), but it en-
sures that all other properties hold.
Denition 3.7. An Euler diagram that possesses all of
the properties except that l is not necessarily injective is
wellformed up to labelling.
4. Diagram Descriptions
In order to draw an Euler diagram automatically, we can
start with a description of the sets to be represented and
the relationships between those sets. In essence, this is a
list of zone descriptions (each zone can be described by the
labels of the curves by which it was specied). For exam-
ple, the diagram in Fig. 11 contains ve zones which can
be described by: ; (the zone outside all three contours),
fPg (the zone inside just the contour P ), fQg (the zone
inside just the contour Q), fP;Rg (the zone inside both
the contours P and R), and fQ;Rg (the zone inside both
the contours Q and R). These zone descriptions are some-
times called abstract zones. Other diagrams have the same
zone descriptions but contain only one curve labelled R,
for example. A zone-based description (sometimes called
a set system [28]) is typically used in other methods that
draw Euler diagrams [16, 29, 30].
Our drawing method explicitly identies the number of
curves that will be used to represent each set and, more-
over, to which basic regions those curves give rise. There-
fore, as stated previously, it is benecial to extend the
notion of a description to identify the curves present, their
labels and the basic regions. For example, in Fig. 11, such
a description, D, of this diagram, d, would be
1. a set of abstract curves C = fP ; Q; R; R0g,
2. a set of abstract basic regions
B = f;; fP g; fQg; fP ; Rg; fQ; R0gg;
and
3. a labelling function, l : C ! L where
(a) l(P ) = P ,
(b) l(Q) = Q,
(c) l(R) = R, and
(d) l(R0) = R.
We say that D is a description of d and that d is a
drawing of D. From the basic region fP g, we can derive
the abstract zone fl(P )g = fPg. We see, therefore, that
the abstract zones arising from D are ;, fPg, fQg, fP;Rg,
and fQ;Rg.
We introduce here a countably innite set, denoted C,
whose elements are called abstract curves; note that
these are not curves in the mathematical or geometrical
sense. The set B = P(C) contains elements called ab-
stract basic regions.
Denition 4.1. A diagram description, or simply de-
scription, D, is a tuple, (C;B; l), where
1. C is a nite set of abstract curves,
2. B  PC is a set of abstract basic regions such that
; 2 B, and
3. l : C ! L is a function that returns the label of each
abstract curve.
Given a description D, we dene C(D) = C, B(D) = B
and lD = l.
Denition 4.2. Given an Euler diagram, d =
(Curve; l1), and a description D = (C;B; l2), we
say that D is a description of d provided there exists a
bijection, f : Curve ! C, such that
1. labels are preserved: for each curve c 2 Curve, l1(c) =
l2(f(c)), and
2. the basic regions are preserved: f induces a bijection,
g : BR(d)! B, dened by
g(br) = ff(c) : c 2 I(br)g:
If D is a description of d then d is a drawing of D. Such
an f and g are said to identify D as a description of d
and, also, d as a drawing of D.
Any given diagram, therefore, can have many dierent
descriptions. However, these descriptions are unique up
to the choice of abstract curves. Such descriptions are
isomorphic to each other.
Denition 4.3. Let D1 = (C1; B1; l1) and D2 =
(C2; B2; l2) be descriptions. We say that D1 and D2 are
isomorphic provided there exists a bijection,  : C1 ! C2,
such that
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1. the curve labels are preserved: for each 1 2 C1,
l1(1) = l2((1)), and
2. the abstract basic regions are preserved: the induced
function  : B1 ! B2 dened by
() = f() :  2 g
is a bijection.
Lemma 4.1. Let d be a diagram with descriptions D1 =
(C1; B1; l1) and D2 = (C2; B2; l2). Then D1 and D2 are
isomorphic.
Proof Suppose that f1 and g1, and f2 and g2, identify
D1 and D2, respectively, as descriptions of d. Then the
label preserving bijection  : C1 ! C2 dened by () =
f2(f
 1
1 ()) induces an appropriate bijection between the
abstract basic regions. 
Thus, from now on we will simply refer to the description
of a diagram, rather than a description of a diagram.
Diagram semantics are determined by the basic regions
in the diagram; above, we dened set(br) to be the set
denoted by basic region br and asserted that the basic
regions in the diagram must, between them, represent the
universal set, U . For a description, the set represented by
an abstract basic region is dened as follows:
Denition 4.4. Let D = (C;B; l) be a description. Let 
be an abstract basic region in D. We dene 1() to be the
set of labels, , in D such that  labels an odd number of
curves in . We further dene 2() to be the set of labels,
, in D such that  labels an even, possibly zero, number of
curves in , so 2() = image(l) 1(). In cases where
we have more than one description under consideration,
to disambiguate we will write 1(;D) and 2(;D) and
so forth.
Denition 4.5. Let  be an abstract basic region in de-
scription D = (C;B; l) and let (U; set) be an interpreta-
tion. Then
set() = set(1();2()):
We say that D, represents (U; set) provided[
2B
set() = U:
Again, in cases where we have more than one description,
to disambiguate we will write set(;D).
We will now justify that the mapping between diagrams
and descriptions is well-dened with respect to the dia-
gram semantics:
Lemma 4.2. Let d = (Curve; l1) be a diagram with de-
scription D = (C;B; l2) and let (U; set) be an interpreta-
tion. Then d represents (U; set) if and only if D represents
(U; set), that is:[
br2BR(d)
set(br) = U ,
[
2B(D)
set() = U:
Figure 13: Adding regions changes containment properties.
Proof Take f and g that identify D as a description of
d. Let br be a basic region in d. We start by showing
that 1(br) = 1(g(br)) and 2(br) = 2(g(br)). Let
 2 1(br). Then  occurs an odd number of times in the
list
l1(c1); :::; l1(cn);
where I(br) = fc1; :::; cng. So, because f is bijective and
label preserving,  occurs an odd number of times in the
list
l2(f(c1); :::; l2(f(cn)):
Since g(br) = ff(c1); :::; f(cn)g it follows that  2
1(g(br)). Hence 1(br)  1(g(br)). Similar argu-
ments allow us to deduce that 1(br) = 1(g(br)) and
2(br) = 2(g(br)). Thus, set(br) = set(g(br)). Since g is
a bijection, the result follows trivially. 
Hence, lemma 4.2 establishes that the semantics of a di-
agram are identical to those of its description. This means
that, if we start our drawing process with description D1,
derived from the interpretation, I, to be represented, then
a drawing of D1 represents I. If we apply a transforma-
tion to D1 to give description D2 then we must be sure
that D2 also represents I, so that any drawings of D2 also
represent I. We establish that this is the case for the
transformations that we develop in section 8.
The transformations potentially change properties like
curve containment. One of our transformations adds ab-
stract basic regions to a description. For instance, if we
add a single abstract basic region to the description of d1
in Fig. 13 to give the description of d2 then the curve la-
belled Q is no longer contained by the curve labelled P .
Similarly, if two curves have interiors with an empty in-
tersection (i.e. they represent disjoint sets) then adding
regions could actually make them have a non-empty inter-
section. As we will demonstrate, it is possible to transform
a description, D1, into an inductively pierced description,
D2 (dened later), in such a way that containment and dis-
jointness properties are preserved. To this end, we need
to dene a notion of containment and disjointness for ab-
stract curves.
There is a well-understood notion of what it means for
one curve to contain another: curve c1 contains c2 in an
Euler diagram, d, if and only if all of the basic regions
inside c2 are also inside c1. In addition, two curves are
disjoint when there is no region inside them both. We use
these observations to dene abstract curve containment
and disjointness.
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Denition 4.6. Let D = (C;B; l) be a description and
let 1 and 2 be abstract curves in D. Then 1 contains
2, denoted 2  1, in D provided
f 2 B : 2 2 g  f 2 B : 1 2 g:
If
f 2 B : 2 2 g  f 2 B : 1 2 g
then 1 properly contains 2, denoted 2  1. In addi-
tion, 1 and 2 are disjoint, denoted 1\2 = ;, provided
f 2 B : 1 2 g \ f 2 B : 2 2 g = ;:
The following lemma, the proof of which is straightfor-
ward, establishes that the notions of containment and dis-
jointness for abstract curves in descriptions coincide with
those for curves in diagrams.
Lemma 4.3. Let d = (Curve; l) be an Euler diagram with
description D identied by f and g. Let c1 and c2 be curves
in d. Then c1 is contained (disjoint from) by c2 if and only
if f(c1) is contained by (disjoint from) f(c2).
5. Adding and Removing Curves
Since the drawing method that we present is inductive,
adding one curve at a time to the diagram, it is helpful to
dene two operations on diagrams: one for adding curves
and another for removing curves.
Denition 5.1. Let d = (Curve; l) be an Euler diagram
and let c 2 Curve. Then
d  c = (Curve   fcg; l   f(c; l(c))g):
Denition 5.2. Let d = (Curve; l) be an Euler diagram.
Let c be a curve that is not in Curve and let  2 L. Then
d+ (c; ) = (Curve [ fcg; l [ f(c; )g):
We require analogous operations on descriptions. For
example, taking the description D = (C;B; l) where
1. C = fP ; Q; Rg,
2. B = f;; fP g; fP ; Qg; fP ; Rg; fQ; Rgg and
3. l(P ) = P , l(Q) = Q and l(R) = R,
removing R yields the description D   R = (C 0; B0; l0)
where
1. C 0 = fP ; Qg,
2. B0 = f;; fP g; fP ; Qg; fQgg and
3. l0(P ) = P , and l0(Q) = Q.
See that, when forming B0, each occurrence of R is re-
moved from the abstract basic regions in B. The function
l0 is simply l with the domain restricted to C 0, denoted
ljC0 .
Denition 5.3. Given a description, D = (C;B; l), and
 2 C, we dene D    to be
D    = (C   fg; B   ; ljC fg)
where
B    = f   fg :  2 Bg:
Removing a curve from a diagram corresponds to re-
moving an abstract curve from its description:
Lemma 5.1. Let d = (Curve; l1) be a diagram with de-
scription D = (C;B; l2) identied by f : Curve ! C and
g : BR(d) ! B. Let c be a curve in d. Then d   c has
description
D   f(c) = (C   ff(c)g; B   f(c); l2jC ff(c)g):
Proof [Sketch] An appropriate mapping between the
curves of d   c and the abstract curves of D   f(c) is
obtained by restricting the domain of f to Curve fcg. 
When adding an abstract curve to a description, we need
to specify some information in order to be able to perform
the addition. For example, if we wanted to add R to
D   R (from the previous example), in order to yield D
(the original description), then we would need to specify
that R has label R. Moreover, we would need to ensure
that the abstract basic regions in B0 are altered correctly
to give B. In particular, each abstract basic region in B0
gives rise to either one or two abstract basic regions in B:
if it gives rise to one abstract basic region then that region
is either `inside' R or `outside' R, whereas if it gives rise
to two abstract basic regions then one of them is inside R
and the other is outside. In our running example, we have
the following:
; 7! ; fP g 7! fP g; fP ; Rg
fP ; Qg 7! fP ; Qg fQg 7! fQ; Rg:
We can specify this addition of R by saying that ;, fP g
and fP ; Qg each give rise to an abstract basic region
outside R and that fP g and fQg each give rise to an
abstract basic region inside R. We write
1. in = f;; fP g; fP ; Qgg, and
2. out = ffP g; fQgg:
In this example, we can see that
1. in = f 2 B   R :  [ fRg 2 Bg, and
2. out = f 2 B   R :  2 Bg:
So, if we remove an abstract curve and then add it back
in a manner that yields the original description, D, we
can compute the sets in and out from the abstract basic
regions in D. We will make use of this observation later.
Denition 5.4. Given D = (C;B; l), let  2 C   C,  2
L and let in  B and out  B such that ; 2 out and
in [ out = B. We dene D + (; ; in; out) to be
D + (; ; in; out) = (C [ fg; out [ (in+ ); l [ f(; )g)
where in+  = f [ fg :  2 ing:
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Denition 5.5. Given D = (C;B; l), and  2 C, we de-
ne:
1. in(;D) = f 2 B    :  [ fg 2 Bg and
2. out(;D) = f 2 B    :  2 Bg.
Lemma 5.2. Given D = (C;B; l), and  2 C,
(D   ) + (; l(); in(;D); out(;D)) = D:
Proof Set
D0 = (D   ) + (; l(); in(;D); out(;D)) = (C 0; B0; l0):
Trivially,
C 0 = (C   fg) [ fg
and
l0 = ljC fg [ f(; l())g = l:
All that remains is to show that B0 = B. Given out(;D)
and in(;D),
B0 = out(;D) [ (in(;D) + )
by denition. It is straightforward to show that
out(;D) = f 2 B :  62 g
and
in(;D) +  = f 2 B :  2 g:
Thus, B0 = out(;D)[ (in(;D) + ) = B as required. 
Again, the notion of adding a curve to a diagram is
consistent with the notion of adding an abstract curve to
a description, captured by:
Lemma 5.3. Let d = (Curve; l) be a diagram and let c
be a curve that is not in Curve. Let  2 L. Let D be
a description of d + (c; ) identied by f and g. Then
D   f(c) is a description of d.
Proof The result follows by lemma 5.1. 
6. Clusters and Piercings
Our diagram drawing method adds curves that pass
through specied minimal regions. We want to ensure that
we add only circles, so we cannot stipulate that the to-be-
added curve passes through an arbitrary set of minimal
regions: some `minimal region congurations' do not ad-
mit the addition of a circle. However, if we have a set of
minimal regions, MR, that all meet at a point, p, and no
other minimal regions meet at p, then we can add a circle,
c, around p, passing through all and only the regions in
MR; we call MR a cluster and c a piercing, the idea of
which was introduced, but not dened, in [24].
In Fig. 14, we can add a circle to the lefthand diagram,
around p, passing through the four minimal regions around
p; such an addition yields the righthand diagram. We
could not add a circle to the lefthand diagram that passes
through precisely the minimal region inside just P and the
minimal region inside just Q.
P R Q
S
p
P R Q
p
Figure 14: Adding circles using clusters.
Denition 6.1. Let d = (Curve; l) be an Euler diagram
and let MR = fmr1; :::;mrkg be a set of minimal regions
in d. The set MR is a cluster if there exists a point,
p, in R2 and  > 0 such that for all 0 <   , the -
neighbourhood of p, N(p), satises:
1. N(p) 
S
c2Curve
im(c)  mr1 [ ::: [mrk, and
2. for each mri 2MR, mri \N(p) 6= ;.
We say MR is a cluster around p. Given such a -
neighbourhood, N(p), a circle, c, whose image is the
boundary of N(p) is a piercing for d around p.
So, a piercing curve is a circle and we can identify a cluster
in order to see how to add such a circle.
In diagrams produced using our drawing method, so-
called inductively pierced diagrams, the basic regions are
connected, meaning that they include exactly one minimal
region. Thus, for this class of diagrams, denition 6.1
could be restated in terms of basic regions.
We now give a denition of a similar concept at the
abstract level. Consider Fig. 14, where the point p is next
to four basic regions that form a cluster in the lefthand
diagram, d. A description of d includes three curves, P
labelled P , Q labelled Q, and R labelled R; that is, we
dene f(cP ) = P , f(cQ) = Q and f(cR) = R where c is
the curve in d labelled by . The basic regions in d around
the point p therefore have descriptions
g(br0) = ;; g(br1) = fP g; g(br2) = fRg; g(br3) = fP ; Rg
where g is induced by the function f . These four ab-
stract basic regions form a cluster and are each of the
form g(br0) [K where K  fP ; Rg. In addition, since
piercing curves split all zones through which they pass, we
also see that out(R; D), where D is the description of d,
is equal to B(D   R). This insight leads to:
Denition 6.2. Let  be an abstract basic region and let
K be a nite set of abstract curves disjoint from , that is
K  C   . The set f [ K : K  Kg is a cluster for
, denoted CL(;K). An abstract curve, , in an abstract
description, D, is a piercing for D    if in(;D) is a
cluster and out(;D) = B(D   ).
7. Inductively Pierced Diagrams and Descriptions
We now dene the class of inductively pierced Euler dia-
grams. They can be built inductively, adding one circle at
a time. We make use of clusters in order to identify places
in which circles can be added, as illustrated in Fig. 14.
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Denition 7.1. A diagram, d = (Curve; l), is induc-
tively pierced if d is wellformed up to labelling and either
d contains no curves, that is Curve = ;, or d contains a
curve, c, such that
1. c is a piercing for d  c, and
2. d  c is inductively pierced.
Such a curve c is said to identify d as inductively pierced.
P P Q P Q
R
P Q
R
Q
Figure 15: Inductively pierced diagrams.
To illustrate the idea, the diagrams in Fig. 15 are all
inductively pierced. The concept of being an inductively
pierced diagram was introduced in [24], but was not de-
ned and was restricted to the case where diagrams had
injective labelling functions (no curve label could be used
more than once).
Figure 16: Piercing curves around p.
We now present a result that will be helpful to us later in
the paper and provides some insight into restrictions that
are placed on piercings in inductively pierced diagrams.
In particular, we observe that in an inductively pierced
diagram, the number of minimal regions and, therefore,
basic regions (since basic regions are connected) inside a
piercing curve is restricted to being 1, 2, or 4. The cases are
illustrated in Fig. 16, with the dashed curve representing
a -neighbourhood around p and each bri is a basic region;
the boundary of bri is indicated by the irregular curve
since this boundary may be formed from pieces of many
circles. In the lefthand diagram, the point p does not lie on
any curve, in which case it is inside a basic region, br0, so
br0 can be the only such region that satises condition 2 of
denition 6.1. If p lies on a single circle, c1, as shown in the
middle diagram, then `small' neighbourhoods around p can
only contain points from the two basic regions, br0 (outside
c1) and br1 (inside c1). Indeed, small neighbourhoods must
include points from each of br0 and br1. The only other
option for p is that it lies on exactly two circles, since no
more than two circles, c1 and c2, pass through any point
(no triple points). Moreover, since these two circles must
cross at p (whenever two curves intersect they cross), p is
next to exactly four basic regions. These arguments prove
the following lemma:
Lemma 7.1. If d is identied as inductively pierced by c
then, in d, c contains exactly 1, 2, or 4 basic regions.
We can make use of lemma 7.1 to derive some properties
of clusters in inductively pierced diagrams:
Lemma 7.2. Let d = (Curve; l) be an inductively pierced
diagram identied by curve c. Let MR be the set of min-
imal regions in d  c that contain points inside c in d. Let
D   c be the description of d   c identied by f and g.
Then
1. the set fg(fmrg) : mr 2MRg is a cluster in D   c.
2. Specically, the cluster in D   c is
fg(fmrg) : mr 2MRg = CL(g(fmrsg);Kg)
where mrs is the minimal region inMR contained by
fewest curves (I(mrs) is smallest), and
K = ff(c) : c 2 I(mrl)  I(mrs)g
where mrl is the minimal region in MR contained by
most curves (I(mrl) is largest).
Proof By lemma 7.1, MR contains 1, 2, or 4 basic re-
gions. We make reference to Fig. 16.
1. In the case whereMR contains a single minimal (and,
therefore, basic) region, namely br0, trivially we have
fg(fbr0g)g = CL(g(fbr0g); ;):
2. In the case where MR contains exactly two basic re-
gions, we have
fg(fbr0g); g(fbr1g)g = CL(g(fbr0g); ff(c1)g):
3. In the case where MR contains exactly four basic
regions, we have
fg(fbr0g); g(fbr1g); g(fbr2g); g(fbr3g)g =
CL(g(fbr0g); ff(c1); f(c2)g):
In each case, we can readily show that K is as required
and we are done. 
We now provide a denition of an inductively pierced
description that precisely coincides with the notion of an
inductively pierced diagram. Consider the obvious deni-
tion of an inductively pierced description: a description,
D, is inductively pierced if it has an abstract curve, , that
is a piercing for D    and D    is inductively pierced.
Unfortunately, given this simple denition, there would
be inductively pierced descriptions that do not have any
drawing that is inductively pierced. For example, consider
D = (C;B; l) where
1. C = fP ; Q; R; S ; T g,
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PS
Q
R
Figure 17: Inductively pierced.
P
S
Q
R
T
U
Figure 18: Psuedo-piercings.
2.
B = f;; fP g; fQg; fP ; Qg;
fRg; fP ; Rg; fQ; Rg; fP ; Q; Rg
fSg; fP ; Sg; fQ; Sg; fP ; Q; Sg
fT g; fP ; T g; fQ; T g; fP ; Q; T gg;
3. l(P ) = P , l(Q) = Q, l(R) = R, l(S) = S, and
l(T ) = T .
The abstract curve T is a piercing for D   T , where
in(T ; D) = CL(;; fP ; Qg):
In addition, S and R are also piercings with
in(S ; D) = in(R; D) = CL(;; fP ; Qg):
Removing T from D yields a description, D   T , that
has an inductively pierced drawing, as shown in Fig. 17.
It is not possible to add a piercing to this diagram in a
manner that yields a diagram with description D: such a
curve would need to pass through the basic regions cor-
responding to the abstract cluster CL(;; fP ; Qg). The
issue here is that any pair of circles intersect at exactly two
points. In order to add a curve labelled T in the required
manner, it would necessarily need to enclose one of these
points. In this case, one of those points is enclosed by R
and the other is enclosed by S but we do not want the
undrawn curve T to contain any points that are inside R
or S.
In order to identify situations where this kind of issue
arises, it is useful for us to dene pseudo-piercings. In-
tuitively, in a diagram, a pseudo-piercing is a curve that
would become a piercing if other curves were removed, but
we need to dene this concept for descriptions. For exam-
ple, in Fig. 18, suppose that the curves map to the abstract
curves P , Q, and so forth, in the obvious manner. We
denote the description of this diagram by D. If we want to
add a curve that pierces P and Q, but is not to be drawn
inside S or R then we cannot do so. However, in this case,
the two points where P and Q intersect are not both en-
closed by piercings (only one of them is and it is contained
by S). The abstract curve T is not a piercing of P and
Q since
in(T ; D) = CL(;; fP ; Qg) [ CL(fSg; fP ; Qg)
and this is not a cluster. In the case of R,
in(R; D) = CL(;; fP ; Qg) [ CL(fP ; Ug; fQg)
which again is not a cluster. The abstract curves R, S
and T are all pseudo-piercings of P and Q. We can
add a piercing of P and Q to this diagram provided it is
contained by either R or both S and T . We would not be
able to add a piercing if it was required to be contained by
T but not by S, however. We say that S andR areminimal
pseudo-piercings since they do not contain any pseudo-
piercings; new piercings should be contained by minimal
pseudo-piercings where they exist. The above examples
have demonstrated that if we want to add a curve that
pierces two other curves then whether that is possible relies
on which curves are to contain it.
Denition 7.2. Let D = (C;B; l) be a description and
let , 1, and 2 be distinct abstract curves in D. If there
exists an abstract basic region, , in B such that
1.  2 ,
2.  \ f1; 2g = ;,
3. CL(; f1; 2g)  B, and
4. CL(   fg; f1; 2g)  B
then  is a pseudo-piercing of 1 and 2. If such a 
does not contain any pseudo-piercings of 1 and 2 then
 is a minimal pseudo-piecing of 1 and 2.
Given 1, 2, and  as in denition 7.2, we can deduce
that, if we remove all curves from D except 1 and 2 to
yield description D0, the basic regions in D0 would be ;,
f1g, f2g, and f1; 2g; that is, in a drawing of D0, the
two curves corresponding to 1 and 2 intersect. In partic-
ular, the following lemma establishes that  is essentially
a piercing of 1 and 2:
Lemma 7.3. Let D = (C;B; l) be a description and let ,
1 and 2 be distinct abstract curves in D. Suppose that
 is a pseudo-piercing of 1 and 2 in D. If we remove
all abstract curves from D, except , 1 and 2 to give
D0 = (C 0; B0; l0) then
B0 = f;; fg; f1g; f; 1g; f2g; f; 2g; f1; 2g; f; 1; 2gg:
That is, D0 is a description of a Venn diagram with three
curves.
Proof Consider
CL(; f1; 2g)
and
CL(   fg; f1; 2g);
as in denition 7.2. On removing curves from D to create
D0, these sets of abstract basic regions reduce to
CL( \ f; 1; 2g; f1; 2g) = CL(fg; f1; 2g)
and
CL((   fg) \ f; 1; 2g; f1; 2g) = CL(;; f1; 2g)
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Therefore
CL(fg; f1; 2g) [ CL(;; f1; 2g)  B0
Since
CL(fg; f1; 2g) [ CL(;; f1; 2g)
is equal to
f;; fg; f1g; f; 1g; f2g; f; 2g; f1; 2g; f; 1; 2gg
and these are all possibly abstract basic regions that can
be formed over C 0 = f; 1; 2g, we see that
B0 = f;; fg; f1g; f; 1g; f2g; f; 2g; f1; 2g; f; 1; 2gg
thus completing the proof. 
We can in fact make a stronger claim than lemma 7.3:
Lemma 7.4. Let D = (C;B; l) be a description of an in-
ductively pierced diagram, d, and let , 0, 1 and 2 be
distinct abstract curves in D. Suppose that  and 0 are
minimal pseudo-piercings of 1 and 2 in D. If we remove
all abstract curves from D, except , 0 1 and 2 to give
D0 = (C 0; B0; l0) then
B0 = f;; fg; f1g; f; 1g; f2g; f; 2g; f1; 2g; f; 1; 2gg [
f;; f0g; f1g; f0; 1g; f2g; f0; 2g; f1; 2g; f0; 1; 2gg:
Lemma 7.4 is illustrated in Fig. 19. It should be rel-
atively clear that, in an inductively pierced diagram, d,
with description D, there cannot be more than two mini-
mal pseudo-piercings of 1 and 2.
Figure 19: Two minimal pseudo-piercings.
Denition 7.3. Let CL(; f1; 2g) be a cluster in de-
scription D = (C;B; l). The cluster CL(; f1; 2g) is
used if there exist two distinct minimal pseudo-piercings,
3 and 4, of 1 and 2 such that 3 62  and 4 62 . Oth-
erwise CL(; f1; 2g) is available. In addition, a cluster
in D containing 1 or 2 abstract basic regions is also avail-
able.
In Fig. 18, CL(fT g; fP ; Qg) is used since R and S
are both minimal pseudo-piercings of P and Q and nei-
ther are in the abstract basic region fT g. However, the
cluster CL(fS ; T g; fP ; Qg) is available since only one
of the minimal pseudo-piercings of P and Q, namely R,
is not in the abstract basic region fS ; T g.
Lemma 7.5. Let d be an inductively pierced diagram with
a cluster, MR, that contains four minimal regions. Let
D be a description of d identied by f and g. Then the
abstract cluster arising from MR, namely
CL = fg(fmrg) : mr 2MRg;
is available in D.
Proof By lemma 7.2, CL is indeed a cluster in D, say
CL(; f1; 2g) for some , 1 and 2; so MR is a clus-
ter around a point where f 1(1) and f 1(2) inter-
sect. Suppose, for a contradiction, that CL(; f1; 2g) is
not available in D. Then it is used, so there exist two
distinct minimal pseudo-piercings,  and 0, of 1 and
2. By lemma 7.4 in d we therefore have the congu-
ration of curves as shown in Fig. 19, where f 1() = c,
f 1(0) = c0, f 1(1) = c1 and f 1(2) = c2. But then
MR is not a cluster, reaching a contradiction. Hence
CL = fg(fmrg) : mr 2MRg is available in D. 
Lemma 7.6. Let D be a description of an inductively
pierced diagram, d, identied by f and g. If CL(;K) is
an available cluster in D then
MR = fmr : fmrg = g 1(i) ^ i 2 CL(;K)g;
is a cluster in d.
Proof [Sketch] Since available clusters contain 1, 2, or 4
abstract basic regions, the cardinality of K is between 0
and 2. First, suppose that K = ;, so CL(;K) = fg. It
is trivial that MR is a cluster in this case.
Suppose instead that K = f1g. Then CL(;K =
f;  [ f1g. It can be shown, by a relatively simply in-
duction argument (over the number of curves in d), that
g 1() and g 1( [ f1g) are topologically adjacent, sep-
arated by the circle f 1(1). Hence MR is a cluster in
d.
Alternatively, K = f1; 2g, where 1 and 2 are two
distinct curves. For this case, the strategy is to prove
the contrapositive: if MR is not a cluster in d then
CL(; f1; 2g) is not an available cluster inD. In particu-
lar, ifMR is not a cluster in d then the minimal regions it
contains are not joined at a point, p. In which case, since
CL(; f1; 2g) contains four abstract basic regions (im-
plying that MR contains four minimal { essentially basic
{ regions) the two points at which f 1(1) and f 1(2)
intersect are enclosed by curves whose image, under f , are
not in . Because d is inductively pierced, it can be shown,
in particular, that there are two curves as in Fig. 19, whose
abstractions are distinct minimal pseudo-piercings of 1
and 2 in D. But then CL(; f1; 2g) would not be avail-
able. Hence, in all cases MR is a cluster. 
Denition 7.4. A description, D = (C;B; l), is induc-
tively pierced if either D contains no abstract curves,
that is C = ;, or D contains an abstract curve, , such
that
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1.  is a piercing for D   ,
2. in(;D) is an available cluster in D   , and
3. D    is inductively pierced.
We say that  identies D as inductively pierced.
As mentioned in section 2, the denition we give of an
inductively pierced description is more general than that
in [24], which did not include any notion of pseudo-piercing
or available clusters. Even when we consider only the case
where the labelling function is injective (as had to be the
case in [24]), our new approach is more general. To illus-
trate briey, the inductively pierced diagram in Fig. 20 has
a description that satises denition 7.4 that would not be
identied as inductively pierced in [24].
Figure 20: An inductively pierced diagram whose description is not
inductively pierced as dened in [24].
We will now establish that there is consistency between
the notions of being an inductively pierced diagram and
an inductively pierced description. As we have just seen
there were inductively pierced diagrams that did not have
inductively pierced descriptions under the less general def-
inition given in [24]. Theorem 7.1 establishes that this is
no longer the case: every inductively pierced diagram has
an inductively pierced description. Theorem 7.2 extends
a result in [24] which established that every inductively
pierced description, under the less general denition given
in that paper, can be drawn with circles.
Theorem 7.1. Let d = (Curve; l) be an inductively
pierced diagram with description D = (C;B; l). Then D
is inductively pierced.
Proof The proof proceeds by induction on the number
of curves in d. For the base case, jCurvej = 0. Here, the
only description of d is D = (;; f;g; ;), which is trivially
inductively pierced. Now, suppose that for all inductively
pierced diagrams, d, with jCurvej = k, the description, D,
of d is inductively pierced. Consider a diagram, d, with
k + 1 curves that is identied as inductively pierced by
curve c. Then d   c is inductively pierced, by denition.
Now, given a description, D, of d, we know that D   f(c)
is a description of d   c, by lemma 5.1. By assumption,
D   f(c) is inductively pierced. Moreover, the cluster,
MR, in d   c that gave rise to the piercing, c, in d, is
available in D   f(c), by denition if MR contains fewer
than four basic regions, otherwise by lemma 7.5. It is
straightforward to show that in(f(c); D) is the abstract
cluster arising from MR and that out(f(c); D) = B(D  
f(c)). Hence, D is inductively pierced, as required. 
Theorem 7.2. Let D = (C;B; l) be an inductively pierced
description. There exists an inductively pierced diagram,
d = (Curve; l), that is a drawing of D.
Proof The proof also proceeds by induction. We just
include the inductive step. Suppose D = (C;B; l) is in-
ductively pierced. Then D    is inductively pierced, for
some piercing  for D    that identies D as inductively
pierced. Moreover, D  has an inductively pierced draw-
ing, say d0 = (Curve; l), by assumption. We show that we
can add a curve to d0 in such a manner that it yields an
inductively pierced drawing of D. Now, since D is induc-
tively pierced, we know that in(;D) is an available cluster
in D . By lemma 7.6, the set of minimal regions,MR,
in d0 that corresponds to in(;D) is a cluster around some
point, p. We can draw a piercing curve around p, to give a
diagram, d, splitting each of the minimal regions in MR.
Since out(;D) = B(D   ), it is then straightforward to
verify that d is an inductively pierced drawing of D, as
required. 
Hence, we have established that any inductively pierced
description can be drawn with circles. Many descriptions
are not inductively pierced; the focus of the next section
is on converting descriptions into inductively pierced de-
scriptions.
8. Transforming Descriptions into Inductively
Pierced Descriptions
As identied in Fig. 5, we sometimes need to (a) add
extra abstract basic regions to descriptions, and (b) split
abstract curves into multiple abstract curves, to turn a
description into an inductively pierced description. Given
D = (C;B; l), there is not necessarily a unique choice of
abstract basic regions to add. One question that we must
answer is: how do we identify a sucient set of abstract
basic regions to add? Trivially, we could just add `all pos-
sible' basic regions given the abstract curve set (so, set
B = f :   Cg) but this is far from ideal.
Figure 21: Adding abstract basic regions.
To illustrate, consider the description D = (C;B; l)
where
1. C = fP ; Q; R; Sg,
2. B = f;; fP g; fQg; fP ; Rg; fP ; Q; Rg;
fP ; Q; Sg; fQ; Sgg, and
3. l(P ) = P , l(Q) = Q, l(R) = R and l(S) = S.
This description is not inductively pierced. If we add all
possible basic regions to D then we obtain a description
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that can be drawn as d1 in Fig. 21. This is not inductively
pierced, so we would also need to split curves in this case.
One way of splitting the curves would yield d2. We argue
that d3 is a better diagram, which is a drawing of D with
just a single additional abstract basic region (that which
is shaded in d3). In particular, d3 is well-matched to its
semantics [26], since
1. R is enclosed by P (the set R represents is a subset
of that represented by P ),
2. S is enclosed by Q (the set S represents is a subset of
that represented by Q), and
3. R and S have disjoint interiors (R and S represent
disjoint sets).
The inductively pierced diagram d2 does not exhibit any
of these three features. In addition, the number of shaded
basic regions is considerably lower in d3 (where shading is
used to assert that the represented set is empty).
We want to be able to choose sensibly a set of basic re-
gions so, for example, if one abstract curve, 1, is contained
by another, 2, in the original description, D, then 1 is
still contained by 2 after we have added abstract basic
regions. If we merely inspect a description it is not obvi-
ous how we identify such a set. Furthermore, the curves
may need splitting up, but the manner in which any given
abstract curve, , is split is, in part, determined by the
abstract basic regions that include ; adding abstract ba-
sic regions may well enlarge the set of such regions that
contain .
Now, for simplicity, suppose we have a description, D,
which contains a curve, , where D    is inductively
pierced. In order to identify any abstract basic regions
that we need to add to D, we only need to consider . To
illustrate, if D = (C;B; l) where
1. C = fP ; Q; Rg
2. B = f;; fP g; fQg; fRg; fP ; Rg; fQ; Rg;
fP ; Q; Rgg; and
3. l(P ) = P , l(Q) = Q, and l(R) = R.
ThenD R is inductively pierced butD is not inductively
pierced. Given D   R, in order to obtain D, we have
in(R; D) = f;; fP g; fQg; fP ; Qgg
and
out(R; D) = f;; fP g; fQgg:
If R was a piercing that identied D as inductively
pierced then out(R; D) would equal B(D R) (see deni-
tion 7.4). So, we add abstract basic regions to out(R; D)
by setting out(R; D) = B(D   R). We split R into
piercings, by essentially partitioning in(R; D) into avail-
able clusters, CLi, each containing 1, 2 or 4 abstract basic
regions. In our example, D R can be drawn as shown in
the top of Fig. 22. There are many partitions of in(R; D)
that give rise to a set of piercing curves that can be added
to obtain an appropriate diagram. Three of these parti-
tions, represented in the three diagrams in the bottom of
Fig. 22, are:
1. fin(R; D)g
2. fffP g; fP ; Qgg; f;; fQggg, and
3. fffP gg; ffP ; Qgg; f;; fQggg.
P Q
P QP QP Q
Figure 22: Adding regions and splitting a curve.
In general, we add abstract basic regions by setting
out(;D) = B(D   ). This adds sucient abstract ba-
sic regions so that we can split  into piercings and ensure
that the description becomes inductively pierced, provided
in(;D) 6= ;. If in(;D) = ; then we change it to any non-
empty subset of B(D ). We can also choose to add more
abstract basic regions by arbitrarily enlarging in(;D) (in
our example above we kept in(R; D) xed). Regardless of
which abstract basic regions are in in(;D), we can always
nd a partition into available clusters provided in(;D) is
non-empty, as we will demonstrate later.
Our approach breaks up the process of adding abstract
basic regions and splitting abstract curves in to three
stages:
1. Produce a decomposition of D. A decomposition is a
sequence of descriptions, (Dn; :::; D0) where Dn = D,
produced by removing abstract curves from D until
there are no curves left.
2. Produce a region-adding recomposition. This takes
a decomposition and adds abstract basic regions to
produce a sequence of descriptions, (D00; :::; D
0
n); we
precisely specify the regions that must be added, as
well as allowing further regions to be added.
3. Produce a piercing recomposition. This takes a region-
adding recomposition and turns it into a sequence of
inductively pierced descriptions, thus splitting the ab-
stract curves into piercings.
These three stages are presented in the next three subsec-
tions. Before presenting the details of each of these stages,
we provide a top-level algorithm that takes as input a de-
scription D and produces as output a drawing, d, of D.
This is algorithm 1 and it calls further algorithms that
will be detailed later in the paper.
Three choices can be made during the transformation
process, each of which can have a profound impact on the
to-be-drawn diagram: the order of abstract curve removal
when producing a decomposition, the set of added abstract
basic regions when producing a region-adding recomposi-
tion, and the choice of how to split up an abstract curve
into a set of piercings when producing a piercing recom-
position. The choices are discussed in section 9, where we
show how to make them sensibly.
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Algorithm 1: Drawing Algorithm
Input: A description D = (C;B; l).
Output: An Euler diagram d, which represents
all interpretations that D represents.
1. Call Algorithm 2: Produce Decomposition, with
Input: The description D = (C;B; l).
Output: A decomposition, dec(D).
2. Call Algorithm 3: Produce Region-Adding
Recomposition, with
Input: The decomposition, dec(D).
Output: A region-adding recomposition,
RArec(dec(D)).
3. Call Algorithm 5: Produce Piercing
Recomposition, with
Input: The region-adding recomposition,
RArec(dec(D)).
Output: A piercing recomposition,
P (RArec(dec(D))):
4. Call Algorithm 6: Draw Diagram
Input: The piercing recomposition,
P (RArec(dec(D))).
Output: An Euler diagram, d0.
Set d = d0 and terminate.
8.1. Decompositions
Producing a decomposition identies an order in which
to draw the curves, modulo any curve splitting that takes
place later in the process. The curves are drawn in the op-
posite order to that in which their corresponding abstract
curves are removed.
Denition 8.1. A decomposition of description D is a
sequence, dec(D) = (Dn; Dn 1; :::; D0), where
1. Dn = D,
2. Di = Di+1 i+1, that is Di is obtained from Di+1 by
the removal of some abstract curve, i+1, from Di+1,
and
3. D0 contains no curves.
Later we will introduce a strategy for choosing decompo-
sitions. Thus, algorithm 2 which produces a decomposition
can be rened to make sensible choices. As an example,
to which we will return when considering region-adding
recompositions, consider D = (C;B; l) where
1. C = fP ; Q; Rg,
2. B = f;; fP ; Rg; fQg; fP ; Qgg
with l dened in the obvious way. A drawing of D is d
in Fig. 23, where R runs concurrently with the part of P
that is not inside Q and the part of Q that is inside P . To
Algorithm 2: Produce Decomposition
Input: A description D = (C;B; l)
Output: A decomposition, dec(D)
Initialization: Set i = jCj, Di = D, and
dec(Di) = (Di).
while i  1 do
Choose i 2 C(Di), and set Di 1 = Di   i,
dec(Di 1) = dec(Di)  (Di 1) here  denotes
concatenation of sequences.
Decrease i by 1.
Set dec(Di) = dec(D).
Figure 23: Producing decompositions and region-adding recomposi-
tions.
produce a decomposition, one abstract curve removal order
is R ! Q ! P , which would result in the curve drawing
order P ! Q ! R. This would give decomposition
dec1(D) = (D;D  R; D  R   Q; D  R   Q   P ):
An alternative abstract curve removal order is Q ! P !
R, which would result in the curve drawing order R !
P ! Q. This would give decomposition
dec2(D) = (D;D  Q; D  Q   P ; D  Q   P   R):
The strategy we present, in for choosing decompositions
will produce dec1(D) rather than dec2(D), for reasons that
will become clear later; this is strategy 1, given in section 9.
8.2. Region-Adding Recompositions
Next, we take a decomposition and produce a recompo-
sition from it that includes, possibly, extra abstract basic
regions.
Denition 8.2. Given a decomposition of description
Dn = (C;B; l), say dec(Dn) = (Dn; Dn 1; :::; D0), the
region-adding recomposition of dec(Dn) is a sequence
of descriptions, denoted
RArec(dec(Dn)) = (RD0; RD1; :::; RDn)
such that
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1. RD0 = D0, and
2. for each i where 0 < i  n,
RDi+1 = RDi + (i+1; l(i+1); ini+1; outi+1)
where
(a) i+1 is the abstract curve removed from Di+1 to
yield Di in dec(Dn),
(b) if in(i+1; Di+1) 6= ; then
ini+1 = in(i+1; Di+1) [ ina;i
for some ina;i  B(RDi)
(c) if in(i+1; Di+1) = ; then
ini+1 = inb;i
for some non-empty inb;i where inb;i  B(RDi).
(d) outi+1 = B(RDi).
If each ina;i is empty and each inb;i is f;g then we say
that RArec(dec(Dn)) is a minimal region-adding recom-
position.
To produce a region-adding recomposition, follow algo-
rithm 3. When producing a region-adding recomposition,
there are two ways in which regions are be added: by the
enlargement of in and the enlargement of out. We have no
choice about how to enlarge out, since we must ensure it
is equal to B(RDi). For the set in, we can either leave it
unchanged (provided it is non-empty) or add any abstract
basic regions that we like from B(RDi).
Returning to the example given in section 8.1, produc-
ing a minimal region-adding recomposition of dec1(D), ob-
tained from D = (C;B; l), gives
RArec(dec1(D)) = (D1 R Q P ; D1 R Q; D1 R; D1)
where D1 = (C;B1; l) with
B1 = B(D) [ ffP gg:
Producing a minimal region-adding recomposition of
dec2(D), obtained from D = (C;B; l), gives
RArec(dec1(D)) = (D1 Q P  R; D2 Q P ; D2 Q; D2)
where D2 = (C;B2; l) with
B2 = B(D) [ ffP g; fRgg:
Drawings of D1 and D2 can be seen in Fig. 23, as d1 and
d2 respectively, where the added regions are shaded. We
see that d1 is well-matched to the semantics of d, since the
curve labelled R is contained by the curve labelled P in
both diagrams. By contrast, d2 is not well-matched to the
semantics of d since R is not contained by P in d2.
We will now establish that a region-adding recomposi-
tion does indeed result in a description, RDn, that con-
tains a superset of the abstract basic regions of Dn:
Algorithm 3: Produce Region-Adding Recompo-
sition
Input: A decomposition
dec(Dn) = (Dn; Dn 1; :::; D0) of a
description, Dn = (C;B; l).
Output: A region-adding recomposition,
RArec(dec(D)).
Initialization: Set i = 0, RD0 = D0, and
RArec0 = (RD0).
while i < n do
if in(i+1; Di+1) 6= ; then
choose any ina;i  B(RDi) and set
ini+1 = in(i+1; Di+1) [ ina;i:
else
in(i+1; Di+1) = ; so choose any
non-empty inb;i  B(RDi) and set
ini+1 = inb;i:
Set outi+1 = B(RDi) and
RDi+1 = RDi + (i+1; l(i+1); ini+1; outi+1)
where i+1 is the abstract curve removed from
Di+1 to yield Di (in dec(Dn)). Also set
RAreci+1 = RAreci  (RDi+1):
Increase i by 1.
To nish, set RArec(dec(Dn)) = RArecn.
Lemma 8.1. Let Dn be a description with decomposition
dec(Dn) = (Dn; :::; D0)
and region-adding recomposition
RArec(dec(Dn)) = (RD0; :::; RDn):
Then B(Dn)  B(RDn).
Proof We show that B(Di)  B(RDi), from which it
follows that B(Dn)  B(RDn). We observe that B(Di+1)
is given by
B(Di+1) = (in(i+1; Di+1)+i+1)[out(i+1; Di+1) (1)
where the abstract curve i+1 is that removed from Di+1
in dec(Dn). Now
1. in(i+1; Di+1)  ini+1 = in(i+1; RDi+1), and
2. out(i+1; Di+1)  outi+1 = out(i+1; RDi+1).
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Therefore, from (1) we have
B(Di+1)  (in(i+1; RDi) + i+1) [ out(i+1; RDi)
= B(RDi+1):
Hence, B(Dn)  B(RDn). 
Corollary 8.1. Let Dn be a description with decomposi-
tion dec(Dn) = (Dn; :::; D0) and let (U; set) be an inter-
pretation. If Dn represents (U; set) then RDn represents
(U; set), where RArec(dec(D)) = (RD0; :::; RDn).
This means that if we draw RDn instead of Dn then
we have not reduced the information conveyed by the di-
agram. Of course, if RDn contains more abstract basic
regions then we may have enlarged the set of represented
interpretations. However, we overcome this by shading
any additional basic regions in the drawn diagram that
are intended to represent the empty set.
8.3. Piercing Recompositions
Our attention now turns to how we covert a region-
adding recomposition into a piercing recomposition. For
this purpose, it is helpful to introduce notation that de-
notes a basic region, , with one abstract curve, 2, sub-
stituted for another, 1:
[2=1] =

 if 1 62 
(   f1g) [ f2g otherwise
We read [2=1] as ` with 2 for 1'. For example, if
 = f1; 2; 3g then [4=2] = f1; 4; 3g. Generaliz-
ing this to a set of abstract basic regions, BR,
BR[2=1] = f[2=1] :  2 BRg:
To illustrate, if
BR = ff1; 2g; f1; 3gg
then
BR[4=2] = ff1; 4g; f1; 3gg:
Using this notation, given a set of abstract basic re-
gions that contain some abstract curve, 1, we can select
a subset, BR, in which to replace 1 with 2, which cor-
responds to `splitting an abstract curve into two abstract
curves'. For example, in Fig. 22, we can split the curve
labelled R in the bottom lefthand diagram into the two
curves labelled R in the bottom middle diagram. The set
of abstract basic regions, from the lefthand diagram, that
include R is
ffRg; fP ; Rg; fQ; Rg; fP ; Q; Rgg
with the abstract curves corresponding to the dia-
gram's curves in the obvious manner. Choosing BR =
ffP ; Rg; fP ; Q; Rgg, and a new abstract curve R0 ,
we see
BR[R0=R] = ffP ; R0g; fP ; Q; R0gg:
This describes the splitting of R to give the two curves
labelled R in the middle (bottom) diagram: in terms of the
diagram on the left, the eect of the curve-split on the ab-
stract basic region set, say B(D), is to remove the elements
of BR and add the elements of BR[R0=R] to obtain the
abstract basic region set, B(D0), for the diagram in the
middle. So,
B(D0) = (B(D) BR) [BR[R0=R]:
Denition 8.3. Let D1 = (C1; B1; l1) be a description,
let 1 be an abstract curve in D1 and let 2 be a fresh
abstract curve. Let BR be a proper, non-empty subset of
f 2 B : 1 2 g. Then the description obtained from D1
by splitting 1 given BR and 2, denoted
D1[BR[2=1]=BR] = (C2; B2; l2)
is
1. C2 = C1 [ f2g,
2. B2 = (B1  BR) [BR[2=1], and
3. l2 = l1 [ f(2; l1(1))g.
In terms of our drawing process, the construction of a
adding regions ensures that each abstract curve, 1, is in-
side some abstract basic region, , that is 1 2 ; in a
diagram, f 1(1) is then a curve with a non-empty inte-
rior. When we perform splits, we use the set in(1; D) to
split : we choose BR to be a subset of in(1; D). Re-
quiring BR to be a proper subset of f 2 B : 1 2 g
ensures that 1 is still inside some abstract basic region
after the split occurs. Similarly, requiring BR to be non-
empty ensures that the new curve is inside some abstract
basic region. We observe that splitting abstract curves
preserves semantics:
Lemma 8.2. Let D = (C;B; l) be a description, let 1 be
an abstract curve in D and let 2 be a fresh abstract curve.
Let BR be a proper, non-empty subset of f 2 B : 1 2 g.
Let I = (U; set) be an interpretation. Then D represents
I if and only if D[BR[2=1]=BR] represents I.
Proof Let  be an abstract basic region in
D[BR[2=1]=BR]. If  is also in D then, trivially,
1(;D) = 1(;D[BR[2=1]=BR])
and
2(;D) = 2(;D[BR[2=1]=BR])
from which it follows that
set(;D) = set(;D[BR[2=1]=BR]):
Alternatively,  is not in D so  is in BR[2=1] and arose
from substituting 2 for 1 in some abstract basic region,
0, in BR. In this case, since the label of 2 is the same
as that of 1, the parity of the number of occurrences of
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each label, , in the list of labels arising from the curves
in  is the same as the parity in 0. Thus,
set() = set(0):
It readily follows that[
2B(D[BR[2=1]=BR])
set(;D[BR[2=1]=BR]) 
[
2B(D)
set(;D):
A similar argument shows that[
2B(D)
set(;D) 
[
2B(D[BR[2=1]=BR])
set(;D[BR[2=1]=BR]):
Hence D represents I if and only if D[BR[2=1]=BR]
represents I. 
Lemma 8.2 tells us that when we produce a piercing
recomposition (which is derived from a region-adding re-
composition by splitting abstract curves) we do not alter
the semantics. The next stage in our process concerns how
we split an abstract curve within the context of a region-
adding recomposition. In particular, we observe that any
abstract curve-splitting needs to lter along the recompo-
sition, so it is reected from the point at which the split
takes place right up to the nal description in the recom-
position.
To illustrate the idea, we refer to Figs 24 and 25. In
particular, suppose that a region-adding recomposition
comprises the sequence of descriptions of the diagrams in
Fig. 24, namely
Rec = (D0; D1; D2; D3; D4; D5; D6)
where D0 is the description containing no abstract curves,
and Di is the description of di. Clearly, D4 is not induc-
tively pierced (this is the rst such description in Rec).
We can split S (the abstract curve corresponding to S in
d4) into two abstract curves, namely S and S0 , as shown
in d24 of Fig. 25. The diagram d
2
4 is that which we obtain
from the split, and the diagram d14 is inserted into the se-
quence to ensure we still have a recomposition. The eect
of the split is also ltered all the way along the sequence,
as shown in d15 and d
1
6.
We now proceed to establish how splitting an abstract
curve into two abstract curves aects the next descrip-
tion in the recomposition. That is, given D1 = (C;B1; l1),
where we have
(a) added an abstract curve, , with label  given sets in
and out to yield
D2 = D1 + (; ; in; out)
(b) split an abstract curve, 1, into 1 and 2 given some
BR  f 2 B1 : 1 2 g to yield
D3 = D1[BR[2=1]; BR];
and we
(c) identify sets in0 and out0 so that we can add  to D3,
respecting the addition of  to D1, giving
D4 = D3 + (; ; in
0; out0);
(d) identify a set BR0 so that we can split 1 into 1 and
2 in D2, respecting the split in D1, giving
D04 = D2[BR
0[2=1]=BR0]):
We will show that D4 = D
0
4; the diagram in Fig. 27 illus-
trates the idea.
With reference to Figs 24 and 25, considering the rela-
tionship between D4, D5, and D
2
4 (the description with S
split into S and S0), we have:
(a) added T toD4 with in = f;; fSgg and out = B(D4)
to yield D5, and
(b) split the abstract curve S inD4 into S and S0 given
BR = ffP ; Sg; fP ; R; Sgg to yield D24
with the abstract curves corresponding to the curves in
the obvious manner. Now, to obtain D15 from D
2
4, we add
the abstract curve T given some appropriate sets in
0 and
out0. Equally, we can view D15 as being obtained from
D5 by splitting S given some appropriate set BR
0. In
particular, we have
(c) sets in0 = f;; fS0gg and out0 = (B(D24)   BR) [
ffP ; S0g; fP ; R; S0gg are used to add T to D24
giving
D15 = D
2
4 + (T ; T; in
0; out0);
and
(d) the set BR0 = ffP ; Sg; fP ; R; Sgg splits S into
S and S0 in D5 to give
D15 = D5[BR[S0=S ]=BR]:
In this example, BR0 = BR because the part of S that
we split o to form S0 (the curve labelled S in d
1
4) does
not intersect with, or contain any part of, T .
Denition 8.4. Let in, out and BR be sets of abstract
basic regions. Let , 1 and 2 be abstract curves. We
dene
1. in0 to be the set of abstract basic regions derived from
BR and in given 1 and 2 where
in0 = (in BR) [ f[2=1] :  2 in \BRg:
2. out0 to be the set of abstract basic regions derived
from BR and out given 1 and 2 where
out0 = (out BR) [ f[2=1] :  2 out \BRg:
3. BR0 to be the set of abstract basic regions derived
from BR, in and out to be
BR0 = f [fg :  2 BR\ ing[ f :  2 BR\ outg:
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Figure 24: A sequence of diagrams corresponding to a region-adding recomposition.
Figure 25: Filtering a curve split along a sequence of diagrams.
Figure 26: A piercing recomposition.
Figure 27: Splitting and adding abstract curves.
Denition 8.5. Let D1 = (C1; B1; l1) be a description.
Let D2 be a description obtained from D1 by adding a fresh
abstract curve, , given sets of abstract basic regions in
and out, and label , so
D2 = D1 + (; ; in; out):
Let D3 = D1[BR[2=1]=BR] = (C3; B3; l3) be a descrip-
tion obtained from D1 by splitting 1 given BR and 2,
where 2 is fresh abstract curve.
1. Then D4 = D3 + (; ; in
0; out0) where
(a) in0 is the set of abstract basic regions derived
from BR and in, and
(b) out0 is the set of abstract basic regions derived
from BR and out
is the description that is obtained from D3 by adding
 respecting the addition of  to D1 to obtain D2.
2. In addition, D04 = D2[BR
0[2=1]=BR0] where
(a) BR0 is the set of abstract basic regions derived
from BR, in and out
is the description that is obtained from D2 by splitting
1 respecting the splitting of 1 in D1 to obtain D3.
For the remainder of this section, we take D4 and D
0
4 to
be as in denition 8.5, given a suitable D1, D2 and D3.
Lemma 8.3. The descriptions D4 and D
0
4 are equal:
D4 = D
0
4.
Thus, from now on we will simply talk of D4 and say
that D4 respects D1, D2 and D3.
The following is required to establish that if we have
a region-adding recomposition and we split an abstract
curve, ltering through the eect of the split along the re-
composition, then we have not changed the essential prop-
erties with respect to the in and out sets that describe the
abstract curve additions.
Lemma 8.4. Let D4 be the description that respects D1,
D2 and D3. Then
1. if in 6= ; then in0 6= ;, and
2. if out = BR(D1) then out
0 = BR(D3).
In order to produce a piercing recomposition, we now
capture the eect, on a recomposition, of splitting one of
the abstract curves in some description,Di. To ensure that
we add only one abstract curve at a time, in the recomposi-
tion, the description Di gives rise to two descriptions, one
with 2 added, the other with 1 added (the split abstract
curve plus a fresh abstract curve arising from the split).
We have already seen this in Figs 24 and 25: splitting S
in d4 gave d
1
4 and d
2
4.
Denition 8.6. Let R = (D0; :::; Di; Di+1; :::; Dn) be re-
composition such that i is added to Di 1 to give Di. Let
 be a fresh abstract curve. A curve-splitting recompo-
sition obtained from R by splitting the curve i in Di is
a sequence of descriptions
R0 = (D0; :::; Di 1; D0i; D
0
i+1; :::; D
0
n; D
0
n+1);
such that
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1. an abstract curve, i, is split in Di given some proper,
non-empty subset, BR, of in(i; Di) and , giving
(a) D0i+1 = Di[BR[=i]=BR], and
(b) D0i = D
0
i+1   i
and
2. for all k where i+ k + 1 < n, the description D0i+k+2
respects Di+k, Di+k+1 and D
0
i+k+1.
We say that R0 is piercing respecting whenever BR is
an available cluster in Di   i.
The sequence of descriptions associated with the dia-
grams in Fig. 25 is a piercing respecting, curve splitting
recomposition given the recomposition associated with the
diagrams in Fig. 24. We are only interested in producing
piercing respecting curve-splitting recompositions, and al-
gorithm 4 demonstrates how to create them.
Algorithm 4: Produce a Piercing Respecting
Curve-Splitting Recomposition
Input: A recomposition
R = (D0; D1; :::; Di 1; Di; :::; Dn);
a curve, i, in Di that is not in Di 1, such
that jin(i; Di)j  2, a proper non-empty
subset, BR, of in(i; Di) that is an
available cluster in Di 1, and a fresh
abstract curve, .
Output: A piercing respecting, curve-splitting
recomposition,
R0 = (D0; D1; :::; Di 1; D0i; D
0
i+1:::; D
0
n; D
0
n+1):
Initialization: Set j = i+ 1 and
Rj = (D0; D1; :::Di 1; D0i; D
0
i+1)
where D0i+1 = Di[BR[=i]=BR] and
D0i = D
0
i+1   i.
while j  n do
Set Rj+1 = Rj  (D0j+1) where D0j+1 respects
Dj 1, Dj and D0j .
Increment j by 1.
To nish, set R0 = R0n+1.
Given this notion, we can now produce a piercing recom-
position. Intuitively, given a region-adding recomposition
of Dn, say RArec(dec(Dn)) = (D0; :::; Dn), if Di is induc-
tively pierced but Di+1 is not then we `split' an abstract
curve by selecting an available cluster, BR, with which to
perform the split.
Denition 8.7. Let Dn be a description with decomposi-
tion dec(Dn) = (Dn; :::; D0). A piercing recomposition
for Dn is a recomposition, R, for which there exists a se-
quence, (R0; :::; Rm) of recompositions where
1. R0 = (D0;0; D0;1; :::; D0;n) is a region-adding recom-
position obtained from dec(Dn),
2. for each i, where 1  i  m, Ri is a piercing respect-
ing, curve splitting recomposition obtained from Ri 1,
and
3. Rm = R and contains only inductively pierced de-
scriptions.
Continuing with the examples in Figs 24 and 25, a pierc-
ing recomposition can be seen in Fig. 26. The following
theorem is a key result of this section:
Theorem 8.1. Let Dn be a description. There exists a
piercing recomposition for Dn.
Proof [Sketch] Given a decomposition, dec(Dn), ofDn let
RArec(dec(Dn)) be a region-adding recomposition. We
start the process of splitting curves with the rst non-
inductively pierced description, RAi, in RArec(dec(Dn)).
We note that RAi is obtained from RAi 1 by adding some
abstract curve, i, given some non-empty sets in and out,
where out = B(RAi 1). Now, we wish to split i into
i and . Since RArec(dec(Dn)) is a region-adding re-
composition, we know that in(i; RAi) is not empty and
out(i; RAi) = B(RAi   i). Since i is not a piercing,
it follows that in(i; RAi) contains at least two abstract
basic regions. We choose BR  in(i; RAi) to be an avail-
able cluster. Now, the rst of the newly inserted diagrams
in the curve-splitting recomposition obtained by applying
the split induced by BR is inductively pierced because
CL is available and out contains all abstract basic regions.
Moreover, the act of performing this split and ltering it
up the recomposition ensures that the essential properties
of the in sets and out sets at each step in the sequence are
maintained, that is, in0 is non-empty and out0 contains all
abstract basic regions, from lemma 8.4. We can, there-
fore, continue performing splits in this manner to give a
sequence of curve-splitting recompositions until we have
only inductively pierced descriptions. 
Algorithm 5 demonstrates how to produce a piercing
recomposition from a region-adding recomposition. We
have seen earlier that splitting abstract curves preserves
semantics and that the act of ltering a split along a re-
composition (for example, going from D3 to D4 in Fig. 27)
preserves the semantics of the nal description in the re-
composition. Each abstract curve addition that occurs in
the recomposition after the point at which the abstract
curve split takes place corresponds to an abstract curve
splitting operation applied to the corresponding descrip-
tion in the original sequence. We know, by lemma 8.2,that
splitting preserves semantics. In other words, the nal de-
scription, Pm, in the piercing-recomposition represents the
same interpretations as the nal description, RAn, in the
region-adding recomposition. By corollary 8.1, we deduce
that Pm represents all of the interpretations represented
by the description, Dn, with which we started. This is
captured by:
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Algorithm 5: Produce Piercing Recomposition
Input: A region-adding recomposition,
RArec(dec(D)) = (RD0; :::; RDn), formed
from a decomposition
dec(D) = (Dn; :::; D0) of a description,
D = (C;B; l).
Output: a piercing recomposition, R.
Initialization: Set i = 0 and set Sj = RDj , for
each j  n. Set R0 = (S0; :::; Sn) and
SeqR0 = (R0). Set splitCount = 0
while Sn+splitCount , in Ri, is not inductively
pierced do
if Si+1 is obtained from Si by adding i with
in(i; Si+1) being an available cluster in Si
then
set
Ri+1 = Ri and SeqRi+1 = SeqRi:
and increment i by one.
else
Si+1 is obtained from Si by adding i
where in(i; Si+1) is not an available
cluster. In this case, in(i; Si+1) must
contain at least two abstract basic regions,
since any singleton set is an available
cluster. Choose a non-empty, proper
subset, BR of in(i; Si+1) such that BR is
an available cluster. Choose a fresh
abstract curve . Call algorithm 4, with, as
input, the recomposition Ri, the abstract
curve i, the available cluster BR and the
fresh curve . Denote the output of
algorithm 4 by
Ri+1 = (S0; :::; Si; Si+1; :::; Sn+splitCount+1):
Set SeqRi+1 = SeqRi  (Ri+1).
Increment i and splitCount by 1.
To nish, we observe that SeqRi is a sequence of
recompositions where the rst sequence is
R0 = RArec(dec(D))
and each successive sequence is a piercing
respecting recomposition obtained from the
previous recomposition. Our termination
condition for the While loop ensures that the nal
recomposition, Ri, in SeqRi is a piercing
recomposition, as required. Thus, set R = Ri.
Theorem 8.2. Let Dn be a description and let Pm be the
nal description in some piercing recomposition obtained
from Dn. Then any interpretation represented by Dn is
also represented by Pm.
To conclude, we have demonstrated how to transform
a description, Dn, into an inductively pierced description,
Pm, in a manner that respects the semantics (theorems 8.1
and 8.2). To draw Pm, we take the piercing recomposition
and draw each circle one at a time, that is one circle for
each curve addition in the recomposition, in the appro-
priate manner; section 10 sketches the algorithm used for
this process and demonstrates our implementation of the
drawing method. Section 9 gives details of the strategies
we use to choose decompositions, region-adding recompo-
sitions, and piercing recomposition.
9. Choosing Decompositions and Recompositions
This section focuses on the choices we make when identi-
fying a decomposition, converting the decomposition into
a region-adding recomposition and then transforming this
recomposition into a piercing recomposition. We devise
various strategies that relate to well-matchedness, as de-
scribed in section 8, page 14. In particular, we will estab-
lish that our strategies preserve well-matched features of
the description with which we start, relating to contain-
ment and disjointness.
9.1. Well-Matchedness via Contours
We wish to establish that the strategies we develop pre-
served the well-matchedness of the drawn diagram with
respect to the semantics of the original description. To
illustrate, in Fig. 28, the curve labelled R is contained
by the curve labelled P in d1 but not in d2, so d2 is not
well-matched to the semantics of d1. To formally capture
the well-matchedness of one description with respect to
another description, we start by dening contours.
Figure 28: Contour containment and well-matchedness.
In a diagram, the set of curves with some given label,
, is a contour with label . A contour tells us about
the relationship of the set represented by  with the other
contours in the diagram. For instance, if a contour labelled
P is contained by a contour labelled Q then we know that
P is a subset of Q. A basic region, br, is inside a contour,
CON with label  if  2 1(br), otherwise br is outside
CON . At the description level, the abstract curves in D =
(C;B; l) with some given label, , is the abstract contour
in D with label . An abstract basic region, , is inside
an abstract contour, CON , with label  if  2 1(),
otherwise  is outside CON .
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Denition 9.1. Let D = (C;B; l) be a description with
abstract contours CON 1 = f 2 C : l() = 1g and
CON 2 = f 2 C : l() = 2g for some 1 2 im(l) and
2 2 im(l). Then CON 1 contains CON 2 if
f 2 B :  is inside CON 2g  f 2 B :  is inside CON 1g:
If the above relationship is  then CON 1 properly con-
tains CON 2. In addition, CON 1 is disjoint from CON 2
if
f 2 B :  is inside CON 1g\f 2 B :  is inside CON 2g = ;:
Again, contour containment and disjointness at the di-
agram level correspond to abstract contour containment
and disjointness at the description level. Since the abstract
curves of which an abstract contour comprises, between
them, assert the relationship between the set denoted by
that contour and the sets represented by the other contours
in the diagram, the notion of being well-matched is encom-
passed by the contours. Clearly, if CON 1 contains CON 2
then set(1) is a superset of set(2) in any interpretation
represented by D. Similarly, disjoint contours represent
disjoint sets. Our strategies will ensure that contour con-
tainment and disjointness are preserved when transform-
ing a description into an inductively pierced description.
Denition 9.2. Let D1 = (C1; B1; l1) and D2 =
(C2; B2; l1) be descriptions that contain the same labels,
that is image(l1) = image(l2). Then description D2 is
well-matched to the semantics of D1 if, for all ab-
stract contours CON 1;1 and CON 1;2 in D1, with labels
1;1 and 1;2 respectively,
1. if CON 1;1 properly contains CON 1;2 then CON 2;1
properly contains CON 2;2, and
2. if CON 1;1 is disjoint from CON 1;2 then CON 2;1 is
disjoint from CON 2;2.
where CON 2;1 and CON 2;2 are the contours in D2 with
labels 1;1 and 1;2 respectively.
9.2. Choosing a Decomposition
When producing a decomposition there are dierent
choices about the order in which curves are removed. The
ordering can profoundly impact on the description that we
end up drawing. In addition to preserving contour contain-
ment and disjointness, our strategy ensures that if we start
with an inductively pierced description then producing a
minimal recomposition does not alter the description at
all.
To illustrate the choices, consider the (not inductively
pierced) diagram d in Fig. 29. Removing the abstract
curves from the description, D, of d in the order R !
Q ! P and then producing a minimal recomposition
yields a description of d1. Alternatively, removing the ab-
stract curves fromD in the order P ! Q ! R yields d2.
Clearly, d1 is a preferable diagram, given d, than d2, since
the curve R is properly contained by P in both d and d1
but not in d2. Consequently, d2 is not well-matched with
respect to the semantics of d, because d asserts that R is
a subset of P . We observe that the order of curve removal
that yielded d1 respected curve containment (contained
curves are removed earlier), whereas that which yielded
d2 did not.
Figure 29: Choices of curve removal order.
In general, if we remove an abstract curve, 1, before re-
moving an abstract curve, 2, contained by 1 then, when
producing a region-adding recomposition, all of the ab-
stract basic regions inside 2 will be split (i.e. added to
out, so in  out) when adding 1 back. Clearly, this will
not preserve curve containment: 1 will not contain 2 in
the resulting recomposed description. In fact, removing
only non-containing curves is sucient to ensure that con-
tainment is preserved when producing a minimal region-
adding recomposition. The situation with regard to curve
disjointness is simpler, in that producing a minimal re-
composition is sucient to ensure that this holds, regard-
less of curve removal order. Finally, we note that when
there is a choice of non-containing curve to be removed,
we prioritize removing piercing curves. This ensures that if
we start with an inductively pierced description then pro-
ducing a minimal region-adding recomposition keeps the
description unchanged (no regions are added).
Denition 9.3. Let D = (C;B; l) be a description. We
dene the set of piercings in D to be
P(D) = f 2 C :  is a piercing for D   g:
We further dene the set of abstract curves in D that do
not properly contain any abstract curves in D to be
NC(D) = f1 2 C : 82 2 C:2  1g:
Obviously, a piercing cannot properly contain any other
curves, so P(D)  NC(D).
Strategy 1. [Decomposition Strategy] Let Dn be a de-
scription. A chosen decomposition, dec(Dn) =
(Dn; :::; D0), of Dn, is one where the following hold:
1. If P(Di) 6= ; then Di 1 = Di   i for some i 2
P(Di).
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2. Otherwise P(Di) = ; and Di 1 = Di   i for some
i 2 NC(D).
Thus, in algorithm 2, we use strategy 1 when choosing
abstract curve removal order. The process of producing
a chosen decomposition is not deterministic, for instance
there could be many piercing curves that could be removed
at each step. In our implementation we must choose a
specic order. In particular, we will rene this strategy in
section 9, to make an even more informed choice (where
possible) given the approach we take to draw each circle.
9.3. Choosing a Region-Adding Recomposition
Our recomposition strategy is very simple and ensures
we add as few as possible abstract basic regions given the
chosen decomposition:
Strategy 2. [Recomposition Strategy] Let Dn be a de-
scription. A chosen region-adding recomposition,
RArec(dec(Dn)) = (RD0; :::; RDn), of Dn, is one where
the following hold:
1. dec(Dn) is a chosen decomposition, and
2. RArec(dec(Dn)) = (RD0; :::; RDn) is a minimal
region-adding recomposition.
We use strategy 2 in algorithm 3. The following lemma
trivially establishes that, once we have chosen a decompo-
sition, there is no choice about how to produce a minimal
(i.e. chosen) region-adding recomposition:
Lemma 9.1. Let Dn be a description. Let dec(Dn) be a
chosen decomposition of Dn. Then there exists a unique
chosen region-adding recomposition, RArec(dec(Dn)) =
(RD0; :::; RDn), obtained from dec(Dn).
Thus, no renements to the region-adding recomposition
strategy are possible and this stage of the transformation
process is deterministic.
Finally, we consider the relationships between the
curves in Dn and those in RDn in the context of well-
matchedness. The following theorem establishes that the
RDn is well-matched with respect to the semantics of Dn
in terms of contour containment and disjointness:
Theorem 9.1. Let Dn = (C;B; l) be a description and
let RArec(dec(Dn) = (RD0; :::; RDn) be a chosen recom-
position. Then RDn is well-matched to the semantics of
Dn.
9.4. Choosing a Piercing Recomposition
The purpose of the piercing recomposition strategy is to
minimize the number of curves that arise when splitting a
curve into pieces. When determining how to split a curve,
i, we start by nding a valid partition of in(i; Di):
Denition 9.4. Let D = (C;B; l) be a description and
let in be a subset of B. A partition, P, of in is valid
provided each set, pi, in P is an available cluster in D. A
valid partition, P, of in is minimal if there is no other
valid partition of in containing fewer elements.
With reference to Figs 24, 25, and 26, given the curve
S added to d3 to give d4, in the chosen region-adding re-
composition (shown in Fig 24), we have
in(S ; D4) = f;; fP g; fQg; fP ; Qg; fRg;
fP ; Rg; fQ; Rg; fP ; Q; Rgg
A valid, but not minimal, partition of in(;D4) isnfP g; fP ; Rg	;fP ; Qg; fP ; Q; Rg	;;; fQg; fRg; fQ; Rg	o:
We can use elements of this partition to split S into pierc-
ing curves. In particular, BR = ffP ; Sg; fP ; R; Sgg
gives rise to the split as shown in Fig. 25. We observe that
in(S ; D
2
4) = f;; fQg; fP ; Qg; fRg;
fQ; Rg; fP ; Q; Rgg:
That is,
in(S ; D
2
4) = in(S ; D4)  (BR  S):
Moreover, the given partition of in(S ; D4) corresponds
to the splitting of S as illustrated in Fig. 26. Here, the
diagrams d14, d
3
4 and d
4
4 are those which arose from spitting
S .
This example illustrates that we can easily compute,
in general, the eect of splitting 1 on in(1; Di). In
particular, given in(1; Di) and set BR that we use to
split 1 into 1 and 2, the `new' in(1; D
0
i+1) is equal to
in(1; Di)   (BR   1). Thus, we can nd a valid parti-
tion to identify a sequence of curve splits, breaking 1 up
into piercings. Moreover, nding a minimal valid parti-
tion results in 1 being split into a minimal number of ab-
stract curves, given the region-adding recomposition and
the splits that have already occurred earlier in the process
of obtaining a piercing recomposition. We use this insight
to formulate our piercing recomposition strategy.
Strategy 3 (Piercing Recomposition Strategy).
Let Dn = (C;B; l) be a description. A piercing recompo-
sition, P = (P1; :::; Pq), of Dn, derived from a sequence
of recompositions, (R0; :::; Rm = R), is chosen provided
it arose by splitting curves using only minimal valid
partitions.
Theorem 9.2. Let Dn = (C;B; l) be a description and let
P = (P1; :::; Pq) be a chosen piercing recomposition. Then
Pq is well-matched to the semantics of Dn.
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Proof This follows immediately from theorem 9.1, since
contour containment and disjointness are invariant under
curve splitting. 
Finally, to conclude this section, we include some re-
marks on the number of splits that can occur. This is
inherently linked to the number of abstract basic regions
present in the description. In an inductively pierced de-
scription, D, containing at least two abstract curves, the
largest number of abstract basic regions in D is captured
by: jB(D)j  4jC(D)j   4; for the other cases, when
jC(D)j = 0 we have jB(D)j = 1, and when jC(D)j = 1
we have jB(D)j  2. When jB(D)j = 4jC(D)j   4, there
is a subset B = f1; :::; ng of B(D) where
n =
4jC(D)j   4
2
= 2jC(D)j   2
for which
P = ff1g; :::; fngg
is a minimal valid partition. We demonstrate that a min-
imal, valid partition has cardinality at most n in theo-
rem 9.3.
Theorem 9.3. Let D = (C;B; l) be a an inductively
pierced description, containing at least two abstract curves.
Let in be a non-empty subset of B. Then a minimal valid
partition, P , of in satises
jP j  2jC(D)j   2:
Proof The proof is by induction on jC(D)j. For the
base case, D has two abstract curves and it follows that
jBj  4. Trivially, any valid partition of a non-empty sub-
set of B contains one element or two elements. We also
see that 2jC(D)j   2 = 2 2  2 = 2, so the result holds.
Assume that if D contains k  2 abstract curves then
the result holds. Let D0 = (C 0; B0; l0) be an inductively
pierced description containing k+1 abstract curves, iden-
tied as inductively pierced by abstract curve 0. Then,
by assumption, the result holds for D0   0, that is for
all non-empty subsets, in, of B0   0, any minimal valid
partition, P , satises
jP j  2jC(D0   )j   2:
Let in0 be a subset of B0. Then
in0  (B0   ) [ CL(0;K)
where
CL(;K) = in(0; D0) + 0 = f0 [ f0g : 0 2 in(0; D0)g:
To create a valid partition of in0, start by splitting in0 into
two sets:
in0old = in
0 \ (BR  0)
in0new = in
0 \ (in(0; D0) + 0)
Since in0old  B0   0, there is a minimal valid partition,
P , of in0old in the description D
0   0. We show that P
is a valid partition of in0old in the description D
0. Let
CL(i;Ki) be a cluster in P , in which case CL(i;Ki) is
available in D0   0. If CL(i;Ki) contains at most two
abstract basic regions then, trivially, it is also available
in D0. Otherwise, CL(i;Ki) contains exactly four ab-
stract basic regions. Suppose, for a contradiction, that
CL(i;Ki) is not available in D0. Then there exist two dis-
tinct minimal pseudo-piercings 3 and 4, of 1 and 2,
where Ki = f1; 2g. Then it can be shown that either
3 and 4 are both minimal pseudo-piercings in D
0   0
or that one of them is 0. The former case cannot be
so since this would imply CL(i;Ki) is not available in
D0   0. In the latter case, CL(i;Ki) would contain an
abstract basic region, namely i [ f0g, contradicting the
fact that in0old  B0 0. Hence, CL(i;Ki) is available in
D0. Therefore, P is valid partition of inold.
Consider now the set in0new, which is a subset of
in(0; D0)+. If in0new contains one, or two abstract basic
regions then dene
P 0 = P [ ff0g : 0 2 in0newg;
here, P 0 has cardinality
jP j+ jin0newj  2jC(D0   0)j   2 + 2 = 2jC(D0)j   2
by assumption. If in0new contains four abstract basic re-
gions then dene
P 0 = P [ fin0newg;
here, P 0 has cardinality
jP j+ 1  2jC(D0   0)j   2 + 1 < 2jC(D0)j   2
by assumption. Otherwise, in0new contains three abstract
basic regions. Since
in0new  f0 [ f0g : 0 2 in(0; D0)g
we can split it into two clusters, one containing one ab-
stract basic region, say CL1, and the other containing two
abstract basic regions, say CL2. We dene
P 0 = P [ fCL1; CL2g;
here, P 0 has cardinality
jP j+ 2  2jC(D0   0)j   2 + 2 = 2jC(D0)j   2
again by assumption. Hence, in all cases, we have con-
structed a partition, P 0, of in0, where
jP 0j  2jC(D0)j   2:
It can readily be shown that P 0 is valid. Therefore, there
exists a minimal valid partition of in0 whose cardinality is
at most 2jC(D0)j   2, as required. 
In terms of splitting, theorem 9.3 tells us that abstract
curves are split into at most 2jC(D  )j   2 curves when
using the piercing recomposition strategy. More precisely:
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Corollary 9.1. Let D = (C;B; l) and let  be an abstract
curve in D such that D    is an inductively pierced de-
scription. Then a minimal valid partition, P , of in(;D)
satises
jP j  2jC(D   )j   2:
10. Diagram Drawing Software
Here, we describe how to produce a drawing of an
inductively pierced description, Pq, obtained from a
description, Dn, via a chosen piercing recomposition.
We will describe various layout choices that have been
made. Moreover, we describe renements to the strate-
gies for producing chosen decompositions and piercing
recompositions within the context of how our method
draws the diagram. The method has been imple-
mented and the software can be freely downloaded from
www.eulerdiagrams.com/inductivecircles.html.
In the implementation, we make an assumption that the
starting description, D, does not use curve labels more
than once. To motivate this decision, we consider the in-
formation that Euler diagrams represent, which concerns
sets and their relationships. In particular, the diagram
should include zones for each required set intersection. For
instance, to draw a diagram representing P  Q, we would
want to represent the following set intersections:
1. the set intersection P \ Q, corresponding to a basic
region with 1 = ;
2. the set intersection Q \ P , corresponding to a basic
region with 1 = fQg, and
3. the set intersection P \ Q, corresponding to a basic
region with 1 = fP;Qg.
Such a list of set intersections can be easily converted into
a description, D = (C;B; l), where the labelling function
is injective:
1. C = fP ; Qg,
2. B = f;; fQg; fP ; Qgg, and
3. l(P ) = P and l(Q) = Q.
Since we are aiming to draw an Euler diagram to repre-
sent this kind of information, it is reasonable to make the
assumption that the starting description, D, does not use
curve labels more than once.
The implementation incorporates some renements to
the strategies outlined above and makes informed choices
for circle centres and radii; these strategies and choices are
discussed in the next three subsections. The last subsec-
tion demonstrates the associated software.
10.1. Extension of the Decomposition Strategy
As noted in section 9, it is possible to extend the decom-
position strategy, adding in extra constraints to determine
a good order in which to remove the curves. In our imple-
mentation, we place additional constraints on the ordering
of abstract curve removal when there is a choice.
First, if the decomposition strategy allows us to choose
between removing 1 and 2 (so they are both piercings
or they are both non-containing abstract curves) then we
use a notion of abstract curve `size' to, possibly, determine
which to remove:
Denition 10.1. Let D = (C;B; l) be a description and
let 1 and 2 be abstract curves in D. We say that 1 and
2 are the same size in D if
jin(1; D) = jin(2; D)j:
By removing abstract curves of the same size in se-
quence, we can make more informed choices about the
relative positioning of their centres and sizes of their radii,
allowing better layouts to be obtained; we describe our lay-
out method in section 10.3. Thus, we prioritize removing
such abstract curves in sequence.
Second, if there is still a choice of abstract curves for
removal, we prioritize removing them in order of the size
of the set in: abstract curves with smaller in are removed
rst. The basis for this extension is derived from the in-
tuition that smaller in sets are more likely to have smaller
valid partitions. In addition, removing abstract curves ei-
ther maintains or reduces the size of the in sets for the
remaining curves, so making them more likely to have
smaller valid partitions too. Clearly, this intuition has
led to a heuristic method of choosing between curves and
it is possible that more sophisticated approaches could be
developed. However, comparing the sizes of the in sets is
computationally simple and we do not want to implement
overly complex algorithms to give better layouts at the
expense of being able to draw diagrams in real times. In
our implementation, we use the following extension of the
decomposition strategy:
Strategy 4 (Decomposition Strategy: Extended).
Let Dn be a description. If jC(Dn)j = 0 then
dec(Dn) = (Dn) is a chosen decomposition of Dn.
If jC(Dn)j > 0 then dec(Dn) = (Dn; :::; D0) is a chosen
decomposition of Dn provided
1. if n is a piercing removed from Dn to give Dn 1
then all other piercings in Dn that are the same size
as n in Dn are removed before any other curves are
removed,
2. if n does not properly contain any abstract curve in
Dn and is removed from Dn to give Dn 1 then all
other abstract curves in Dn that are the same size
as n in Dn are removed before any other curves are
removed, and
3. given the rst description, Dn i, in dec(Dn) that
arose by the removal of an abstract curve not covered
by the two cases above, the sequence (Dn i; :::; D0) is
selected by the implementation as a decomposition of
Dn i.
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10.2. Adaptation of the Piercing Recomposition Strategy
With regard to choosing a piercing recomposition, nd-
ing a minimal valid partition of a set in(;Di) is compu-
tationally expensive. A rather nave approach would nd
all partitions, check whether they are valid, and then seek
a minimal one from those that are valid. Our approach, in
the implementation, approximates this and does not guar-
antee to nd minimal valid partitions. Whilst we cannot
be certain that we nd minimal partitions, theorem 9.2
still holds, since the proof follows from contour contain-
ment and disjointness being invariant under abstract curve
splitting.
The approach uses the notion of neighbouring abstract
basic regions:
Denition 10.2. Let 1 and 2 be abstract basic regions.
They are neighbours if their symmetric dierence con-
tains exactly one element.
Thus, neighbouring abstract basic regions form a clus-
ter. The implemented algorithm to nd a valid partition
of in(;D) can be summarized is as follows:
Strategy 5 (Find Valid Partition). Let in(;D) =
f1; :::; ng be a set of abstract basic regions. Set i = 1
and dene partition0 = ; and remaining0 = in(;D).
(1) Search through remainingi 1 for an available cluster,
CLi containing exactly 4 abstract basic regions.
(a) If such a CLi exists, set
partitioni = partitioni 1 [ fCLig;
remainingi = remainingi 1   CLi;
increment i by 1 and repeat step (1).
(b) Else proceed to step (2).
(2) Search through remainingi 1 for a cluster, CLi =
f1; 2g containing exactly 2 abstract basic regions
where 1 has fewest neighbours in remainingi 1 and,
out of all of 1's neighbours, 2 has fewest neighbours
in remainingi 1.
(a) If such a CLi exists, set
partitioni = partitioni 1 [ fCLig;
remainingi = remainingi 1   CLi;
increment i by 1 and repeat step (2).
(b) Else proceed to step (3).
(3) At this point, there are no clusters containing exactly
4 or exactly 2 abstract basic regions. Set
validPartition = partitioni 1[ffg :  2 remainingig:
In the worst case, in(;D) has cardinality 2jC(D )j, so
this algorithm for computing valid partitions is computa-
tionally complex. The software that we have implemented
includes with it the source code; those interested in know-
ing the full detail of this strategy for computing partitions
can, therefore, inspect the code. We note that algorithms
that are always capable of drawing an Euler diagram, given
a description, are all computationally complex since the
number of zones/abstract basic regions is exponential in
the number of curves to be used.
10.3. Choosing Circle Centres and Radii
The software uses the chosen piercing recomposition,
P = (P1; :::; Pq), and draws the diagram inductively, mir-
roring the abstract curve additions in P . A sketch of
the steps that the implementation follows for choosing
circle centres and radii, given a piercing recomposition
P = (P1; :::; Pq), are given in algorithm 6. We have not
presented algorithm 6 in much detail. Again, those in-
terested in knowing the full detail of this algorithm can,
therefore, inspect the code.
Algorithm 6: Produce a Drawing
Input: A piercing recomposition, P = (P1; :::; Pq)
Output: A drawing, d, of Pq.
1. For each required circle, choose a `guide radius',
determined by the number of basic regions inside the
circle.
2. Make a list of `build steps', one for each of the
piercing recomposition steps.
3. For a sequence of build steps which add similar
piercings with jinj = 1 (these piercings are to be
drawn inside the same basic region), combine these
steps together to apply as a single step.
4. For a sequence of build steps which add similar
piercings with jinj = 2 (these piercings are to split
the same two abstract basic regions), combine these
steps together to apply as a single step.
5. Apply each build step in turn.
(a) For a collection of piercings with jinj = 1,
choose a nice arrangement of disjoint circles
inside the pre-existing basic region; for
example, attempt to align the circles centers
and choose similar sized radii.
(b) For a collection of piercings with jinj = 2, for
each of the circles put the centre on the circle
which separates the adjacent split basic regions,
attempting to make each of the circles have a
similar sized radius.
(c) For piercings with jinj = 4, put the centre of
the new circle on an intersection point of the
circles which the new circle is to pierce (take
care because one of the intersection points may
be unusable).
10.4. Using the Software
To draw a diagram, users must enter the set intersec-
tions to be present in the form of a list. For example,
to draw a diagram for the set intersection described by ;,
fPg and fP;Qg, enter the list P PQ as shown in Fig. 30;
it is assumed that ; is present and that all sets have single
character names.
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Figure 30: Output from the software.
The user can choose between dierent decomposition
and piercing recomposition approaches. In particular, to
use the extended decomposition strategy, select decompose
using piercing curves rst. Another option allows decom-
position in alphabetic order. When choosing a piercing
recomposition, the options allow the use of the strategy
presented here (called recompose using double piercings),
the use of piercing curves that have only 1 or 2 abstract
basic regions inside them (called recompose using single
pierings), or the use of piercing curves that have only 1
abstract basic region inside them (called recompose using
zero piercing (nested)). These dierent options allow the
user to gain insight into the eect that dierent choices
have on the layout of the diagram.
Fig. 31 shows two dierent drawings of a diagram using a
chosen decomposition (as dened above), with the lefthand
diagram using `recompose using zero piercing (nested)'
and the righthand diagram using `recompose using dou-
ble piercings', i.e. a chosen piercing recomposition. Each
of these diagrams represents the same set intersections as
the diagrams in Figs 35 and 36, namely: a ac acd b ab abc
abcd.
Fig. 32 shows all diagrams, up to isomorphism, for at
least one and up to three sets drawn using chosen pierc-
ing recompositions. Fig. 33 shows a diagram representing
13 sets and Fig. 34 shows a diagram representing 24 sets.
Here we can see that it is possible that the circles become
small. The potential diculty with reading diagrams with
small circles could be eased by including scaling function-
ality. We note that the use of small circles does not arise
because we are using circles: if one curve is to properly con-
tain another curve then the latter necessarily has a smaller
interior area, regardless of whether the curves are circles.
Thus, this problem arises in Euler diagrams generally and
is not a feature specic to our method.
Figure 31: Dierent piercing recompositions.
11. Comparison with Related Work
This section complements the introduction provided in
the main paper by illustrating the range of drawing meth-
ods currently available, including some automatically gen-
erated images. These images should allow the reader to
gain some insight into the existing state-of-the-art in terms
of what it is currently possible to draw and the kinds of
layouts achieved. The drawing methods that currently ex-
ist for Euler diagrams can be broadly classied into three
types: dual graph methods, inductive methods, and meth-
ods using particular geometric shapes. The method we
present in this paper uses circles and is inductive.
11.1. Dual Graph Methods
With this class of methods, a dual graph of the required
Euler diagram is identied from the zone descriptions and
embedded in the plane [30]. Typically, but not always,
the Euler diagram is then drawn by producing a dual of
the dual graph, often called the Euler graph [28]. Meth-
ods in this class include the rst Euler diagram drawing
technique, attributable to Flower and Howse [16]. Oth-
ers who have developed this class of drawing method in-
clude Verroust and Viaud [19], Chow [28], and Simonetto
et al. [18]. A diagram drawn using the approach of [18] can
be seen in Fig. 35, with the labels manually added post-
drawing2. Rodgers et al. developed a general dual graph
based method that is capable of drawing a diagram given
any abstract description [29]; see Fig. 36 for a diagram
drawn using this method which represents the same infor-
mation as the diagram in Fig. 35. The examples in Figs 35
and 36 typify the aesthetics of the diagrams produced by
automated dual graph methods; it should be apparent that
2We thank Paolo Simonetto for supplying this image.
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Figure 32: Diagrams representing up to 3 sets.
there is a need for improvement to the visual appearance.
To allow the reader to draw comparison, a diagram with
the same description drawn using our software can be seen
in Fig. 37.
11.2. Inductive Methods
With inductive methods, one curve of the required Eu-
ler diagram is drawn at a time, building up the dia-
gram as one proceeds. The approach starts by breaking
down the description, D, into a sequence of descriptions,
(D0; D1; :::; Dn = D) say, where Di describes an Euler di-
agram containing i curves. Given such a sequence, one
identies how to add a curve to the drawing of Di in or-
der to obtain Di+1 and, thus, eventually a drawing of D.
This is a recently devised technique, attributable to Sta-
pleton et al. [31], and builds on similar work for Venn
diagrams [32, 23]. An example of an automatically drawn
diagram using the inductive method of [31] can be seen in
Fig. 38, and a diagram with the same description, drawn
using our method is in Fig. 39. As with the dual graph
based methods, the diagram is lacking aesthetic quality.
However, like some of the dual graph methods, Stapleton
et al.'s inductive method is capable of drawing an appro-
priate diagram (i.e one that necessarily has the intended
the semantics) given any description of the required zones.
Moreover, it has advantages over the dual graph based
methods in that it readily incorporates user preference for
the well-formedness conditions that the to-be-drawn dia-
gram is to satisfy.
11.3. Methods using Particular Shapes
A large number of methods attempt to draw Euler dia-
grams using particular geometric shapes, typically circles,
because they are aesthetically pleasing. Many of these
methods also draw so-called area-proportional Euler di-
agrams, where the areas of the zones must be particular
values. Chow considers drawing diagrams with exactly two
circles [28], which is extended to three circles by Chow and
Rodgers [33]. The Google Charts API includes facilities to
draw Euler diagrams with up to three circles [34]. Kestler
et al. devised a method, implemented in a tool called Ven-
nmaster, that draws Euler diagrams with regular polygons
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Figure 33: A diagram representing 13 sets.
but it does not guarantee that the diagrams have the re-
quired zones [35]; an example produced by Vennmaster
can be seen in Fig. 40. The method devised by Wilkinson,
which uses only circles, suers from the same problem [20].
In previous work, we have devised a method for drawing a
very restricted class of diagrams with circles, which does
ensure the correct description is achieved [24]. None of
these methods is capable of drawing an appropriate Euler
diagram for some abstract descriptions. In part, this is
because many abstract descriptions are not drawable with
circles or regular polygons, given the constraints imposed
by the various authors of this previous work on the proper-
ties that the diagrams are to possess (such as using exactly
one curve to represent each set).
12. Conclusion
The primary contribution of this paper is that it is
now possible to automatically draw an Euler diagram
using only circles to represent any data set where the
data are classied into categories. To achieve this, we
have identied an equivalence between a class of Eu-
ler diagrams drawn with circles and a class of descrip-
tions drawable with circles, i.e. the inductively pierced
classes. Many descriptions are not inductively pierced
and, indeed, not drawable with circles. Thus, we de-
vised a method that can take any description and trans-
form it into a description that is drawable with circles.
During this transformation process many choices can be
made which can have a signicant impact on the qual-
ities of the drawn diagram. We devised strategies that
ensure the transformation process preserves contour con-
tainment and disjointness The method has been imple-
mented in a freely available software tool, available from
www.eulerdiagrams.com/inductivecircles.html.
There are many directions for future work. First, the
strategies we presented do not ensure that (a) a mini-
mal number of abstract basic regions are added { for in-
stance, any two chosen decompositions can produce cho-
sen region-adding recompositions with dierent numbers
of abstract basic regions, and (b) do not ensure that we
have a minimal number of duplicated curve labels { for in-
stance, choosing a non-minimal valid partition at one step
might enable a smaller minimal valid partition to be found
at a later step. It could certainly lead to better diagram
layouts, in some cases, if the strategies were extended or
adapted with these deciencies in mind. However, any
extensions should also be mindful of the need to draw dia-
grams in real-time. There is often tension between nding
an `optimal' layout and computational eciency.
Second, when considering well-matchedness, we have
only considered pairwise comparisons: our strategy en-
sured that if a contour is contained by, or disjoint from,
another contour then this is preserved under our trans-
formations. With regard to disjointness, creating mini-
mal region-adding recompositions ensured that disjoint-
ness properties were maintained. An extension is to ensure
that if contour P is contained by the `union' of contours
Q1 and Q2, as in Fig. 41, then this too is preserved by our
transformation process. In general, we would want to en-
sure that if P is contained by the union of Q1,...,Qn then
this is preserved by our transformation process.
Third, the layout choices we have made consider the
alignment of circles with respect to those already drawn.
This can mean that circles added later have a compromised
layout. Seemingly sensible layout choices may, later in the
drawing process, require modication to ensure a better
nal layout is found. At present, our method incorporates
no post-processing step: once a circle is drawn, its cen-
ter and radius are xed. Layout improvement techniques,
such as force directed approaches, may well be worth de-
veloping for these diagrams. In addition, other alterations
could well lead to better diagrams. In particular it may be
that adding more regions, when producing a region-adding
recomposition, allows us to reduce the number of curves
of which a contour consists. Our framework readily allows
an extension of this kind, although the details of determin-
ing which regions to add in order to reduce the number of
curves are likely to be challenging.
Finally, we have restricted curves to being circles be-
cause they are often used in manually drawn examples.
This restriction was helpful in that we could characterize
the inductively pierced diagrams at the abstract descrip-
tion level. One (potentially dicult) extension is to re-
move the restriction to inductively pierced diagrams, so
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Figure 34: A diagram representing 24 sets.
Figure 35: An automatically drawn Euler diagram by Simonetto et
al.'s method.
Figure 36: Another automatically drawn Euler diagram by Rodgers
et al.'s method.
Figure 37: The same information represented using our drawing
method.
Figure 38: An inductively drawn diagram using Stapleton et al.'s
method.
considering all diagrams drawn with circles, and derive an
abstract characterization of this more general class. A fur-
ther obvious extension is to other geometric shapes, such
as ellipses or rectangles, with which eective layouts can
also be found. However, the task of nding a suitable char-
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Figure 39: The same information represented using our drawing
method.
Figure 40: Drawing with regular polygons.
Figure 41: Non-pairwise contour containment.
acterization at the abstract level would be considerably
more challenging. For example, when using ellipses there
are more choices to be made about their layout: the size
of the major axis, the size of the minor axis, the centre
point, and the angle of rotation. In addition, in a well-
formed diagram, any pair of ellipses can intersect at 0, 2,
or 4 points. By contrast, circles intersect at 0 or 2 points,
and we only have to determine their centres and radii. It is
unclear whether the problem of classifying diagrams that
are `inductively pierced with ellipses' is readily solvable,
although the work in this paper certainly provides a basis
for this generalization.
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