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Harlow and Welch [Phys. Fluids 8 (1965) 2182–2189] introduced a discretization method
for the incompressible Navier–Stokes equations conserving the secondary quantities kinetic
energy and vorticity, besides the primary quantities mass and momentum. This method
was extended to fourth order accuracy by several researchers [25,14,21]. In this paper
we propose a new consistent boundary treatment for this method, which is such that
continuous integration-by-parts identities (including boundary contributions) are mimicked
in a discrete sense. In this way kinetic energy is exactly conserved even in case of non-
zero tangential boundary conditions. We show that requiring energy conservation at the
boundary conflicts with order of accuracy conditions, and that the global accuracy of the
fourth order method is limited to second order in the presence of boundaries. We indicate
how non-uniform grids can be employed to obtain full fourth order accuracy.
© 2013 Elsevier Inc. All rights reserved.
1. Introduction
Recently, symmetry-preserving and energy-conserving discretization methods have gained popularity for the solution of the
incompressible Navier–Stokes equations [26,18]. In a symmetry-preserving discretization, the discrete difference operators
mimic certain symmetry properties of the continuous differential operators. These discrete symmetry properties ensure that
not only mass and momentum are conserved, but also derived quantities such as kinetic energy. Conservation of kinetic
energy implies unconditional (non-linear) stability and absence of numerical diffusion. The latter is a favorable property
when simulating turbulent flows with LES and DNS [9,13,17].
When combining symmetry preservation with high-order accuracy one can obtain very efficient methods for simulating
turbulence [26]. Examples of high-order symmetry-preserving methods on Cartesian grids are the following. On uniform
grids, Morinishi et al. [14] constructed a fourth order finite difference method which conserves mass, momentum and
kinetic energy. On non-uniform grids strict conservation and a fourth order local truncation error could not be obtained.
Vasilyev [21] uses the idea of symmetry preservation to extend the finite difference method of Morinishi et al. [10] to
non-uniform grids, but he is not able to obtain simultaneous conservation of mass, momentum and energy on non-uniform
grids (not even for the classic second-order method of Harlow and Welch). Ham et al. [5] show how the interpolation
of the convective velocities should be performed on non-uniform meshes. They argue that second order is recovered for
smoothly varying meshes. Verstappen and Veldman [25,26] recognized that on non-uniform grids conservation could be
obtained by respecting the symmetries of the underlying operators and keeping the weights of the difference operators mesh
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kinetic energy on both uniform and non-uniform grids. Their results show that the local truncation error, on which [14,21,5]
focus, does not have to be fourth order to let the global error be fourth order. This result is in agreement with theoretical
work of Manteuffel and White [10].
An ongoing challenge in combining symmetry properties with high order is the prescription of discrete boundary
conditions. Morinishi et al. [14] introduce ghost cells with values obtained by higher-order extrapolation and enforcing
momentum conservation, but they do not respect the skew-symmetry of the convective operator. Furthermore pressure
boundary conditions are prescribed, something which is not necessary in the original method of Harlow and Welch. Des-
jardins et al. [3] extend the approach of [14] to higher order. Their method is not energy-conserving for orders higher than
two; the higher the order of the method, the larger the energy-conservation error. Again, explicit boundary conditions for
the pressure are prescribed. The boundary conditions given in Verstappen and Veldman [26] are energy conserving for ho-
mogeneous Dirichlet conditions, but do not mimic the continuous integral properties in a discrete sense if the boundary
conditions are non-homogeneous. Furthermore these conditions effectively introduce a Dirichlet condition for the pressure.
In this paper we propose new boundary conditions for the fourth order method such that mass, momentum and kinetic
energy are conserved on a discrete level, including the case of non-homogeneous boundary conditions. First, in Section 2
we derive the conservation properties of the continuous equations from a number of integral identities. In Section 3 these
integral identities are enforced in a discrete setting, for both the second and fourth order scheme, by a proper choice of
boundary volumes and boundary conditions. In Section 4 we investigate the effect of the boundary treatment on the local
and global error by employing a one-dimensional error analysis. This theoretical accuracy analysis is supported by numer-
ical experiments in Section 5. In this section we also show the conservation properties of the newly proposed boundary
conditions.
2. Conservation properties of the continuous equations
In this section we will discuss a number of properties of the continuous incompressible Navier–Stokes equations: con-
servation of mass, momentum and kinetic energy, and the equation for the pressure. These properties will be mimicked in
a discrete sense in Section 3.
2.1. Mass and momentum
We consider the incompressible Navier–Stokes equations, written as
∇ · u = 0, (1)
∂u
∂t
+ ∇ · (uu) = −∇p + ν∇2u, (2)
in a domain Ω with boundary Γ = ∂Ω , and supplemented with either no-slip boundary conditions
u = ub on Γ (3)
or periodic boundary conditions, and a divergence-free initial condition
u = u0. (4)
See for example Gresho and Sani [4] for well-posedness of these equations. In integral form these equations read:∫
∂Ω
u · ndΓ = 0, (5)
∫
Ω
∂u
∂t
dΩ +
∫
∂Ω
uu · ndΓ = −
∫
∂Ω
pndΓ +
∫
∂Ω
ν∇u · ndΓ, (6)
expressing conservation of mass and momentum in the domain Ω . In case of periodic boundary conditions, all boundary
integrals disappear and one obtains the global momentum balance
d
dt
∫
Ω
u dΩ = 0. (7)
In case the normal velocity vanishes at the boundary (no penetration, u · n = 0), only the contribution of the convective
terms disappears.
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In incompressible flows the (kinetic) energy is a secondary conserved quantity, which follows from conservation of mass
and momentum. The energy equation in integral form is derived by taking the inner product of the momentum equation
with a function v(x, t) and integrating it over a domain Ω , where v satisfies the same boundary conditions as u. The
resulting scalar equation reads:∫
Ω
∂u
∂t
· v dΩ
︸ ︷︷ ︸
I
+
∫
Ω
∇ · (c u) · v dΩ
︸ ︷︷ ︸
II
= −
∫
Ω
∇p · v dΩ
︸ ︷︷ ︸
III
+ν
∫
Ω
∇2u · v dΩ
︸ ︷︷ ︸
IV
. (8)
Here u(x, t) and v(x, t) are elements of L2(Ω), the space of square integrable functions on Ω , with the following inner
product:
(u, v) ≡
∫
Ω
u · v dΩ, (9)
implying the norm ‖u‖2 = ∫
Ω
|u|2 dΩ . It should be stressed here that we have introduced an explicit distinction between
the convecting quantity c and the convected quantity u, see Eq. (8).
The separate terms in Eq. (8) will be rewritten with the divergence theorem to reveal a number of important properties.
The second, convective, term is first written by employing the product rule as:
∇ · (cu) · v = (u · v)∇ · c + [(c · ∇)u] · v. (10)
Consequently we have[
(c · ∇)u] · v = ∇ · ((u · v)c)− (u · v)∇ · c − [(c · ∇)v] · u. (11)
When using ∇ · c = 0, integrating over the domain, and applying integration by parts (divergence theorem) we obtain
II:
∫
Ω
[
(c · ∇)u] · v dΩ =
∫
∂Ω
[
(u · v)c] · ndΓ −
∫
Ω
[
(c · ∇)v] · u dΩ. (12)
In case of periodic or no-penetration boundary conditions the boundary integral on the right-hand side vanishes, and the
resulting equation can be written in terms of the inner product (9) as(
(c · ∇)u, v)= −(u, (c · ∇)v). (13)
This relation expresses the skew-symmetry of the convective operator; it holds if ∇ · c = 0 and boundary conditions are
periodic or of no-penetration type. Denoting the convective operator by (c · ∇)u = C(c)u it can alternatively be written as
C(c) = −C(c)∗, (14)
where ∗ denotes the Hermitian conjugate. Consequently, the convective term does not change the total energy of the flow:(
C(c,u),u
)= 0. (15)
The third term, which expresses the work done by pressure forces, is written as
III:
∫
Ω
∇p · v dΩ =
∫
∂Ω
pv · ndΓ −
∫
Ω
p∇ · v dΩ. (16)
Again, in case of no penetration, periodic, or zero pressure boundary conditions this relation can be written as
(∇p, v) = −(p,∇ · v) = 0. (17)
This equation expresses the compatibility relation between the divergence and gradient operator.
The last term, the viscous dissipation, is rewritten with ∇2u · v = ∇ · (v · (∇u)T ) − ∇v:∇u,1 leading to:
IV: ν
∫
Ω
∇2u · v dΩ = ν
∫
∂Ω
v · ∂u
∂n
dΓ − ν
∫
Ω
∇v : ∇u dΩ. (18)
1 The Frobenius product : is defined as A : B ≡∑i ∑ j Ai j Bi j = tr(AT B).
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D(u) = ∇2u:
D = D∗. (19)
To arrive at the equation for the evolution of the total kinetic energy we assume no-penetration or periodic boundary
conditions and take c = u, v = u. The convective and pressure terms vanish, so the evolution equation for the kinetic energy
k = 12‖u‖2 becomes:
d
dt
∫
Ω
kdΩ = ν
∫
∂Ω
u · ∂u
∂n
dΓ − ν
∫
Ω
∇u : ∇u dΩ. (20)
In case of periodic boundary conditions the first term vanishes, so
dK
dt
= −ν(∇u,∇u), (21)
where K := ∫ kdΩ = 12 (u,u) and the term on the right-hand side should be seen as a Frobenius product. Since ∇u : ∇u  0,
this equation shows that the total energy of the flow decreases due to viscous dissipation only; the convective and pressure
terms do not contribute. If Eq. (21) is satisfied in a discrete sense, then the solution is bounded, independent of grid layout
or time step.
2.3. Pressure
In the incompressible Navier–Stokes equations the pressure is a Lagrange multiplier which makes the velocity field
divergence-free. There is no pressure evolution equation and as such it is not a conserved quantity like mass, momentum
and energy. Furthermore, the original PDEs (1)–(2) do not contain boundary conditions for the pressure. However, an equa-
tion for the pressure with associated boundary conditions can be derived, and it is important to see if a discretization of the
incompressible Navier–Stokes equations inherits the continuous properties of the pressure in a discrete sense. The pressure
Poisson equation (PPE) is obtained by taking the time-derivative of the continuity equation and substituting the momentum
equation [4]:
∇2p = ∇ · N(u), (22)
where N(u) = −(u · ∇)u + ν∇2u. On no-slip boundaries, where u = ub , the boundary condition for the pressure is found
by taking the normal component of the momentum equations at the boundary, i.e.
∂p
∂n
=
(
−∂ub
∂t
+ N(u)
)
· n. (23)
3. Conservation properties of the discrete equations
In this section we will find discrete equivalents of the (continuous) equations of Section 2: conservation of mass (Sec-
tion 3.2), conservation of momentum (Section 3.3), conservation of kinetic energy (Section 3.4) and the equation for the
pressure (Section 3.7). The fourth order staggered grid discretization that will be used in these sections is first introduced
in Section 3.1.
3.1. Introduction
We spatially discretize Eqs. (5)–(6) on a staggered Cartesian grid in two dimensions. A staggered grid yields a natural
coupling between the divergence and gradient operator, which ensures that the pressure gradient does not contribute to the
energy equation, as we will show later. The resulting semi-discrete system of equations reads:
Mu = 0, (24)
Ω u˙ + C(u)u = −Gp + Du. (25)
We have switched from bold to normal font to distinguish between the continuous and discrete quantities. The unknowns
u and p are point values of velocity and pressure in the center of the finite volumes (not volume averages), which depend
on time only. Note that u is used to denote both the vector with unknowns u and v , and the u-component; the difference
should be clear from the context. The diagonal matrix Ω = diag(Ωu,Ω v) contains the finite volume sizes of the u- and
v-volumes (from the context confusion with Ω as arbitrary integration volume should be avoided). M , C , G and D represent
the discrete divergence, convection, gradient and diffusion operators. To mimic the symmetry properties (14), (17), (19) in
a discrete setting a discrete inner product has to be defined:
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This is a discrete analogue of Eq. (9).
Eqs. (24)–(25) are general expressions that are equally valid for the second order discretization of Harlow and Welch
(HW) [6] and the fourth order discretization of Verstappen and Veldman (VV) [26]. The discretization of HW is constructed
on a finite volume Ω1 = xy, see Fig. 1(a) for the u-component. On non-uniform grids the velocity unknowns are still
placed on the pressure volume boundaries. The boundaries of the velocity volumes are midway between two velocity
unknowns, so that the velocity unknowns are not placed in the center of the velocity volumes. The discrete operators for
the second order discretization are given by M = M1, Ω = Ω1, etc. The discretization of VV is constructed by combining the
discretization on Ω1 with the discretization on a coarser finite volume Ω3. The discrete operators on Ω3 are indicated by
M3, C3, etc. The coarse volumes are three times as large as the fine volumes (in each direction), see Fig. 1(b). Ω1 and Ω3 are
combined such that the leading order error term of the local truncation error cancels (Richardson extrapolation), resulting in
a fourth order approximation. For example, the fourth order approximation to the u-component of the divergence equation
reads
α1(M1u)i, j − (M3u)i, j = α1(ui, j − ui−1, j) − (ui+1, j − ui−2, j), (27)
where the face-integrated quantities ui, j and ui, j are related to the point values ui, j via the midpoint rule:
ui, j = yui, j, (28)
ui, j = α2yui, j . (29)
In three dimensions an additional z appears in these expressions. The bar (.) indicates integration in x- or y-direction;
this should be clear from the context. The coefficients α1 = 32+d and α2 = 3d−1, with d the number of dimensions, are such
that the leading order error term cancels. The effective finite volume size is given by Ωu = α1Ωu1 −Ωu3 ; in case of a uniform
grid, Ωu3 = 3dΩu1 , so
Ωu = 3d(32 − 1)Ωu1 . (30)
Upon division of the semi-discrete equations by this effective finite volume size one obtains the equations in ‘finite-
difference form’. For example, the divergence operator becomes
1
3d(32 − 1)xy
(
α1y(ui, j − ui−1, j) − α2y(ui+1, j − ui−2, j)
)= 9
8
ui, j − ui−1, j
x
− 1
8
ui+1, j − ui−2, j
3x
. (31)
The coefficients 98 and − 18 are the coefficients that appear in the finite difference method of Morinishi et al. [14] — the
methods of Morinishi et al. and VV [26] are equivalent on uniform grids, and the analysis presented in the next sections
is therefore equally valid for the finite difference method. On a non-uniform mesh, Morinishi et al. use mesh-dependent
interpolation and differentiation to get fourth order accuracy, but sacrifice energy conservation properties. Vasilyev [21]
improves Morinishi’s scheme by constructing the discretization in computational space, but does not distinguish the inter-
polation operators for the convecting and convected quantities. Such a distinction is made by Ham et al. [5] (second order)
and VV (fourth order), which leads to fully conservative discretization methods.
To make this paper self-contained we have detailed the spatial discretization at interior points in Appendix A. In the next
sections we will focus on the spatial discretization near boundaries and investigate whether they satisfy discrete equivalents
of the continuous identities expressing conservation of mass, momentum and energy.
3.2. Mass
We will investigate if the second and fourth order discretizations satisfy a discrete equivalent of∫
Ω
∇ · u dΩ =
∫
∂Ω
u · ndΓ = 0. (32)
3.2.1. Second order
It suffices to focus on the fluxes of the u-component (in x-direction). In matrix notation the discrete divergence operator,
Eq. (A.1), reads
Mu1u =
⎡
⎣−1 1−1 1
. . .
. . .
⎤
⎦
⎡
⎢⎢⎣
ub, j
u1, j
u2, j
..
⎤
⎥⎥⎦ , (33).
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see Fig. 2(b). Discrete global mass conservation is found by summing the contribution of all finite volumes in x-direction
(taking the column sum of (33)):
1T Mu1u = −ub, j + (right boundary contribution). (34)
Here 1T denotes a row vector with entries one. Eq. (34) is the discrete equivalent of (32). Since we have a finite volume
formulation, it is preferable to use the exact integral ub, j in the discretization of the continuity equation, so that no dis-
cretization error is introduced in this equation. However, this integral value might not always be available (e.g. experimental
data). When the midpoint rule (28) is employed for ub, j , and ub, j is not constant along a boundary, an O(h2) error is
introduced in this equation, and it does not evaluate to zero (like (32)). Fortunately, flow problems with an inflow boundary
(non-zero ub, j) necessarily include an outflow boundary, where the velocity adapts itself such that (34) evaluates exactly
to 0.
3.2.2. Fourth order
The divergence operator for the fourth order method is given by Eq. (A.9). To investigate the boundary contribution
we evaluate (A.9) for i = 1, i.e. the finite volume around p1, j . Fig. 2(b) shows that the coarse volume extends over the
physical boundary. We can focus on M3. The choice for u−1, j should be such that the resulting divergence operator satisfies
a summation-by-parts property. By taking the second order extrapolation
u−1, j = 2ub, j − u1, j, (35)
the resulting divergence operator reads
Mu3u =
⎡
⎢⎢⎣
−2 1 1
−1 1
−1 1
. . .
. . .
. . .
. . .
⎤
⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎣
ub, j
u1, j
u2, j
u3, j
...
⎤
⎥⎥⎥⎥⎥⎦ , (36)
and the discrete equivalent of (32) is
1T Mu3u = −3ub, j + (right boundary contribution). (37)
After employing (29), a factor 9 results, which is due to coarse grid volumes being 9× larger than the fine grid volumes (in
two dimensions). In other words: each fine grid volume is covered by 9 different coarse volumes. We note that with the
boundary condition for the divergence operator suggested in VV [26],
u−1, j = u1, j, (38)
the summation-by-parts property (37) is not satisfied.
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In Section 3.4.2 the divergence of a coarse volume centered around the ghost point p0, j will be needed in the discretiza-
tion of the convective terms (see Fig. 2(a)):
(Mu)0, j = α1(ub, j + v0, j − u−1, j − v0, j−1) − (u1, j + v0, j+1 − u−2, j − v0, j−2). (39)
This divergence is not enforced to be zero by the divergence operator. However, by properly choosing the ghost values it
can be expressed in terms of (Mu)1, j , the divergence of the volume centered around p1, j . We take, like (35) (see also [14]),
u−2, j = 2ub, j − u2, j, (40)
u−1, j = 2ub, j − u1, j. (41)
The linear extrapolation given by (41) leads to ( ∂u
∂x )−1/2, j = ( ∂u∂x )1/2, j . Consequently, for mass conservation one requires
( ∂v
∂ y )−1/2, j = ( ∂v∂ y )1/2, j , which is accomplished by choosing Neumann-type conditions for v:
v0, j = v1, j, (42)
v0, j = v1, j. (43)
With these conditions Eq. (39) can be written as
(Mu)0, j = α1(ub, j + v0, j − u−1, j − v0, j−1) − (u1, j + v0, j+1 − u−2, j − v0, j−2)
= α1(u1, j + v1, j − ub, j − v1, j−1) − (u2, j + v1, j+1 + u1, j − v1, j−2 − 2ub, j) = (Mu)1, j = 0. (44)
Once the boundary conditions for the divergence operator are chosen, the gradient operator for the pressure is fixed by
requiring a discrete equivalent of Eq. (16), as will be discussed in Section 3.4. The boundary conditions for the pressure
should therefore not be set separately from those for the velocity (in contrast to what is done in [14]). The boundary
conditions for the divergence operator also influence the boundary treatment of the convective operator. This will be further
detailed in Section 3.4.
3.3. Momentum
In this section we investigate the discrete equivalents of the following identities:∫
Ω
(u · ∇)u dΩ =
∫
∂Ω
uu · ndΓ, (45)
∫
Ω
∇p dΩ =
∫
∂Ω
pndΓ, (46)
and
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∇2u dΩ =
∫
∂Ω
∂u
∂n
dΓ. (47)
In contrast to the pressure finite volumes, the finite volumes associated with the u- and v-velocity components do not cover
the entire computational domain (see for example Fig. 3(a)). In order to mimic (45) and (46) discretely, we propose a new
approach that includes a discretization of the boundary volumes. This allows us to perform a discrete summation over the
entire domain. Even though this discretization is not needed in practical computations, it is necessary to study the boundary
contributions to the energy equation (Section 3.4). An alternative approach, which does not require the discretization of the
boundary volumes, follows by writing (45) and (46) for the domain covered by the interior finite volumes (instead of the
complete computational domain), but this approach is less suitable for the fourth order discretization.
3.3.1. Second order
We start again with the second order discretization to provide insight into the derivation of the fourth order method. In
the interior the discretization conserves momentum since the fluxes of neighboring finite volumes cancel (the telescoping
property of the finite volume method); see Appendix A.1. The conserved quantities are
1TΩuu,1TΩ v v. (48)
Near a vertical boundary we introduce the discretization of a ‘half’ boundary volume (the hatched area shown in
Fig. 3(a)), so that the entire computational domain is covered. This discretization is taken such that global momentum
is conserved:
(
Ωu1
)
b, j
dub, j
dt
+ u1/2, ju1/2, j − ub, jub, j = −(p1 j − pb, j) + ν
((
∂u
∂x
)
1/2, j
−
(
∂u
∂x
)
b, j
)
. (49)
We have left out the vertical fluxes, because they cancel upon summation in y-direction. After summation in x-direction
we obtain:
1T Cu1 (u, v)u = −ub, jub, j + (right boundary contribution), (50)
1T Gu1 p = −pb, j + (right boundary contribution), (51)
1Tu1
(
∂u
∂x
)
= −
(
∂u
∂x
)
b, j
+ (right boundary contribution). (52)
These are the discrete counterparts of the u-component of equations (45)–(47). Face-integrated quantities such as u and
p are approximated by the midpoint method, which is an O(h2) approximation to the exact integral value. The discrete
summation-by-parts expressions (50) and (51) do therefore not mimic the continuous relations exactly, except if the bound-
ary values are constant or varying linearly along the boundary. One particular and important example is ub, j = 0, when the
discrete convective terms do not contribute to the global momentum balance, and (50) mimics (45) exactly in a discrete
sense.
The finite volumes of the v-component are aligned with a vertical boundary, so no boundary volume is necessary. The
discretization of the first volume reads (leaving out vertical fluxes):
(
Ω v1
)
1, j
dv1, j
dt
+ u1, j+1/2v3/2, j − ub, j+1/2vb, j = ν
((
∂v
∂x
)
3/2, j
−
(
∂v
∂x
)
b, j
)
. (53)
The discrete equivalent of the v-component of (45) is
1T C v1 (u, v)v = −ub, j+1/2vb, j + (right boundary contribution), (54)
and similarly (47) becomes
1Tv1
(
∂v
∂x
)
= −
(
∂v
∂x
)
b, j
+ (right boundary contribution). (55)
The second order discretization of the convective terms does not require the imposition of ghost values. The diffusive
gradients ∂u
∂x and
∂v
∂x are still to be expressed in terms of u and v . This will be done in section 3.4, in such a way that the
diffusive terms are dissipative.
The analysis near a horizontal boundary can be performed in a similar fashion.
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In the interior, conservation of momentum is obtained as for the second order case, although the cancellation of interior
fluxes for the coarse volumes takes place over a distance of 3x: the flux through the right face of a coarse volume around
ui, j cancels with the flux through the left face of a coarse volume around ui+3, j . The conserved quantity is 1T (α1Ωu1 −Ωu3 )u.
Note that 1TΩu1 1 =
∫
dΩ = |Ω|, and that 1TΩu3 1 = 9|Ω|: every small volume is covered by 9 different coarse volumes.
The total momentum conserved by the discretization is therefore not the discrete analogue of the single volume integral∫
Ω
u dΩ , but the analogue of a combination of two instead.
The implied discretization at the boundary is more involved than in the second order case. It is necessary to intro-
duce boundary volumes at i = 1, i = 2 and i = 3, see Figs. 3(b)–3(d), which are taken such that the entire domain is
covered completely by finite volumes. The boundary volumes are such that on each coarse grid discretization (I, II and III)
a summation-by-parts identity is satisfied:
I: − (Ωu3 )I dub, jdt − (ub, jub, j − u−1/2, ju−1/2, j) = −(p0, j − pb, j) − ν
((
∂u
∂x
)
b, j
−
(
∂u
∂x
)
−1/2, j
)
, (56)
II: (Ωu3 )II dub, jdt + u1/2, ju1/2, j − ub, jub, j = −(p1, j − pb, j) + ν
((
∂u
∂x
)
1/2, j
−
(
∂u
∂x
)
b, j
)
, (57)
III: (Ωu3 )III dub, jdt + u3/2, ju3/2, j − ub, jub, j = −(p2, j − pb, j) + ν
((
∂u
∂x
)
3/2, j
−
(
∂u
∂x
)
b, j
)
. (58)
Here we have focused again on the horizontal fluxes. The boundary volumes (Ωu3 )I , (Ω
u
3 )II and (Ω
u
3 )III are illustrated by the
hatched areas. The implied discretization of the boundary volume is given by the sum of the three expressions above:
(
Ωu3
)
b, j
dub, j
dt
+ u−1/2, ju−1/2, j + u1/2, ju1/2, j + u3/2, ju3/2, j − 3ub, jub, j
= −(p0, j + p1, j + p2, j − 3pb, j) + ν
((
∂u
∂x
)
−1/2, j
+
(
∂u
∂x
)
1/2, j
+
(
∂u
∂x
)
3/2, j
− 3
(
∂u
∂x
)
b, j
)
, (59)
where
(
Ωu3
)
b, j = −
(
Ωu3
)
I +
(
Ωu3
)
II +
(
Ωu3
)
III =
(
Ωu3
)
III. (60)
Summing the contribution of all (interior and boundary) fluxes gives
1T Cu3 (u, v)u = −3ub, jub, j + (right boundary contribution), (61)
1T Gu3 p = −3pb, j + (right boundary contribution), (62)
and
1Tu3
(
∂u
∂x
)
= −3
(
∂u
∂x
)
b, j
+ (right boundary contribution), (63)
the discrete counterparts of Eqs. (45)–(47).
For the v-component near a vertical boundary a different technique has to be applied. When introducing, like for the
u-component, a (‘negative’) boundary volume for i = 1 and a (‘positive’) boundary volume for i = 3, such that on each
coarse grid momentum is conserved, one would obtain a discretization for a boundary volume with zero size, which is not
appropriate when studying the energy equation. Instead, we construct the discretization for v1, j as the sum of the boundary
volumes of coarse grid II and III, see Fig. 4:
(
Ω v3
)
1, j
dv1, j
dt
+ u1, j+1/2v3/2, j + u2, j+1/2v5/2, j − 2ub, j+1/2vb, j = ν
((
∂v
∂x
)
5/2, j
+
(
∂v
∂x
)
3/2, j
− 2
(
∂v
∂x
)
b, j
)
,
(64)
where (Ω v3 )1, j = ΩII + ΩIII . In contrast to Eq. (59), v1, j in Eq. (64) is an unknown in the system of equations and is solved
for. Summation in x-direction gives
1T C v3 (u, v)v = −3ub, j+1/2vb, j + (right boundary contribution), (65)
and
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1Tv3
(
∂v
∂x
)
= −3
(
∂v
∂x
)
b, j
+ (right boundary contribution), (66)
which are the discrete equivalents of the v-component of (45) and (47).
Finally it may be noted that momentum is conserved independently of the treatment of the ghost values (such as p0, j ,
u−1/2, j , etc.).
3.4. Kinetic energy
In this section we investigate if Eqs. (12), (16) and (18), with v replaced by u, i.e.∫
Ω
[
(u · ∇)u] · u dΩ = 1
2
∫
∂Ω
[
(u · u)u] · ndΓ, (67)
∫
Ω
∇p · u dΩ =
∫
∂Ω
pu · ndΓ −
∫
Ω
p∇ · u dΩ, (68)
∫
Ω
∇2u · u dΩ =
∫
∂Ω
u · ∂u
∂n
dΓ −
∫
Ω
∇u : ∇u dΩ, (69)
can be satisfied in a discrete sense. The total kinetic energy that should be conserved by the discretization in case of inviscid
flow (according to Eq. (21)) is obtained by multiplying the u-momentum equation with u, the v-momentum equation
with v , like in the continuous case:
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K := 1
2
(
u,Ωuu
)+ 1
2
(
v,Ω v v
)
. (70)
3.4.1. Second order
Eq. (67) indicates that in the interior the convective terms do not contribute to the kinetic energy. This can be proven
in a discrete sense by showing that the divergence form (A.3) can be written in skew-symmetric form. Indeed, if C is
skew-symmetric, then uT C(c)u = 0 for any u. When constant (grid-independent) weights are used to interpolate u and v ,
Eq. (A.3) can be written in the skew-symmetric form
(
Cu1 (u, v)u
)
i, j = ui+1/2, j
1
2
ui+1, j − ui−1/2, j 12ui−1, j + vi+1/2, j
1
2
ui, j+1 − vi+1/2, j−1 12ui, j−1
+ 1
2
ui, j
[
1
2
(ui+1, j − ui, j + vi+1, j − vi+1, j−1) + 12 (ui, j − ui−1, j + vi, j − vi, j−1)
]
. (71)
The term in square brackets features the sum of the divergence of the pressure volumes to the left and right of ui, j : the
diagonal coefficient of the convective operator is therefore zero, like in the continuous case (Eq. (11)).
Near boundaries the convective discretization should not be skew-symmetric in case energy flows in or out of the
domain, corresponding to the boundary integral in Eq. (12). We elaborate the discretization near a boundary, given by (49),
where now the vertical fluxes are considered too:
(
Cu1 (u, v)u
)
b, j = u1/2, ju1/2, j − ub, jub, j + v3/4, jub, j+1/2 − v3/4, j−1ub, j−1/2. (72)
These terms are used to rewrite the divergence form into skew-symmetric form. In matrix notation Cu1 (u, v) reads
Cu1 (u, v) =
⎡
⎢⎢⎢⎢⎢⎣
−ub, j + 12u1/2, j + 12 (v3/4, j − v3/4, j−1) 12u1/2, j
− 12u1/2, j 0 12u3/2, j
− 12u3/2, j 0
. . .
. . .
⎤
⎥⎥⎥⎥⎥⎦ . (73)
B. Sanderse et al. / Journal of Computational Physics 257 (2014) 1472–1505 1483The first row represents the equation for ub, j , the first column represents the contribution of ub, j . The lower-right part of
the matrix (which is indicated by the line) represents the internal discretization. The matrix Cu1 (u, v) is skew-symmetric
except for its upper left entry, so the discrete version of (67) becomes
uT Cu1 (u, v)u = u2b, j
(
−ub, j + 12u1/2, j +
1
2
(v3/4, j − v3/4, j−1)
)
. (74)
The vertical flux v3/4, j should be computed as v3/4, j = 12 v1, j since this leads to
uT Cu1 (u, v)u = −
1
2
u2b, jub, j +
1
4
u2b, j(u1, j − ub, j + v1, j − v1, j−1), (75)
= −1
2
u2b, jub, j, (76)
which is indeed the discrete equivalent of (67). Property (75) is only exact if ub is constant or varying linearly along a
boundary; in all other cases it is an O(h2) approximation to equation (67).
The convective matrix for the v-component reads
C v1 (u, v)v =
⎡
⎢⎣
1
2u1, j+1/2 + 12 (v1, j+1/2 − v1, j−1/2) 12u1, j+1/2
− 12u1, j+1/2 0 12u2, j+1/2
. . .
⎤
⎥⎦
⎡
⎣ v1v2
...
⎤
⎦+
⎡
⎣−ub, j+1/2vb, j0
...
⎤
⎦ , (77)
and the contribution to the energy equation becomes
vT C v1 (u, v)v = −
1
2
v1, jub, j+1/2(2vb, j − v1, j). (78)
Surprisingly, this term does not evaluate to − 12 v2b, jub, j+1/2, which one might have expected intuitively. However, upon
Taylor expanding v1, j around vb, j ,
v1, j = vb, j + 12h(vx)b, j +O
(
h2
)
, (79)
we see that
1
2
v1, jub, j+1/2(2vb, j − v1, j) = 12ub, j+1/2v
2
b, j +O
(
h2
)
, (80)
which is, like (75), a second order approximation to the continuous boundary integral. However, in contrast to (75), this
approximation is not exact for constant ub and vb .
For the pressure gradient terms the discrete second order version of (68) reads (here we concentrate again on summing
in x-direction):
uT Gu1 p + vT Gv1 p = uT Gu1 p + vT Gv1 p (81)
= ub, j(p1, j − pb, j) + u1, j(p2, j − p1, j) + · · · (82)
+ v1, j(p1, j+1 − p1, j) + v1, j−1(p1, j − p1, j−1) + · · ·
= −ub, j pb, j − p1, j (u1, j − ub, j + v1, j − v1, j−1)︸ ︷︷ ︸
(M1u)1, j
−p2, j (. . .)︸︷︷︸
(M1u)2, j
+· · · (83)
= −ub, j pb, j + (right boundary contribution). (84)
In Eq. (81) we have switched from p to u: this is valid, even on non-uniform grids, since both face quantities are approxi-
mated using (28). In matrix notation the above result can be written as
uT G1p = −ub, j pb, j + (right boundary contribution)− pT M1u. (85)
In case of no-penetration or periodic boundary conditions one obtains the well-known symmetry relation between the
divergence and the gradient operator:
M1 = −GT1 . (86)
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uT Du1u = ub, j
((
∂u
∂x
)
1/2, j
−
(
∂u
∂x
)
b, j
)
+ u1, j
((
∂u
∂x
)
3/2, j
−
(
∂u
∂x
)
1/2, j
)
+ u2, j(.) + · · ·
= −ub, j
(
∂u
∂x
)
b, j
−
(
∂u
∂x
)
1/2, j
(u1, j − ub, j) −
(
∂u
∂x
)
3/2, j
(u2, j − u1, j) + · · · . (87)
With the following discretization of the first order derivatives,
(
∂u
∂x
)
i+1/2, j
= y
(
ui+1, j − ui, j
x
)
, (88)
Eq. (87) can be written as
uT Du1u = −ub, j
(
∂u
∂x
)
b, j
− xy
((
u1, j − ub, j
x
)2
+
(
u2, j − u1, j
x
)2
+ · · ·
)
, (89)
which is the discrete equivalent of (69). The derivative at the boundary does not have to be specified since it is not needed
in practical calculations.
The v-component can be treated in a similar fashion:
vT Dv1 v = v1, j
((
∂v
∂x
)
3/2, j
−
(
∂v
∂x
)
b, j
)
+ v2, j
((
∂v
∂x
)
5/2, j
−
(
∂v
∂x
)
3/2, j
)
+ v3, j(.) + · · ·
= −v1, j
(
∂v
∂x
)
b, j
− xy
((
v2, j − v1, j
x
)2
+
(
v3, j − v2, j
x
)2
+ · · ·
)
. (90)
By taking the approximation
(
∂v
∂x
)
b, j
= y
(
v1, j − vb, j
1
2x
)
, (91)
Eq. (90) can be written as
vT Dv1 v = −vb, jy
(
v1, j − vb, j
1
2x
)
− xy
(
1
2
(
v1, j − vb, j
x
)2
+
(
v2, j − v1, j
x
)2
+
(
v3, j − v2, j
x
)2
+ · · ·
)
, (92)
which is the discrete counterpart of Eq. (69). The approximation of the derivative at the boundary can be viewed as a
centered approximation with ghost value v0, j = 2vb, j − v1, j .
3.4.2. Fourth order
Like the second order scheme, the fourth order convective discretization (A.11) can be rewritten in skew-symmetric form.
To that end, the diagonal coefficient is expressed in terms of the divergence of four surrounding finite volumes. For details
we refer to [26].
Near boundaries this skew-symmetric form is used to derive the contribution to the energy equation. The analysis is
detailed in Appendix B.1. An important point is the choice of the ghost values. Here the ghost values for the u-component
at a vertical boundary are defined by a second-order extrapolation, for example u−1, j = 2ub, j − u1, j . The ghost values for
the v-component at a vertical boundary are given by Neumann type conditions, see (42), (43) and (B.15). This leads to
uT Cu3u = −
3
2
ub, ju
2
b, j +O
(
h2
)
, (93)
vT C v3 v = −
3
2
ub, j+1/2v2b, j +O
(
h2
)
. (94)
These equations reveal that the boundary integrals in (67) are not satisfied discretely (not even for constant boundary data)
but contain an O(h2) error. However, in the important case of ub, j = 0 the discretization mimics the continuous property
(no energy contribution by the convective terms) exactly. At a horizontal boundary the same analysis applies.
The contribution of the pressure gradient to the energy equation for the fourth order method is given by
uT Gu3 p + vT Gv3 p = ub, j(p0, j + p1, j + p2, j − 3pb, j) + u1, j(p3, j − p0, j) + u2, j(p4, j − p1, j) + (v-component) (95)
= −3ub, j pb, j + p0, j(u1, j − ub, j) + p1, j(u2, j − ub, j + v1, j+1 − v1, j−2) + · · · (96)
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(M3u)1, j
+· · · (97)
= −3ub, j pb, j + (right boundary contribution). (98)
The Neumann condition p0, j = p1, j is necessary to write Eq. (96) as (97): the term in brackets in (97) then evaluates to
0 since it is the divergence of a coarse volume around p1, j (see Section 3.2.2). In short notation, the fourth order scheme
satisfies
uT G3p = −3ub, j pb, j + (right boundary contribution)− pT M3u. (99)
There are two important notes to be made regarding condition p0, j = p1, j . Firstly, this condition follows from the discretiza-
tion of the divergence operator and by requiring (99). Consequently, for the discretization of the interior points, no explicit
pressure boundary conditions need to be specified separately from those for the velocity, as was the case for the second order
discretization. Notice that pressure boundary conditions were not specified for the continuous problem either. Secondly, the
‘implied’ discrete Neumann condition is not homogeneous, in contrast to what p0, j = p1, j suggests. This will be detailed in
Section 3.7. We note that boundary condition (38), as suggested in [26], effectively leads to a Dirichlet condition for the
pressure. Near solid walls this results in an artificial boundary layer in the pressure.
Lastly, we discuss the contribution of the diffusive terms to the energy equation. In Appendix B.2 we show that for the
fourth order scheme:
uT Duu = −
(
∂u
∂x
)
b, j
(α1 − 9)ub, j + · · · − 72xy
[(
9
8
u1, j − ub, j
x
− 1
8
u2, j + u1, j − 2ub, j
3x
)2
+
(
9
8
u2, j − u1, j
x
− 1
8
u3, j − ub, j
3x
)2
+ · · ·
]
. (100)
This is the discrete equivalent of Eq. (69), with the first term representing the boundary integral, and the second term the
volume integral.
3.5. Extension to higher order
The boundary conditions that are derived in Sections 3.2–3.4 are all based on first or second order extrapolations. This
limits the local truncation error of the fourth order scheme, as will be shown in Section 4. In this section we will investigate
if the ghost values can be obtained by higher order extrapolations while still satisfying discrete equivalents of the continuous
properties derived in Section 2. We start with the divergence operator. Eq. (35) can be generalized to
u−1, j = δ0ub, j + δ1u1, j + δ2u2, j + δ3u3, j + · · · , (101)
hence the divergence operator becomes
Mu3u =
⎡
⎢⎢⎣
−δ0 −δ1 1− δ2 −δ3
−1 1
−1 1
. . .
. . .
. . .
⎤
⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎣
ub, j
u1, j
u2, j
u3, j
...
⎤
⎥⎥⎥⎥⎥⎦ . (102)
The only solution that satisfies the summation-by-parts identity (37) is δ0 = 2, δ1 = −1, δ2 = δ3 = · · · = 0, which equals
boundary condition (35). The other boundary conditions derived in Section 3.2, Eqs. (40)–(43), cannot be changed following
similar reasoning.
We can also try more general formulations for u−1/2, j and u1/2, j (see Eqs. (B.1)–(B.2)):
u−1/2, j = β0ub, j + β1u1, j + β2u2, j + β3u3, j + · · · , (103)
u1/2, j = γ0ub, j + γ1u1, j + γ2u2, j + γ3u3, j + · · · . (104)
The coefficients β and γ are to be determined from order and symmetry requirements. Requiring skew-symmetry in case
of ub, j = 0 leads to
δ0 − δ1 + β1 = 0, (105)
−δ2 − β0 + β2 = 0, (106)
δ2 − β1 = 0, (107)
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, (108)
δ3 = β3 = 0. (109)
Requiring a consistent (first-order) interpolation gives the conditions δ0 + δ1 + δ2 = 1 and β0 + β1 + β2 = 1. The solution
to these equations leads to interpolations (B.1)–(B.2). The resulting coefficients also satisfy the conditions for second or-
der interpolation, but not higher order conditions. Skew-symmetry and higher order are therefore conflicting requirements.
Higher-order treatment of boundary conditions, as in [14] for instance, violates the skew-symmetry of the convective oper-
ator.
An important starting point in our analysis is that (skew-)symmetry is defined in terms of the standard inner product,
Eq. (26). When generalizing the inner product higher order can be combined with symmetry properties, see e.g. [20,12]
for hyperbolic and parabolic problems, respectively. Perhaps also for the incompressible Navier–Stokes equations such an
adapted inner product can be found. However, the pressure will then contribute to the energy equation. This is a subject of
further research.
3.6. Summary of new boundary conditions
In Table 1 we summarize the old and new boundary conditions for the fourth order scheme needed for the discretization
of the convective terms and the divergence-free constraint in order to make the convective terms energy-conserving. The
boundary conditions for the diffusive terms are unaltered and are of Dirichlet type. The old boundary conditions (110) form
a rather unclear mix of Dirichlet and Neumann conditions for both u- and v-component. The new boundary conditions (111)
feature Dirichlet conditions for the u-component, whereas Neumann type conditions are prescribed for the v-component.
Furthermore, our new discretization of the v-component near the wall does not require the prescription of v−2, j .
Some remarks on the ‘multi-valuedness’ of the v-component near a solid wall (Neumann for convective terms, Dirichlet
for diffusive terms) are in place. First we note that for a one-dimensional problem, e.g. the convection–diffusion equation
(see also Section 4), the boundary conditions for both convective and diffusive terms are the same, and are simply of Dirich-
let (no-slip) type. In two dimensions this is still true for the u-component at a vertical boundary, but for the v-component
it only holds for the diffusive terms. The discrepancy appears when the mass conservation constraint appears, in fact upon
requiring mass conservation of a ghost volume, Eq. (39). A ghost cell need not have a physical interpretation, it is just
a way to implement the boundary conditions. Here, the velocity in the ghost cell becomes multi-valued. If the boundary
condition is added to the convective operator, the incompressibility constraint is to be taken into account, since otherwise
the skew-symmetry and energy conserving property is lost. The diffusive operator, however, does not require the incom-
pressibility constraint to be symmetric. In other words, the boundary treatment of the convective term is more restricted
(by incompressibility). Applying that treatment to the diffusive term would reduce the accuracy of the diffusive part of the
discretization. Therefore, we discretize the boundary conditions for the convective and diffusive terms in a different manner.
This leads to multi-valued ghost velocities.
Secondly, in literature it is not uncommon to have discretization methods that have different ghost values for convec-
tion and diffusion discretizations. For example, the high-order summation-by-part discretizations in adapted inner products
described by Mattson and Nordström [12] effectively have different boundary conditions for the convective and diffusive
terms, which becomes clear when rewriting their finite difference stencil in terms of ghost values.
Table 1
Old and new boundary conditions for fourth order discretization of divergence constraint and
convective terms.
Old [26] New
u−1, j = 2ub, j − u1, j
u−2, j = u2, j
u−1, j = u1, j
u−1, j = u1, j
u−2, j = u2, j (110)
v0, j = 2vb, j − v1, j
v0, j = 2vb, j − v1, j
v0, j = 2vb, j − v1, j
v−2, j = v3, j
u−1, j = 2ub, j − u1, j
u−2, j = 2ub, j − u2, j
u−1, j = 2ub, j − u1, j
u−1, j = 2ub, j − u1, j
u−2, j = 2ub, j − u2, j (111)
v0, j = v1, j
v0, j = v1, j
v0, j = v1, j
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Like in the continuous case, in a discrete setting the pressure Poisson equation is formed by differentiating the
divergence-free constraint (in time) and substituting the momentum equations:
MΩ−1Gp = MΩ−1(−C(c)u + Du)= MN(u). (112)
The boundary conditions are ‘built’ into the operators M and G; see the discussion at the end of Section 3.4. To obtain the
effective boundary conditions for the pressure, we compare the Laplace operator at the boundary to the Laplace operator at
an inner point, and subtract these two [22,4]. For the second order method it is known that this gives a boundary condition
which is the discrete equivalent of Eq. (23). In Appendix C we detail such an analysis for the fourth order method. The
resulting effective boundary conditions at i = 1, i = 2 and i = 3 are
1
x
(
1
8
(p3, j − p−2) − 274 (p2, j − p−1, j) +
783
8
(p1, j − p0, j)
)
= α1Nub, j − α2
(
Nu−1, j + Nu1, j
)+ (−α1 + 2α2)u˙b, j,
(113)
1
x
(
1
8
(p2, j − p−1, j) − 274 (p1, j − p0, j)
)
= −α2Nub, j + α2u˙b, j, (114)
1
x
1
8
(p1, j − p0, j) = 0. (115)
The effective pressure boundary conditions at the three points i = 1, 2, and 3 are not consistent approximations to the
continuous boundary conditions (23). This appears to be in line with a remark made by Sani et al. [19], who state ‘Whenever
the discrete PPE is generated from a consistent (but low order) discretization of the Navier–Stokes equations, the resulting
PPE will always converge to (23)’. On average the pressure boundary conditions are still correct. This follows by summing
the effective boundary conditions for i = 1, i = 2 and i = 3, leading to
1
x
(
1
8
(p3, j − p−2) − 538 (p2, j − p−1, j) +
365
4
(p1, j − p0, j)
)
= (α1 − α2)Nub, j − α2
(
Nu1, j + Nu−1, j
)+ (−α1 + 3α2)u˙b, j . (116)
Expanding the left side in Taylor expansions around the boundary gives
1
x
(
1
8
(p3, j − p−2) − 538 (p2, j − p−1, j) +
365
4
(p1, j − p0, j)
)
= 72(px)b − 3x2pxxx +O
(
x4
)
. (117)
Similarly, expansion of the right side gives
(α1 − α2)Nub, j − α2
(
Nu1, j + Nu−1, j
)+ (−α1 + 3α2)u˙b, j = −72u˙b, j + 72Nub, j − 3x2(Nuxx)b, j +O(x4). (118)
Upon division by the effective (pressure) volume size we find that the fourth order method leads to a consistent effective
boundary condition for the pressure:
(px)b = Nub, j − u˙b, j +O
(
x2
)
, (119)
which is the discrete approximation to Eq. (23).
3.8. Temporal discretization
The temporal discretization has not been considered so far. Conservation of mass is not an evolution equation but a
constraint which should be satisfied independent of the particular time integration method. The requirement on the tem-
poral discretization that results from conservation of momentum is consistency. All standard multi-step (like BDF, Adams)
and multi-stage (Runge–Kutta) methods are consistent. Conservation of kinetic energy, a quadratic quantity, poses strict
conditions on the time integration method. Ham et al. [5] employed the implicit midpoint method to obtain energy conser-
vation in space and time. This second order method is an example of a Runge–Kutta method based on Gauss quadrature,
which conserves energy in time. They are discussed in more detail in [18]. We will use the implicit midpoint method to
demonstrate energy conservation in both time and space in the numerical simulations that will be presented later.
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In this section we investigate the effect of symmetry-preserving boundary conditions on local and global order behavior.
We consider the linear convection–diffusion equation as a special case of the Navier–Stokes equations (2) in one dimension:
c
duˆ
dx
= ν d
2uˆ
dx2
, 0 x 1, c < 0, ν > 0, (120)
where c is the convecting velocity, uˆ the convected velocity and ν the viscosity coefficient. To study the effect of no-slip
conditions, Eq. (120) is supplemented with Dirichlet boundary conditions:
uˆ(0) = uˆb = 0, uˆ(1) = 1. (121)
In operator notation equation (120) can be concisely written as
Lˆuˆ = fˆ , (122)
where
Lˆ ≡ c d
dx
− ν d
2
dx2
, fˆ = 0. (123)
For small values of ν a boundary layer develops at x = 0. Defining ε = ν/c (ε < 0), the exact solution to Eq. (120) is given
by
uˆ(x) = e
x/ε − 1
e1/ε − 1 . (124)
4.1. Discretization
The discretization of the convective term, Eq. (A.11), is restricted to 1D by taking c = cx = constant and cy = 0:
(Cu)i = α1
(
ui+1 + ui
2
− ui + ui−1
2
)
−
(
ui+3 + ui
2
− ui + ui−3
2
)
, (125)
where α = 33 = 27. Without loss of generality we consider the discretization at the left boundary (where the boundary
layer is located). Following Section 3.6, these boundary conditions are given by Eq. (111):
u0 = ub, u−1 = 2ub − u1, u−2 = 2ub − u2. (126)
Restricting the convective discretization for the coarse grid, Eq. (B.3), to one dimension (u = c, v = 0) leads to
C3 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
− 12 0 0 12
−1 0 12 0
. . .
−1 12 0 0
− 12 0 0
. . .
. . .
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (127)
The lower right part of the matrix is the discretization of the interior points, which is used in practical implementation. We
note that there is a fundamental difference between the 2D non-linear case and the 1D linear case. In the 2D non-linear
case c = u, and C3 is skew-symmetric for ub = 0. A homogeneous Dirichlet condition for u implies a homogeneous Dirichlet
condition for c. In the 1D linear case, c = constant is prescribed, which is different from the boundary condition for u. The
convective matrix is therefore not skew-symmetric.
The resulting scheme is written as follows:
Lu = f , (128)
where
L = cC − νD, (129)
and
f = −cf c + ν f d. (130)
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C = α1C1 − C3 = 1
2
⎡
⎢⎢⎢⎢⎢⎣
0 α1 − 1 0 −1
−α1 − 1 0 α1 0 −1
0 −α1 0 α1 0 . . .
1 0 −α1 0 α1
. . .
. . .
. . .
⎤
⎥⎥⎥⎥⎥⎦ , f
c = ub
2
⎡
⎢⎢⎢⎢⎣
−(α1 − 2)
2
1
0
...
⎤
⎥⎥⎥⎥⎦ . (131)
The diffusive part reads
D = 1
24h
⎡
⎢⎢⎢⎢⎢⎢⎣
−2α21 + 2α1 − 2 α21 + 2α1 − 1 −2α1 1
α21 + 2α1 − 1 −2α21 − 2 α21 + 2α1 −2α1 1
−2α1 α21 + 2α1 −2α21 − 2 α21 + 2α1 −2α1
. . .
1 −2α1 α21 + 2α1 −2α21 − 2 α21 + 2α1
. . .
. . .
. . .
⎤
⎥⎥⎥⎥⎥⎥⎦
, (132)
f d = ub
24h
⎡
⎢⎢⎢⎢⎣
α21 − 2α1 + 2−2α1 + 2
1
0
...
⎤
⎥⎥⎥⎥⎦ . (133)
The discretization at the right boundary is done in a similar fashion.
4.2. Local truncation error
In order to study the error behavior we find expressions for the local truncation error and relate it to the global trunca-
tion error. The local truncation error is defined as
τ ≡ Luˆ − f . (134)
Note that strictly speaking a restriction operator is necessary to map the continuous function uˆ to the space of discrete
functions in order to be able to apply L; in this case the restriction operator is a simple injection: uˆi = uˆ(xi). The global
error is defined as
e ≡ uˆ − u, (135)
which is related to τ as
Le = τ . (136)
Note that the global error is, like the local error, a quantity defined in each finite volume. The notion of ‘global’ is due to
the fact that L−1 is a nonlocal operator, which distributes the local error τ .
First we discuss the local truncation error of the convective terms, on a uniform grid. We Taylor expand the exact
solution uˆ around a point xi :
uˆ(xi + h) = uˆ(xi) + huˆ(1)i +
1
2
h2uˆ(2)i +O
(
h3
)
, (137)
where uˆ(n)i = ( d
nuˆ
dxn )i , and we apply operator C :
τ ci = −
9
5
h5uˆ(5)i +O
(
h7
)
. (138)
The truncation error looks fifth order instead of fourth order due to a factor h hidden in C (due to the integration over a
finite volume). To find τ at i = 1 and 2, where the stencil changes due to boundary conditions, we also employ a Taylor
expansion for uˆb:
uˆb = uˆ1 − huˆ(1)1 +
1
2
h2uˆ(2)1 +O
(
h3
)
. (139)
This leads to the following truncation errors:
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(
h3
)
, (140)
τ c2 = −
1
2
h2uˆ(2)2 +O
(
h3
)
. (141)
It turns out that the local truncation error of the convective discretization at i = 1 and i = 2 is limited to first order.
The same procedure is followed to analyze the truncation error of the diffusive terms:
τ di = −
9
40
h5uˆ(6)i +O
(
h7
)
, (142)
τ d1 =
25
12
huˆ(2)1 −
25
12
h2uˆ(3)1 +O
(
h3
)
, (143)
τ d2 = −
1
24
huˆ(2)2 +
1
12
h2uˆ(3)2 +O
(
h3
)
. (144)
The diffusive discretization is inconsistent at both i = 1 and i = 2.
4.3. Global truncation error
Although the discretization at the boundaries is inconsistent, it is possible to have convergence in the global error. Several
techniques exist to study the relation between the local and global error, see for example [11,7,15]. We use the approach
outlined in Wesseling [27]. Recall the relation between the global and local truncation error, Eq. (136):
Le = τ . (145)
We assume that L is a monotone operator, i.e.
Lv  0 implies v  0. (146)
Equivalently one can say that L is monotone if and only if L−1  0.2 If we can construct a function E , a so-called barrier
function, such that3
LE  |τ |, (147)
then, subtracting this equation from (145), we obtain
L(e − E) 0. (148)
Since L is assumed monotone, this means that
e − E  0 → e  E. (149)
The art is to construct a barrier function E of a certain order p, E ∼ hp , such that (147) holds. Eq. (149) then proves that the
global error e is also of order p. Since any sufficiently differentiable continuous function can be expressed as a polynomial
expansion, we take E = hpψ(x) with
ψ(x) = a0 + a1x+ a2x2 + a3x3 + a4x4. (150)
It is possible to include more terms in this expansion, but it will turn out that this is not necessary.
Note that proving monotonicity of L for the fourth-order discretization is not trivial. Normally, monotonicity can be
proven by showing that L is positive.4 For second-order central discretizations positivity is proven when the mesh Péclet
number h/ν is smaller than 2. For the fourth-order scheme this approach fails, because L can never be positive, as can
be observed by inspecting the signs of the diagonals of L. However, a non-positive operator can still be monotone (see for
example [8,1]). We have not yet found a sufficient condition for monotonicity of the fourth-order scheme, but it suffices to
say that we have found, by explicitly computing L−1, that L is monotone if h/ν is small enough.
2 a 0 means that ai  0 ∀i; A 0 means that Aij  0 ∀i, j.
3 |a| is the grid function with value |ai |.
4 Positivity implies monotonicity, but not vice versa.
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In a general interior point i we can write for LE:
L
(
hpψ(x)
)
i = 24hp+1
(
c
(
4a4x
3
i + 3a3x2i + 2a2xi + a1
)− ν(12a4x2i + 6a3xi + 2a2)). (151)
We recognize the exact first and second derivatives of ψ(x). This is because τ ci and τ
d
i only contain derivatives of fifth order
and higher: L can differentiate a fourth-order polynomial exactly. Of course one can take more terms in expansion (150);
these will not be exactly differentiated. Since τi is
τi = cτ ci − ντ di = −c
9
5
h5uˆ(5)i + ν
9
40
h5uˆ(6)i +O
(
h7
)
, (152)
we find that LE − |τ | can be written as
LEi − |τi | = 24hp+1
(
c
(
4a4x
3
i + 3a3x2i + 2a2xi + a1
)− ν(12a4x2i + 6a3xi + 2a2))
− h5
∣∣∣∣−c 95 uˆ(5)i + ν
9
40
uˆ(6)i
∣∣∣∣+O(h7). (153)
For p  4 it is possible to construct the coefficients an such that LE − |τ |  0. This indicates that a fourth-order accurate
local truncation error leads to a fourth-order accurate global error, as expected.
4.3.2. Boundary, i = 1
The analysis is now repeated for the boundary points. At i = 1 (x1 = h) the local error is
τ1 = cτ c1 − ντ d1 = −ν
25
12
huˆ(2)1 − c2h2uˆ(2)1 + ν
25
12
h2uˆ(3)1 +O
(
h3
)
, (154)
so we obtain
L
(
hpψ(x)
)
1 − |τ1| = hp
(
c
27
2
a0 + ν 677
24h
a0 +O(h)
)
− h
∣∣∣∣−ν 2512 uˆ(2)1 +O(h)
∣∣∣∣. (155)
To make sure that the order of the first term does not exceed the order of the truncation error (for h → 0), we require
p  2. For example, in case p = 2, the leading order term condition is
h
(
677
24
νa0 −
∣∣∣∣−ν 2512 uˆ(2)1
∣∣∣∣
)
 0. (156)
This means that with a sufficiently large positive value of a0 we have a barrier function that is always larger than |τ | for
sufficiently small h. Only the first term of the polynomial expansion (150) is of importance here; increasing the polynomial
order will not change Eq. (156).
4.3.3. Boundary, i = 2
At i = 2 (x2 = 2h), we have
τ2 = cτ c2 − ντ d2 = ν
1
24
huˆ(2)2 − c
1
2
h2uˆ(2)2 − ν
1
12
h2uˆ(3)2 +O
(
h3
)
, (157)
and we obtain
L
(
hpψ(x)
)
2 − |τ2| = hp
(
−ca0 − ν 13
6h
a0
)
− h
∣∣∣∣ν 124 uˆ(2)2 +O(h)
∣∣∣∣. (158)
This indicates again that the maximum order of the global error is p = 2 if the following condition can be fulfilled:
h
(
−13
6
νa0 −
∣∣∣∣ν 124 uˆ(2)2 +O(h)
∣∣∣∣
)
 0. (159)
However, this requires a0 < 0, which contradicts the requirement for i = 1. For the current boundary layer problem we can
escape from this by noting that τ1 > 0, τ2 < 0 and |τ1| > |τ2|. This means that the absolute value signs are too restrictive;
a range of positive values of a0 exists for which both (156) and (159) are satisfied.
Summarizing the results for i = 1 and i = 2, we find that no polynomial barrier function exists with which we can prove
a convergence rate higher than 2. We expect that this result holds for other barrier functions, given that any sufficiently
differentiable function on the domain x ∈ [0,1] can be expressed as a polynomial. Consequently, the global error of the fourth
order scheme is limited to second order due to boundary conditions.
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A number of numerical experiments are carried out to support the theoretical results from Sections 3 and 4. First,
we study the order of accuracy of the proposed boundary conditions for a one-dimensional convection–diffusion equation
(Section 5.1) and a two-dimensional lid-driven cavity (Section 5.2), and how fourth order accuracy can be obtained on
properly designed non-uniform grids. Secondly, the energy conservation properties of the new boundary conditions are
demonstrated in Section 5.3 by considering inviscid flow in a cavity with non-zero tangential boundary conditions. Lastly,
in Section 5.4 we consider three-dimensional turbulent channel flow for which we show that the new boundary conditions
improve both the velocity and pressure field near the wall, compared to the old conditions.
5.1. 1D convection–diffusion equation
5.1.1. Uniform grid
First we verify the fourth-order scheme by using ‘exact’ boundary conditions, i.e. we substitute the exact solution (124)
for the ghost points, like in Veldman [23]. For ν = 1/100 and h = 1/200 (|h/ε| = 1/2) the discrete and exact solution are
shown in Fig. 5(a). The global truncation error e = uˆ − u and local truncation error, obtained from τ = Le, are shown in
Fig. 5(b). The leading error term of the theoretical local truncation error, Eq. (152), is found by using the exact solution,
Eq. (124):
τi =
(
−9
5
+ 9
40
)(
h
ε
)5 exi/ε
e1/ε − 1 , (160)
and is also shown in Fig. 5(b). Because Eq. (160) contains only the leading error term, there is a small deviation between
the two local truncation errors. The local truncation error always attains its maximum (in absolute sense) at i = 1, because
ex/ε is largest here (note ε < 0). The global error, on the other hand, does not necessarily attain its maximum value in the
first grid point: this depends on L−1. The structure of L−1 is shown in Fig. 5(c); all entries are  0, so L is indeed monotone
in this case. It can be seen that L−1 distributes the local error τ over the entire domain in a particular way. For instance,
e1 is influenced by τ in the entire domain, whereas eN is mainly influenced by τ at the right side of the domain. This is
because the ‘flow’ is convection-dominated and information travels from right to left (c < 0).
A plot of ‖e‖∞ as a function of h displays a clear fourth-order convergence, see Fig. 5(d). The local error ‖τ‖∞ shows
fifth-order convergence, as expected from (160).
Now we turn to the results for scheme (128)–(133) where the boundary conditions are chosen such that symmetry
properties of the discrete operators are retained. Fig. 6(a) shows that the behavior of the local truncation error near the
boundary is much more irregular, as expected. As predicted by Eqs. (154) and (157), the convergence of the local error
at the boundary is first order for sufficiently small h. The global error shows second-order convergence, confirming the
barrier function analysis from Section 4.3. In the L2 norm the convergence of local and global error is very similar. Note
that numerical experiments showed that (at ν = 1/100) L is monotone for h < 1/60, approximately.
The ‘kink’ in the global and local error around h = 10−2 is due to the fact that the local truncation errors in the con-
vective and diffusive terms almost cancel each other at i = 1. This can also be seen from Fig. 6(c), which shows that the
position of maximum τ shifts from i = 1 to i = 2.
Considering that both theoretical arguments and numerical experiments show that the fourth-order symmetry-preserving
method is only second-order accurate for boundary layer problems with Dirichlet boundary conditions, one might wonder
if it is useful to apply a fourth-order method anyway. We therefore compare the results presented above with the second-
order method, which does not require boundary conditions for u−1 and u−2. The global error behavior of the second- and
fourth-order schemes is shown in Fig. 6(d). It is observed that for most meshes, except the very coarse ones, the second-
order method is more accurate than the fourth-order method. This is due to the fact that in this test case the largest
gradients in the solution are near the boundary, where the local truncation error has unfavorable properties. On uniform
grids with boundary-layer like problems the fourth-order method is not preferred over the second-order method.
We will continue to study the effect of the boundary conditions and the difference between the second and fourth
order scheme by considering non-uniform grids. Such grids are more suitable to handle boundary-layer like problems than
uniform grids.
5.1.2. Non-uniform grid
In practice, thin boundary layers should be calculated by employing non-uniform grids. In this section we investigate if
the conclusions for uniform grids carry over to non-uniform grids. First we investigate an exponential grid, i.e. a grid where
each cell size is a constant factor times the neighboring grid cell size. The grid is written as a mapping of a uniform grid,
x(ξ) = (1− sξ )/(1− s), (161)
where ξ is uniformly distributed over [0,1], and s is the stretch factor. The stretch factor is determined by choosing a
refinement region δ such that in both [0, δ] and [δ,1] N/2 volumes are located. The stretch factor stays constant during
mesh refinement. Defining the boundary layer edge as the point where uˆ = puˆ(1), we find for sufficiently small ε:
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δp = ε ln(1− p). (162)
For example, if the boundary layer edge is defined at the point where uˆ = 0.9, then δ0.9 ≈ 2.3 · 10−2 (ε = −1/100). Looking
at the convergence and position of the local and global error for δ0.9 (Figs. 7(a) and 7(b)) it can be seen that the refinement
region can make sure that the position of maximum global error is not at the boundary; u(ξ) does not have its largest
gradient at the boundary. However, for sufficiently small h the global error moves to the boundary, and the slope changes to
second order (h ≈ 10−2), like in the uniform case. The position of the kink, hk , is mainly determined by δ: the smaller δ, the
smaller the value of hk . If the refinement zone is chosen properly, the error will exhibit a region of fourth order convergence.
For these non-uniform grids, the fourth-order scheme is more accurate than its second-order counterpart.
An important question that remains is: can we design the mesh such that the global error keeps its fourth order behavior upon
mesh refinement? We concluded in Section 4 that the local truncation error near boundaries is O(1), resulting in a global
error of O(h2). If we construct the mesh near the boundary such that hbnd = O(h2) (where h = 1/N), then one might
expect heuristically a contribution to the global error of O(h4). Such a mesh can be constructed by making the stretch
factor h-dependent. The smallest finite volume is given by
h1 = 1− s
h
1− s = −
ln(s)
1− sh +O
(
h2
)
. (163)
With s ∼ 1/h we obtain h1 =O(h2). In Fig. 8 we show the convergence of the global error for the case s = 10/h. It is clearly
seen that the error now converges with O(h4), for all mesh sizes. The fourth order method is now much more accurate
than the second order method.
To summarize, the fourth order scheme attains fourth order convergence on properly chosen non-uniform meshes. These
meshes should be designed such that the global error is not at the boundary but in the interior of the domain: the smallest
cells near the boundary should scale with O(h2) upon mesh refinement. Furthermore, the mesh should be ‘smooth’ enough
to exhibit fourth order behavior. Recalling that the relation between the derivative on a uniform and non-uniform grid is
given by
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Fig. 7. Error behavior for non-uniform grid, ν = 1/100.
du
dx
= du
dξ
/ dx
dξ
, (164)
we observe that an O(h4) approximation for both dudξ and dxdξ is required. For example, Shishkin meshes (see e.g. [27,23]),
which consist of two uniform meshes with a different mesh width, lack this smoothness and fourth order accuracy is not
obtained, not even when the point of maximum error is in the interior.
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5.2. 2D lid-driven cavity
We continue the study of the order behavior of the fourth-order scheme by studying the steady lid-driven cavity flow at a
Reynolds number of 1000. In this benchmark problem [2] for the incompressible Navier–Stokes equations (NS) we introduce
two major differences with the 1D convection–diffusion equation: (i) NS are non-linear, (ii) NS include a pressure term to
satisfy the incompressibility constraint. To obtain steady solutions the full non-linear system of equations is solved with
Newton linearization of the convective term. The resulting saddle-point matrix problem is solved with a direct solver. The
iterative procedure is stopped when the residual (in the maximum norm) drops below 10−8, which requires approximately
6 iterations.
Similar to the one-dimensional boundary layer study, we have investigated both uniform and non-uniform exponential
grids. The exponential grids are given by (161), with a stretching factor equal to the effective stretching factor of the cosine
grid used by [2]:
s =
1
2πh
1
4π
2h2
= 2
πh
. (165)
The number of grid points ranges from 8× 8 to 128× 128.
Figs. 9 and 10 show some examples of solution profiles through the centerlines of the cavity, compared to the benchmark
data of Botella and Peyret [2] (in the figures abbreviated as BP). The pressure is determined up to a constant, which has been
chosen such that p = 0 in the center of the cavity. It can be seen that the pressure converges to the correct values at the
boundary, and that the boundary condition for the pressure is certainly not ∂p/∂n = 0. Note that the boundary conditions
used by VV lead to a (numerical) boundary layer in the pressure, as shown in Figs. 11(a)–11(b). The velocity profiles along
the centerlines are used to perform a quantitative comparison of the second and fourth order discretization on both the
uniform and cosine grid. In order to measure the order of accuracy we compare the minimum value of u along x = 0.5
and maximum and minimum values of v along y = 0.5 with the benchmark data. The resulting error plots are shown in
Fig. 12. The non-uniform grids are better able to capture the boundary layers and therefore lead to more accurate prediction
of the minimum and maximum velocity values along the centerline. Comparing the second and fourth order results on the
uniform grid, Fig. 12(a), we conclude that the fourth order method has a somewhat smaller error than the second order
method, but converges only with second order upon grid refinement. This is in agreement with the error analysis from
section 4 and the 1D results from section 5.1 — in particular Fig. 6(d).
On non-uniform grids we expect better convergence properties since the exponential grid satisfies h1 =O(h2). Indeed,
fourth order convergence of umax and vmax is shown in Fig. 12(b). The convergence order of vmin is apparently lower; this
can possibly be improved by adapting (165). Since this is problem specific we do not investigate this in detail here.
5.3. Energy conservation in an inviscid cavity
In this section we will show that the new boundary conditions for the fourth order method exactly conserve energy in
case of no-penetration conditions. Desjardins et al. [3] considered a two-dimensional inviscid channel flow with periodic
boundary conditions in one direction and no-slip conditions in the other. We increase the difficulty of their test case by
prescribing non-zero tangential conditions on all boundaries (resulting in an inviscid cavity):
u(x,0, t) = −1, u(x,1, t) = 16x2(1− x)2, (166)
v(0, y, t) = 1, v(1, y, t) = −1. (167)
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Fig. 10. Pressure profiles p(x) at y = 0.5, 2nd and 4th order method on an exponential grid.
Fig. 11. Pressure profiles p(x) at y = 0.5 with 4th order method and old boundary conditions. Compare with Fig. 10.
See Fig. 13(a). The velocity field is discontinuous in the corners. Furthermore, in contrast to [3], we use the implicit midpoint
method for time integration instead of the Crank–Nicolson method, since the latter is not truly energy-conserving [18].
The non-uniform grid that we have used consists of 20×20 volumes and is shown in Fig. 13(b). In x-direction the stretch
factor (ratio between largest and smallest volume) is 2, in y-direction it is 10. The initial velocity field consists of uniform
random numbers between −1 and 1 and is made divergence-free by a projection step involving the solution of a Poisson
equation. This velocity field is subsequently advanced in time from t = 0 to t = 1 with t = 1/100. In Fig. 14 we show the
relative error in kinetic energy,
ek = k(t) − k(t = 0) , (168)k(t = 0)
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Fig. 13. Inviscid cavity.
Fig. 14. Energy evolution in inviscid cavity as a function of time.
for both the new and old boundary condition treatment. With the new boundary conditions the energy error stays at
machine precision (O(10−14)), whereas the energy grows in time with the old boundary conditions.
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5.4. Turbulent channel flow
In this section, the two discrete boundary conditions given by (110) and (111) are compared for a turbulent channel
flow. This flow can be seen as a prototype for near-wall turbulence. The Reynolds number in our simulation is based on
the channel width and the bulk velocity. It is set equal to Re = 22,000; in terms of the channel half width and the friction
velocity the Reynolds number becomes approximately Reτ = 590. Moser et al. [16] have performed a direct numerical
simulation (DNS) of this channel flow. Their DNS data is often used to evaluate the accuracy of large eddy simulations (LES)
of near-wall turbulence. The DNS was done on a 384×257×384 grid; large eddy simulations typically use about 643 points,
i.e., they have about 144 times less points than the DNS of Moser et al. The present test considers an LES with a subgrid
model that is based on the two non-zero invariants of the rate of strain tensor. Details of the subgrid model can be found
in [24]. As usual the flow is assumed to be periodic in the stream- and spanwise direction. Consequently, the computational
domain may be confined to a channel unit. The dimension of the considered unit is taken identical to that of the DNS. The
LES uses a staggered grid with 64 uniformly distributed streamwise points and 32 (uniformly distributed) spanwise points.
In the lower half of the channel, the wall-normal grid points are computed according to
y j = sinh(γ j/Ny)2 sinh(γ /2) with j = 0,1, . . . ,Ny/2, (169)
where Ny denotes the number of grid points in the wall-normal direction. The stretching parameter γ is taken equal
to 8. The grid points in the upper half are computed by means of symmetry. The time step is set equal to t = 10−3
(non-dimensionalized by the bulk velocity and the channel width). Mean values of the velocity are computed by averaging
the instantaneous velocity over the directions of periodicity, the two symmetrical halves of the channel, and over time.
The averaging over time starts after a start-up period of 90,000 time steps. The averaging is performed over 90,000 time
steps too. Fig. 15 shows a comparison of the two mean velocity profiles as obtained from our LES with the fourth-order
symmetry-preserving discretization method, where we have applied the boundary treatment given by Eqs. (111) as well
as that given by Eqs. (110). The difference between the resulting wall shear stresses is about 10%. Eqs. (111) result into
τw = 2.9 · 10−3, which is in excellent agreement with the DNS of Moser et al., whereas Eqs. (110) lead to τw = 3.2 · 10−3,
which is too high. All results shown in Fig. 15 are scaled with the help of τw = 2.9 · 10−3. As can be seen, the main
differences between the two wall treatments are located in the region near the wall. The differences are very small away
from the wall (for y+ > 20), whereas near the wall substantial differences, up to 10%, can be observed.
Fig. 16 illustrates the differences between the resulting pressures. Away from the boundary (y+ = 0) the two pressures
profiles differ by a constant (approximately). Such a difference by a constant is not relevant, since the pressure gradients are
(almost) the same. Near the boundary (0< y+ < 20), on the other hand, the pressure profiles are different in the first few
(4) grid points counted from the wall. The old boundary treatment described by Eqs. (110) results in a thin — numerical
— boundary layer: the pressure is solved from a Poisson equation that is effectively supplied with Dirichlet conditions. The
new boundary treatment, which effectively imposes a Neumann condition, leads to the proper boundary behavior of the
pressure near the wall.
In conclusion, the boundary treatment given by (111) yields better results for both velocity and pressure in the boundary
layer of a turbulent channel flow.
6. Conclusions
Symmetry-preserving or energy-conserving discretization methods have become popular methods for simulating tur-
bulent flows governed by the incompressible Navier–Stokes equations. In this paper we have proposed a new consistent
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boundary treatment for the symmetry-preserving discretization method described in [26]. The new boundary conditions are
such that continuous integral identities (expressing conservation of mass, momentum and kinetic energy) are mimicked in
a discrete sense, including the contributions from the boundaries. To derive this boundary treatment, we have used a new
technique in which the ‘implied’ discretization of boundary volumes is derived based on global conservation of momentum.
Upon requiring conservation of energy it turns out that the ghost values of the normal velocity component at a boundary
should be set according to a usual Dirichlet condition, whereas the ghost values of the tangential velocity component at a
boundary should be set according to a Neumann type condition. With these boundary conditions the convective operator is
also energy-conserving if non-zero tangential boundary conditions are prescribed. The newly derived boundary conditions
furthermore imply the correct boundary conditions for the pressure. The boundary conditions for the diffusive terms are
unaltered and are of Dirichlet type.
The use of these conditions limits the global order of accuracy of the fourth order discretization method to second
order on uniform grids, because the requirements which (skew-)symmetry pose on the coefficients of the matrices are not
compatible with the requirements resulting from Taylor expansions to reach higher order accuracy. Here we have shown
that by using properly refined non-uniform grids near the boundary, high-order accuracy of the global error can still be
obtained. Since it is natural to apply grid refinement near solid boundaries, this forms no serious limitation. The simulation
of a two-dimensional lid-driven cavity flow and of a three-dimensional turbulent channel flow confirmed the theoretical
analysis and demonstrated the improvement with respect to previous boundary treatments.
Appendix A. Interior discretization
A.1. Second order
The divergence operator is given by
(Mu)i, j = (M1u)i, j = ui, j − ui−1, j + vi, j − vi, j−1. (A.1)
The convective discretization for the u-component is given by(
Cu(u, v)u
)
i, j =
(
Cu1 (u, v)u
)
i, j (A.2)
= ui+1/2, jui+1/2, j − ui−1/2, jui−1/2, j + vi+1/2, jui, j+1/2 − vi+1/2, j−1ui, j−1/2. (A.3)
The convected (u, v) and convecting velocities (u, v) are obtained by second order, grid-independent, interpolation of the
form
ui+1/2, j = 12 (ui, j + ui+1, j). (A.4)
The pressure gradient discretization is given by(
Gu p
)
i, j =
(
Gu1 p
)
i, j = pi+1, j − pi, j . (A.5)
The diffusive terms are discretized as
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Duu
)
i, j =
(
Du1u
)
i, j =
(
∂u
∂x
)
i+1/2, j
−
(
∂u
∂x
)
i−1/2, j
+
(
∂u
∂ y
)
i, j+1/2
−
(
∂u
∂ y
)
i, j−1/2
, (A.6)
where(
∂u
∂x
)
i+1/2, j
= ui+1, j − ui, j
x
. (A.7)
The diffusive discretization is the product of two first order operators and can be written in short as
Du1 = u1Λu1
(
u1
)T
, (A.8)
where u1 is a simple differencing matrix consisting of −1, 0 and 1, and Λu1 a diagonal matrix containing metric information
(y/x).
A.2. Fourth order
The divergence operator reads
(Mu)i, j = α1(M1u)i, j − (M3u)i, j, (A.9)
with
(M3u)i, j = ui+1, j − ui−2, j + vi, j+1 − vi, j−2. (A.10)
The convective discretization for the u-component reads
Cu(u, v)u = α1Cu1 (u, v)u − Cu3 (u, v)u, (A.11)
where(
Cu3 (u, v)u
)
i, j = ui+3/2, jui+3/2, j − ui−3/2, jui−3/2, j + vi+1/2, j+1ui, j+3/2 − vi+1/2, j−2ui, j−3/2. (A.12)
Like the divergence operator, the convective operator is a combination of two second order operators, with the exception
that all convecting velocities (u, v , u and v) are obtained by fourth order, grid-independent interpolation, e.g.:
ui+3/2, j = 12 (β1ui, j + β2ui+1, j + β2ui+2, j + β1ui+3, j), (A.13)
with β1 = − 18 and β2 = 98 . The use of grid-independent interpolation is the critical difference between the method of
Morinishi et al. [14] and the method of Verstappen and Veldman [26], the latter being employed here. The convected
velocities are obtained as
ui+3/2, j = 12 (ui, j + ui+3, j). (A.14)
For higher order (e.g. sixth order) the same approach should be followed [14]: an nth order combination of second order
convective discretizations (like (A.11)), where each convective discretization contains an nth order convecting velocity (like
(A.13)). The pressure gradient terms are, like the divergence operator, a linear combination of two second order operators:
Gu p = α1Gu1 p − Gu3 p, (A.15)
with (
Gu3 p
)
i, j = pi+3, j − pi, j. (A.16)
The diffusive operator is obtained as the product of two fourth order operators, which ensures that the resulting operator is
symmetric and positive definite. We focus on the fluxes in x-direction:
(
Duu
)
i, j =
((
α1D
u
1 − Du3
)
u
)
i, j = α1
((
∂u
∂x
)
i+1/2, j
−
(
∂u
∂x
)
i−1/2, j
)
−
((
∂u
∂x
)
i+3/2, j
−
(
∂u
∂x
)
i−3/2, j
)
. (A.17)
As was the case for the convective operator, the fluxes on both the small and large volume are approximated to fourth
order:(
∂u
∂x
)
i+1/2, j
= 1
72x
(
α1(ui+1, j − ui, j) − (ui+2, j − ui−1, j)
)
, (A.18)
and similarly for ( ∂u
∂x )i+3/2, j . In short, the diffusive discretization reads
Du = (α1u1 − u3)(α1Λu1 − Λu3)(α1u1 − u3)T . (A.19)
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B.1. Convective terms
The convective matrix Cu3 (u, v) can be constructed once u−1/2, j and u1/2, j are expressed in terms of ub and interior
points:
u−1/2, j = 12 (u−2, j + u1, j) = ub +
1
2
u1, j − 12u2, j, (B.1)
u1/2, j = 12 (u−1, j + u2, j) = ub −
1
2
u1, j + 12u2, j. (B.2)
In Section 3.5 we comment on the use of higher-order interpolation formulas to obtain u−1/2, j and u1/2, j . With these
interpolations Cu3 (u, v) reads
Cu3 (u, v) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
u−1/2, j + u1/2, j + 12u3/2, j − 3ub, j
1
2 (v3/4, j+1 − v3/4, j−2)
1
2u−1/2, j − 12u1/2, j − 12u−1/2, j + 12u1/2, j 12u3/2, j
−u−1/2, j −
1
2u−1/2, j + 12u5/2, j
+ 12 (v3/2, j+1 − v3/2, j−2)
1
2u−1/2, j 0
. . .
−u1/2, j 12u1/2, j
− 12u1/2, j + 12u7/2, j
1
2 (v5/2, j+1 − v5/2, j−2)
0
− 12u3/2, j 0 0
. . .
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
(B.3)
The rows represent the discretizations for the finite volumes around ub , u1, u2, etc., whereas the columns represent
the contribution from ub , u1, u2, etc. The lower right part of the matrix is the interior discretization which is in practice
used for solving the system of equations. Conservation of momentum as derived in Section 3.3 can be checked from the
column sums of the matrix. We apply interpolation (A.13) and boundary conditions (35) and (40) and rewrite Cu3 . This is
straightforward, except for the upper left entry of the matrix:
u−1/2, j + u1/2, j + 12u3/2, j − 3ub, j +
1
2
(v3/4, j+1 − v3/4, j−2)
= −1
2
ub + 12 (u3/2, j − ub, j + v3/4, j+1 − v3/4, j−2) (B.4)
= −1
2
ub + 14 (β1ub + β2u1 + β2u2 + β1u3) −
1
2
(β1 + β2)ub + 12 (v3/4, j+1 − v3/4, j−2) (B.5)
= −1
2
ub + 14
(
β1(u3, j − ub, j + v2, j+1 − v2, j−2) + β2(u2, j + u1, j − 2ub, j + v1, j+1 − v1, j−2)
)
(B.6)
= −1
2
ub. (B.7)
To arrive from Eq. (B.5) at Eq. (B.6) it is required to interpolate the vertical fluxes near the boundary as
v3/4, j+1 = 12β1v2, j+1 +
1
2
β2v1, j+1. (B.8)
This leads to
Cu3 (u, v) =
⎡
⎢⎢⎢⎢⎢⎣
− 12ub, j ub, j − u1/2, j −ub, j + u1/2, j 12u3/2, j
−2ub, j + u1/2, j 0 ub, j − 12u1/2, j 0
. . .
−u1/2, j 12u1/2, j 0 0
− 12u3/2, j 0 0
. . .
⎤
⎥⎥⎥⎥⎥⎦ . (B.9)
In case ub, j = 0 the matrix is completely skew-symmetric, and uT Cu3u = 0: the discretization mimics exactly the property
that the convective terms do not contribute to the global energy balance. For ub, j = 0 we obtain
uT Cu3u = −
1
2
ub, j
(
u2b, j + 2ub, j(u1, j + u2, j) − 2u1, ju2, j
)
. (B.10)
Taylor expanding u1, j and u2, j around ub, j gives
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3
2
ub, ju
2
b, j +O
(
h2
)
. (B.11)
A similar analysis can be carried out for the v-component near a vertical boundary. The discretization of the volume
surrounding i = 2 requires an expression for v0, j , since v3/2, j = 12 (v0, j + v3, j). We write the general expression
v3/2, j = δ0vb, j + δ1v1, j + δ2v2, j + δ3v3, j, (B.12)
and determine the coefficients δi based on symmetry requirements. From this the boundary condition for v0, j can be
derived. The convective matrix becomes
C v3 (u, v) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
−2ub, j+1/2 + δ0u1, j δ1u1, j+1/2 +
1
2 u2, j+1/2
1
2 (v1, j+3/2 − v1, j−3/2)
δ2u1, j+1/2 δ3u1, j+1/2 12 u2, j+1/2
−ub, j+1/2 0
1
2u3, j+1/2
1
2 (v2, j+3/2 − v2, j−3/2)
0
. . .
−δ0u1, j+1/2 −δ1u1, j+1/2 −δ2u1, j+1/2
1
2u4, j+1/2 − δ3u1, j+1/2
1
2 (v2, j+3/2 − v2, j−3/2)
0 − 12 u2, j+1/2 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
(B.13)
The rows represent the discretizations for the finite volumes around v1, v2, etc., whereas the columns represent the con-
tribution from vb , v1, v2, etc. Requiring that the convective discretization does not contribute to the kinetic energy in case
ub = 0 gives the following solution for the coefficients: δ1 = δ3 = 12 , δ0 = δ2 = 0. This means that the interpolation for v3/2, j
reads
v3/2, j = 12 (v1, j + v3, j), (B.14)
and the implied boundary condition is
v0, j = v1, j. (B.15)
So, like the fluxes v and v (Eqs. (42)–(43)), the ghost value v0, j is obtained from a Neumann-type boundary condition.
Rewriting the convective matrix using the divergence-free condition leads to
C v3 (u, v) =
⎡
⎢⎢⎢⎢⎣
−2ub, j+1/2 ub, j+1/2 0 12u1, j+1/2 12u2, j+1/2
−ub, j+1/2 0 12ub, j+1/2
. . .
0 − 12u1, j+1/2 0
0 − 12u2, j+1/2
. . .
⎤
⎥⎥⎥⎥⎦ . (B.16)
For ub, j+1/2 = 0 the matrix is completely skew-symmetric, and vT C v3 v = 0. For non-homogeneous boundary data the con-
tribution to the energy equation is
vT C v3 v = ub, j+1/2
(
−2vb, j v1, j − vb, j v2, j + v21, j +
1
2
v22, j
)
. (B.17)
Using Taylor expansions for v1 and v2 around vb then gives
vT C v3 v = −
3
2
v2b, jub, j+1/2 +O
(
h2
)
. (B.18)
B.2. Diffusive terms
The contribution of the diffusive terms to the energy equation reads
uT Duu = ub, j
[
α1
((
∂u
∂x
)
1/2, j
−
(
∂u
∂x
)
b, j
)
−
((
∂u
∂x
)
−1/2, j
+
(
∂u
∂x
)
1/2, j
+
(
∂u
∂x
)
3/2, j
− 3
(
∂u
∂x
)
b, j
)]
+ u1, j
[
α1
((
∂u
∂x
)
3/2, j
−
(
∂u
∂x
)
1/2, j
)
−
((
∂u
∂x
)
5/2, j
−
(
∂u
∂x
)
−1/2, j
)]
+ u2, j
[
α1
((
∂u
∂x
)
5/2, j
−
(
∂u
∂x
)
3/2, j
)
−
((
∂u
∂x
)
7/2, j
−
(
∂u
∂x
)
1/2, j
)]
+ · · · . (B.19)
Regrouping gives
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(
∂u
∂x
)
b, j
(α1 − 9)ub, j +
(
∂u
∂x
)
−1/2, j
3(u1, j − ub, j) −
(
∂u
∂x
)
1/2, j
(
α1(u1, j − ub, j) − 3(u2, j − ub, j)
)
−
(
∂u
∂x
)
3/2, j
(
α1(u2, j − u1, j) − 3(u3, j − ub, j)
)+ · · · . (B.20)
The first term is recognized as the discrete counterpart of the boundary integral in (69). The last term is handled like the
interior terms. Since the first order derivatives are discretized as(
∂u
∂x
)
i+1/2, j
= y
72x
(
α1(ui+1, j − ui, j) − 3(ui+2, j − ui−1, j)
)
, (B.21)
it can be written as
−
(
∂u
∂x
)
3/2, j
(
α1(u2, j − u1, j) − 3(u3, j − ub, j)
)= −72xy
(
9
8
u2, j − u1, j
x
− 1
8
u3, j − ub, j
3x
)2
. (B.22)
This is the discrete equivalent of
∫
( ∂u
∂x )
2 dx, centered around (i+3/2, j). The second and third term in (B.20) should provide
a similar approximation to a volume centered around (i + 1/2, j). Evaluating (B.21) for i = 0 and i = −1 and ‘standard’
boundary conditions
u−2, j = 2ub, j − u2, j, (B.23)
u−1, j = 2ub, j − u1, j, (B.24)
gives (
∂u
∂x
)
1/2, j
= y
72x
(
α1(u1, j − ub, j) − 3(u2, j + u1, j − 2ub, j)
)
, (B.25)
(
∂u
∂x
)
−1/2, j
=
(
∂u
∂x
)
1/2, j
. (B.26)
Adding the second and third term in (B.20) gives(
∂u
∂x
)
−1/2, j
3(u1, j − ub, j) −
(
∂u
∂x
)
1/2, j
(
α1(u1, j − ub, j) − 3(u2, j − ub, j)
)
= −
(
∂u
∂x
)
1/2, j
(
α1(u1, j − ub, j) − 3(u2, j + u1, j − 2ub, j)
)
= −72xy
(
9
8
u1, j − ub, j
x
− 1
8
u2, j + u1, j − 2ub, j
3x
)2
. (B.27)
Taking all steps together, Eq. (B.19) can be written as
uT Duu = −
(
∂u
∂x
)
b, j
(α1 − 9)ub, j + · · ·
− 72xy
[(
9
8
u1, j − ub, j
x
− 1
8
u2, j + u1, j − 2ub, j
3x
)2
+
(
9
8
u2, j − u1, j
x
− 1
8
u3, j − ub, j
3x
)2
+ · · ·
]
.
(B.28)
This is the discrete equivalent of the right-hand side of (69).
For the v-component a similar analysis can be carried out.
Appendix C. Boundary stencil for the Poisson equation
In the interior the u-momentum equation reads:
u˙i, j = Nui, j −
(
Ωui, j
)−1(
Gu p
)
i, j, (C.1)
where Nu includes the convective and diffusive terms of the u-component, divided by the effective finite volume size (see
Eq. (30)). The time derivative of the divergence equation reads
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Inserting (C.1) gives the Laplace operator for a uniform grid:
1
x
(
1
8
pi−3, j − 274 pi−2, j +
783
8
pi−1, j − 3652 pi, j +
783
8
pi+1, j − 274 pi+2, j +
1
8
pi+3, j
)
= α1
(
Nui, j − Nui−1, j
)− α2(Nui+1, j − Nui−2, j)+ (v-component). (C.3)
Near a boundary the stencil of the Laplace operator is found in a similar way. Taking the time derivative of the divergence-
free constraint near the boundary (the first row of Eq. (36)) gives
(α1 − α2)u˙1, j − α2u˙2, j + (−α1 + 2α2)u˙b, j = 0, (C.4)
where we have ignored the v-component. Substituting the momentum equations for u˙1, j and u˙2, j gives
1
x
(
−677
8
p1 j + 7298 p2, j −
53
8
p3, j + 18 p4, j
)
= (α1 − α2)Nu1, j − α2Nu2, j + (−α1 + 2α2)u˙b, j . (C.5)
The effective (‘implied’) boundary condition for the pressure follows by subtracting Eq. (C.3) (for i = 1) from the last equa-
tion:
1
x
(
1
8
(p3, j − p−2, j) − 274 (p2, j − p−1, j) +
783
8
(p1, j − p0, j)
)
= α1Nub, j − α2
(
Nu−1, j + Nu1, j
)+ (−α1 + 2α2)u˙b, j .
(C.6)
Repeating this procedure for i = 2 gives the following stencil for the Poisson operator:
1
x
(
729
8
p1, j − 14598 p2, j +
783
8
p3, j − 274 p4, j +
1
8
p5, j
)
= α1
(
Nu2, j − Nu1, j
)− α2Nu3, j + α2u˙b, j, (C.7)
so the effective boundary condition is
1
x
(
1
8
(p2, j − p−1, j) − 274 (p1, j − p0, j)
)
= −α2Nub, j + α2u˙b, j . (C.8)
Similarly, for i = 3, the stencil of the Poisson operator is
1
x
(
−53
8
p1, j + 7838 p2, j −
365
2
p3, j + 7838 p4, j −
27
4
p5, j + 18 p6, j
)
= α1
(
Nu3, j − Nu2, j
)− α2(Nu4, j − Nu1, j), (C.9)
and the effective boundary condition is
1
x
1
8
(p1, j − p0, j) = 0. (C.10)
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