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Resumen: Gracias a la existencia de potentes teor´ıas de ana´lisis y s´ıntesis,
as´ı como a su directa representabilidad gra´ﬁca, las redes de Petri constituyen
uno de los formalismos ma´s aceptados en las aplicaciones de ingenier´ıa en las que
convienen modelos (de eventos) discretos. No obstante, a veces surgen problemas
de decidibilidad o, en sistemas con grandes poblaciones, de enorme complejidad
computacional. En este trabajo se presenta la urdimbre y algunos ﬂecos de la
teor´ıa desarrollada para una relajacio´n ﬂuida o continua de los modelos discretos
y dina´micos. Con ella se puede abordar eﬁcientemente el estudio de sistemas de
otra forma no abordables, al tiempo que se establecen algunos puentes a conceptos
y resultados del ana´lisis y s´ıntesis de prestaciones, o de la observacio´n y control de
sistemas denominados continuos, aunque las clases de modelos que se obtienen son
te´cnicamente, a veces tambie´n conceptualmente, h´ıbridos. Obviamente, el precio
que se paga por toda relajacio´n es una pe´rdida de ﬁdelidad en los modelos. En este
sentido se ha de tener en cuenta que, aunque inso´lito en aplicaciones de ingenier´ıa,
los modelos discretos pueden ser no continuizables, del mismo modo que no todo
sistema continuo no-lineal se puede aproximar satisfactoriamente por uno lineal
(pie´nsese, por ejemplo, en sistemas cao´ticos). Copyright c©2007 CEA-IFAC
Palabras Clave: Red de Petri, ciclo de vida, relajacio´n matema´tica, teor´ıa estruc-
tural, ana´lisis cualitativo, ana´lisis cuantitativo, optimizacio´n parame´trica, obser-
vacio´n y control dina´mico.
1. INTRODUCCIO´N
Las redes de Petri (RdP) constituyen una familia
de formalismos bien conocidos para el modelado,
ana´lisis y s´ıntesis de sistemas concurrentes y dis-
1 Los desarrollos presentados se han beneﬁciado en gran
parte de los proyectos CICYT y FEDER DPI2003-06376
y DPI2006-15390, as´ı como de la subvencio´n del Gobierno
de Arago´n al GISED como Grupo de Excelencia en Inves-
tigacio´n (2003-2007).
tribuidos formalizados como discretos (Peterson
1981, Brams 1983, Silva 2002, Silva 1993, Jensen
1997, David y Alla 2004, Valk y Girault 2003). Su
centralidad conceptual se constata al considerar
que son deﬁnibles axioma´ticamente (por el propio
Petri), como Sistema de Adicio´n de Vectores (Vec-
tor Addition System, VAS), a trave´s de la Teor´ıa
de Regiones de un grafo etiquetado (por codiﬁca-
cio´n del conjunto de nodos-estados globales), o a
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partir de la lo´gica lineal (lo´gica no mono´tona de
Girard) (Silva y Teruel 1996).
Partiendo de la base de que es impropio hablar de
sistemas continuos o discretos, ya que e´stas son
caracter´ısticas de los modelos, cabe apuntar que
por abuso del lenguaje se han lexicalizado las dos
expresiones, as´ı como la de sistema h´ıbrido. La
matematizacio´n como sistemas continuos dina´mi-
cos se remonta al menos a ﬁnales del siglo XVII,
principios del XVIII, e´poca en que se conﬁgura
el ca´lculo sublime (ca´lculo diferencial e integral)
merced al impulso, entre otros, de Newton o Leib-
nitz, as´ı como el ca´lculo de variaciones, donde
de mencionar un u´nico apellido habr´ıa que optar
por el de Bernouilli, sabiendo, que en realidad nos
referimos a toda una saga (Sussmann y Willems
1997). En suma, ma´s de trescientos an˜os de pers-
pectiva avalan estos desarrollos.
Sin embargo, la visio´n de sistemas dina´micos co-
mo (de eventos) discretos es mucho ma´s reciente.
Disciplina vertebrada en la interseccio´n de la Au-
toma´tica, la Investigacio´n de Operaciones y la In-
forma´tica, se puede considerar su nacimiento den-
tro de la segunda mitad del pasado siglo XX. Por
ello, entre otras cosas, pero muy principalmente
por la necesaria multifuncionalidad a lo largo del
ciclo de vida, no existe para ellos un marco formal
u´nico, que sea aceptado con ide´ntico consenso al
que existe para las ecuaciones diferenciales en el
a´mbito de los sistemas modelados como continuos.
En los sistemas discretos se asume que las varia-
bles de estado, memorizacio´n del pasado dina´mi-
co, se pueden modelar como discretas, codi-
ﬁca´ndose, segu´n los formalismos, con alfabetos
varios, o nume´ricamente, por ejemplo. En las redes
de Petri el estado, denominado marcado, se codi-
ﬁca con variables: booleanas, en las redes Elemen-
tales; nume´ricas (con naturales), en las redes Lu-
gar/Transicio´n; o con polinomios en ciertas redes
de Alto Nivel (por ejemplo, las redes Coloreadas).
Dicho esto, los desarrollos que se presentan en este
trabajo parten del nivel de abstraccio´n interme-
dio, de entre los tres mencionados. En cualquier
caso, aceptando que puede convenir que un sis-
tema sea modelado en un momento determinado
como discreto, cabe observar que los cambios de
valor de su estado sera´n bruscos, puesto que se
“salta” de un valor discreto a otro. Esos cam-
bios se producen merced a eventos (sobre apuntes
lingu¨´ısticos acerca de cuestiones relativas a “siste-
mas de eventos discretos”, ve´ase (Silva 2006b)).
Eso hace que los modelos basados en redes de
Petri se construyan empleando dos clases de ob-
jetos: los lugares (que designan a las variables de
estado locales) y las transiciones (cuya actividad
-eventos- puede cambiar el valor de algunas de
las anteriores). Se denomina marcado del sistema
discreto dina´mico al conjunto de los valores de las
variables denominadas lugares.
Las redes de Petri se deﬁnen como modelos en
los que estados y eventos esta´n en alternancia.
Se representan gra´ﬁcamente mediante grafos bi-
partidos, como ocurre tambie´n con las redes de
Colas (RdC), o incluso con formalismos que ma-
nejan visiones continuas como son los diagramas
de Forrester (DdF). Los almacenes (de o´rdenes
de ejecucio´n, de productos parcialmente elabora-
dos, de recursos. . . ) se denominan colas (RdC),
depo´sitos (DdF), o lugares (RdP); la evolucio´n
en los anteriores se realiza merced a estaciones
donde residen servidores (RdC), va´lvulas (DdF)
o transiciones (RdP). En todos ellos subyace una
lo´gica de evolucio´n del tipo produccio´n/consumo:
para producir algo, se necesita consumir otros
elementos, bien deﬁnitivamente, o bien temporal-
mente (por ejemplo, recursos reutilizables, que son
retornados tras la operacio´n). La localidad de los
estados parciales (de donde el marcado global es
un estado distribuido), y de los eventos hacen que
en la construccio´n de modelos se puedan emplear
estrategias descendentes y modulares (o ascenden-
tes).
Las redes de Petri no son un simple formalismo,
del mismo modo que el disen˜o y realizacio´n de un
sistema no es algo que se produzca monol´ıticamen-
te en una simple fase o etapa. Dicho de otro modo,
el ciclo de vida de los sistemas (en particular de
produccio´n) comprende muy diversas fases, y su
creciente complejidad hace que el empleo de me´to-
dos formales sea cada vez ma´s importante. De
forma tradicional se procede empleando para cada
fase un formalismo diferente (grafos o diagramas
de estado, ma´quinas de estado algor´ıtmicas, redes
de colas, PERTs o grafos conjuntivos/ disyun-
tivos. . . ), entre los considerados espec´ıﬁcamente
ma´s “adecuados”. No obstante, es bien sabido que
la “optimizacio´n” de las partes de un sistema no
lleva forzosamente a un o´ptimo global, algo que
aqu´ı se puede aplicar a la secuencia de visiones o
fases de disen˜o y operacio´n del mismo. Por ello, se
aboga por la idea de emplear un paradigma formal
de modelado que permita acometer econo´mica-
mente el trabajo en su conjunto, facilita´ndose la
coherencia entre fases, as´ı como el establecimiento
de sinergias entre las mismas. Es decir, se trata de
optimizar globalmente el ciclo de vida.
El paradigma de modelado basado en redes de
Petri se puede ver construido sobre la base de
los diferentes niveles de abstraccio´n de los mode-
los (con variables booleanas, nume´ricas, polino-
mios. . . ) (Silva y Teruel 1996) y de las interpre-
taciones (asociacio´n de signiﬁcados a los lugares y
transiciones), as´ı como la conexio´n del modelo con
el mundo exterior (guardas o condiciones lo´gicas
externas, eventos, temporizaciones, procedimien-
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tos de ordenacio´n a niveles superiores. . . ) (Sil-
va y Teruel 1998, Silva 2006a). A la coherencia
y economı´a que supone el empleo de diferentes
modelos de un mismo paradigma, hay que an˜adir
beneﬁciosos efectos de sinergia en los ana´lisis de
los diferentes modelos por fases (la comprensio´n
de una determinada propiedad en uno de ellos
permite mejorar la de otras en otros modelos).
Por ello, en nuestra estrategia de investigacio´n
siempre procuramos aplicar esta visio´n de conjun-
to, desplaza´ndonos en los difusos l´ımites concep-
tuales y metodolo´gicos de las teor´ıas de Control,
Informa´tica, e Investigacio´n de Operaciones, rea-
lizando pequen˜as transgresiones que dotan a la
investigacio´n de alicientes adicionales.
Las visiones plasmadas por los modelos (de even-
tos) discretos son particularmente interesantes en
sistemas realizados artiﬁcialmente (de manufac-
tura, de transporte, log´ısticos, de coordinacio´n de
trabajos. . . ). Ahora bien, si el sistema esta´ muy
poblado (i.e., existen muchos elementos, sean ac-
tivos o pasivos: piezas, veh´ıculos, clientes, posicio-
nes en almacenes. . . ) el ana´lisis del mismo puede
ser computacionalmente muy diﬁcultoso, incluso
imposible en la pra´ctica, bien por incapacidad de
decidir, bien por problemas de explosio´n de esta-
dos (globales). En suma, a pesar de las potencias
de ca´lculo disponibles, los problemas pueden ser
dif´ıcilmente tratables en la pra´ctica. Ello lleva a
la idea de relajar el modelo. Es decir, a asumir
una cierta pe´rdida de ﬁdelidad, con la esperanza
de ganar en capacidad de ana´lisis, en particular
reducir dra´sticamente la complejidad computacio-
nal asociada a los procedimientos de ana´lisis o
s´ıntesis.
En el caso presente, se relajan las redes Lu-
gar/Transicio´n por ﬂuidiﬁcacio´n o continuizacio´n.
La idea no es nueva en el a´mbito de los modelos
formales. Por ejemplo, se utiliza cuando se pasa
de un problema lineal de programacio´n en los
enteros a otro problema de programacio´n lineal
en los reales (eventualmente no negativos), lo
que ﬁnalmente supone algoritmos polino´micos de
ca´lculo, o al relajar una red de colas en una ﬂui-
da (Mandelbau y Chen 1991, Chen y Yao 2001).
En el caso de redes de Petri se relaja el disparo
de las transiciones, lo que lleva a que las varia-
bles naturales que representan el marcado de los
lugares tomen valores en los reales no negativos.
La presentacio´n de las primeras ideas de ﬂuidiﬁca-
cio´n en redes de Petri se remontan a dos de´cadas
atra´s, con motivo del 8th European Workshop on
Applications and Theory of Petri Nets (Zaragoza,
junio, 1987), ahora International Conference on
Applications and Theory of Petri Nets. Rene´ Da-
vid (INP Grenoble) las planteaba inspirado en la
ﬂuidiﬁcacio´n de redes de colas (para una revisio´n
en marco amplio, (David y Alla 1992)), mientras
que con Jose´ Manuel Colom, propon´ıamos el uso
sistema´tico de la programacio´n lineal y geometr´ıa
convexa para el estudio de sistemas discretos, a
partir de su ecuacio´n de estado (una visio´n de
conjunto de lo perseguido, y lo obtenido en esta
segunda aproximacio´n se puede ver en (Silva et al.
1998)). Ma´s recientemente, se reﬂejan resultados
de ambas aproximaciones en (David y Alla 2004).
En esencia, partiendo de un modelo de red dis-
creto, la ﬂuidiﬁcacio´n se aplica al disparo de una
transicio´n (ahora se podra´ disparar media vez, o
una y tres cuartos, por ejemplo), con lo que su
contador de disparos y el marcado de los lugares
en su entorno devienen variables continuas. Si se
ﬂuidiﬁcan todas las transiciones, el modelo de
red se dice continuo (aunque te´cnicamente sea
h´ıbrido, como se vera´ posteriormente). Si no, co-
existira´n marcados enteros y continuos, y la red
sera´ denominada h´ıbrida. En este trabajo se re-
sumen algunas de las l´ıneas desarrolladas en el
a´mbito de las redes continuas, siempre buscando
la coherencia con lo obtenible del modelo discreto
del que se asume se puede derivar, y empleando
al ma´ximo los resultados de la teor´ıa estructural
de ana´lisis de las redes, es decir, resultados en
los que el estado (marcado) inicial es, en esencia,
un para´metro; dicho de otro modo, considerar
simplemente como un u´ltimo recurso el empleo
de te´cnicas de simulacio´n o de enumeracio´n de
estados, aproximaciones a las que, sin embargo,
en el estado actual de conocimientos, hay que
acudir con cierta frecuencia en el desarrollo de la
ingenier´ıa correspondiente.
Finalmente, cabe apuntar que existen modelos
alternativos h´ıbridos basados en redes de Petri.
Por un lado, ﬂuidiﬁcando so´lo unos pocos luga-
res, sobre la base de una red estoca´stica, l´ınea
propuesta desde la Universidad de Duke (Hor-
ton et al. 1998); en el LAAS (Champagnat et
al. 1998, Champagnat et al. 2001) se consideran
modelos h´ıbridos basados en una red discreta,
asocia´ndole a los marcados de lugares sistemas de
ecuaciones diferenciales (pro´ximo a e´sta: (Demon-
godin y Koussoulas 1998)). Muy centrado en las
l´ıneas desarrolladas por nuestro grupo en Zarago-
za desde 1999, con la colaboracio´n de colegas de
diversas universidades, el presente trabajo parte
recordando que´ es una red de Petri auto´noma (no
interpretada) discreta y co´mo se ﬂuidiﬁca (o conti-
nuiza). Posteriormente se hace e´nfasis en te´cnicas
de ana´lisis, as´ı como en las diferencias que pueden
exhibir los modelos discreto y continuo asociados
a una misma red. Se destacan aspectos como la
decidibilidad y la relativamente baja complejidad
algor´ıtmica para problemas de ana´lisis y s´ıntesis
frecuentes. La introduccio´n de una base temporal
asociada al disparo de transiciones plantea pro-
blemas porque la eleccio´n de la sema´ntica ma´s
apropiada (problema de modelado al ﬁn y al cabo)
puede llevar a conclusiones relativamente diferen-
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tes. En particular se exploran la sema´ntica de
ﬁnitos servidores (“pocos” servidores, pero “mu-
chos” clientes), y la de inﬁnitos servidores (“mu-
chos” servidores y “muchos” clientes); tambie´n se
menciona una sema´ntica basada en el producto de
marcados, derivable de la de inﬁnitos servidores,
de especial intere´s para modelos poblacionales. La
potencia expresiva con inﬁnitos servidores es tal
que se pueden simular ma´quinas de Turing, con
lo que ello arrastra de indecidibilidades; por otro
lado, el empleo de productos permite la simula-
cio´n de modelos cao´ticos. Por u´ltimo, la bu´squeda
de interpretaciones a nivel de red de conceptos
como observabilidad, control o´ptimo en re´gimen
permanente (problema de complejidad polino´mi-
ca si todas las transiciones son controlables y
la funcio´n objetivo es lineal), o control dina´mico
(esencialmente, pero no u´nicamente basado en
aproximacio´n MPC, Model Predictive Control),
cierran la presentacio´n.
2. REDES DE PETRI AUTO´NOMAS
DISCRETAS Y CONTINUAS. MARCO
CONCEPTUAL.
2.1 Red de Petri discreta.
Deﬁnicio´n 1. (Red de Petri discreta). Una red de
Petri es una estructura deﬁnida como N =
〈P, T,Pre,Post〉 donde P y T son conjuntos dis-
juntos de lugares y transiciones respectivamente,
y Pre, Post son las matrices de pre- y post-
incidencia en N|P |×|T |.
Una RdP se puede representar gra´ﬁcamente como
un grafo bipartido dirigido: los lugares se represen-
tan como c´ırculos, y las transiciones como barras
o recta´ngulos. Pre[p, t] = w > 0 signiﬁca que hay
un arco de p a t con peso o multiplicidad w, y
Post[p, t] = w > 0 representa un arco de t a p
con peso w. Dado un nodo v ∈ P ∪ T , se deﬁne
•v (v•), como el conjunto de sus nodos de entrada
(salida). Para que la RdP represente un sistema
dina´mico hay que deﬁnir un estado inicial.
Deﬁnicio´n 2. Un sistema dina´mico 〈N ,m0〉 esta´
compuesto por una red de Petri N y un marcado
inicial m0 ∈ N|P |, que no es ma´s que el estado
distribuido inicial.
La evolucio´n del marcado (estado) se basa en una
regla de disparo que responde a una lo´gica de
consumo/produccio´n de recursos; se puede enun-
ciar como: si existen suﬁcientes recursos puede (no
tiene por que´) hacerse la evolucio´n.
Una transicio´n t esta´ sensibilizaba en un marcado
m si m ≥ Pre[P, t]; y su disparo lleva a un nuevo
marcado m′ = m + C[P, t]. Esto se denota como
m t−→m′, y se dice que m′ es un marcado alcan-
zable (desde m). El espacio de alcanzabilidad es
el conjunto de marcados alcanzables desde m0, y
se denota como CA(N ,m).
Dada una RdP 〈P, T,Pre,Post,m0〉, con matriz
de incidencia C = Post−Pre, si m es alcanzable
por el disparo de una secuencia σ ∈ T ∗, es decir,
si m0 σ−→m, entonces: m = m0+C ·σ donde σ[t]
es el nu´mero de disparos de t en σ (el contador
de disparos). A esta ecuacio´n, con variables en los
naturales, se le conoce como ecuacio´n fundamental
o ecuacio´n de estado.
Desgraciadamente, aun interpreta´ndola en los na-
turales, satisfacer la ecuacio´n de estado es condi-
cio´n necesaria pero no suﬁciente, en general, para
la alcanzabilidad; los marcados que son solucio´n
de la ecuacio´n pero no son alcanzables se denomi-
nan espurios. Por ejemplo, en el sistema dina´mico
de la Figura 1, el marcado [0, 1, 0, 0] veriﬁca la
ecuacio´n de estado con vector de disparos [0, 1, 1],
pero no es alcanzable ya que no existe una se-
cuencia disparable formada for t2 y t3. Debido a
la existencia de marcados espurios, resulta que a
trave´s de la ecuacio´n de estados so´lo se podra´n
semi-decidir las propiedades analizadas. No obs-
tante, existen subclases de redes en las que no hay
marcados espurios (o estos no son singularmente
problema´ticos).
Figura 1. El marcado [0, 1, 0, 0] es una solucio´n
espuria de la ecuacio´n de estado.
Los anuladores derecho e izquierdo de la matriz
de incidencia C son dos objetos estructurales que
reciben el nombre de T- y P-ﬂujos, respectivamen-
te. Si son no negativos se denominan semiﬂujos.
Si existe un P-semiﬂujo estrictamente positivo, es
decir y > 0 tal que y ·C = 0, se dice que la red es
conservativa, y si existe un T-semiﬂujo positivo,
es decir x > 0 tal que C ·x = 0, se dice que la red
es consistente.
Los ﬂujos son importantes porque inducen rela-
ciones de invariancia enraizadas en la estructura
que son u´tiles para razonar acerca del compor-
tamiento del sistema. Por ejemplo, si y ≥ 0
veriﬁca y · C = 0, entonces para todo marcado
inicial m0, todo marcado alcanzable m veriﬁca:
y ·m = y ·m0 + y ·C · σ = y ·m0. Es decir, los
P-semiﬂujos corresponden a leyes de conservacio´n
de marcas. Ana´logamente, si x ≥ 0 veriﬁca C ·
x = 0, se tiene que m = m0 + C · x = m0. Es
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decir, los T-semiﬂujos corresponden a potenciales
secuencias repetitivas. Los semiﬂujos cuyo soporte
no contiene otros semiﬂujos, y tal que el mı´nimo
comu´n denominador de sus componentes es 1 se
llaman semiﬂujos mı´nimos. Por ejemplo, el siste-
ma de la Figura 2 tiene 2 T-semiﬂujos mı´nimos
[1 1 0 0 1 1], y [0 0 1 1 0 0], pero no se pueden
disparar aislados.
t1
t2
t3
t4 t6
t5
p1 p2 p3 p4
p5
p6
Figura 2. El T-semiﬂujo mı´nimo [1 1 0 0 1 1] no
se puede disparar aisladamente.
Una transicio´n t es viva si desde todo marcado
alcanzable puede llegar a disparase, es decir, para
todo m ∈ CA(N ,m0) existe un marcado m′ al-
canzable desdem en el que t esta´ sensibilizada. Un
sistema es vivo si todas sus transiciones lo son. La
vivacidad asegura que todas las acciones se pueden
volver a realizar. Una red es estructuralmente viva
si existe al menos un marcado inicial (ﬁnito) que
hace el sistema vivo. Dicho de otro modo, una
red estructuralmente no viva no admite ningu´n
marcado que la haga viva, de donde se inﬁere una
patolog´ıa estructural.
Un sistema es libre de bloqueo si en todo marca-
do alcanzable hay alguna transicio´n sensibilizada
(algo ana´logo a que el motor “no se gripa”). Cla-
ramente la ausencia de bloqueo es una condicio´n
necesaria para vivacidad.
Un sistema es reversible si desde todo marcado
alcanzable es posible volver al marcado inicial (y
por tanto a cualquier otro marcado alcanzable).
Un sistema es limitado si todos sus lugares son
limitados, es decir, para cualquier marcado alcan-
zable el nu´mero de marcas en cada lugar esta´ aco-
tado. Una red es estructuralmente limitada si pa-
ra todo marcado inicial el sistema es limitado.
Utilizando el Lemma de Farkas (Murty 1983) se
puede demostrar que es equivalente que una red
sea estructuralmente limitada o que exista y > 0
tal que y ·C ≤ 0.
Dos transiciones esta´n en conﬂicto si el disparo
de una limita o impide el disparo de la otra.
Ma´s formalmente, t, t′ ∈ T esta´n en conﬂicto si
existen k, k′ ∈ N tal que m ≥ k · Pre[P, t] y
m ≥ k′ · Pre[P, t′], pero m 
≥ k · Pre[P, t] +
k′ · Pre[P, t′]. Para que esto ocurra, es necesario
que los predecesores de t y t′ no sean disjuntos
(•t ∩ •t′ 
= ∅), y en ese caso decimos que t y t′
esta´n en conﬂicto estructural.
La relacio´n de conﬂicto estructural no es transiti-
va. Por ejemplo, en la Figura 3 las transiciones t1
y t2, y las transiciones t2 y t3 esta´n en relacio´n
de conﬂicto estructural, pero t1 y t3 no esta´n
en relacio´n de conﬂicto estructural, dado que no
comparten ningu´n lugar de entrada. Se deﬁne la
relacio´n de conﬂictos acoplados como su clausura
transitiva, y es una relacio´n de equivalencia. El
conjunto de todas estas clases de equivalencia se
denota A (Conjunto de Conjuntos de Conﬂic-
tos Acoplados). Por ejemplo, en la Figura 3 t1 ,
t2 y t3 esta´n en relacio´n de conﬂicto acoplado,
A = {{t1, t2, t3}}. Dada una red, si Pre[P, t] =
Pre[P, t′] 
= 0, se dice que t y t′ esta´n en relacio´n
de conﬂicto igualado. Esta es una relacio´n de equi-
valencia, y establece una particio´n en el conjunto
de las transiciones, I (Conjunto de Conjuntos de
Conﬂictos Igualados). En la Figura 3 ninguna
transicio´n esta´ en relacio´n de conﬂicto igualado
con otra, I = {{t1}, {t2}, {t3}}. En cambio, en
la Figura 4, t1 y t2 esta´n en relacio´n de conﬂicto
igualado, I = {{t1, t2}}.
Figura 3. Relacio´n de conﬂicto acoplado.
Figura 4. Relacio´n de conﬂicto igualado.
Muchas subclases de redes se deﬁnen restringiendo
o eliminando la mezcla de elecciones y sincroniza-
ciones. Por ejemplo, en las redes Sin Eleccio´n cada
lugar tiene como mucho una transicio´n de salida
(∀p |p•| ≤ 1), y en las redes Sin Sincronizacio´n
cada transicio´n tiene como mucho una entrada
(∀t |•t| ≤ 1). Las redes de Conﬂictos Igualados
son redes en las que si dos transiciones tienen un
lugar de entrada comu´n, todas sus entradas son
exactamente iguales (•t ∩ •t′ 
= ∅ ⇒ Pre[P, t] =
Pre[P, t′]); si adema´s todos los arcos tienen peso
1, reciben el nombre de redes de Eleccio´n Libre
(porque no existen condicionantes externos a la
resolucio´n local y libre del conﬂicto). Los grafos
marcados son redes en las que cada lugar tiene
una u´nica transicio´n de entrada y una de salida
(∀p |•p| = |p•| = 1), y los arcos tienen peso
1. Otra clase importante son las redes mono-T-
semiﬂujo, que son redes conservativas, consisten-
tes con un u´nico T-semiﬂujo mı´nimo x (es decir,
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para cada transicio´n ti hay un u´nico T-semiﬂujo
tal que x[ti] = 1). En este tipo de redes la relacio´n
entre el nu´mero de disparos de las transiciones,
cuando el nu´mero de disparos tiende a inﬁnito,
queda completamente deﬁnida por la estructura
de la red. La Figura 5 representa la relacio´n entre
algunas de estas clases.
Figura 5. Algunas relaciones entre subclases de
redes.
Ligado a las sincronizaciones, aparece el concepto
de conﬁguracio´n: una conﬁguracio´n asigna a cada
transicio´n uno de sus lugares de entrada. Por
lo tanto, el nu´mero de conﬁguraciones posibles
esta´ acotado por Πt∈T |•t|. El espacio de alcan-
zabilidad puede dividirse en regiones en funcio´n
de las conﬁguraciones “activas”.
Deﬁnicio´n 3. Sea N una red de Petri. Una conﬁ-
guracio´n Ck de N es una aplicacio´n de T en P tal
que Ck(t) ∈ •t, es decir, elige para cada transicio´n
uno de sus lugares de entrada. Si Ck es una conﬁ-
guracio´n, Rk denota la regio´n correspondiente:
Rk =
{
m ∈ (R≥0)|P | | ∀t ∈ T,
m[Ck(t)]
Pre[Ck(t), t] = mı´np∈
•t
{ m[p]
Pre[p, t]
}}
Estas regiones son poliedros y, exceptuando la
frontera, son disjuntos.
Por ejemplo, la red de la Figura 2 tiene 4 conﬁgu-
raciones, segu´n si se asocia a p2 o´ p6 a t2 y p3 o´ p5
a t5. Utilizaremos (pi, tj) para sen˜alar que el lugar
pi ∈ •tj esta´ asociado a tj en la conﬁguracio´n.
Puede ocurrir que en una sincronizacio´n uno de
los lugares de entrada en realidad nunca limite
el disparo. Es decir, que existan regiones vac´ıas
para el sistema con ese marcado inicial. Dado un
sistema, si un lugar nunca es el u´nico que limita
el disparo de sus transiciones de salida, se dice
que es un lugar impl´ıcito, y puede eliminarse sin
modiﬁcar el comportamiento del sistema.
Deﬁnicio´n 4. Sea una red 〈P ∪ {p}, T,Pre,Post〉
y m0 un marcado inicial. El lugar p es impl´ıcito
para m0 si el conjunto de secuencias dispara-
bles en 〈P, T,Pre[P, T ],Post[P, T ],m0[P ]〉 coin-
cide con las disparables en el sistema original.
Ejemplo 1. Sea el modelo de un sistema ﬂexible
de manufactura de la Figura 6. Las piezas de
tipo A se procesan primero en la ma´quina M1
y a continuacio´n en la ma´quina M2, mientras
que las piezas de tipo B se procesan primero en
M2 y luego en M1. Los productos intermedios se
almacenan en B 1A y B 1B, y los productos ﬁnales
en B 2A y B 2B, respectivamente. La ma´quina M3
toma una parte A y una parte B y ensambla el
producto ﬁnal, que se almacena temporalmente en
B 3. En B 3 hay espacio para almacenar hasta 10
productos. Puede haber hasta 10 piezas de tipo A
(10 piezas de tipo B) que se encuentren en B 1A
(B 1B), o siendo procesadas por M1 o M2. Las pie-
zas se mueven en pallets, y se dispone de 20 pallets
de tipo A y 15 pallets de tipo B. En suma, en este
sencillo caso, se tienen tres ma´quinas secuenciales
(auto´matas ﬁnitos), cuatro almacenes intermedios
y uno terminal. Las relaciones existentes son de
exclusio´n mutua (actividades de M1 y M2) o de
produccio´n-consumo.
Con este marcado inicial todas las regiones contie-
nen marcados. Sin embargo, si m0[Max B] > 15,
Max B nunca restringe el disparo de S M2 B, y
por tanto existen regiones vac´ıas. Como esta es
la u´nica transicio´n de salida de Max B, esta´ claro
que e´ste es un lugar impl´ıcito para este marcado
inicial.
2.2 Red de Petri continua.
La estructura de una red de Petri continua es la
misma que la de una red de Petri discreta. Lo
u´nico que cambia es la regla de disparo (y por
lo tanto el marcado), que se relaja permitiendo
disparar las transiciones en cantidades no enteras,
pero positivas.
Deﬁnicio´n 5. Un sistema continuo 〈N ,m0〉 es-
ta´ compuesto por una red de Petri “cla´sica” N =
〈P, T,Pre,Post〉, y un marcado m0 ∈ (R≥0)|P |,
es decir deﬁnido en los reales no negativos.
El concepto de sensibilizacio´n de una transicio´n
se extiende al caso continuo de forma inmedia-
ta: puesto que las transiciones se pueden dis-
parar en cualquier cantidad, no necesariamente
entera, para que se pueda disparar basta con
que todos los lugares de entrada de la transicio´n
este´n marcados, i.e., t esta´ sensibilizada en m si
∀p ∈ •t, m[p] > 0. Al igual que en los siste-
mas discretos, el grado de sensibilizacio´n mide
la ma´xima cantidad en la que una transicio´n se
puede disparar en un paso, y viene dado por
mı´np∈•t{m[p]/Pre[p, t]}. El disparo de t en una
cantidad α ≤ mı´np∈•t{m[p]/Pre[p, t]} lleva a un
nuevo marcado m′ = m+ α ·C[P, t].
10 Redes de Petri Continuas: Expresividad, Análisis y Control de una Clase de Sistemas Lineales Conmutados
Figura 6. Modelo red de Petri de un sistema de manufactura.
Las propiedades meramente estructurales de las
RdP discretas se transponen de forma inmediata
a las continuas, por ejemplo, P- y T-(semi)ﬂujos,
consistencia, conservatividad, conexio´n del grafo,
trampas, conjuntos de conﬂictos igualados I y
acoplados A. . .
En las propiedades comportamentales la extensio´n
no es tan simple como cabr´ıa esperar en un primer
momento. Por ejemplo, el disparo de transiciones
en redes continuas se puede hacer en cantidades
muy pequen˜as, de forma que una red puede es-
tar “casi” bloqueada sin llegar nunca a pararse
completamente. Por ejemplo, en el sistema de la
Figura 7, cada vez que se disparan t1 y t2 en
la ma´xima cantidad posible, el marcado de p1
se reduce a la mitad. Por lo tanto, se pueden
encontrar un marcado tan pequen˜o como se desee,
pero nunca se llega a cero (como en la cla´sica
paradoja de Zeno´n).
p
1 t 1 p2 t 22
Figura 7. El sistema es estructuralmente no vivo
como discreto, pero como continuo nunca se
bloquea completamente con secuencias ﬁnitas
de disparos.
Para mantener la coherencia con el caso discreto,
parece razonable el considerar los marcados l´ımite,
i.e. a trave´s de secuencias inﬁnitas, como alcan-
zables. En (Recalde et al. 1999) se introdujo el
concepto de alcanzabilidad en el l´ımite, estudiado
ma´s en profundidad en (Ju´lvez et al. 2003).
Deﬁnicio´n 6. Sea 〈N ,m0〉 un sistema RdP con-
tinuo. Se deﬁne CA(N ,m0) como el Conjunto
Alcanzable de marcados que se obtiene dispa-
rando una secuencia ﬁnita, y lim-CA(N ,m0) co-
mo su extensio´n a secuencias inﬁnitas. Es decir,
lim-CA(N ,m0) se forma an˜adiendo a CA(N ,m0)
los marcados que son l´ımite de secuencias de mar-
cados pertenecientes a CA(N ,m0).
A partir del concepto de alcanzabilidad se ex-
tienden de forma inmediata las propiedades de
vivacidad y ausencia de bloqueo deﬁnidas en el
caso discreto.
Deﬁnicio´n 7. Un sistema 〈N ,m0〉 es lim-vivo si
para todo m ∈ lim-CA(N ,m0) y para toda
transicio´n t ∈ T existe un marcado sucesor
m′ ∈ lim-CA(N ,m) tal que m′[•t] > 0.
Un sistema 〈N ,m0〉 es lim-libre-de-bloqueo si
para todo marcado m ∈ lim-CA(N ,m0) existe
una transicio´n t ∈ T tal que m[•t] > 0.
Un sistema 〈N ,m0〉 es lim-limitado si existe k ∈
R
|P | tal que todo marcado m ∈ lim-CA(N ,m0)
veriﬁca m ≤ k.
Obse´rvese que aunque en la deﬁnicio´n de limi-
tacio´n se ha empleado lim-CA, se pod´ıa haber
deﬁnido igual restringie´ndolo a secuencias ﬁnitas,
ya que cualquier cota va´lida para los marcados
alcanzables con secuencias ﬁnitas sera´ va´lida para
los marcados l´ımite.
El sistema de la Figura 7 permite tambie´n obser-
var que en redes de Petri continuas es posible tener
secuencias inﬁnitas donde todos los marcados sean
diferentes y este´n limitados. Esto es algo que no
ocurre con redes de Petri discretas donde no exis-
ten secuencias inﬁnitas en las que los marcados
este´n acotados y no se repitan.
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En redes de Petri discretas es posible que un
sistema sea limitado, pero no estructuralmente
limitado (ver Figura 4.3 de (Silva 2002)). Esto se
debe a que pueden existir vectores de disparo que
hagan crecer el marcado, pero que no sean nunca
disparables con ese marcado inicial concreto. En el
caso continuo, si todas las transiciones son dispa-
rables desde algu´n marcado alcanzable desde m0,
las dos propiedades son equivalentes, ya que se
puede garantizar que hay un marcado alcanzable
desde el que se puede disparar ese vector que hace
crecer el marcado. Dicho de otro modo, el sistema
continuo 〈N ,m0〉 es limitado si y so´lo si la red N
es estructuralmente limitada.
Teorema 1. (Recalde et al. 1999) Sea 〈N ,m0〉
un sistema continuo en el que toda transicio´n es
disparable al menos una vez. Es equivalente:
〈N ,m0〉 es limitado.
N es estructuralmente limitada.
existe y > 0 tal que y ·C ≤ 0.
Para todo x > 0 tal que C ·x ≥ 0, C ·x = 0.
Por lo tanto, si un sistema continuo es limitado,
tambie´n lo es como discreto, aunque el contrario
no siempre es cierto. Este teorema estructural, en
sus dos u´ltimas aﬁrmaciones da visiones alternati-
vas (basadas en lugares y transiciones, respectiva-
mente) cuya equivalencia reposa en los conocidos
teoremas de alternativas (Murty 1983).
Igual que ocurre en el caso discreto, en redes
de Petri continuas no se veriﬁcan propiedades
generales de monoton´ıa. Por ejemplo, aumentar
el marcado de un lugar puede hacer que una red
viva deje de serlo. El sistema de la Figura 8 es
vivo, pero si m0[p2] = 2, disparando t1t1 la red
queda bloqueada. Sin embargo, s´ı que se cumplen
propiedades de homotecia o de escalabilidad del
marcado. Es decir, las propiedades del sistema
continuo no var´ıan si su marcado se multiplica
por una constante, algo que no se cumple en
general en el caso discreto. Por ejemplo, la red
de la Figura 9(b) es viva como discreta con este
marcado, pero no lo es si el marcado inicial
se multiplica por 2. Esta propiedad se puede
interpretar tambie´n como una condicio´n que es
lo´gico exigir al sistema para que su aproximacio´n
continua tenga sentido.
Otra propiedad de las redes de Petri continuas que
no se veriﬁca en el caso discreto es la convexidad
de los espacios de alcanzabilidad (tanto usando
secuencias ﬁnitas como inﬁnitas).
Propiedad 1. Sea el sistema continuo 〈N ,m0〉.
Para todo m1 y m2 ∈ CA(N ,m0) (m1,m2 ∈
lim-CA(N ,m0)), cualquier marcado m = αm1 +
(1− α)m2, con α ∈ [0, 1] pertenece a CA(N ,m0)
(respectivamente, pertenece a lim-CA(N ,m0)).
p1 p2
p3
t1
t2
2
Figura 8. El sistema es vivo con este marcado,
pero deja de serlo si se aumenta el marcado
de p2 a 2 marcas.
Sin embargo, hay que tener presente que la conti-
nuizacio´n es una relajacio´n y hay propiedades que
no tiene sentido estudiar en el modelo continuo.
Por ejemplo, la exclusio´n mutua en el acceso a
un recurso esta´ basada en el cara´cter discreto.
Adema´s, en el caso continuo, algunas propiedades
pueden confundirse y perder la distincio´n entre
ellas. Por ejemplo, en condiciones bastante genera-
les lim-vivacidad y lim-reversibilidad (es decir, pa-
ra todo marcado m ∈ lim-CA(N ,m0) se veriﬁca
quem0 ∈ lim-CA(N ,m)) son equivalentes (Ju´lvez
et al. 2003).
En (Ju´lvez et al. 2003) se estudia tambie´n la
decidibilidad del problema de alcanzabilidad, de-
mostra´ndose que, como ocurre en el caso discre-
to, es decidible (tanto para el caso de secuencias
de disparo ﬁnitas como inﬁnitas). En (Recalde
et al. 2007) se demuestra que propiedades como
vivacidad y ausencia de bloqueos son tambie´n
decidibles. En general, el estudio de estas pro-
piedades resulta computacionalmente mucho ma´s
sencillo que en el caso de redes discretas, ya que
problemas de programacio´n entera se transforman
en problemas de programacio´n lineal.
3. RED DE PETRI CONTINUA AUTO´NOMA:
ANA´LISIS.
Como en el caso discreto (Silva et al. 1998), la
ecuacio´n de estado tambie´n puede usarse en el
ana´lisis de redes de Petri continuas, simplemen-
te eliminando las restricciones de integralidad.
Ide´nticamente, la ecuacio´n de estado puede tener
soluciones espurias. Sin embargo, bajo condiciones
muy generales y frecuentes, en la pra´ctica si la
red es consistente (∃x > 0 tal que C · x = 0) y
todas las transiciones se pueden disparar, la ecua-
cio´n de estado ¡no tiene soluciones espurias!, es
decir, el conjunto lim-CA(N ,m0) coincide con las
soluciones de la ecuacio´n de estado. Los detalles
sobre la relacio´n entre ambos conjuntos y otros
con diferentes matices se pueden ver en (Recalde
et al. 1999, Ju´lvez et al. 2003).
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Teorema 2. (Recalde et al. 1999) Si (N ,m0) es
consistente, y toda transicio´n se puede llegar a
disparar,
lim-CA(N ,m0) = {m ≥ 0 | m = m0 +C ·σ,
σ ≥ 0}
El espacio de alcanzabilidad es por tanto un poli-
topo, y para decidir sobre la alcanzabilidad basta
con resolver un problema de programacio´n lineal,
es decir, se decide con complejidad polinomial en
tiempo.
Lamentablemente, la vivacidad de la red continua
no es, en general, ni condicio´n necesaria ni suﬁ-
ciente de vivacidad de la red discreta. Por ejemplo,
la red de la izquierda en la Figura 9 es viva como
continua, pero no como discreta, y la red de la
derecha es viva como discreta, pero no es viva
como continua. Sin embargo, en el primer caso
el problema es que en la red discreta el marcado
no es adecuado, y si se cambia a [2 0] la red es
viva como discreta. Parece lo´gico por tanto que
la propiedad que hay que buscar es vivacidad
estructural, es decir, que la estructura de la red
sea “correcta” (Recalde et al. 1999). Sin embargo,
en el ejemplo de la derecha la red continua no es
viva con ningu´n marcado inicial (tampoco si so´lo
se consideran secuencias de disparo ﬁnitas).
(a) (b)
Figura 9. El sistema de la izquierda es vivo como
continuo, pero no como discreto. El de la
derecha es vivo como discreto, pero no como
continuo con cualquier marcado inicial.
Teorema 3. (Recalde et al. 1999) Sea 〈N ,m0〉 un
sistema lim-vivo y limitado. Entonces, N es es-
tructuralmente viva y estructuralmente limitada
como red discreta
Los teoremas del rango demostrados para el caso
discreto enuncian condiciones necesarias o/y su-
ﬁcientes para que una red sea estructuralmente
viva y limitada basadas en la estructura de la
red (Silva et al. 1998). Utilizando el resultado del
Teorema 3, las condiciones necesarias se extienden
al caso continuo.
Teorema 4. (Recalde et al. 1999) Sea 〈N ,m0〉 un
sistema lim-vivo y limitado (vivo y limitado en el
caso discreto). Entonces,N es consistente (∃x > 0
tal que C · x = 0), conservativa (∃y > 0 tal que
y ·C = 0) y rango(C) ≤ |I| − 1.
La condicio´n del rango en cierta forma acota la
relacio´n admisible entre las elecciones y las sincro-
nizaciones. Si rango(C) > |I| − 1, existen decisio-
nes libres que sin embargo no pueden ser tomadas
sin tener en cuenta el resto, en el sentido de que
elecciones incorrectas pueden llegar a bloquear el
sistema o parte de e´l. Por ejemplo, en la red del
la Figura 10(a), hay un conﬂicto libre entre t1
y t2, pero la sincronizacio´n posterior hace que
si se elige la misma transicio´n demasiadas veces
se llegue a bloquear el sistema. El hecho de que
en secuencias inﬁnitas t1 y t2 se deban disparar
en una cierta proporcio´n se reﬂeja en que hay un
u´nico anulador derecho de la matriz de incidencia,
es decir rango(C) = 2. Como I = {t1, t2}, {t3},
aplicando el teorema la red no puede ser lim-viva
con ningu´n marcado inicial. En cambio, la red de
la Figura 10(b) cumple las condiciones necesarias
de vivacidad (estructural) ya que rango(C) = 2 y
|I| = 3.
p1
p3p2
t1 t2
t3
(a)
p1
p3p2
t1 t2
t3
p4
p5
(b)
Figura 10. Redes consistentes y conservativas con
(a) |I| = 2, y rango(C) = 2, (b) |I| = 3, y
rango(C) = 2.
Para las redes mono-T-semiﬂujo, la condicio´n del
Teorema 4 puede mejorarse.
Teorema 5. (Ju´lvez et al. 2006) Sea N una red
mono-T-semiﬂujo. Si N es estructuralmente lim-
viva, entonces toda transicio´n tiene al menos un
lugar de entrada que no tiene otra transicio´n de
salida.
La red de la Figura 11 es mono-T-semiﬂujo, con-
sistente y conservativa y cumple que rango(C) =
5 = |I| − 1, pero las transiciones t1, t2 y t3 no
tienen un lugar de entrada que no sea entrada de
otra transicio´n, luego no es estructuralmente lim-
viva.
Las condiciones suﬁcientes tambie´n pueden ex-
tenderse, y para el caso continuo incluso puede
garantizarse lim-vivacidad para un conjunto de
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Figura 11. Red mono-T-semiﬂujo, consistente,
conservativa y rango(C) = 5 = |I| − 1, pero
no estructuralmente lim-viva.
marcados, algo que no se puede hacer en el caso
discreto.
Teorema 6. (Recalde et al. 1999) Sea N consis-
tente, conservativa y rango(C) = |A|−1. Entonces
N es estructuralmente viva como discreta y es-
tructuralmente lim-viva como continua. Adema´s,
cualquier marcado que no deje vac´ıo ningu´n P-
semiﬂujo hace el sistema lim-vivo.
Esta condicio´n suﬁciente se obtiene imponiendo
condiciones ma´s duras en la resolucio´n de con-
ﬂictos, transformando cada conﬂicto acoplado en
un conﬂicto igualado (manteniendo la matriz de
incidencia). As´ı, si la red que se obtiene es viva,
tambie´n lo sera´ la red original. La red que se
obtiene es de Conﬂictos Igualados, para la cual
el teorema del rango es condicio´n necesaria y
suﬁciente (Recalde et al. 1999).
Bajo las condiciones del Teorema 2, una condicio´n
necesaria y suﬁciente para que un sistema sea lim-
libre-de-bloqueo es que no exista solucio´n de la
ecuacio´n de estado sin ninguna transicio´n sensibi-
lizada. Por ejemplo, la red de la Figura 10(b) con
marcado inicial m0 = [1, 0, 0, 1, 0] es lim-libre-de-
bloqueo si y so´lo si el siguiente sistema no tiene
solucio´n:
m = m0 +C ·σ ≥ 0
mı´n(m[p1],m[p4]) = 0 (t1 no sensibilizada)
mı´n(m[p1],m[p5]) = 0 (t2 no sensibilizada)
mı´n(m[p2],m[p3]) = 0 (t3 no sensibilizada)
Para resolver este problema se pueden deﬁnir
variables booleanas μ(i) = 0 ⇔ m[pi] = 0. El
sistema se bloquea si y so´lo s´ı (μ(1)+μ(4))·(μ(1)+
μ(5)) · (μ(2)+μ(3)) = 1. Como m[p4]+m[p5] = 1
(P-semiﬂujo), se tiene que μ(4) + μ(5) = 1, y
se puede simpliﬁcar la expresio´n booleana que
caracteriza el bloqueo: μ(1) · (μ(2) + μ(3)) = 1.
Sean
Σ12 =
{
m = m0 +C ·σ ≥ 0, σ ≥ 0
m[p1] = m[p2] = 0
Σ13 =
{
m = m0 +C ·σ ≥ 0, σ ≥ 0
m[p1] = m[p3] = 0
El sistema es lim-libre-de-bloqueo si y so´lo si Σ12
y Σ13 no tienen solucio´n. La ausencia de solucio´n
es un problema lineal de complejidad polino´mica,
pero teo´ricamente el nu´mero de problemas es
exponencial.
La condicio´n de ausencia de bloqueo se puede
interpretar en te´rminos de regiones: se trata de
veriﬁcar que en ninguna regio´n exista un marcado
de bloqueo.
4. TEMPORIZACIO´N DE MODELOS
4.1 Marco conceptual
Al igual que ocurre con las redes discretas, es posi-
ble an˜adir distintas interpretaciones temporales al
disparo de las transiciones. Una forma habitual de
introducir el tiempo en las redes discretas (modelo
markoviano o amne´sico) consiste en suponer que
todas las transiciones tienen asociado un tiempo
con funcio´n de distribucio´n de probabilidad expo-
nencial (Molloy 1982, Ajmone Marsan et al. 1995).
Una primera aproximacio´n continua a la interpre-
tacio´n estoca´stica discreta consiste en asociar a
cada transicio´n una velocidad media. Esta apro-
ximacio´n de primer orden transforma un modelo
estoca´stico discreto en un modelo determinista
continuo (Silva y Recalde 2002, Recalde y Silva
2001). En particular es un sistema de ecuaciones
diferenciales no lineales.
Como el marcado es el estado global distribuido
del sistema continuo, si en la ecuacio´n de esta-
do hacemos expl´ıcita la dependencia del tiem-
po, se obtiene la ecuacio´n m(τ) = m(0) + C ·
σ(τ),σ(τ) ≥ 0, que representa la evolucio´n tem-
poral. Derivando se llega a
m˙(τ) = C · σ˙(τ) def= C · f(τ)
donde f(τ) es el ﬂujo instanta´neo de disparo de las
transiciones (i.e., disparos por unidad de tiempo).
Si la red tiene P-ﬂujos (y en particular, si es
conservativa), las ﬁlas de C no son linealmente
independientes, es decir, el orden del sistema es
menor que el nu´mero de lugares.
Si la red auto´noma es l´ım-viva (respectivamente
l´ım-limitada), la red temporizada tambie´n lo sera´.
Sin embargo, es posible que la red auto´noma no
sea l´ım-viva (o l´ım-limitada), y la red temporizada
s´ı lo sea, ya que los marcados que se alcanzan en
la red temporizada son so´lo una parte de los que
se alcanzan en la red auto´noma.
Las dos sema´nticas habitualmente utilizadas en
sistemas discretos, ﬁnitos o inﬁnitos servidores,
pueden aplicarse tambie´n en el caso continuo.
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Bajo la sema´ntica de ﬁnitos servidores (o velo-
cidad constante) el ﬂujo de cada transicio´n tiene
una cota superior (el nu´mero de servidores por
la velocidad de cada uno). Si todos los lugares
de entrada de una transicio´n esta´n marcados, la
transicio´n se dispara con esta velocidad. Si no
es as´ı, la velocidad esta´ adema´s limitada por el
ﬂujo que llega a los lugares de entrada no mar-
cados. Bajo la sema´ntica de inﬁnitos servidores,
o velocidad variable, el ﬂujo de una transicio´n es
el producto de una constante (la velocidad de
un servidor) por el grado de sensibilizacio´n de
la transicio´n (nu´mero de servidores activos). Es
decir, f [t] = λ[t] ·mı´np∈•t{m[p]/Pre[p, t]}.
Interpretando las transiciones como puntos de
encuentro de clientes y servidores, parece que la
sema´ntica ma´s adecuada depende del nu´mero re-
lativo de clientes y servidores que haya en el mode-
lo discreto. Suponiendo que cualitativamente ha-
blando puede haber “muchos” o “pocos” de cada
uno, la ﬂuidiﬁcacio´n se puede aplicar a los clientes,
a los servidores, o a ambos. El Cuadro 1 representa
los cuatro casos. Si hay pocos clientes (Pocos-
Pocos y Pocos-Muchos en el Cuadro 1), el sistema
no esta´ realmente cargado, la ﬂuidiﬁcacio´n pue-
de no ser adecuada y las transiciones “deber´ıan”
mantenerse como discretas. Si hay muchos clientes
y muchos servidores (Muchos-Muchos), el modelo
continuo con sema´ntica de “inﬁnitos” servidores
(como meta´fora de “muchos”) parece lo ma´s razo-
nable. Por otra parte, en el caso de muchos clientes
y pocos servidores (Muchos-Pocos) la relajacio´n es
adecuada a nivel de los clientes y la sema´ntica de
“ﬁnitos” servidores (como meta´fora de “pocos”)
puede proporcionar una buena aproximacio´n. Es
importante resaltar que la sema´ntica de ﬁnitos ser-
vidores corresponde a nivel conceptual a un esque-
ma h´ıbrido: la ﬂuidiﬁcacio´n se aplica solamente a
los clientes, mientras que los servidores se mantie-
nen discretos, conta´ndose con nu´meros naturales
(y se usan para deﬁnir la velocidad ma´xima de la
transicio´n). Sin embargo, la sema´ntica de inﬁnitos
servidores realmente relaja tanto a los clientes
como a los servidores. En cualquier caso, ambas
clases de modelos de sistemas continuos obtenidos
son te´cnicamente h´ıbridos.
En el caso de redes discretas, es cla´sico el que la
sema´ntica de ﬁnitos servidores se puede simular
utilizando sema´ntica de inﬁnitos servidores (Aj-
mone Marsan et al. 1995). La idea es que los
servidores pueden hacerse expl´ıcitos en el modelo
utilizando lugares conectados con arcos de ida y
vuelta con las transiciones. Sin embargo, en la red
continua el signiﬁcado de las “marcas de clientes”
y de las “marcas de servidores” es muy diferente.
Las dos sema´nticas corresponden en la pra´ctica
dos formas diferentes de aproximar la red discreta.
El modelo de la Figura 12 representa un siste-
ma de produccio´n con dos l´ıneas de trabajo (la
de arriba con transiciones impares y la de abajo
con transiciones pares). Se ha analizado como red
de Petri discreta, utilizando para las transiciones
distribuciones de tipo exponencial (modelo mar-
koviano) y sema´nticas tanto de inﬁnitos servidores
como de un solo servidor. En ambos casos, al
multiplicar el marcado de la red por k, la pro-
ductivida/rendimiento (normalizado en el caso de
inﬁnitos servidores) se aproxima al que se obtiene
cuando la red se considera continua (Cuadro 2).
En este caso, con la red continua con sema´nti-
ca de inﬁnitos servidores se obtiene una mejor
aproximacio´n del sistema original discreto. Puede
observarse que el error se reduce al aumentar el
marcado, por ejemplo es el 14% para k = 1, el
6% para k = 3 y el 2% para k = 10. La sema´ntica
(ba´sica) de ﬁnitos servidores no tiene en cuenta
las restricciones que aparecen asociadas al uso de
recursos compartidos, que en este caso resultan
bastante importantes.
En ambos casos, la evolucio´n del sistema se puede
describir como un conjunto de sistemas de ecua-
ciones diferenciales lineales en conmutacio´n. Dicha
conmutacio´n no esta´ asociada a un evento externo,
sino que es la evolucio´n del marcado el que la
provoca. Para la sema´ntica de ﬁnitos servidores,
la conmutacio´n ocurre cuando un lugar queda
vac´ıo. Para la sema´ntica de inﬁnitos servidores, la
conmutacio´n ocurre cuando en una sincronizacio´n
el lugar de entrada asociado al mı´nimo cambia.
En el caso de redes sin sincronizaciones (es decir,
∀t ∈ T |•t| = 1) el comportamiento de la red
bajo sema´ntica de inﬁnitos servidores se corres-
ponde con un sistema lineal. Si el sistema tiene
sincronizaciones, en cada regio´n Rk la evolucio´n
del sistema esta´ deﬁnida por una ecuacio´n lineal,
es decir, m˙ = C·Λ·Πk ·m, donde Λ es una matriz
diagonal [λ[t1] · · ·λ[t|T1]] y
Πk[ti, pj ] =
⎧⎪⎨⎪⎩
1
Pre[pj , ti]
si (pj , ti) pertenece
a la conﬁguracio´n Ck
0 en otro caso
Ejemplo 2. La Figura 13 modela un recurso com-
partido (representado por el marcado de p6) en-
tre dos procesos secuenciales. La velocidad de las
transiciones es λ = [1 2 1 1 0,5]. El comporta-
miento de la red discreta es el mismo si se utiliza
sema´ntica de ﬁnitos o inﬁnitos servidores, ya que
los servidores aparecen de forma expl´ıcita en el
modelo. El comportamiento como continua sin
embargo var´ıa sustancialmente dependiendo de la
sema´ntica que se utilice.
Sema´ntica de ﬁnitos servidores (e “inﬁnitos”
clientes). En m0, los lugares de entrada de las
transiciones t1 y t4 esta´n marcados, y por lo
tanto, f [t1] = f [t4] = 1. Las otras transiciones
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Tabla 1. Fluidiﬁcacio´n de las transiciones (Silva y Recalde 2004)
Clientes Servidores Sema´ntica de la transicio´n
Muchos(C) Muchos(C) sema´ntica de inﬁnitos servidores
Muchos(C) Pocos(D) sema´ntica de ﬁnitos servidores
Pocos(D) Pocos(D) transiciones discretas
Pocos(D) Muchos(C) transiciones discretas
Figura 12. Esquema sencillo de un sistema de produccio´n con dos ma´quinas (M1 y M2) y un almace´n
intermedio (A).
Tabla 2. Rendimiento en estado estacionario del sistema de la Figura 12, suponiendo
que cada operacio´n necesita 1 u.t. (Para k=10 y k=50, se han utilizado
simulaciones.)
Marcados Inﬁnitos servidores Un servidor
k alcanzables Rendimiento de cada ti Rendimiento/k Rendimiento de cada ti
1 250 0,172 0,172 0,172
2 6.300 0,366 0,183 0,303
3 67.375 0,564 0,188 0,399
5 2.159.136 0,966 0,193 0,528
10 ? 1,96 0,196 0,693
50 ? 9,97 0,199 0,91
· · · · · · · · · · · · · · ·
Continuo 0,2 1
tienen lugares de entrada desmarcados, y por
tanto su ﬂujo depende del ﬂujo de entrada a
estos lugares vac´ıos. Para t2, el ﬂujo de entrada
a p3 (el u´nico que esta´ vac´ıo) es 1, por lo tanto
f [t2] = mı´n{λ[t2], 1} = 1. Por la misma razo´n, el
ﬂujo de la transition t3 sera´ 1. Para t5, el ﬂujo de
entrada a p5 es 1, as´ı que su ﬂujo esta´ limitado
por su velocidad ma´xima de disparo, que es 0.5.
Por lo tanto, las ecuaciones iniciales del sistema
sera´n:
m˙[p1](τ) = f [t3](τ)− f [t1](τ) = 0
m˙[p2](τ) = f [t5](τ)− f [t4](τ) = −0,5
m˙[p3](τ) = f [t1](τ)− f [t2](τ) = 0
m˙[p4](τ) = f [t2](τ)− f [t3](τ) = 0
m˙[p5](τ) = f [t4](τ)− f [t5](τ) = 0,5
m˙[p6](τ) = f [t3] + f [t5]− f [t2]− f [t4] = −0,5
Estas ecuaciones se veriﬁcan hasta τ = 2, cuando
m[p6] y m[p2] se quedan vac´ıos. El marcado
en este momento es [1 0 0 0 1 0]. Ahora t1 y t5
tienen todos sus lugares de entrada marcados,
as´ı que f [t1] = 1 y f [t5] = 0,5. Las transiciones
t2 y t4 tienen un lugar de entrada vac´ıo, pero
adema´s este lugar es el mismo, y por lo tanto
tiene que especiﬁcarse co´mo va a repartirse el
ﬂujo que llegue a p6 entre las dos transiciones.
Por ejemplo, supongamos que se decide que el
Figura 13. Red de Petri utilizada en el Ejemplo 2.
ﬂujo de t2 sea igual al de t4. Adema´s, el ﬂujo de
salida de los lugares vac´ıos esta´ limitado por los
ﬂujos de entrada. Esto lleva al siguiente sistema
de ecuaciones:
max f [t2]
s.t. f [t1] = 1 (entradas no vac´ıas)
f [t5] = 0,5 (entradas no vac´ıas)
f [t2] = f [t4] (resolucio´n del conﬂicto)
f [t4] ≤ f [t5] (p2 esta´ vac´ıo)
f [t2] ≤ f [t1] (p3 esta´ vac´ıo)
f [t3] ≤ f [t2] (p4 esta´ vac´ıo)
f [t2] + f [t4] ≤ f [t3] + f [t5] (p6 esta´ vac´ıo)
f [t3] ≤ 1 (velocidad ma´xima)
f [t2] ≤ 2 (velocidad ma´xima)
f [t4] ≤ 1 (velocidad ma´xima)
(1)
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Figura 14. Evolucio´n del sistema representado
en la Figura 13 con sema´ntica de ﬁnitos
servidores
La ecuacio´n asociada a p2 vac´ıo puede eliminarse,
ya que se deduce de p4 y p6 vac´ıos. En te´rminos
de redes de Petri, se puede observar que p2 es
impl´ıcito (es decir, nunca es el u´nico lugar que
limita el disparo de t4 (Dicesare et al. 1993),
pa´g. 33), y por lo tanto no es necesario que
aparezca. La solucio´n de (1) es f [t2] = f [t3] =
f [t4] = 0,5. Por lo tanto las ecuaciones que deﬁnen
la evolucio´n del sistema a partir de τ = 2 son:
m˙[p1](τ) = −0,5
m˙[p2](τ) = m˙[p4](τ) = m˙[p5](τ) = m˙[p6](τ) = 0
m˙[p3](τ) = 0,5
En τ = 4, p4 se queda vac´ıo. El marcado en
este momento es [0, 0, 1, 0, 1, 0]. La transicio´n t5
tiene todos los lugares de entrada marcados, y
por lo tanto f [t5] = 1. Utilizando un problema de
programacio´n lineal como antes se llega a f [1] =
f [t2] = f [t3] = f [t4] = 0,5, y que corresponde a un
estado estacionario.
Sema´ntica de inﬁnitos servidores (e “inﬁni-
tos” clientes). Bajo esta sema´ntica, los ﬂujos de
las transiciones esta´n deﬁnidos por:
f [t1](τ) = m[p1](τ) (2a)
f [t2](τ) = 2 ·mı´n {m[p3](τ),m[p6](τ)} (2b)
f [t3](τ) = m[p4](τ) (2c)
f [t4](τ) = mı´n {m[p2](τ),m[p6](τ)} (2d)
f [t5](τ) = 0,5 ·m[p5](τ) (2e)
Habida cuenta de que p2 es impl´ıcito f [t4] =
mı´n{m[p2],m[p6]} = m[p6]. Para τ = 0 se
cumple que m[p3] < m[p6], y por lo tanto
la conﬁguracio´n que esta´ activa inicialmente es
{(p1, t1), (p3, t2), (p4, t3), (p6, t4), (p5, t5)}, que tie-
ne asociado el siguiente sistema lineal:
m˙[p1](τ) = f [t3]− f [t1] = m[p4](τ)−m[p1](τ)
m˙[p2](τ) = f [t5]− f [t4] = 0,5m[p5](τ)−m[p6](τ)
m˙[p3](τ) = f [t1]− f [t2] = m[p1](τ)− 2m[p3](τ)
m˙[p4](τ) = f [t2]− f [t3] = 2m[p3](τ)−m[p4](τ)
m˙[p5](τ) = f [t4]− f [t5] = m[p6](τ)− 0,5m[p5](τ)
m˙[p6](τ) = f [t3] + f [t5]− f [t2]− f [t4] =
= m[p4](τ) + 0,5m[p5](τ)
− 2m[p3](τ)−m[p6](τ)
En la Figura 15 se puede ver la evolucio´n
del marcado de este sistema. En τ  1,14
m[p3](τ) = m[p6](τ) y se cambia de conﬁgu-
racio´n a {(p1, t1), (p6, t2), (p4, t3), (p6, t4), (p5, t5)}
que tiene asociado el siguiente sistema lineal:
m˙[p1](τ) = m[p4](τ)−m[p1](τ)
m˙[p2](τ) = 0,5m[p5](τ)−m[p6](τ)
m˙[p3](τ) = m[p1](τ)− 2m[p6](τ)
m˙[p4](τ) = 2m[p6](τ)−m[p4](τ)
m˙[p5](τ) = m[p6](τ)− 0,5m[p5](τ)
m˙[p6](τ) = m[p4](τ) + 0,5m[p5](τ)
− 3m[p6](τ)
Finalmente el sistema alcanza un estado estacio-
nario, con m = [0,4 0,6 0,2 0,4 0,4 0,2].
Figura 15. Evolucio´n del sistema representado
en la Figura 13 con sema´ntica de inﬁnitos
servidores
Los sistemas (no forzados) que se obtienen con
ambas sema´nticas son positivos. Es decir, no es
necesario imponer la restriccio´n de que el ﬂujo
y el marcado sean no negativos, sino que vie-
ne garantizado de forma natural por la propia
sema´ntica (Silva y Recalde 2003).
Otras sema´nticas pueden aparecer de forma
natural en dominios de aplicacio´n concretos. Por
ejemplo, en dina´mica de poblaciones el producto
de los marcados de los lugares de entrada de una
transicio´n puede ser u´til para expresar un ﬂujo
basado en sumas de tuplas de elementos que se
encuentran en una sincronizacio´n (Silva y Recalde
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2002). Esta sema´ntica puede verse, por ejemplo,
como el resultado de decolorar redes coloreadas
con sema´ntica de inﬁnitos servidores. Intuitiva-
mente, en la red coloreada se distinguen los in-
dividuos, y las transiciones representan el “en-
cuentro” de dos individuos; al decolorar se pasa
a tener una poblacio´n y las transiciones agrupan
todos esos posibles encuentros. Por ejemplo, la
red discreta coloreada de la Figura 16 representa
uno de los modelos cla´sicos y ma´s sencillos de
presa/depredador de Volterra-Lotka. Los marca-
dos m[z] y m[c] representan las poblaciones de
presas y depredadores, donde cada individuo tiene
un color/personalidad diferente. Si consideramos
la transicio´n t3, esta´ sensibilizada de m[c] ·m[z]
formas/colores diferentes. En el modelo decolora-
do (discreto) (ver Figura 17(a)) la transicio´n t3
dispara con tasa λ[t3] ·m[c] ·m[z]. Obse´rvese que
si este modelo se considera como continuo, el sis-
tema ya no es un conjunto de sistemas lineales en
conmutacio´n, sino un u´nico sistema no lineal. Al
permitir el producto de variables en la deﬁnicio´n
del ﬂujo de las transiciones, se pueden llegar a
modelar comportamientos cao´ticos.
Si las tasas de nacimiento y muerte se deﬁnen
como αr = 0, αf = α, βr = 2, βf = 0, las
ecuaciones que corresponden a la red continua
decolorada son las cla´sicas de Volterra-Lotka:
m˙[c] =λ[t1]m[c]−λ[t3]m[c]m[z]
m˙[z] =−λ[t2]m[zf ] + (α− 1)λ[t3]m[c]m[z]
Figura 16. Modelo coloreado de un sistema pre-
sa/depredador.
El sistema de la Figura 17(a), visto como discreto
es no limitado y no vivo, mientras que visto como
continuo es vivo y limitado, debido a la interpre-
tacio´n determinista. Podemos transformar el sis-
tema an˜adiendo cotas a las poblaciones, represen-
tados por los lugares ˜ c y ˜z de la Figura 17(b).
Si los marcados iniciales de estos lugares son lo
bastante grandes, no suponen ninguna restriccio´n
al modelo continuo. Sin embargo, el proceso es-
toca´stico asociado al modelo discreto acabara´ ca-
yendo en una de las dos situaciones de bloqueo,
m[z] = 0, con m[c] = 0 o m[c] = k + 20.
Como ejercicio, la Figura 18 muestra las trayec-
torias para el caso en que el nu´mero ma´ximo de
presas es 20+k. Como para este marcado inicial el
lugar ˜f nunca restringe el disparo de t3, la ecua-
cio´n de z en el estacionario es: λ[t3] ·m[c] ·m[z]−
λ[t2] ·m[z] = 0, y por tanto: m[c] = λ[t2]/λ[t3] =
80/3. Este valor se alcanza realmente so´lo en los
casos en que k es pequen˜o. En los otros casos
el comportamiento es de tipo oscilatorio, aunque
estable.
La clase mono-T-semiﬂujo-reducible. Es la
clase de RdP consistente y conservativa ma´s ge-
neral para la que la relacio´n de ﬂujo entre las tran-
siciones en estado estacionario (vector de ratios de
visita en terminolog´ıa de redes de colas) depende
u´nicamente de la estructura de la red y el vector de
velocidades de disparo, pero no de m0. Contiene
por ejemplo a las redes de Conﬂictos Igualados
vivas y limitadas (ver Figura 5).
Deﬁnicio´n 8. (Ju´lvez et al. 2005) 〈N ,λ〉 es una
red mono-T-semiﬂujo-reducible si es consistente,
conservativa y el siguiente sistema tiene una u´nica
solucio´n:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
C · x = 0
∀ti, tj en rel. de conﬂicto igualado continuo,
∀p ∈ •ti, x[ti]x[tj ] =
Pre[p, ti] · λ[ti]
Pre[p, tj ] · λ[tj ]
x[t1] = 1
donde, ti y tj esta´n en relacio´n de conﬂicto iguala-
do continuo si existe q > 0 tal que Pre[P, ti] = q ·
Pre[P, tj ] 
= 0.
Volviendo ahora a las sema´nticas ba´sicas de ﬁnitos
e inﬁnitos servidores, aunque en general no se
puede asegurar que una sema´ntica sea mejor que
la otra, en (Mahulea et al. 2006b) se demuestra
que para un importante conjunto de redes per-
tenecientes a la clase mono-T-semiﬂujo-reducible,
la sema´ntica de inﬁnitos servidores siempre apro-
xima mejor el ﬂujo del sistema discreto en esta-
do estacionario. Adema´s, en (Alla y David 1998)
como en diversos otros trabajos pra´cticos se ha
observado que en muchos casos la sema´ntica de
inﬁnitos servidores resulta una notoriamente me-
jor aproximacio´n del sistema discreto.
Por ello, el resto del trabajo se centrara´ en la
sema´ntica de inﬁnitos servidores.
Homotecias y no monoton´ıas. Las propieda-
des de homotecia respecto al marcado (escala de
amplitud) que aparec´ıan en el modelo auto´nomo
se extienden al temporizado, veriﬁca´ndose adema´s
para e´ste la existencia de propiedades de homote-
cia con respecto a la velocidad de las transiciones
(escala de tiempos):
Propiedad 2. Sea 〈N ,m0,λ〉.
1. El sistema 〈N ,m0′,λ〉 con m0′ = k · m0,
veriﬁca que para cualquier instante τ ≥ 0
m′(τ) = k ·m(τ) y f ′(τ) = k · f(τ) (es decir,
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Figura 17. (a) Red decolorada asociada a la red de la Figura 16 (con αc = 0, αz = α, βc = 2, βz = 0 y
|Π| = |Δ| = 20), (b) modelo con poblaciones acotadas.
Figura 18. Trayectorias para λ[t1] = λ[t2] = 20, λ[t3] = 0,75, α = 2,m0[c] = m0[z] = 20, m0[˜z] = 40
y m0[˜ c] = k.
el comportamiento se mantiene por escalado
del marcado inicial).
2. El sistema 〈N ,m0,λ′〉 con λ′ = k·λ, veriﬁca
que para cualquier instante τ ≥ 0 m′(τ/k) =
m(τ) f ′(τ/k) = k · f(τ) (es decir, el ﬂujo
y la escala de tiempos cambia al escalar la
velocidad de las transiciones).
Podr´ıa parecer que, dado que la continuizacio´n
relaja las restricciones del sistema, su rendimien-
to continuo deber´ıa ser al menos el del sistema
discreto. ¡Esto no es as´ı! El sistema continuo no
es siempre una cota superior del discreto. Por
ejemplo, en el sistema de la Figura 19, con λ =
[3 1 1 10] y sema´ntica de inﬁnitos servidores, el
rendimiento en re´gimen permanente es 0.801 como
discreto mientras que es so´lo 0.535 como continuo,
lo que esta´ relacionado con no monoton´ıas, com-
portamientos parado´jicos (contraintuitivos) que se
pueden describir con esta clase de modelos.
Como ocurre en las redes discretas, en las presta-
ciones del sistema continuo temporizado no existe
en general ningu´n tipo de monoton´ıa, ni con res-
pecto al marcado inicial, ni con respecto a la es-
tructura de la red, ni con respecto a las velocidades
de las transiciones.
Por ejemplo, si en el sistema de la Figura 19 el
marcado inicial de p5 se aumenta a 5, el sistema
se bloquea, es decir, ¡las prestaciones del re´gimen
permanente se hacen 0! Mientras que si el marcado
se reduce a 3 esas prestaciones se mejoran al pasar
de 0.535 a 1.071. Observar que esta disminucio´n
de recursos es equivalente a an˜adir un lugar “en
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Figura 19. Fijando λ = [3 1 1 10], el rendimiento en re´gimen permanente del sistema continuo, no es
cota superior del rendimiento que tiene como discreto. Adema´s, la dina´mica no es mono´tona con
respecto a los recursos (marcado) empleado. Obse´rvese que el comportamiento a altas frecuencias
es sensiblemente ide´ntico en los tres casos.
paralelo” a p5 (es decir, con un arco de entrada
de t2 y un arco de salida a t1), con marcado 3.
Por lo tanto, con respecto a la estructura de la
red, ¡an˜adir restricciones puede incrementar las
prestaciones!
Finalmente, aumentar la velocidad de una transi-
cio´n (por ejemplo, porque una ma´quina se reem-
plaza por otra ma´s ra´pida) puede tambie´n produ-
cir una disminucio´n de prestaciones. Por ejemplo,
la Figura 20 muestra co´mo cambia el rendimiento
del sistema en re´gimen permanente, si la velocidad
de t1 var´ıa entre 0 y 5, suponiendo que λ[t2] = 1.
Se observa que incluso aparece una discontinuidad
en λ[t1] = 2.
4.2 Ana´lisis (sema´ntica de inﬁnitos servidores)
En (Haddad et al. 2006), se ha demostrado que un
modelo “ana´logo” al de redes de Petri continuas
con sema´ntica de inﬁnitos servidores es capaz de
simular una ma´quina de Turing. Posteriormente,
en (Recalde et al. 2007), se ha probado que son
realmente dos modelos equivalentes, de donde la
potencia descriptiva de esta clase de modelos es
alta, aunque el precio pagado es que propieda-
des como la alcanzabilidad dejan de ser decidi-
bles en general. Obviamente, en algunas subclases
se encuentra no so´lo decidibilidad, sino incluso
polinomialidad computacional para determinadas
propiedades.
Los valores propios de los sistemas lineales aso-
ciados a las conﬁguraciones no dan informacio´n
sobre estabilidad / tiempo de respuesta del sis-
tema completo. En relacio´n al estudio del estado
estacionario, la primera observacio´n es que no se
puede garantizar su existencia. Por ejemplo, la red
de la Figura 21 oscila indeﬁnidamente (Jime´nez
et al. 2004). Observando las ecuaciones que se
aplican inicialmente, el subsistema asociado a los
lugares p1 y p2 es un segundo orden marginal-
mente estable. Adema´s, la solucio´n siempre ve-
riﬁca que m[p1] > 1 y m[p2] > m[p1]/20, es
decir no hay conmutacio´n en las transiciones t2
y t4. S´ı que hay conmutacio´n en t5. Obse´rvese en
la simulacio´n que algunas veces m[p3] < m[p4]
y otras m[p3] > m[p4]. En realidad, como la
alcanzabilidad, el problema de si el sistema se
aproxima a un estado estacionario es indecidible
en general (Recalde et al. 2007).
Sin embargo, este estado estacionario, si existe,
tiene que cumplir ciertas condiciones: el ﬂujo de
transiciones asociado tiene que ser un T-semiﬂujo
(ya que m˙ = C · f = 0), y tiene que veriﬁcar
la ecuacio´n de estado (necesario para que sea
alcanzable). Es decir,⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
m = m0 +C ·σ
C · f = 0
f [tj ] = λ[tj ] · mı´n
pi∈•tj
{
m[pi]
Pre[pi, tj ]
}
, ∀tj ∈ T
f ,σ ≥ 0
(3)
Si la red es consistente y conservativa la ecuacio´n
de estado se puede sustituir por By ·m = By ·
m0,m ≥ 0, con By una base de P-(semi)ﬂujos.
En otras palabras, las soluciones de estas ecua-
ciones representan todas las formas posibles de
distribuir las marcas de los P-(semi)ﬂujos que ha-
cen que el sistema se mantenga en ese estado. Sin
embargo, puede ocurrir que varios marcados veri-
ﬁquen las ecuaciones. Son los marcados posibles de
equilibrio, y las conﬁguraciones asociadas son las
conﬁguraciones posibles de equilibrio. Hay casos
en los que so´lo existe un marcado de equilibrio
posible (redes Sin Sincronizacio´n, Figura 22), pero
en otros pueden existir inﬁnitos. Por otro lado,
si hay varios, puede ser que todos este´n en una
u´nica conﬁguracio´n (Figura 23), o en varias (Fi-
gura 24) (Mahulea et al. 2007). Como se ha visto
previamente, tambie´n puede ser que no existan
20 Redes de Petri Continuas: Expresividad, Análisis y Control de una Clase de Sistemas Lineales Conmutados
(a) (b)
Figura 20. Aumentar la velocidad de t1 no aumenta necesariamente el rendimiento del sistema completo.
Con trazo discontinuo las prestaciones del sistema discreto para m0, 5m0 y 10m0.
Figura 21. Una red continua y su evolucio´n con velocidades λ = [1 10 10 20 1].
estados de equilibrio, por ejemplo en el sistema
de la Figura 21.
Figura 22. Con λ = [1 1 1] este sistema tiene
un u´nico marcado de equilibrio posible, m =
[0,66 0,66 0,66].
Teorema 7. (Mahulea et al. 2007) Sea un sistema
continuo 〈N ,λ,m0〉, consistente y en el que todas
las transiciones son disparables. Si
rango
[
Λ ·Π | Bx
By | 0
]
=
= rango
[
Π
By
]
+ |T | − rango(C),
con Bx y By bases de T-ﬂujos y P-ﬂujos, respec-
tivamente, entonces todos los marcados posibles
de equilibrio en la misma conﬁguracio´n tienen
ide´ntico ﬂujo.
Para las redes de Conﬂictos Igualados lim-vivas
y limitadas, dada una carga para los P-ﬂujos
(By · m = By · m0, con By una base de P-
ﬂujos), aunque puedan existir inﬁnitos marcados
de re´gimen permanente, se puede demostrar que
todos los puntos de equilibrio tienen el mismo ﬂujo
de transiciones. Este resultado se puede deducir
trivialmente a partir de resultados en (Mahulea et
al. 2007) y del teorema del rango para redes de
Conﬂictos Igualados (Recalde et al. 1999).
Teorema 8. Sea N una red de Conﬂictos Iguala-
dos consistente, conservativa y rango(C) = |I|−1.
Sea Bym0 una distribucio´n de cargas de los ﬂujos
que no deja vac´ıo ninguno, By una base de P-
ﬂujos.
Para todo marcado inicial m0′ que veriﬁque
Bym0′ = Bym0, existe al menos un marcado
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Figura 23. Con λ = [1 1 1 1 1 1] este sistema tiene muchos puntos de equilibrio posibles, todos en la
misma conﬁguracio´n.
Figura 24. Con λ = [1 1 1 1 1 1] este sistema tiene muchos puntos de equilibrio posibles, en varias
conﬁguraciones. Existe conexidad pero no convexidad en los puntos (regiones) posibles de equilibrio.
posible de equilibrio. Si hay varios, todos tienen el
mismo ﬂujo, que so´lo depende de la carga de los
P-ﬂujos (Bym0), y no de la distribucio´n inicial
concreta.
Las redes de las Figuras 23 y 24 pertenecen a
la clase de Conﬂictos Igualados (y a la clase de
redes Sin Eleccio´n). Por lo tanto todos los puntos
de equilibrio tienen el mismo ﬂujo. El siguien-
te teorema proporciona una condicio´n suﬁciente
(para redes de Conﬂictos Igualados) para que en
una conﬁguracio´n haya como mucho un punto de
equilibrio.
Teorema 9. (Mahulea et al. 2007) Sea un siste-
ma de Conﬂictos Igualados 〈N ,λ,m0〉, lim-vivo y
limitado como continuo, y sea Πk la matriz aso-
ciada a la conﬁguracio´n k-e´sima. Si rank
[
Πk
By
]
=
|P | existe a lo sumo un marcado de equilibrio en
esta conﬁguracio´n Ck.
Las redes Sin Sincronizacio´n tienen una u´nica
conﬁguracio´n, y si son consistentes y conservativas
la condicio´n anterior se cumple siempre.
Corolario 1. (Mahulea et al. 2007) Sea N una
red Sin Sincronizacio´n conservativa y consistente.
Para cualquier marcado inicial, y cualquier vector
λ, existe un u´nico marcado de equilibrio.
El sistema de ecuaciones (3) puede utilizarse para
obtener cotas superiores del ﬂujo de una transicio´n
en estado estacionario.
max : f [ti]
s.a. m = m0 +C ·σ (4)
C · f = 0 (5)
f [tj ] = λ[tj ] · mı´n
pi∈•tj
{
m[pi]
Pre[pi, tj ]
}
,
∀tj ∈ T
(6)
f ,σ ≥ 0 (7)
Este problema de programacio´n es dif´ıcil de resol-
ver debido a la funcio´n “min” que aparece en la
ecuacio´n 6, que lo hace no lineal. Esta ecuacio´n
puede relajarse (linealizarse). Para ello es conve-
niente distinguir entre las transiciones que tienen
un u´nico lugar de entrada (para las cuales el mı´ni-
mo puede obviarse) y las transiciones con varios
lugares de entrada, para las cuales el mı´nimo se
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puede sustituir por un conjunto de condiciones
ma´s de´biles:
si pi = •tj , f [tj ] = λ[tj ] · m[pi]Pre[pi, tj ]
si |•tj | > 1, ∀pi ∈ •tj
f [tj ] ≤ λ[tj ] · m[pi]Pre[pi, tj ]
(8)
Sin embargo, esta cota puede no ser alcanza-
ble, debido a que el marcado que se obtie-
ne puede no corresponder con un ﬂujo per-
manente, en el sentido de que ninguno de los
lugares de una sincronizacio´n este´ limita´ndo-
lo. Por ejemplo, maximizando f [Out] la solu-
cio´n para el sistema continuo de la Figura 6
es: m[M1 Idle] = m[B 2A] = m[Max A] =
m[B 2B] = m[Max B] = m[B 3] = m[M3 Idle] =
0,111, m[M1 A] = 0,333, m[Pallets A] = 9,
m[B 1A] = 9,111, m[M2 A] = 0,444, m[M2 B] =
0,333, m[Pallets B] = 4, m[B 1B] = 9,
m[M1 B] = 0,555, m[M3 Work] = 0,888,
m[B 3 Empty] = 9,888, m[M2 Idle] = 0,222, y
f [Out] = 0,111. Pero el ﬂujo de las transicio-
nes S M2 A and E M3 no se corresponde con el
marcado de sus lugares de entrada (les “sobran”
marcas).
Para obtener una cota alcanzable (para alguna
distribucio´n de las marcas), se puede realizar una
bu´squeda selectiva por regiones para resolver (4)-
(7), utilizando por ejemplo una te´cnica de tipo ra-
miﬁcacio´n y acotacio´n. La idea es resolver primero
el problema de programacio´n lineal deﬁnido por el
sistema de inecuaciones (8). Si el marcado que se
obtiene no se corresponde con el ﬂujo (es decir,
hay al menos una transicio´n tal que todos sus
lugares de entrada tienen “demasiadas” marcas
para el ﬂujo calculado) se elige una de estas sincro-
nizaciones y se resuelven los problemas de progra-
macio´n lineal que aparecen cuando cada uno de los
lugares de entrada se usa para deﬁnir el mı´nimo.
Estos subproblemas son los “hijos” del nodo ra´ız
de la bu´squeda. El algoritmo se aplica recursiva-
mente generando un a´rbol de subproblemas. Los
marcados o´ptimos que sean solucio´n factible del
problema (4)-(7) se pueden utilizar para podar
el resto del a´rbol: si la solucio´n del problema de
programacio´n lineal de un nodo tiene ﬂujo menor,
no es posible encontrar soluciones o´ptimas a partir
de ese nodo. La bu´squeda continu´a hasta que
todos los nodos han sido resueltos o descartados.
Por ejemplo, para el sistema anterior se crean dos
problemas an˜adiendo en cada uno una ecuacio´n
para S M2 A (ver Figura 25). Si se hace que el
ﬂujo este´ deﬁnido por M2 Idle, el sistema lineal
resulta no factible, y si se an˜ade una restriccio´n
para B 1A el ﬂujo que se obtiene es el mismo,
pero con m[Pallets A] = 18, m[B 1A] = 0,111,
y m[Max A] = 9,111. Ahora el u´nico proble-
ma es E M3. Si se an˜ade una ecuacio´n para
B 3 Empty el sistema es no factible, y an˜adiendo
una ecuacio´n para M3 Work so´lo se modiﬁcan
m[Pallets A] = 18,444, m[Pallets B] = 4,444,
m[M3 Idle] = 0,555, y m[M3 Work] = 0,444. Este
marcado s´ı se corresponde con un ﬂujo permanen-
te, y no es posible mejorarlo, luego no es necesario
igualar el resto de sincronizaciones.
Figura 25. Ramiﬁcacio´n y acotacio´n para el ejem-
plo de la Figura 6.
Por propiedades de escala (Propiedad 2) si el
vector λ se multiplica por una constante k > 0
entonces para cualquier marcado alcanzable el
ﬂujo de las transiciones tambie´n se multiplica por
k. De la misma forma, si el marcado inicial de la
red se multiplica por k, el sistema tambie´n sera´ k
veces ma´s ra´pido. Sin embargo, ¿que´ ocurre si
so´lo aumentan algunas componentes de λ o de
m0? Se ha visto previamente que en general, como
ocurre para las redes de Petri discretas, aumentar
la velocidad de una transicio´n, o el marcado inicial
de un lugar, puede ralentizar el sistema. Sin em-
bargo, este comportamiento no suele ser deseable.
Por ejemplo, al reemplazar una ma´quina por otra
ma´s ra´pida, o al an˜adir ma´s ma´quinas, el objetivo
normalmente buscado es aumentar el rendimiento,
no disminuirlo. Sin embargo, existen subclases de
redes para las que se puede demostrar que cum-
plen propiedades de monoton´ıa bajo condiciones
bastante generales. Por ejemplo, las redes mono-
T-semiﬂujo-reducibles.
Teorema 10. (Mahulea et al. 2006b) Sean los sis-
temas mono-T-semiﬂujo-reducibles 〈N ,λ1,m0〉 y
〈N ,λ2,m0〉, y λ1 ≤ λ2 tales que imponen las
mismas proporciones en los conﬂictos igualados
(es decir, para cada pareja ti, tj en relacio´n de
conﬂicto igualado, λ1[ti]/λ1[tj ] = λ2[ti]/λ2[tj ]).
Si estos dos sistemas alcanzan un estado esta-
cionario, y las correspondientes conﬁguraciones
contienen el soporte de un P-semiﬂujo, entonces
los ﬂujos en estado estacionario veriﬁcan f1 ≤ f2.
Este resultado permite obtener una interesante
condicio´n suﬁciente de monoton´ıa de prestaciones
con respecto a λ ∈ P, P ⊆ R|T |>0.
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Teorema 11. (Mahulea et al. 2006b) Sea un siste-
ma continuo mono-T-semiﬂujo-reducible deﬁnido
por 〈N ,λ,m0〉. Sea P ⊆ R|T |>0 tal que para cada
pareja ti, tj en relacio´n de conﬂicto igualado,
λ[ti]/λ[tj ] es constante ∀λ ∈ P. Si todas las
posibles conﬁguraciones de equilibrio contienen un
P-semiﬂujo el sistema es mono´tono con respecto
a λ en P.
Teorema 12. (Mahulea et al. 2006b) Sea 〈N ,λ〉
una red temporizada continua mono-T-semiﬂujo-
reducible, y sea m1 ≤ m2. Si con ambos marca-
dos iniciales se alcanza un estado estacionario, y
las correspondientes conﬁguraciones contienen el
soporte de un P-semiﬂujo, entonces los ﬂujos en
estado estacionario veriﬁcan f1 ≤ f2.
Ejemplo 3. Sea la red mono-T-semiﬂujo de la
Figura 26 con λ = [1 1 1]. Tiene dos P-semiﬂujos
mı´nimos, [1 1 1 0] y [1 0 4 1], y 4 conﬁguraciones
posibles: C1 = {p1, p2, p3}, C2 = {p1, p4, p3}, C3 =
{p4, p2, p3} and C4 = {p4, p3}.
Sea M1 = {[0 1 1 z] | z > 0}. Dado un marcado
inicial perteneciente a M1, veamos que C4 no
puede ser conﬁguracio´n de equilibrio. Si lo fuera,
p4 limitar´ıa el ﬂujo de t1 y t2, y teniendo en cuenta
que el u´nico T-semiﬂujo mı´nimo es [1 1 1], f [t1] =
f [t2] → m[p4]/2 = m[p4]. Luego, m[p4] = 0 y
por el T-semiﬂujo, m[p3] = 0. Pero entonces no
es posible veriﬁcar las ecuaciones asociadas a los
P-semiﬂujos. Razonando de forma ana´loga se de-
muestra que C3, tampoco puede ser conﬁguracio´n
de equilibrio. Aplicando el Teorema 12, el ﬂujo en
estado estacionario es mono´tono con respecto a z.
Sea M2 = {[15 z 1 0] | z > 0}. Ahora C3 y
C4 pueden ser conﬁguraciones de equilibrio y la
monoton´ıa se pierde, como puede comprobarse en
la Figura 26.
Este resultado tambie´n se puede usar para obtener
una condicio´n suﬁciente de monoton´ıa con respec-
to al marcado inicial en una regio´n.
Teorema 13. Sea una red 〈N ,λ〉 mono-T-semi-
ﬂujo-reducible, y sea R ⊆ R|P |>0 . Si para todo
m0 ∈ R, todas las posibles conﬁguraciones de
equilibrio contienen un P-semiﬂujo, entonces el
sistema es mono´tono con respecto a m0 en R.
Obviamente, si todas las posibles conﬁguraciones
contienen un P-semiﬂujo, se tiene monoton´ıa para
cualquier temporizacio´n del sistema en todo R|P |>0 .
Esta condicio´n se puede veriﬁcar utilizando varia-
bles booleanas para seleccionar las conﬁguracio-
nes, ana´logamente a como se hizo anteriormente
para ausencia de bloqueos.
5. OBSERVACIO´N Y CONTROL DE
MODELOS TEMPORIZADOS
Para controlar un sistema dina´mico, a menudo
es necesario conocer su estado. Para obtener esta
informacio´n, se pueden utilizar sensores distribui-
dos a lo largo del sistema. Sin embargo, puede
ocurrir que algunas variables del sistema no se
puedan medir directamente, o que la colocacio´n
de algunos de los sensores tenga un coste excesivo.
Sin embargo, bajo ciertas condiciones algunas de
estas variables no medidas se pueden estimar. Esta
estimacio´n constituye la observacio´n.
5.1 Observacio´n: apuntes
Cada lugar puede ser medido o no medido. Se dice
que un lugar pi es medido si existe algu´n tipo de
sensor que permite conocer su nivel. Denotaremos
por S la matriz de los lugares medidos, es decir,
para cada pi medido existe una ﬁla j en S tal que
S[j, i] 
= 0 y S[j, k] = 0 para todo k 
= i.
Deﬁnicio´n 9. Sea 〈N ,λ〉 una red de Petri tempo-
rizada, y D el conjunto de lugares medidos.
Un lugar p ∈ P es observable con D si es
posible calcular su marcado inicial m0[p] =
m(τ0)[p] midiendo la evolucio´n de D. Si todo
lugar es observable se dice que el sistema
〈N ,λ〉 es observable con D.
Un lugar p ∈ P es estructuralmente obser-
vable con D si es observable con D para
cualquier λ > 0. Si todo lugar es estructu-
ralmente observable se dice que la red N es
estructuralmente observable con D.
La observabilidad estructural puede interpretarse
como una propiedad de observabilidad “robusta”
ya que una red estructuralmente observable sigue
siendo observable a pesar de los cambios que
pueda sufrir el vector λ (supuesto conocido). Por
ejemplo, supo´ngase que el u´nico lugar medido del
sistema de la Figura 27 es p3. La variacio´n del
marcado de un lugar viene dado por la diferencia
entre los ﬂujos de entrada y de salida. Para p3,
se tiene que m˙[p3] = f [t2] − f [t3] donde: f [t2] =
λ[t2] ·m[p2] y f [t3] = λ[t3] ·m[p3]. Por lo tanto,
m[p2] = (m˙[p3] + λ[t3] · m[p3])/λ[t2]. Es decir,
conocido m[p3] se puede calcular la evolucio´n de
m[p2]. Adema´s, se veriﬁca que m˙[p2] = f [t1] −
f [t2] y f [t1] = λ[t2] ·m[p1], luego m[p1] tambie´n
se puede calcular. Este procedimiento se puede
realizar para cualquier valor de λ, y por tanto la
red es estructuralmente observable.
Proposition 1. (Ju´lvez et al. 2004) Sea N una red
continua Sin Sincronizacio´n y D el conjunto de los
lugares medidos. Sea p tal que existe un camino
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Figura 26. Flujo en estado estacionario del sistema representado si m0 = [15, z, 1, 0] y λ = [1, 1, 1].
de p a D tal que cada lugar tiene una u´nica transi-
cio´n de entrada. Entonces, p es estructuralmente
observable.
Si hay lugares con varias transiciones de entrada,
es posible que el sistema no sea observable para
todos los valores de λ. Por ejemplo, el sistema de
la Figura 22 con λ[t1] = λ[t2] y p3 como u´nico
lugar medido, no es observable. Como p3 tiene
dos transiciones de entrada, ni p1 ni p2 veriﬁcan
la condicio´n de la Proposicio´n 1. De hecho, si se
calcula la matriz de observabilidad del sistema
(¡como no tiene sincronizaciones es un sistema
lineal!) se deduce que p1 y p2 no pueden estimarse.
Intuitivamente, si los ﬂujos de las transiciones t1
y t2 tienen “igual velocidad”, no se puede decidir
cua´nto procede de cada lugar. Por lo tanto, la red
no es estructuralmente observable, aunque s´ı es
observable si λ[t1] 
= λ[t2].
Figura 27. El marcado del sistema se puede dedu-
cir observando p3.
Aplicando la Propiedad 1 de forma iterativa en
redes Sin Sincronizacio´n, se puede construir un
algoritmo de punto ﬁjo: a partir de los lugares
medidos u observados en un paso, se an˜aden los
lugares que se pueden deducir aplica´ndola, cons-
truyendo as´ı un conjunto de lugares estructural-
mente observables (Ju´lvez et al. 2004).
Esta propiedad no se puede aplicar si la red no
es Sin Sincronizacio´n. Si una transicio´n tiene ma´s
de un lugar de entrada, en un instante so´lo se
puede calcular el marcado del lugar que restringe
el ﬂujo en ese momento. Puede ocurrir que un
lugar de entrada de la sincronizacio´n nunca sea
el que limita el ﬂujo de las transiciones de las que
es entrada (es decir, sea impl´ıcito temporal). En
ese caso la u´nica forma de asegurar que se observa
es midie´ndolo directamente.
Si lo que se desea es estudiar la observabilidad
para un λ concreto, se puede calcular un obser-
vador lineal para cada una de las conﬁguraciones,
y ejecutarlos en paralelo. Las estimaciones que se
obtengan pueden utilizarse para desechar aquellas
conﬁguraciones que es seguro que no esta´n limi-
tando el sistema. Esto puede suceder por distintas
causas. Se llamara´n estimaciones no factibles, si
no existe solucio´n del sistema lineal para estas
observaciones; se denominara´n incoherentes, si la
conﬁguracio´n que deﬁne las estimacio´n no coinci-
de con aque´lla para la que se calculo´; ﬁnalmen-
te son sospechosas, las que pertenecen a varias
regiones. Puede que despue´s de eliminar estos
estimadores, todav´ıa queden otro varios va´lidos.
Utilizaremos un residuo para elegir entre ellos una
observacio´n. El residuo en un instante dado, r(τ),
es la distancia entre la salida del sistema y la
salida de la estimacio´n del observador. Para medir
esta distancia en los ejemplos aqu´ı utilizados se ha
utilizado la norma L1.
Veamos un ejemplo utilizando observadores li-
neales de Luenberger. Sea el sistema de la Fi-
gura 28 y sea la salida del sistema el marca-
do de p1, es decir, S = (1 0 0). La red tie-
ne dos conﬁguraciones, en funcio´n de que´ lu-
gar limita a t2: Z1 = {(p1, t1), (p1, t2), (p3, t3)}
y Z2 = {(p1, t1), (p2, t2), (p3, t3)}. Por cuestiones
puramente estructurales, para el sistema lineal
deﬁnido por Z1 so´lo se puede estimar p1 y p3. Sin
embargo Z2 permite estimar el marcado (estado)
de todos los lugares. Sea λ = ([0,9 1 1] y m0 =
[3 0 0]. La evolucio´n del marcado se muestra en la
Figura 29.
Supo´ngase que el estado inicial del observador 1
(asociado a Z1) es e01 = (1 2) y que sus valores
propios son (−12+2 ·√3 · i, −12−2 ·√3 · i). Para
el observador 2 (asociado a Z2), sean e02 = (1 0 2)
el estado inicial y (−15, −12 + 2 · √3 · i, −12 −
2 · √3 · i) los valores propios. Las evoluciones
de las estimaciones de los observadores esta´n
representadas en las Figuras 30 y 31.
M. Silva, L. Recalde 25
Figura 28. Sistema con dos conﬁguraciones
Figura 29. Evolucio´n del marcado del sistema de la
Figura 28 con m0 = [3 0 0] y λ = ([0,9 1 1].
Figura 30. Evolucio´n del observador 1, (e11, e13)
es la estimacio´n de (m[p1], m[p3]).
Inicialmente los dos observadores son va´lidos, pero
el residuo del observador 2 es menor que el del
observador 1 (coherente con que sea Z2 la conﬁ-
guracio´n en la que se encuentra el sistema). En
τ = 1,1 el sistema conmuta a Z1. El observador
2 deja de ser coherente, ya que su estimacio´n
predice un valor de m[p2] > m[p1], en contra de
la hipo´tesis de que se esta´ en la conﬁguracio´n 2.
La estimacio´n resultante puede mejorarse todav´ıa
utilizando informacio´n de que se dispone. Por
Figura 31. Evolucio´n del observador 2,
(e21, e22, e23) es la estimacio´n de
(m[p1], m[p2], m[p3]).
ejemplo, en la Figura 32, cuando la primera con-
mutacio´n ocurre, la estimacio´n del observador 2
esta´ muy pro´xima al marcado real. Al conmutar
el observador se produce un empeoramiento inicial
de la estimacio´n. Para evitarlo, basta con actuali-
zar el observador 1 con los valores que predice el
observador 2 justo antes de conmutar. Por otra
parte, cuando se utiliza el observador 1 no se
dispone de estimacio´n de m[p2]. Sin embargo, si
se dispone de una estimacio´n de todos los lugares
con un error pequen˜o, s´ı que se puede realizar una
simulacio´n a partir de la estimacio´n. La Figura 33
muestra los resultados de la observacio´n aplicando
estas sencillas mejoras.
Figura 32. Observador coherente con mı´nimo resi-
duo, (omcr1, omcr2, omcr3) es la estimacio´n
de (m[p1], m[p2], m[p3]).
5.2 Control en re´gimen permanente
Sobre los modelos de RdP se pueden plantear pro-
blemas de control del mismo tipo que en control
cla´sico. Por ejemplo, se puede estudiar cua´l es
el control que hay que realizar sobre el sistema
para que en re´gimen permanente el rendimiento
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Figura 33. Mejora del observador con
inicializacio´n al conmutar y simulacio´n,
(obss1, obss2, obss3) es la estimacio´n de
(m[p1], m[p2], m[p3]).
sea o´ptimo, o cua´l es la pol´ıtica de control que
permite pasar de un marcado m0 a un marcado
m en tiempo mı´nimo.
De acuerdo con la sema´ntica de los modelos, se
supondra´ que la u´nica accio´n que se puede apli-
car es reducir el ﬂujo de disparo de transiciones.
Pensando por ejemplo en sistemas de produccio´n,
resulta bastante lo´gico pensar en frenar las ma´qui-
nas, pero resulta imposible hacer que vayan ma´s
ra´pido que su velocidad ma´xima. En otras pala-
bras, so´lo podemos actuar “cerrando va´lvulas”,
frenando parcialmente. Como los sistemas no son
mono´tonos, “frenar” puede hacer que el sistema
vaya ma´s ra´pido.
Si una transicio´n se puede controlar (su ﬂujo se
puede reducir o incluso detener completamente),
se dira´ que es controlable. El ﬂujo de una transi-
cio´n controlable ti es f [ti]−u[ti], donde f [ti] es el
ﬂujo del sistema no forzado y u[ti] es la accio´n de
control y veriﬁca 0 ≤ u[ti] ≤ f [ti]. Obse´rvese que
esto signiﬁca que el valor ma´ximo de la accio´n de
control es variable, depende del marcado.
Por ejemplo, para la red de la Figura 19 con
m0 = [5 0 0 0 4], el ﬂujo de las transicio-
nes en re´gimen permanente si u = [0 0 0 0]
(i.e., si el sistema esta´ sin controlar) es f =
[0,535 0,535 0,535 0,535]. Sin embargo se puede
llegar a conseguir que el ﬂujo de cada transicio´n
sea 1.5625 si se usa como control u = [0,781 0 0 0].
¡Es decir, frenando el ﬂujo de t1 se llega a casi
multiplicar por tres el ﬂujo global, y el de t1 en
particular!
En principio, se puede plantear si un subconjunto
de transiciones es suﬁciente para controlar el sis-
tema, o cua´l es el conjunto mı´nimo que permite
controlarlo. Sin embargo, este tipo de problemas
no se van a abordar aqu´ı. Por simplicidad se
supondra´ en lo sucesivo que todas las transicio-
nes son controlables. La ecuacio´n de estado del
sistema controlado es lineal a tramos y con accio´n
acotada asime´tricamente, superiormente por una
funcio´n del marcado e inferiormente por cero:
{
m˙ = C · (Λ ·Π(m) ·m− u)
0 ≤ u ≤Λ ·Π(m) ·m (9)
Controlando todas las transiciones, los marcados
alcanzables en el sistema auto´nomo (no tempo-
rizado) pueden alcanzarse en el sistema tempori-
zado, salvo quiza´s los que tienen algu´n lugar sin
marcas (varios). En este caso, el marcado se alcan-
za en el l´ımite (es como descargar un condensador
en un circuito RC: teo´ricamente para descargarlo
totalmente hace falta inﬁnito tiempo). Sin em-
bargo, los marcados que es interesante alcanzar
en estado estacionario son normalmente marcados
estrictamente positivos (si el marcado de un lugar
es 0, el ﬂujo de sus transiciones de salida es 0, lo
que signiﬁca inactividad total) y e´stos se alcanzan
en tiempo ﬁnito.
Propiedad 3. (Mahulea et al. 2007) Sea un sis-
tema 〈N ,λ,m0〉 tal que todas las transiciones
son controlables. Si m es alcanzable en el modelo
auto´nomo, entonces m es alcanzable en tiempo
ﬁnito en el modelo temporizado controlado.
Obse´rvese que bajo las condiciones del Teorema 2
m es alcanzable en el modelo auto´nomo si y so´lo
si veriﬁca la ecuacio´n fundamental.
En control de produccio´n, la funcio´n de beneﬁcio
a menudo depende de la produccio´n, del trabajo
en proceso y de la amortizacio´n de inversiones.
Asumiendo que la funcio´n es lineal, y que las
ma´quinas han sido ﬁjadas (es decir λ esta´ deﬁ-
nido), la funcio´n objetivo tiene la siguiente forma:
w ·ϕ− z ·m− q ·m0, donde ϕ es el ﬂujo de pro-
duccio´n en re´gimen permanente, y w es un vector
que deﬁne el beneﬁcio que produce cada producto;
m es el marcado medio, y z es el coste unitario
del inventario inmovilizado en proceso por unidad
de tiempo; ﬁnalmente q representa depreciacio´n o
amortizacio´n de las inversiones iniciales sobre m0.
Sea el siguiente problema de programacio´n lineal
max: w · f − z ·m− q ·m0
s.a. C · f = 0, f ≥ 0 (10a)
m = m0 +C ·σ, m,σ ≥ 0 (10b)
f [ti] = λ[ti] ·
(
m[pj ]
Pre[pj , ti]
)
− v[pj , ti],
∀pj ∈ •ti, v[pj , ti] ≥ 0 (10c)
donde v[pj , ti] son variables de holgura. Las ecua-
ciones representan: (a) f es un T-semiﬂujo; (b) ne-
cesario para que m sea alcanzable (ecuacio´n fun-
damental); (c) regla de disparo de las transiciones
controladas con sema´ntica de inﬁnitos servidores.
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Teorema 14. (Mahulea et al. 2007) Sea un siste-
ma 〈N ,λ,m0〉 y 〈f ,m,v〉 una solucio´n del proble-
ma de programacio´n lineal (10). Para cada tran-
sicio´n ti, sea u[ti] = mı´n
pj∈•ti
v[pj , ti] su entrada de
control en estado estacionario param. (Si |•ti| = 1
la variable de holgura coincide con la entrada de
control.) Si para cada u[ti] > 0 la transicio´n ti es
controlable, entonces u es un control o´ptimo en
estado estacionario.
Obse´rvese que se trata de un problema de progra-
macio´n lineal, y por lo tanto tiene solucio´n con
complejidad polinomial.
5.3 Control del sistema dina´mico
Una aproximacio´n MPC. El sistema de (9) es
lineal a tramos y tiene una restriccio´n sobre la
entrada de control u que depende del estado del
sistema m. Sin embargo, deﬁniendo w = f − u,
se puede reescribir como un sistema lineal, eso s´ı,
con restricciones dina´micas adicionales sobre las
entradas de control:⎧⎪⎪⎨⎪⎪⎩
m˙(τ) = C ·w(τ)
G ·
[
w(τ)
m(τ)
]
≤ 0
w(τ) ≥ 0
(11)
donde G = [Δ − Γ] con Δ (q × n) y Γ (q ×m)
y q =
∑
t∈T |•t|, es decir el nu´mero de arcos
“pre” en la red. Dado un arco “pre” (pi, tj) la
ﬁla correspondiente de Δ es el vector[
0 · · · 0 1︸ ︷︷ ︸
j
0 · · · 0
]
,
mientras que la ﬁla correspondiente de Γ es[
0 · · · 0 λj
Pre[pi, tj ]︸ ︷︷ ︸
i
0 · · · 0
]
.
En (Mahulea et al. 2006a) se ha planteado el pro-
blema de calcular la entrada que lleva al sistema
desde un marcado inicial hasta un marcado ﬁnal,
optimizando cierta funcio´n de coste para siste-
mas modelados con redes de Petri continuas con
sema´ntica de inﬁnitos servidores. Se han investi-
gado dos soluciones, basadas en “Model Predictive
Control” (MPC) (Bemporad et al. 2000) impl´ıcito
y expl´ıcito.
Por simplicidad de ca´lculo, el problema se plantea
sobre el sistema discretizado en el tiempo, sin
embargo esto plantea una diﬁcultad: la eleccio´n
del periodo de muestreo. El muestreo deber´ıa
preservar la informacio´n importante del modelo
original (en particular la no negatividad de los
marcados).
Propiedad 4. (Mahulea et al. 2006a) Si el periodo
de muestreo veriﬁca que
∀p ∈ P,
∑
tj∈p•
λ[tj ]Θ < 1, (12)
el conjunto de marcados alcanzables en el sistema
discretizado coincide con los marcados alcanzables
en el sistema continuo temporizado.
En la pra´ctica, la frecuencia de muestreo puede
tener que ser mayor si se necesita reconstruir
las sen˜ales (como en el teorema de muestreo de
Nyquist-Shannon), pero ese es un tema que no se
abordara´ aqu´ı.
Si se pretende minimizar un ı´ndice de rendimiento
cuadra´tico esta´ndar que mida la distancia desde el
estado actual (marcado y entrada) al estado que
se desea alcanzar:
J(m(k), N) =
(m(k + N)−mf )′ · Z · (m(k + N)−mf )+
N−1∑
j=0
[(m(k + j)−mf )′ ·Q · (m(k + j)−mf )+
(w(k + j)−wf )′ ·R · (w(k + j)−wf )] (13)
donde Z, Q y R han de ser matrices deﬁnidas
positivas.
An˜adiendo las restricciones del sistema, en cada
paso el problema que hay que resolver es:
min J(m(k), N)
s.a. : m(k + j + 1) = m(k + j) + Θ ·Cw(k + j),
G ·
[
w(k + j)
m(k + j)
]
≤ 0,
w(k + j) ≥ 0,
para j = 0, · · · , N − 1
(14)
El ejemplo (sistema no mono´tono) sobre el que
se va a trabajar, es el representado en la Fi-
gura 26, siendo la velocidad de las transiciones
λ = [1 1 1]. Supo´ngase que el objetivo es llevar
al sistema desde el estado inicial m0 = [3 3 1 3]
a un estado ﬁnal mf = [2,50 3,25 1,25 2,50] con
wf = [1,25 1,25 1,25]. Obse´rvese que aunque el
sistema tiene 4 lugares, es en realidad un sistema
de orden 2 debido a la existencia de 2 P-semiﬂujos:
m[p1] + m[p2] + m[p3] = 7 y m[p1] + 4m[p3 +
m[p4] = 10. Sean R = 0,01I, Q = I y Z = 100I.
El Cuadro 3 resume los resultados nume´ricos obte-
nidos en el caso de MPC impl´ıcito con periodos de
muestreo Θ = 0,1, 0,05, 0,01, todos satisfaciendo
la desigualdad (12), y distintos valores de N . La
columna J¯ representa el coste
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J¯(m0,Θ) =
Θ ·
∞∑
j=0
[(m(j)−mf )′ ·Q · (m(j)−mf )+
(w(j)−wf )′ ·R · (w(j)−wf )]
Se indica el tiempo medio en segundos necesario
para resolver cada paso en un Intel Pentium 4 a
3.20 GHz.
Se observa que el coste J¯ es pra´cticamente el
mismo para N = 10 y N = 20, es decir, no es ne-
cesario incrementar mucho el horizonte. Por otra
parte, aunque para Θ = 0,1 todas las soluciones
se pueden implementar en este ordenador, esto
no es cierto para valores menores de Θ, ya que
el tiempo necesario para resolver el problema en
cada paso es mayor que el periodo de muestreo si
N es grande.
Las simulaciones se han realizado tambie´n para el
planteamiento del MPC expl´ıcito. La particio´n del
espacio de estados que se obtiene para Θ = 0,1 y
N = 10 se ha representado en la Figura 34. En
el Cuadro 3, las columnas 4, 8 y 12 resumen el
nu´mero de regiones politopos nP .
Figura 34. Particio´n del espacio de estados para
el sistema de la Figura 26 con N = 1 y
Θ = 0,05.
En sistemas generales, no hay garant´ıa de que el
problema a resolver sea factible en todo momento,
o en te´rminos de MPC expl´ıcito, no hay garant´ıa
de que la particio´n resultante incluya todos los
estados factibles. Sin embargo, debido a la forma
particular de las restricciones en el caso de las
redes de Petri continuas se puede demostrar que
la factibilidad se mantiene (Mahulea et al. 2006a).
Aproximacio´n baja-alta ganancia. En (Xu
et al. 2006) se ha estudiado el seguimiento de
sistemas modelados con redes Sin Sincronizacio´n
utilizando te´cnicas “baja-y-alta ganancia” (Saberi
et al. 1996). En la actualidad se termina su exten-
sio´n a redes cualesquiera.
Figura 35. Red Sin Sincronizacio´n con λ =
[1 1 2 1 2].
El objetivo es conseguir que el marcado y la accio´n
converjan a los valores deseados. Aunque existe
abundante literatura sobre el uso de este tipo
de te´cnicas (Lien 1998, Turner et al. 2000, Chen
et al. 2003), una hipo´tesis habitual es que los
l´ımites superiores e inferiores de las acciones son
constantes positivas y negativas. Sin embargo, en
los sistemas modelados con redes de Petri, la
accio´n no puede ser negativa, y la cota superior no
es constante, sino que depende del estado, como
se ha visto.
En primer lugar, se utiliza la teor´ıa LQ para
disen˜ar un controlador de “baja-ganancia”, de
manera que se satisfagan las restricciones. Debido
a las restricciones sobre la accio´n, no se pue-
de garantizar en general la convergencia global
asinto´tica para referencias en escalo´n. Para po-
der asegurar la convergencia, evitando al mismo
tiempo cambios bruscos en la trayectoria, se ha
optado por utilizar como referencia un primer
escalo´n, seguido de una rampa hasta llegar al valor
deseado. As´ı, el problema se divide en dos partes,
primero la generacio´n de la trayectoria, y segundo
su seguimiento.
A continuacio´n, se an˜ade una parte de “alta-
ganancia” para utilizar mejor las acciones disponi-
bles, y hacer que la convergencia sea ma´s ra´pida.
Se ha demostrado la convergencia asinto´tica glo-
bal del algoritmo de control para redes Sin Sin-
cronizacio´n conservativas y fuertemente conexas.
Por ejemplo, sea la red de la Figura 35 con mar-
cado inicial m0 = [2 3 5 6 9] y marcado objetivo
md = [3 5 2 7 8]. Para maximizar el ﬂujo en
el estado ﬁnal, la accio´n de control objetivo es
ud = [1, 3 0 5 6].
La Figura 36 ilustra la convergencia de los marca-
dos con el control disen˜ado, y la Figura 37 muestra
las entradas de control. Obse´rvese que la accio´n
calculada siempre respeta las restricciones.
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Tabla 3. Resultados del control MPC impl´ıcito para el sistema de la Figura 26
Θ = 0,1 Θ = 0,05 Θ = 0,01
N J¯
comput.
time [sec]
nP N J¯
comput.
time [sec]
nP N J¯
comput.
time [sec]
nP
1 0,3409 0,0363 26 1 0,2359 0,0364 26 1 0,0787 0,0372 12
2 0,1794 0,0384 - 2 0,1795 0,0380 98 2 0,0787 0,0380 41
10 0,0851 0,0469 888 10 0,0822 0,0468 1436 10 0,0784 0,0449 651
20 0,0846 0,0614 2635 20 0,0810 0,0616 3202 20 0,0782 0,0562 2489
Figura 36. Convergencia de los marcados con el control deﬁnido.
Figura 37. Las sen˜ales de control que se obtienen, y las cotas deﬁnidas por el marcado en cada instante.
En la actualidad la aproximacio´n se ha generaliza-
do para redes con sincronizaciones, al tiempo que
se sabe co´mo planiﬁcar trayectorias poligonales
que reduzcan el tiempo para llegar a md. En
el futuro se abordara´ la comparacio´n entre las
te´cnicas de “baja-y-alta ganancia” y MPC.
6. TOMANDO DISTANCIA
Una comparacio´n recapitulativa de lo aqu´ı pre-
sentado con la aproximacio´n hoy ma´s cla´sica ba-
sada en los Diagramas de Forrester (DdF) permite
situar nuestra contribucio´n basada en redes de
Petri.
El primer punto a evocar es una coincidencia epis-
temolo´gica importante: ambas clases de formalis-
mos son singularmente apropiadas para modelar
sistemas de produccio´n/consumo; de donde re-
sulta “natural” que sean bipartidos, alterna´ndose
elementos de almacenamiento (depo´sitos o´ luga-
res) con los de establecimiento de ﬂujos (va´lvulas
o´ transiciones).
A partir de lo dicho, las diferencias son sustancia-
les. Por un lado los DdF deﬁnen “directamente”
modelos ﬂuidiﬁcados (o continuos) y temporiza-
dos, separando ﬂujos de materia y de control que,
sea dicho, se expresan con funciones de una gene-
ralidad absoluta. Con las redes de Petri se parte de
una indiferenciacio´n entre los ﬂujos de materia y
control, y funciones de ﬂujo relativamente simples
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(las que corresponden a las sema´nticas menciona-
das de ﬁnitos e inﬁnitos servidores); recientemente
se ha demostrado que la diferenciacio´n de los ﬂujos
de control y materia en las RdP continuas no
an˜ade potencia descriptiva, aunque a veces pueda
facilitar la “lectura” de algunos modelos (Recalde
et al. 2007).
En el marco petrista es posible la existencia
de modelos (siempre “visiones” de las realidades
que se consideran) no temporizados, denominados
auto´nomos, lo que permite su consideracio´n ba-
jo hipo´tesis de comportamiento no determinista,
entendido e´ste en su ma´s amplio sentido, ma´s
alla´ de asumir comportamientos estoca´sticos: to-
do comportamiento posible, por inveros´ımil que
pueda parecer, se puede producir. Esta hipo´tesis,
frecuente en informa´tica, sobre todo en sistemas
distribuidos, es una posicio´n “de humildad” fren-
te a la impredictibilidad de los comportamientos
reales en sistemas complejos. Por otro lado, en el
marco del paradigma de RdP se pueden —al me-
nos en parte— contrastar propiedades de modelos
ﬂuidiﬁcados frente a las “visiones” (de eventos)
discretas. As´ı, merece la pena recordar que los
modelos cla´sicos de Volterra-Lotka en dina´mica de
poblaciones evolucionan segu´n una o´rbita, cuando
se sabe que con certeza, bajo hipo´tesis estoca´sticas
generales, que los sistemas discretos subyacentes
tienden a cero depredadores e inﬁnitas presas,
o cero presas y, por consiguiente, tambie´n cero
depredadores (Nicolis y Prigogine 1971). En es-
te caso, la RdP auto´noma (discreta o continua)
es modelo con-bloqueos y no-limitado, mientras
que la relajacio´n continua y temporizada es sin-
bloqueos y s´ı-limitada. La aproximacio´n de Forres-
ter se limita al modelo ﬂuidiﬁcado y temporizado,
mientras que la aqu´ı adoptada tiene siempre otros
posibles puntos de vista en el mismo paradigma
de modelado. Los formalismos de red continua
y temporizada, bajo las sema´nticas de ﬁnitos e
inﬁnitos servidores son te´cnicamente h´ıbridos (sis-
temas lineales conmutados); adema´s la primera
de estas sema´nticas corresponde a sistemas con-
ceptualmente h´ıbridos (los “pocos” servidores son
considerados de forma discreta, mientras que los
“muchos” clientes son ﬂuidiﬁcados). Si se adop-
ta la sema´ntica con productos de poblaciones se
obtienen sistemas no-lineales que pueden simular
feno´menos cao´ticos. La sema´ntica de inﬁnitos ser-
vidores conduce a modelos que permiten simular
ma´quinas de Turing, con lo que ello acarrea de
indecidibilidades. Lo aqu´ı presentado representa
la urdimbre de la aproximacio´n, donde hay que
reconocer la existencia de tres tramas comple-
mentarias: la visio´n auto´noma (no-determinista)
de los sistemas, de ra´ız informa´tica; la evaluacio´n
de prestaciones de los modelos temporizados no
forzados, que releva en gran parte de la investiga-
cio´n de operaciones; y las cuestiones relativas a la
observacio´n y control, propias de la teor´ıa de con-
trol. En todos los casos, nuestro intere´s ba´sico es
la comprensio´n de las propiedades de los sistemas,
para lo que el e´nfasis se hace en el estudio de las
relaciones estructura-comportamiento, ma´s que la
exploracio´n por simulacio´n de casos particulares.
En otros te´rminos, nuestra aproximacio´n es epis-
temolo´gicamente pro´xima, pero te´cnicamente au´n
muy distante, de la “no-ortodoxa” en Dina´mica
de Sistemas “a la Forrester” de (Mosekilde et
al. 1988), al estudiar la dina´mica de sistemas no
lineales.
Ante la posible impresio´n de encontrarnos frente a
una teor´ıa bastante “hecha”, hemos de reconocer
que, “el camino se hace al andar” y au´n estamos
muy lejos de lo deseado. Valga la enumeracio´n
de algunos problemas abiertos para transmitir esa
certeza, al tiempo que esperamos se consideren las
evocaciones que siguen como una invitacio´n a tra-
bajar en estas l´ıneas, con las mu´ltiples variantes
que evidentemente se pueden establecer:
Dado un sistema (de eventos) discreto con-
creto. La descripcio´n con RdP, ¿es “razona-
blemente” ﬂuidiﬁcable?
¿Que´ pol´ıtica de servicio es la ma´s adecuada:
sema´ntica de ﬁnitos o de inﬁnitos servidores?
¿Otra sema´ntica alternativa?
Dada una sema´ntica (temporizada) de servi-
cios: ¿existe un re´gimen permanente? (como
se ha dicho, este problema es en general in-
decidible para sema´ntica de inﬁnitos servido-
res (Haddad et al. 2006, Recalde et al. 2007).
Se dispone de resultados razonables para de-
cidir la alcanzabilidad en redes auto´nomas
(no temporizadas). Cuando el modelo se tem-
poriza, la cuestio´n se torna ma´s peliaguda:
¿Co´mo mejorar la caracterizacio´n de los mar-
cados alcanzables en re´gimen permanente?
Incluso si para problemas de disen˜o fuera-
de-l´ınea existen resultados interesantes, las
cuestiones de control dina´mico requieren de
esfuerzos adicionales, particularmente en el
entrelazamiento de observacio´n y control.
En sistemas lineales conmutados, se sabe
que varios sistemas estables (con valores pro-
pios con parte real negativa) pueden dar
un comportamiento inestable. Sin haber pro-
bado su imposibilidad en el caso de redes
con sema´ntica de inﬁnitos servidores, no he-
mos sabido encontrar un ejemplo. Hace falta,
pues una demostracio´n o un contraejemplo
que tenga sentido como sistema de produc-
cio´n/consumo.
Asumiendo la existencia de una ley para
controlar eﬁcientemente el sistema continuo,
y si ello fuese necesario, ¿co´mo volver al
a´mbito de los modelos discretos?
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