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1 Introduction
Given a bourlded domain $\Omega\subset \mathcal{R}^{n}$ with smooth boundary $\partial\Omega$ , let us consider
the initial boundary value problem
$\frac{\partial’u}{\partial t}-\triangle u=f(u)$ in $\Omega\cross(0, T)$ , $u|_{\partial\Omega}=0$ , $u|_{t=0}=u_{0}(x)$ (1)
with $f\in C^{1}(\mathcal{R})$ standing for the nonlinearity in consideration.
If the initial value $\tau\iota_{0}\in C_{0}(\overline{\Omega})$ , which means that $u_{0}(x)$ is continuous
on $\overline{\Omega}$ and $u_{0}=0_{011}\partial\Omega$ , then it holds the unique existence of the classical
solution local in tilne $u=u(x, t)\in C(\overline{\Omega}\cross[0, T))\cap C^{2,1}(\Omega\cross(0, T))$ . When
only $u_{0}\in C(\overline{\Omega})$ is assumed, we still have the unique existence of the solution
local in time $\tau\iota=u(x, t)\in C(\overline{\Omega}\cross(0, T))\cap C^{2,1}(\Omega\cross(0, T))$ , and
$1\mathrm{i}\mathrm{n}t_{\text{ }}\downarrow 0^{1}||u(\cdot, t)-u0||p=0$
for any $1\leq p<+\infty$ . In any case, if we denote by $T_{b}$ the maxilnal tilne for
$\mathrm{t}1_{1\mathrm{e}\mathrm{C}}\mathrm{X}\mathrm{i}\mathrm{s}\mathrm{t}\mathrm{e}11\mathrm{c}\mathrm{e}$ of such a solution, then $T_{b}<+\infty$ implies
$\lim_{t\dagger^{\tau}b}||u(\cdot, f\text{ })||_{\infty}=+\infty$ .
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And we $\mathrm{c}\mathrm{a},11$ this case $\mathrm{t}_{\mathit{1}}\mathrm{h}\mathrm{e}$ blow-up of the $\mathrm{s}\mathrm{o}\mathrm{l}\mathrm{U}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{l}\mathrm{l}$. We refer to $\mathrm{L}\mathrm{a}\mathrm{d}\mathrm{y}7\lrcorner \mathrm{e}11^{-}$
$\mathrm{s}1_{01}\mathrm{a}\mathrm{y}\mathrm{a},$
$\mathrm{S}\mathrm{o}1_{0}\mathrm{n}11\mathrm{i}\mathrm{k}\mathrm{o}\mathrm{v}$ , and Ural’ceva [11], Matano [12], and Henry [8] for those
$\mathrm{f}\iota_{111}\mathrm{d}\mathrm{a}111\mathrm{e}11\mathrm{t}\mathrm{a}1$ facts.
The blow-up phellonuella have been studied extensively; $\mathrm{w}1_{1}\mathrm{e}\mathrm{n}$ and how
tlley occur, and wllat $1_{1\mathrm{a}_{\mathrm{P}}}\mathrm{p}\mathrm{e}11\mathrm{S}$ after the blow-up $\mathrm{t}\mathrm{i}_{\mathrm{l}1}1\mathrm{e}$ . The presellt paper is
devoted to the first problem and we give a new criterion for the blow-up of
$\mathrm{t}11(_{\text{ }^{}\Delta}$ solutiorl.
As a typical nonlinearity we tllillk of $f(\mathrm{c}\iota)=\lambda_{0}e^{u}$ with a constant $\lambda_{0}>0$ .
In this case if the st,ationary $\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{b}\mathrm{l}\mathrm{e}\ln$
$-\triangle v=f(v)$ in $\Omega$ , $v=0$ on $\partial\Omega$ (2)
has a classical $\mathrm{s}\mathrm{o}\mathrm{l}\mathrm{U}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{l}\mathrm{l}v\in C_{0}(\overline{\Omega})\cap C^{2}(\Omega)$ then $S$ , the totality of its solutions,
possesses the lnillimaJ element $\underline{v}$ . Namely, $\underline{v}\in S$ and $v\geq\underline{v}$ on $\Omega$ for any
$v\in S$ .
In $\mathrm{t}1_{1}\mathrm{e}$ pioneering work [6], H. Fujita proved the following. When a non-
$\mathrm{m}\mathrm{i}11\mathrm{i}_{1}11\mathrm{a}1$ stationary solutioll $\overline{v}$ of (2) exists then we have;
1. lf $\uparrow\iota_{0}\leq\overline{v}$ and $u_{0}\not\equiv\overline{v}$ , then $T_{b}=+\infty$ and $1\mathrm{i}_{\mathrm{l}}\mathrm{n}_{tarrow}+\infty||u(\cdot, t)-\underline{v}||_{\infty}=0$ .
2. If $u_{0}\geq\overline{v}$ and $u_{0}\not\equiv\overline{v},$ $\mathrm{t}\}_{1}\mathrm{e}\mathrm{n}$ either $T_{b}<+\infty$ or
$T_{b}=+\infty$ and $\mathrm{f}arrow\lim_{\text{ }}+\infty||u(\cdot, t\text{ })||_{\infty}=+\infty$. (3)
Ill the above $\arg_{\mathrm{U}1}\mathrm{n}\mathrm{e}\mathrm{n}\mathrm{t}_{\mathrm{S}}$ , the convexity of the nonlinearity $f$ plays a crucial
role, for this does not admit, a triple of classical $\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{a}\mathrm{r}\mathrm{y}_{1}\mathrm{S}\mathrm{o}\mathrm{l}\iota \mathrm{l}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{s},$ $u,$ $v,$ $w\in$
$S$ with $u\leq v\leq?l$) and $u\not\equiv v\not\equiv w$ . We call this the triple law.
The $\mathrm{s}\mathrm{e}\mathrm{c}\mathrm{o}\mathrm{l}\mathrm{l}\mathrm{d}\mathrm{S}\uparrow,\mathrm{a}\mathrm{t}\mathrm{e}\mathrm{n}\mathrm{l}\mathrm{e}\mathrm{n}\mathrm{t}$ above, in the case $u_{0}\geq\overline{v}$ and $u_{0}\not\equiv\overline{v}$ , was refined
later by Lacey [9] as follows. Let $\uparrow/J_{1}(X)>0$ be the first eigenfunction of the
linearized $\mathrm{o}\mathrm{p}\mathrm{e}\mathrm{r}\mathrm{a}\mathrm{t}\mathrm{o}\mathrm{r}-\triangle-.f’(\overline{v}(x))$ around the non-minimal solution $\overline{v}$ . Then
for $\uparrow|_{\text{ }0}$ with
$\uparrow\iota_{0}\not\equiv\overline{?J}$ and $\int_{\Omega}u_{0}\tau/$) $\mathrm{l}\geq\int_{\Omega}\overline{v}\psi_{1}$
we llavc $\tau b<+\infty$ . In other words, the possibility (3), usually referred to as
t,hc blow-up in infinite $\mathrm{t}\mathrm{i}_{1}\mathrm{n}\mathrm{e}$ , is excluded, and also the initial value $u_{0}(x)$ may
evell interscct $\overline{v}(x)$ as $1_{01\mathrm{l}}\mathrm{g}$ as $\mathrm{t},11\mathrm{C}$ above $\mathrm{i}\mathrm{n}\{_{\mathit{1}}\mathrm{e}\mathrm{g}\mathrm{r}\mathrm{a}1$ inequality holds.
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Ill this paper we will show another conditions extended in differellt direc-
tioll. Namely, we can take $v^{*}$ alld $v_{*}$ in place of $\underline{v}$ and $\overline{v}$ , where $v^{*}$ and $v_{*}$ is
smper- a,nd sub-solution respectively. This means that
$-\triangle v^{*}\geq.f(\uparrow)^{*})$ and $-\triangle v_{*}\leq f(v_{*})$ in $\Omega$
and
$v^{*}\geq 0\geq v_{*}$ on $\partial\Omega$ . (4)
Let, $\lambda_{1}>0$ be the firsf) eigenvalue $\mathrm{o}\mathrm{f}-\triangle$ .
Theorem 1 Suppose $f_{\text{ }}[_{l,a}f_{\text{ }}\dagger_{\text{ }}l1_{\text{ }}e$ no$7t,linearif_{y}yf\in C^{1}(\mathcal{R})$ is convex,
$\lim_{sarrow-}\mathrm{s}\mathrm{u}\mathrm{r})f(s)/s\infty<\lambda_{1}<\lim_{sarrow+}\inf f(s)/\infty s$ , (5)
and
$\int^{+\infty}\frac{ds}{f(s)}<+\infty$ . (6)
Suppose, $fu\uparrow\cdot t_{\text{ }}l|_{\text{ }}ermo\gamma e_{f}th_{\text{ }}at_{\text{ }}$ there $exi_{\mathit{8}}\dagger_{\text{ }}s$ a pair of super- and sub- $\mathit{8}olutions$
$v^{*},$ $\tau)_{*}\in C(\overline{\Omega})\cap C^{2}(\Omega)$ of (2), respectively, with
$v^{*}\leq v_{*}$ and $v^{*}\not\equiv v_{*}$ in $\Omega$ . (7)
$Th_{C77_{J}},\text{ }$ for $u_{0}wi,f_{\text{ }}[|_{\text{ }}$
$\uparrow r_{0},\geq v_{*}$ and $u_{0}\not\equiv v_{*}$ in $\Omega$ (8)
we have $T_{b}<+\infty_{f}$ and actually
$\lim_{t\uparrow T_{b}}\mathrm{m}_{\frac{\mathrm{a}}{\Omega}}\mathrm{x}u(\cdot, t)=+\infty$ . (9)
Note t,hat relations (4) and (7) imply $v^{*}=v_{*}=0$ on $\partial\Omega$ , or $v^{*},$ $v_{*}\in C_{0}(\overline{\Omega})$ .
2 Applications
Tlleorelll 1 provides the $\mathrm{f}\mathrm{o}\mathrm{l}1_{\mathrm{o}\mathrm{W}\mathrm{i}\mathrm{g}}1\mathrm{l}$ blow-up criteria which have not been no-
$\dagger_{)}\mathrm{i}(’ \mathrm{e}(1$ before. $\mathrm{T}11\mathrm{r}\mathrm{o}\iota 1\mathrm{g}\mathrm{l}_{1}\mathrm{t}J\mathrm{t},1_{1}\mathrm{i}\mathrm{s}\mathrm{s}\mathrm{e}\mathrm{c}\mathrm{t}_{J}\mathrm{i}\mathrm{o}\mathrm{n}$ , we assulne that $f$ satisfies the $\mathrm{a}\mathrm{s}\mathrm{s}\mathrm{U}\mathrm{n}\mathrm{l}\mathrm{P}^{-}$
tions of Theorem 1.
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Corollary 2 Let $f(\mathrm{O})\leq 0$ . Suppose, $furthermore_{J}$ that the initial value
$u_{0}\in C_{0}(\overline{\Omega})$ is $nort-negaf\text{ }ive,$ $C^{2}$ in $\Omega_{f}$ and
$-\triangle u_{0}\leq f(u_{0})$ and $-\triangle u_{0}\not\equiv f(u_{0})$ in $\Omega$ . (10)
Then we $l_{1_{\text{ }}a}vc\tau b<+\infty$ .
In fact, from condition (10) and the strong maximum principle we see
$u_{t}>0$ , $-\triangle u<f(u)$ in $\Omega\cross(0, T_{b})$ . (11)
In $\mathrm{p}\mathrm{a}\mathrm{r}\mathrm{t}_{r}\mathrm{i}\mathrm{c}\mathrm{u}\mathrm{l}\mathrm{a}\mathrm{r},$ $u(\cdot, t_{0})\geq u_{0}$ and $u(\cdot, t_{0})\not\equiv u_{0}$ hold for $0<t_{0}<T_{b}$ . Therefore,
by Theorem 1 with $v^{*}=0$ and $v_{*}=u_{0}$ , regarding $t_{0}$ as the initial time, we
can show the conclusion.
We note that $\mathrm{F}\mathrm{r}\mathrm{i}\mathrm{e}\mathrm{d}\mathrm{m}\mathrm{a}\mathrm{n}- \mathrm{M}_{\mathrm{C}\mathrm{L}}\mathrm{e}\mathrm{o}\mathrm{d}[5]$ studied the blow-up set for a rather
wide class of nonlinearities, under the conditions (10) and $T_{b}<+\infty$ . Above
Corollary 2 provides a kind of justification for it.
On the contrary, in case of $f(\mathrm{O})>0$ , it may happen that $T_{b}=+\infty$ in
spite of (10). This is t,he case actually shown in [6] for $f(u)=\lambda_{0}e^{u}$ . Namely,
if a non-minimal statiollary $\mathrm{s}\mathrm{o}\mathrm{l}\mathrm{u}\mathrm{t}\mathrm{i}_{0}\mathrm{n}\overline{v}(x)$ of (2) exists, then the extrapolation
of $\underline{v}$ and $\overline{v}$ ,
$u_{0}=\theta\underline{v}+(1-\theta)\overline{v}$
with $\theta>1$ satisfies (10), $u_{0}>0$ in $\Omega,$ $\tau_{b}--+\infty$ , and
$\lim_{tarrow+\infty}||u(\cdot)t)-\underline{v}||\infty=0$ .
For the nonlinearity $f(u)=\lambda e^{u}$ we have the upper bound $\overline{\lambda}<+\infty$ of $\lambda$
for which the existence of a classical solution $v(x)$ of
$-\triangle v=f(v)$ in $\Omega$ , $v=0$ on $\partial\Omega$ (12)
llolds. For the casc $\lambda>\overline{\lambda},$ $[6]$ proved that the blow-up occurs in finite or
infinite time in
$\frac{}\partial\tau\iota}{\partial t_{\text{ }}-\triangle \mathrm{c}\iota=f(u)$ in $\Omega\cross(0, T)$ , $u|_{\partial\Omega}=0$ , $u|_{t=0^{=}}u0(X)$ , (13)
and later [9] excluded the second possibility when $\overline{\lambda}$ lies in the $\mathrm{s}\mathrm{p}\mathrm{e}\mathrm{c}\mathrm{t}$) $\mathrm{r}\mathrm{u}\mathrm{n}\mathrm{l}$ .
This fact holds for some class of nolllinearities including $f(\uparrow\iota)=\lambda e^{u}$ . This
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case was later $\mathrm{s}\mathrm{t}_{1}1\mathrm{d}\mathrm{i}\mathrm{e}\mathrm{d}$ by Bellout [3], Lacey and Tzanetis [10], and Brezis,
Cazellave, Martel, and ftamialldrisoa [4]. Bellout [3] showed that the fact
$\mathrm{p}_{\mathrm{l}\mathrm{O}}\mathrm{v}\mathrm{c}\mathrm{n}$ by [9] holds even whell $\overline{\lambda}$ does not lie in the $\mathrm{s}\mathrm{p}\mathrm{e}\mathrm{c}\mathrm{t}\mathrm{r}\mathrm{u}\mathrm{l}\mathrm{n}$ . On the other
halld [10] $\mathrm{s}\iota_{1\mathrm{O}}\mathrm{w}\mathrm{e}\mathrm{d}$ the blow-up of infinite time may occur when $\lambda=\overline{\lambda}$ . These
results are $\mathrm{r}\mathrm{e}\mathrm{f}\mathrm{i}_{11}\mathrm{C}\mathrm{d}$ recelltly by [4]. In particular it was proven tlue following: If
$C\mathrm{l}$ convex $nonlincarit_{\text{ }}yf$ satisfics (6), $f(\mathrm{O})>0_{f}$ and $f\not\equiv f(0),$ $then\overline{\lambda}<+\infty$
follo$tlJS$ . $Furf_{\text{ }}l|_{\text{ }}ermo\uparrow\cdot ef$ blow-rxp in finite time occurs in (13) whenever $\lambda>\overline{\lambda}$ .
$and\uparrow\iota_{0}\geq 0.$ Sumlning up these result, $\mathrm{s}$ , we see $\mathrm{t}1_{1}\mathrm{a}\mathrm{f}$, blow-up in finit, $\mathrm{e}$ tilne
always occurs for $f(u)=\lambda e^{8l}$ with $\lambda>\overline{\lambda}$ in (13). In contrast with this, the
following corollary presents a blow-up criterion for the case $\lambda\leq\overline{\lambda}$ .
Corollary 3 Suppose $t_{J}/_{7_{\text{ }}}at_{\text{ }}$ the stationary problem (2) has a non-minimal
degenerate $Solu\dagger_{\text{ }}ion\overline{\{)}$, that $is_{f}$
$-\triangle\tau/J=f’(\overline{v})\psi$ in $\Omega$ , $\psi|_{\partial\Omega}=0$ (14)
$l_{l(\chi}S$ a $non-t,iv\uparrow \text{ }al_{S}olclt\dot{\eta}_{\text{ }}077_{\text{ }}\psi\not\equiv 0$ with $si_{j}(n$ change. Then for
$u_{0}\geq\overline{v}\pm\epsilon\psi$ a$77_{\text{ }}d$ $0<\epsilon\ll 1$ (15)
$v)c$ have $T_{b}<+\infty$ .
Ill fact, we $\iota_{1\mathrm{a}}\mathrm{v}\mathrm{e}$
$-\triangle(\overline{?)}\pm\epsilon?/))=-\triangle\overline{v}\mp\epsilon\triangle\psi=f(\overline{v})\pm\epsilon f’(\overline{\tau)})\psi$ (16)
and
$f(\varpi\pm\epsilon\psi)\geq f(\overline{v})\pm\epsilon f’(\overline{v})\psi$ . (17)
$\mathrm{H}\mathrm{e}\mathrm{n}\mathrm{c}\mathrm{e}-\triangle(\overline{?J}\pm\epsilon\psi)\leq f(\overline{v}\pm\epsilon\psi)$ holds and we can apply Theorem 1 with the
$1\mathrm{n}\mathrm{i}11\mathrm{i}_{\mathrm{l}\mathrm{r}}1_{\subset}\gamma 1$ solution $v^{*}=\underline{v}$ and $\eta)_{*}=\overline{v}+\epsilon\psi$ .
Note that ill Corollary 3, initial value $u_{()}$ may intersect with $\overline{v}$ . Lacey [9]
treats the sinlilar case as above corollary. His blow-up criterion is, however,
($1\mathrm{i}\mathrm{f}\mathrm{f}_{\mathrm{C}\mathrm{r}}\mathrm{C}- 1\iota \mathrm{t}\mathrm{f}\mathrm{r}\mathrm{o}\ln$ ours.
$\mathrm{A}_{\mathrm{l}1(\mathrm{f})}\}1\mathrm{e}\mathrm{r}$ application is $\mathrm{t}_{J}11\mathrm{e}$ following.
Corollary 4 Suppose that $t_{\text{ }}f7,c,$ $st_{\text{ }}a\dagger_{\text{ }}ionar?J$ problem (2) h as the minimal de-
$.(j\theta,n(\text{ })ra\dagger_{\text{ }}C\mathit{8}oluf_{\text{ }}\uparrow,orl_{\text{ }}\underline{v},$ $tlt_{\text{ }}a\dagger_{\text{ }}\dot{7}_{\text{ }}Sy$
$-\triangle q/’=.f\cdot’(\underline{v})\psi$ in $\Omega$ , $\psi|_{\partial\Omega}=0$ (18)
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$[_{1_{\text{ }}as}$ a $7l_{\text{ }}07l\text{ }$-trivial solution $\psi>0$ . $Tl_{l_{\text{ }}C},n$ for
$\uparrow\iota_{\mathrm{r}\mathrm{I}}\geq\underline{v}$ $wi$, th, $u_{0}\not\equiv\underline{v}$ (19)
$we$ havc $T_{b}<+\infty$ .
111 fact,, $\mathrm{t}1_{1}\mathrm{e}$ argument to be presented at the begining of the next sectioll
reduces condition (19) t,o
$\mathrm{s}\iota_{0},\geq?)_{*}=\underline{v}+\epsilon\psi$ (20)
for solne $0<\epsilon<<1$ . Then we obtaill the conclusion with the same arguments
as above.
As a direct consequence of the corollary above, we $\mathrm{o}\mathrm{b}\mathrm{t}\mathrm{a}\mathrm{i}_{\mathrm{l}1}$ the following.
Proposition 5 In $C_{\mathit{0}\uparrow^{\backslash }\mathit{0}}lla\eta/\mathit{4},$ $\underline{v}(Ji)$ is $t_{\text{ }}l\dagger \text{ }e$ unique solution for the stationary
problcm (2).
In fact, if there exist $\mathrm{I}\mathrm{l}\mathrm{O}\mathrm{l}1$-minimal solution $\overline{?)}$ of (2) then we have some $u_{0}$ with
$\overline{v}>\uparrow\iota_{0}>\underline{v}\mathrm{i}_{\mathrm{l}1}\Omega$. $\mathrm{B}\mathrm{e}\mathrm{c}\mathrm{a}\iota \mathrm{l}\mathrm{s}\mathrm{e}\overline{v}$ is a stationary $\mathrm{s}\mathrm{o}\mathrm{l}\mathrm{U}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{l}\mathrm{l}$, this implies $T_{b}=+\infty$
for $\uparrow\iota_{0}>\underline{v}$ and contradicts $\mathrm{w}\mathrm{i}\mathrm{t}1_{1}$ Corollary 4.
The case treated in Corollary 3 or 4 occurs for $f(u)=\lambda e^{u},$ $\Omega=\{x\in$
$\mathcal{R}^{7\mathrm{i}}’||,?j|<1\}$ , and $2<r|,$ $<10$ . See Nagasaki and Suzuki [13], for instance.
$\mathrm{A}_{11()}\mathrm{f},\iota_{1\mathrm{e}\mathrm{r}\mathrm{a}}\mathrm{P}\mathrm{P}\mathrm{l}\mathrm{i}_{\mathrm{C}}\mathrm{a}\mathrm{t}\mathrm{i}_{011}$ of Tlleorelll 1 is the following.
Corollary 6 Let $f(())=0$ and $f’(0)>\lambda_{1}$ whcrc $\lambda_{1}$ is tfie first eigenvalue
$of\cdot-\triangle$ . Suppose, $fu\uparrow\cdot\dagger_{\text{ }}he\prime r\cdot m\mathit{0}re$, that $f_{\text{ }}\prime|_{\text{ }}C$ initial value $u_{0}\in C_{0}(\overline{\Omega})\mathrm{n}C2(\Omega)$ is
$7l_{\text{ }}\mathit{0}77_{\text{ }}- 77\text{ }egat_{\text{ }}i\mathrm{t})c$ . $Tl\iota_{\mathrm{t}^{\supset}},nwcl7\text{ }avC\tau_{b}<+\infty$ .
Ill fact, lct ($l^{)}\mathrm{l}>0\mathrm{b}\mathrm{e}_{J}$ the eigenfunction $\mathrm{s}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{S}\mathrm{f}\mathrm{y}\mathrm{i}\mathrm{r}-\triangle\phi_{1}=\lambda_{1}\phi_{1}$ in $\Omega$ and
$\phi \mathrm{l}=0011\partial \mathrm{f}l$ . Because $f(u)$ is convex, the assumption $f’(0)>\lambda_{1}$ irnplies
$f(.\mathrm{s})<\lambda_{\mathrm{l}}s$ for $s<0$ . Now set $v^{*}=-\epsilon\phi_{1}$ for $\epsilon>0$ then we have
$-\triangle v^{*}=\epsilon\triangle\phi_{1}=-\epsilon\lambda_{1}\phi_{\mathit{1}}=\lambda_{1}v^{*}>f(v^{*})$ . (21)
That is, $v^{*}=-\epsilon\phi_{1}$ is a super-solution of (2), so we can apply Theorem 1
with $v^{*}=-\epsilon\phi_{1}$ and $\mathrm{t}l_{*}\equiv 0$ to obtain the conclusion.
Fillally, we note that any interpolations and extrapolations of sub- and
$\mathrm{s}\iota 1\mathrm{p}(^{\mathrm{y}},\mathrm{r}-_{\mathrm{S}}\mathrm{o}\mathrm{l}11\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{I}\iota \mathrm{S}$ are also sub- and super-solutions, respectively. For instance
we $\}_{1_{C\iota}’}\mathrm{v}\mathrm{e}\mathrm{f}_{J}11\xi_{\text{ }}1$ following.
Corollary 7 Let $tl_{\mathrm{i},CS}t_{\text{ }}at_{\text{ }}i_{\mathit{0}},n(\lambda ryp?()bler\mathfrak{l}7\text{ }(\mathit{2})l|_{J}asf_{\text{ }}l_{l_{\text{ }}C}$ mini m al $solut7\text{ }on\underline{v}=v1$
$a7\prime_{\text{ }}d,$ $7l\mathit{0}7l_{\text{ ^{}-}}n7,i_{7}\iota\dot{\uparrow}\text{ }malsol,u\dagger_{\text{ }}7,\cdot \mathit{0}7|_{\text{ }}sv_{2}$, V3. $Tl\mathrm{I},c7\iota i.f\uparrow\iota_{0}\geq v^{*}=\alpha v_{2}+(1-\alpha)v_{3}$ for
$sorn,c\mathrm{c}y>1$ or $\alpha<0wc$ have $T_{b}<+\infty$ .
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3 Proof of Theorem 1
Let, (7) and (8) hold. If we take $u_{*}(x, t)$ and $u^{*}(x, t)$ to be tlle solutions
local in $\mathrm{t}\mathrm{i}_{1}\mathrm{n}\mathrm{e}$ of (1) for $u_{0}=v_{*}$ and $u_{0}=v^{*}$ , respectively, then by the strong
nlaxinlulrl principle and the Hopf lemlna we have
$u(\cdot, t_{()})\gg u*(\cdot, t\mathrm{o})\gg u^{*}(\cdot, t\text{ }0)$
for $0<f_{\text{ }0}\ll 1$ . This mealls that these functions are $C^{1}$ on $\overline{\Omega}$ and satisfy
$\uparrow/,(\cdot, t\mathrm{o})>u_{*}(\cdot, t_{0})>u^{*}(\cdot, t_{0})$ in $\Omega$
and
$\frac{\partial\uparrow\iota}{\partial\nu}(\cdot, t_{0})<\frac{\partial\uparrow x}{\partial\nu}*(\cdot, t_{0})<\frac{}\partial u^{*}}{\partial_{l^{\text{ }}}(\cdot, t_{0})$ on $\partial\Omega$ ,
whcre l denotes the outer unit normal vector. Furthermore (11) holds for
$()(x, t_{\text{ }})=u_{*}(x, t\text{ }),$ $\mathrm{i}_{11}$ which case we say that $u_{*}(\cdot)t_{0})$ is a strict sub-solution of
(2). $\mathrm{S}\mathrm{i}_{1}\mathrm{n}\mathrm{i}\mathrm{l}\mathrm{a}\mathrm{r}\mathrm{l}\mathrm{y},$ $u^{*}(\cdot, t_{0})$ is a strict super-solution. Therefore, we lnay assume
$\mathrm{f}\mathrm{r}\mathrm{o}\ln$ the begining $\mathrm{t},\mathrm{l}\mathrm{u}\mathrm{a}\mathrm{t}v^{*}$ and $v_{*}$ are strict super- and sub- solutions of (2),
respectively, that $\uparrow\iota_{()}(X),$ $v_{*}(x)$ and $v^{*}(x)$ are $C^{1}$ functions on $\overline{\Omega}$ , and that
$\mathrm{t}_{l}11\mathrm{e}\mathrm{y}$ satisfy
$u_{0}>>v*>>v*$ (22)
From (22) we can take a constant $\theta>1$ such that
$u_{0}>>\theta v_{*}+(1-\theta)v*$ (23)
$\mathrm{T}\mathrm{h}\mathrm{e}\mathrm{r}\mathrm{e}\mathrm{f}\mathrm{o}\mathrm{l}\cdot \mathrm{e}$ , using the comparison principle, we can reduce the $\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{e}\ln$ to the
case that $\uparrow\iota_{()}$ is the extrapolation of $v_{*}$ and $v^{*}$ , that is, the rigllt-hand side of
(23) with $\theta>1$ . In this case $u_{0}$ beeomes again a strict sub-solution of (2)
froln the convexity of.$f$ .
From (5), tilcro exist constants $\mu<\lambda_{1}$ and $C>0$ such that
$f(s)>\mu,s-C$ for $s\leq 0$ .
Take $\lambda\geq 1$ and dellote by $\tau 0_{\lambda}$ the solution of
$(-\triangle-lr,)(v_{\lambda}=-\lambda C$ in $\Omega$ , $w_{\lambda}=0$ $011$ $\partial\Omega$ .
A $\mathrm{S}\mathrm{i}\ln_{\mathrm{I})}1\mathrm{e}$ calculation shows $\uparrow,1_{1\mathrm{a}}\mathrm{t}w_{\lambda}(.x)$ is a $\mathrm{s}\mathrm{u}\mathrm{b}- \mathrm{S}\mathrm{o}\mathrm{l}\mathrm{u}\mathrm{t}\mathrm{i}_{0}11$ of (2). Furthermore,
t,aking $\lambda$ large enough, we $11\mathfrak{c}\gamma,\mathrm{v}\mathrm{C}v^{*}>>w_{\lambda}.$ Thell, by $\mathrm{t}\}_{1}\mathrm{e}$ nuethod of super-sub
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solutions ([1], [2], e.g.) we have a solution $\tilde{v}(x)$ of (2) satisfying $w_{\lambda}\leq \mathrm{t}J\sim\leq v^{*}$
In $\mathrm{o}\mathrm{t}1_{1}\mathrm{e}\mathrm{r}$ words, we may suppose $v^{*}(.x)$ is a $\mathrm{s}\mathrm{f}_{J}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{a}\mathrm{r}\mathrm{y}$ solution.
Un($\mathrm{l}\mathrm{e}\mathrm{r}$ these circulnstances, because $u_{0}\in C^{2}(\Omega)\cap C^{1}(\overline{\Omega})$ is a strict sub-
solution of (2) $,$ $\uparrow\iota(x, t)$ is increasing in $t$ for each $x\in\Omega$ . Therefore, we have
a measurable function $v(x)$
$tarrow+1\mathrm{i}_{\ln\infty}u(x, t)=v(x)\in[v^{*}(x), +\infty]$ for $x\in\overline{\Omega}$ (24)
if we assume $T_{b}=+\infty$ .
What we are trying to show is that this function $v(x)$ must be a (singular)
stationary solution satisfying $v>>v^{*}$ Because it is stable fronl below, the
third solution, unstable fronu both above and below, probably exists between
$v$ and $v^{*}$ But this will violate the triple law. In the present paper, however,
we do a different argument based on the parabolic dynamics. In this way, we
also provides a proof of the triple law involving singular stationary solutions,
avoiding technical difficulties in treating singularity.
First, from (5), we have a constant $j_{*}$ such that
$f(s)-\lambda_{1}s>0$ for $s>j_{*}$ . (25)
Let $\phi \mathrm{l}(x)>0$ be the first eigenfunction $\mathrm{o}\mathrm{f}-\Delta$ normalized as
$\int_{\Omega}\phi_{1}(x)dx=1$ .
W.e– can deduce
$\int_{\Omega}u(x, t)\phi 1(X)dX\leq j_{*}$ $(t\geq 0)$ (26)
if $T_{b}=+\infty$ holds $(\mathrm{c}.\mathrm{f}. [7])$ .
.. Ill fact, the function
$j(f_{\text{ }})= \int_{\Omega}u(x, t)\phi_{1}(X)dX$
satisfies
$\frac{dj}{dt}+\lambda_{1}j\geq f(j)$ $(t\geq 0)$
because of $\mathrm{t}_{)}1_{1}\mathrm{e}(_{\lrcorner}^{\tau}011\mathrm{V}\mathrm{e}\mathrm{X}\mathrm{i}\mathrm{t}\mathrm{y}$ of $f$ and Jensen’s inequality. Therefore, if $j(())>j_{*}$ ,
tllel1.j $(t)>.j_{*}$ by (25). Hence it holds
$\int_{j_{*}}^{+\infty}\frac{dj}{f(j)-\lambda_{1}j}\geq\int_{0}^{+\infty}dt=+\infty$
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and this contradict,$\mathrm{s}(\mathrm{C})$ . This means that $T_{b}=+\infty \mathrm{i}\mathrm{m}\mathrm{p}\mathrm{l}\mathrm{i}\mathrm{e}\mathrm{S}.j(\mathrm{O})\leq j_{*}$ . By
$\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{n}\mathrm{s}1_{c\backslash \},\mathrm{i}\mathrm{n}\mathrm{g}$ the initial $\mathrm{t}\mathrm{i}_{1}\mathrm{n}\mathrm{e}$ , we get the conclusion.
In use of $\mathrm{t}_{J}\mathrm{h}\mathrm{e}$ lnonotone convergence theorem we get from (26) that
$\int_{\Omega}v(X)\phi_{\mathrm{j}}(x)d_{X}\leq j_{*}$ and $v(.x)<+\infty$ $\mathrm{a}.\mathrm{e}$ . $x\in\Omega$ . (27)
$\mathrm{L}\mathrm{c}\mathrm{t}_{)}-M=\mathrm{n}\mathrm{l}\mathrm{i}\mathrm{n}_{\overline{\Omega}0}\uparrow\iota$ . Then $u(x, t)\geq-M$ holds on $\overline{\mathrm{f}l}\cross[0, +\infty)$ . Because (5)
implies $f’>0\mathrm{a}\mathrm{t}+\infty$ , there exists solne $\gamma\in \mathcal{R}$ such that
$s\in[-M, +\infty)\mapsto f(s)+\gamma s$ is non-decreasing.
We lllay suppose $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}\gamma\geq 0$, so $-\triangle_{\gamma}\equiv-\triangle+\gamma$ is invertible. In terms of
$\mathrm{t}_{J}11\mathrm{e}$ fundamental solution $\{U_{\gamma}(x, y;t)\}$ of $\partial_{t}-\triangle_{\gamma}$ , we obtain from Duhamel’s
prillciple that
$u(x, t_{\text{ }})= \int_{\Omega}U_{\gamma}(x, y;t)u_{0}(y)dy+\int_{0}^{t}ds\int_{\Omega}U_{\gamma}(x, y;s)f_{\gamma}(u(y, t-s))dy$, (28)
where $f_{\gamma}(s)=f(s)+\gamma s$ . Again by (24) we have
$?)(x)=.[_{0}^{\infty}ds \int_{\Omega}U_{\gamma}(x, y;s)f\gamma(v(y))dy$ ,
or lnore precisely,
$v(x)$ $=$ $\int_{()}^{\infty}\int_{\Omega}U_{\gamma}(x, y;S)[f_{\gamma}(v(y))-f_{\gamma}(v^{*}(y))]dyds$
$+ \int_{0}^{\infty}.\int_{\Omega}U(x, y;\gamma)Sf\gamma(v(*y))dyds$. (29)
To $\mathrm{s}\mathrm{e}\mathrm{t}_{J}^{\backslash }$ this, lct $G_{\gamma}(x, y)$ bc tlle Greell’s $\mathrm{f}_{\mathrm{l}1}11\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{o}\mathrm{f}-\triangle\gamma\cdot$ Thell
$U_{\gamma}(x, y;t,)>0$ , $\int_{\Omega}G_{\gamma}(x, y)dy<+\infty\supset$ ,
$\mathrm{a}11(1$
$G_{\gamma}(x, y)=.[^{\infty}\mathrm{t}))U_{\gamma}(x, y;sd_{S}$ (30)
$\mathrm{h}\mathrm{o}1(1$ . $\mathrm{I}_{11}\mathrm{I}^{)_{c}}’\iota \mathrm{r}\mathrm{f},\mathrm{i}_{\mathrm{C}}\iota 11(\gamma \mathrm{r}$ we $11c\backslash \mathrm{V}\mathrm{e}_{\text{ }}$
$U_{\gamma}(x, \cdot;\cdot)\in L^{1}(\Omega\cross(0, +\infty))$ (31)
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for any $x\in\Omega$ .
We write the second $\mathrm{t}_{J}\mathrm{e}\mathrm{r}\mathrm{m}$ of the right-hand side of (28) as
$\int_{0}^{\infty}\int_{\Omega}U_{\gamma}(x, y;S)[f_{\gamma}(u(y, t-s))-f\gamma(v^{*}(y))]x_{1^{0}},t\mathrm{J}(s)dyds$
$+ \int_{0}^{\infty}\int_{\Omega}U_{\gamma}(x, y;s)f\gamma(\mathrm{t})^{*}(y))\chi\iota 0,f_{\text{ }}](s)dyds$ .
For the first term of the ab$o\mathrm{v}\mathrm{e}$ representation, the lnonotone convergence
$\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{e}\ln$ is applicable. As for the second term of the above, by (31), we
can apply the $\mathrm{d}_{\mathrm{o}\ln}\mathrm{i}\mathrm{n}\mathrm{a}\mathrm{t}\mathrm{e}\mathrm{d}$ convergence theorem as $tarrow+\infty$ . So the desired
consequence (29) follows because $1\mathrm{i}\ln_{\iota}arrow+\infty^{U}\gamma(x, y;r,)=0\exp_{\mathrm{o}\mathrm{n}\mathrm{e}}11\mathrm{t}\mathrm{i}\mathrm{a}\mathrm{l}\mathrm{l}\mathrm{y}$.
Now, we deduce from (29) and (30) that,
$v(x)$ $=$ $\int_{\Omega}\int_{0}^{\infty}U_{\gamma}(x, y;s)dS\cdot[f_{\gamma}(v(y))-f_{\gamma}(v^{*}(y))]dy$
$+ \int_{\Omega}\int_{0}^{\infty}U_{\gamma}(_{X}, y;s)dS\cdot f\gamma(v^{*}(y))dy$
$=$ $\int_{\Omega}G_{\gamma}(_{X}, y)[f_{\gamma}(v(y))-f_{\gamma}(v(y))*]dy$
$+.[_{\Omega}G_{\gamma}(x, y)f\gamma(v(*)y)dy$ . (32)
Relations (27) and (32) $\mathrm{i}_{\mathrm{l}\mathrm{r}1}\mathrm{p}\mathrm{l}\mathrm{y}$
$\delta\cdot v\in L^{1}(\Omega)$ , $\delta\cdot f(v)\in L^{1}(\Omega)$ , (33)
and
$v(x)=\cdot/\Omega G_{\gamma}(x, y)f_{\gamma}(v(y))dy$ for $x\in\overline{\Omega}$ , (34)
where $\delta(x)=\mathrm{d}\mathrm{i}\mathrm{s}\mathrm{t}(x, \partial\Omega)$ .
Ill general, given a measurable function $u_{0}(x)\mathrm{w}\mathrm{i}\{_{J\mathrm{h}v^{*}}\leq u_{0}\leq v$ , we can
$\mathrm{c}\mathrm{o}\mathrm{l}\mathrm{l}\mathrm{S}\uparrow,\mathrm{r}\mathrm{u}\mathrm{c}\mathrm{t}$ . the minimal solution for (1) via the $\mathrm{m}\mathrm{o}\mathrm{n}\mathrm{o}\mathrm{f}_{)}\mathrm{o}\mathrm{n}\mathrm{e}$ iteration $(\mathrm{c}.\mathrm{f}. [14])$ .
$\mathrm{T}\mathrm{h}c\gamma_{\int}\mathrm{t}$ is,
$\tau\iota \mathrm{J}(x, t_{\text{ }})=\int_{\Omega}U_{\gamma}(.x, y;t)\{\iota_{0}(y)dy+\int_{0}^{t}ds\int_{\Omega}U_{\gamma}(x, y;t-S)f_{\gamma}(v^{*}(y))dy$
and
$u_{k+1}(X, t)$ $=$ $\int_{\Omega}U_{\gamma}(x, y;t)q\iota \mathrm{t})(y)(fy$
$+ \int_{0}^{t}dS.[_{\Omega}U_{\gamma}(X, y;t-s)f\gamma(u_{k}(y, s))dy$ . (35)
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We can show inductively that the function
$u_{k}\in C([0, +\infty),$ $L^{1}(\Omega, \delta(X)dx))$
is well-defined, that
$v^{*}(x)\leq u_{k}(x, t)\leq v(x)$ $(x\in\overline{\Omega},$ $t\geq 0)$ (36)
holds, alld that $\{u_{k}(x, t)\}$ is noll-decreasing in $k$ . $\ln$ particlular we have
$u^{*}(x, t)= \lim_{karrow+\infty}uk(X, t)\in[v^{*}(X), v(x)]$ . (37)
Ill fact, first, llote $v^{*}(x)$ is a classical statiollary solution and hence
$\int_{\Omega}U_{\gamma}(x, y;t)v(y)*dy+\int_{0}^{t}ds\int_{\Omega}U_{\gamma}(x, y;b-s)f\gamma(v^{*}(y))dy=v(*X)$ . (38)
We can deduce also that
$\int_{\Omega}U_{\gamma}(x, y;r,)v(y)dy+\int_{0}^{f_{\text{ }}}ds\int_{\Omega}U_{\gamma}(_{X}, y;t-s)f\gamma(v(y))dy=v(x)$ (39)
frolll (34) allcl the $\mathrm{s}\mathrm{t}r\zeta \mathrm{j}\iota 1\mathrm{l}\mathrm{d}\mathrm{a}\mathrm{r}\mathrm{d}\mathrm{i}\mathrm{d}\mathrm{e}\mathrm{l}\mathrm{l}\mathrm{t},\mathrm{i}\mathrm{t}\mathrm{y}$
$\int_{0}^{t}U_{\gamma}(x, y;t, -S)dS=G_{\gamma}(x, y)-\int_{\Omega}U_{\gamma}(x, z;t)c_{\gamma}(y, z)d_{Z}$ . (40)
Now, $\mathrm{f}\mathrm{r}\mathrm{o}\ln$ monotonicity of $f_{\gamma}$ and relations (33), (38), and (39) we have
inequality (36) and well-definedness of $u_{k}(x, t)$ in $C([0, +\infty),$ $L^{1}(\Omega, \delta(x)dX))$
illductively. Monotonicity of $u_{k}(x, t)$ ill $k$ follows silnilafly by an induction.
$\mathrm{R}\mathrm{e}\mathrm{t}_{\mathrm{U}\mathrm{r}1}1\mathrm{i}_{1}$ to tlle case that $u_{0}$ is all extrapolation of the sub-solution $v_{*}$
and the $\mathrm{s}\mathrm{o}\mathrm{l}\mathrm{U}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{l}\mathrm{l}v^{*}$ of (2), we have
$v^{*}<<u_{0}<<u(\cdot, t_{0})\leq v$ (41)
for $f_{()},>()$ . This allows us to take a constant $\beta\in(0,1)$ such that
$\mathrm{t}l_{0}$
$\leq$ $\beta\tau\iota(\cdot, t_{0})+(1-\beta)v^{*}$
$\leq$ $\beta v+(1-\beta)v^{*}\equiv\tilde{v}$ . (42)
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Because $v^{*}\leq\tilde{v}\leq v$ , we can take the minimal solution $\tilde{u}(x, t)$ of (1) with
the initial value $\tilde{v}$ . Actually, this is defined by
$\tilde{u}(x, t)=\lim_{karrow\infty}\tilde{u}_{k}(X, t)$
with
$\tilde{u}_{1}(x, t)=\int_{\Omega}U_{\gamma}(x, y;t)\tilde{v}(y)dy+\int_{0}^{t}ds\int_{\Omega}U_{\gamma}(x, y;t-s)f_{\gamma}(v^{*}(y))dy$
and
$\tilde{u}_{k+1}(X, t)$ $=$ $\int_{\Omega}U_{\gamma}(x, y;t)\tilde{v}(y)dy$
$+ \int_{0}^{t}ds\int_{\Omega}U_{\gamma}(x, y;t-S)f\gamma(\tilde{u}_{k}(y, s))dy$ . (43)
Again equalities (38) and (39), and convexity and mononicity of $f_{\gamma}$ imply
$\tilde{u}_{k}(x, t)\leq\beta v(x)+(1-\beta)v^{*}(X)$ $(x\in\overline{\Omega}, f_{\text{ }}\geq 0)$ (44)
inductively.
We have assumed $T_{b}=+\infty$ and hence a classical solution $u(x, \dagger,)$ global in
tilne exists for t,he initial value $u_{0}(x)$ given above. $\mathrm{T}\}_{1\mathrm{e}\mathrm{r}\mathrm{e}}\mathrm{f}\mathrm{o}\mathrm{r}\mathrm{e},$ $u(x, t)$ coincides
with the lninimal sollltion. $\mathrm{N}_{C1\ln}\mathrm{e}\mathrm{l}\mathrm{y}$ ,
$u(x, t)= \lim_{karrow\infty}uk(x, \gamma_{\text{ }})$ (45)
holds for the sequence $\{\mathrm{t}\iota_{k}(X, t)\}$ defined by (35).
To prove this, first we deduce
$u_{k}(x, t)\leq\tau\iota(_{X}, t)$
inductivcly frorn $u_{0}\geq v^{*}\rangle$ lnonotonicity of $f_{\gamma}$ , and
$\uparrow\iota(x, t)=\int_{\Omega}U_{\gamma}(x, y;t\text{ })u0(y)dy+\int_{0}^{t}ds\int_{\Omega}U_{\gamma}(x, y;t, -S).r\gamma(u(y, s))dy$ .
Therefore, the right-hand side of (45), denoted by \^u (x, $t,$ ), satisfies
$v^{*}(x)\leq \mathrm{s}\iota(\wedge x, t)\leq u(x, t_{\text{ }})$ . (46)
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$\mathrm{L}\mathrm{e}\mathrm{t}\mathrm{t}\mathrm{i}_{1\mathrm{l}}\mathrm{g}karrow\infty$ in (35), we obtain
$1l( \wedge x, t,)=\int_{\Omega}U_{\gamma}(x, y;t)u_{0}(y)dy+I_{0}^{\iota}ds\int\Omega^{\cdot}$ ($U_{\gamma}(x, y_{)}t-s)f\gamma$ (\^uy, $S$ ) $)dy$ . (47)
However, relations (46) andl (47) ilnply tllat \^u (x, $t$ ) is a classical solution of
(1) alld $\mathrm{h}\mathrm{e}11\mathrm{C}\mathrm{e}\uparrow^{\wedge}\iota(X, f\text{ })=u(x, t)$ . This means (45).
Now, nlonotollicity of $f_{\gamma}$ ilnplies
$u_{k}(x, t)\leq\tilde{u}_{k}(.x, t)$ $(x\in\Omega, t\geq 0)$
inductively. Then, $1\mathrm{e}\mathrm{t}\mathrm{t}\mathrm{i}_{1\mathrm{l}}\mathrm{g}karrow\infty$, we have
$u(x, t)\leq\tilde{u}(x, t)\leq\beta v(x)+(1-\beta)v^{*}(\chi)$ $(x\in\Omega, t\geq 0)$ .
Therefore,
$v(x)\leq\beta v(x)+..(1-\beta)v^{*}(x)$ $(x\in\Omega)$ (48)
by letting $t,$ $arrow+\infty$ .
However, $0<\beta<1$ so that (48) contradicts (41) with (27). $\square$
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