ABSTRACT Most existing cross-modal retrieval approaches learn the same couple of projection matrices for different sub-retrieval tasks (such as, image retrieves text and text retrieves image) and various queries. They ignore the important fact that, different sub-retrieval tasks and queries have unique characteristics themselves in real practice. To tackle the problem, we propose a task-dependent and query-dependent subspace learning approach for cross-modal retrieval. Specifically, we first develop a unified cross-modal learning framework, where task-specific and category-specific subspaces can be learned simultaneously via an efficient iterative optimization. Based on this step, a task-category-projection mapping table is built. Subsequently, an efficient linear classifier is trained to learn a semantic mapping function between multimedia documents and their potential categories. In the online retrieval stage, the task-dependent and query-dependent matching subspace is adaptively identified by considering the specific sub-retrieval task type, the potential semantic category of the query, and the task-category-projection mapping table. Experimental results demonstrate the superior performance of the proposed approach compared with several state-of-the-art techniques.
I. INTRODUCTION
With the arrival of the big data era, different types of multimedia data have grown rapidly [1] , [2] . These multimedia data often appear in the heterogeneous feature spaces but with strong semantic correlation on describing the same topic or event. There is an emerging need to retrieve semantically relevant results in a different modality for a given query. Hence, cross-modal retrieval has attracted great attention in literature [3] - [6] . In this paper, we mainly focus on two typical cross-modal sub-retrieval tasks: image retrieves text (I2T) and text retrieves image (T2I).
To achieve desired performance on cross-modal retrieval tasks, a prerequisite is to effectively measure the similarity between two documents 1 in different modalities, however, which is still very challenging due to the heterogeneity of different modalities. Moreover, as semantic correlation is a abstraction of human understanding [7] , it is hard to bridge the semantic gap between high-level semantics and low-level 1 A multimedia document could be a text document, or an image, or a piece of video or audio.
features extracted from multimedia data [8] - [10] . To address these problems, many works have been proposed to model the relations of different modalities by learning a shared subspace, where the data similarity across the different modalities can be measured [11] - [15] .
However, existing subspace-based cross-modal retrieval approaches mainly learn the identical couple of projection matrices for different sub-retrieval tasks. The important differences of sub-retrieval tasks (such as I2T and T2I) have not been seriously considered when learning subspace in them. Under the circumstance, these methods can not guarantee the effective semantic representation of the query in the shared subspace and thus result in a certain deterioration of retrieval performance [16] - [18] . Furthermore, these existing approaches generally neglect the semantic characteristics of various queries. The same couple of projection matrices is also employed for different queries. However, in real practice of online cross-modal retrieval, the queries are semantically diverse. They will be likely to come from categories that possess their unique semantic distributions [6] . Under such circumstance, projecting them into a common subspace may lead to sub-optimal retrieval performance. Consequently, it is necessary to distinguish different sub-retrieval tasks and various queries when learning the cross-modal shared subspace.
Motivated by the above analysis, in this paper, we propose a task-dependent and query-dependent subspace learning (TQSL) approach for cross-modal retrieval. First, different from existing techniques, we formulate a unified cross-modal learning framework to learn different couples of projection matrices for different sub-retrieval tasks and the involved semantic categories. Specifically, a linear regression term is formulated to correlate the task-specific subspace further with the explicit high-level semantics. The resulted subspace can therefore involve task-specific semantics and it is task-dependent. Furthermore, category-specific subspace for each semantic category in database is separately learned by imposing different supervised learning penalties. Through iterative optimization on the learning framework, the taskspecific and category-specific subspace can be simultaneously obtained. Consequently, a task-category-projection mapping table is built to support online retrieval. Second, an efficient linear classifier is trained to learn the semantic mapping function between multimedia documents and their potential categories. At the stage of online retrieval, the taskdependent and query-dependent subspace projection matrices of a query are automatically identified by considering the subretrieval task type, its potential semantic category, and taskcategory-projection mapping table. Thus, the retrieval system can adaptively return more semantically relevant results for different queries and sub-retrieval tasks.
The main contributions of our work are summarized as: 1) We simultaneously consider the differences of subretrieval tasks and the characteristics of diverse queries on learning the matching subspace for cross-modal retrieval. To the best of our knowledge, there is no similar work. 2) We develop a unified task-dependent and querydependent cross-modal learning framework. An iterative optimization guaranteed with convergence is proposed to solve the optimal subspace projection matrices. With task and query awareness, an adaptive subspace for cross-modal retrieval can be effectively identified to measure the similarities between heterogeneous multimedia documents. 3) Experimental results on publicly available datasets demonstrate that the proposed approach outperforms several state-of-the-art methods.
The rest of this paper is organized as follows. Section II reviews the related work on cross-modal retrieval. Section III describes the details of the proposed method. Section IV introduces the experimental setting. The experimental results are presented in Section V. Section VI concludes the paper.
II. RELATED WORK
Cross-modal retrieval has received great attention in literature due to its widespread application in practice. Unlike singlemodal techniques [19] - [26] , users can retrieve semantically relevant multi-modal objects for any types of query via crossmedia retrieval. Recently, various techniques have been proposed to improve its performance.
To bridge the heterogeneous gap, many subspace learning based cross-modal methods have been proposed to project heterogeneous modalities into a common subspace. With the learned subspace, the similarity among different modalities can be measured accordingly. In [27] , canonical correlation analysis (CCA) explores the correlation coefficients as measurement criteria to maximize the feature correlation of different modalities. In [28] , CCA is extended further with deep learning framework as Deep CCA. It exploits complex nonlinear transformations of multi-modal data and thus learns linearly correlated representations. In addition, as a kernelized extension of CCA, kernel canonical correlation analysis (KCCA) [29] first maps the original feature into a common latent subspace with a nonlinear mapping, and then establishes the modality correlations. Besides CCA and its extensions, partial least squares (PLS) [30] is also exploited for cross-modal retrieval. It linearly maps heterogeneous data into a common subspace where the directions of maximum covariance are found. Although these unsupervised methods can achieve certain success, they merely leverage the paired multimedia documents to learn projections. Under such circumstance, the discriminative explicit high-level semantics cannot be captured in subspace learning.
To address the problem, supervised cross-modal retrieval methods are developed to learn the shared subspace with supervised semantic labels. For example, [31] proposes a generalized multiview analysis (GMA), which is a supervised extension of CCA. In [5] , a coupled linear regression framework is formulated to perform the cross-modal matching. Considering that real-world data is usually annotated by multiple labels, multi-label CCA (ml-CCA) [4] learns the shared subspace with the modality correspondence established by multi-label annotations. Besides, many deep learning [32] - [34] and hashing models [35] , [36] have developed to stimulate cross-modal retrieval research.
The above cross-modal retrieval methods are designed to learn the same couple of projections for the involved sub-retrieval tasks. They fail to capture the characteristic of each sub-retrieval task and probably deteriorate the retrieval performance. Modality-dependent cross-modal retrieval (MDCR) [17] makes a further effort on learning two couples of projections for different sub-retrieval tasks. However, it still ignores the important semantic characteristics of various queries on subspace learning, which may lead to suboptimal cross-modal retrieval performance.
III. THE PROPOSED APPROACH
In this section, we first introduce the preliminaries and system overview in Section III-A and III-B, respectively. Then, the details of the linear classifier training are described in Section III-C. Next, the unified task-specific and categoryspecific subspace learning is illustrated in section III-D. Finally, we design an iterative algorithm to solve the optimization problem in Section III-E, and its convergence is proved in Section III-F.
A. PRELIMINARIES
In this paper, multi-modal dataset that consists of n training sample pairs is represented as 
B. SYSTEM OVERVIEW
The basic system framework of TQSL for I2T sub-retrieval task is shown in Figure 1 . The system is comprised of two main components: offline learning and online retrieval.
• Offline Learning: First, a unified cross-modal learning framework is formulated to learn task-specific and category-specific projection matrices by jointly optimizing the linear regression term, correlation analysis, multi-modal graph regularization and feature selection. Via iterative optimization, task-specific and categoryspecific subspace can be simultaneously learned, and consequently a task-category-projection mapping table is built to support online retrieval. Second, we train an efficient classifier with linear support vector machine (LinearSVM) [37] , [38] to obtain the semantic mapping function.
• Online Retrieval: Given a query, we first predict its potential semantic category with the learned semantic mapping function. Then, by jointly considering the specific sub-retrieval task and potential semantic category, the optimal projection matrices of a query are identified with the built task-category-projection mapping table.
Next, the multi-modal data is mapped into a shared matching subspace. Finally, the similarities between query image and database texts are measured and the semantically relevant retrieval results are returned.
C. LINEAR CLASSIFIER TRAINING
In our approach, we train an efficient classifier to support identifying the most proper projection matrices for a given query in online retrieval. Particularly, we resort to linear support vector machine (LinearSVM) [37] to train a classifier model for category prediction because of its high time efficiency and empirical success. The learned linear classifier model can be simply determined as the aforementioned semantic mapping function. Note that our model is flexible, this part can be substituted with other effective classification models.
D. UNIFIED TASK-SPECIFIC AND CATEGORY-SPECIFIC SUBSPACE LEARNING
We develop a unified cross-modal learning framework to perform the task-specific and category-specific subspace learning. In each sub-retrieval task, we focus on learning C couples of projection matrices U mc ∈ R d 1 ×C and W mc ∈ R d 2 ×C (m = 1, 2 denotes different sub-retrieval tasks) for the image and text modalities, respectively. The c th projection matrix is learned for class c. With the learned 2C couples of projection matrices, we establish a task-category-projection mapping table for online retrieval. Specifically, the overall learning framework is formulated as:
The objective function consists of four parts:
is a linear regression term. It correlates the task-specific subspace further with explicit high-level semantics. The resulted subspace can therefore involve task-specific semantics and it is task-dependent. In addition, by imposing higher weights on the semantic label matrix, more learning penalties will be imposed on the c th category. And the learned subspace can be embedded with more class-specific semantics. Specifically, if the i th data sample belongs to the j th class and j = c, we set the i th element of y j to 0.5. In contrast, if j = c, we set it to 1, otherwise it is set to 0. Thus, the categoryspecific subspace can be learned for the c th semantic category.
is a correlation analysis term that learns the shared subspace between two modalities. (U mc , W mc ) is a multi-modal graph regularization term which exploits the underlying feature structure to preserve the inter-modality and intra-modality semantic consistency. When calculating the inter-modality similarity, we also increase the weights for the samples of the c th class to learn the c th class-specific subspace as shown in the following. S (U mc , W mc ) is a feature selection term that avoids noises and selects the discriminative features.
In the I2T task, we redefine the two optimal projection matrices for the image and text modalities as U 1c and W 2c , respectively. The objective function is shown in Eq.(1). Different from the I2T task, the linear regression term for T2I task is a regression operation from text space to the corresponding semantic space. In the T2I task, we redefine the projection matrices U 2c and W 2c for the image and text, respectively. Its objective function is shown in Eq. (2) .
where λ g (g = 1, 2, 3) controls the importance of three regularization terms, · 2,1 represents the l 2,1 norm, and the · F denotes the Frobenius norm. In the following, we will introduce the details of each formulated term in the objective function.
1) MULTI-MODAL GRAPH REGULARIZATION U mc , W mc
We exploit explicit semantic labels and local manifold structure to prompt the projected heterogeneous features with the same semantic close to each other in the shared subspace, and vice versa [39] - [41] . We define the semantic similarity matrix w c ij ∈ R n×n between v i and t j from different modalities as follows:
0.5, if v i and t j belong to k th category (k = c) 1, if v i and t j belong to c th category
The Eq.(3) characterizes the inter-modality sample relations in original space. Note that, similarities of samples from the c th class is set to 1, so that they can be preserved more effectively in subspace learning. Therefore, category-specific subspace can be learned accordingly. In addition, the data in the intra-modality feature space with the neighborhood relationships should also be close to each other in the corresponding shared subspace. We construct the k nearest neighbors graph to preserve this local manifold structure [42] , [43] . Taking the image modality as an example, the intra-modality similarity matrix w (1) ij ∈ R n×n between two images is defined as:
We preserve the inter-modality and intra-modality similarity relationships in the shared subspace with:
where β > 0 balances the inter-modality and intra-modality similarity, W ij = βw
) denotes the projected data for different modalities in the shared subspace. The multi-modal graph regularization term in Eq. (1) and Eq.(2) are rewritten as follows:
where L II and L TT are the Laplacian matrices that preserve the similarity in image modality and text modality, respectively. L c is the Laplacian matrix corresponding to the samples of c th class. It preserves the inter-modality sample relationship.
The real document representation may contain noises that deteriorate the retrieval performance. To tackle the problem, we impose the l 2,1 norm on the projection matrices to select the discriminative feature. The l 2,1 -norm is the sum of the l 2 -norm of each row in the matrix [44] , [45] , which ensures that the matrix is sparse in the row. U mc 2,1 (m = 1, 2) can be replaced by 
where ε is a smoothing term, and it is usually set to be a small constant value to ensure the convergence of the iterative algorithm. Similarly, W mc 2,1 (m = 1, 2) can be replaced by
By comprehensively considering the above four terms, the objective functions of the different sub-retrieval tasks in Eq. (1) and Eq.(2) can be rewritten as follows, respectively. 1. The overall objective function for I2T:
2. The overall objective function for T2I:
The optimization problems in Eq. (5) and Eq.(6) are difficult to solve directly because of its non-convexity. Fortunately, it can be seen that Eq.(5) is convex with respect to either U 1c or W 1c while the other is fixed. Similarly, Eq. (6) is convex with respect to either U 2c or W 2c while the other is treated as a constant. In this paper, we design an iterative algorithm to effectively solve the optimization problem.
We calculate the partial derivatives of U 1c and W 1c in Eq.(5) and set them to zero. We get:
Similarly, the partial derivatives of U 2c and W 2c in Eq.(6) are calculated and set to zero. We have:
The optimal solution can be calculated by alternately updating the above procedures until it converges. The main optimization procedures for the I2T task are summarized in Algorithm 1. These procedures can be easily extended to T2I task.
F. CONVERGENCE ANALYSIS
In this section, we prove that the proposed iterative algorithm in Algorithm 1 will converge by the following theorem. To the end, we first introduce two lemmas. 
Proof: By summing up the inequalities corresponding to all rows of U t 1c in Lemma 1, we can easily obtain the conclusion of Lemma 2. 
9: By fixing the other variable in Eq. (8), W t 1c is updated as follows: t ], we can similarly get the conclusion in Lemma 1 and Lemma 2. As follows: 
According to Lemma 2, we finally arrive at
Hence, we have proved that the value of the objective function in Eq.(5) monotonically decreases in each iteration. It is clear that Theorem 1 guarantees that Algorithm 1 will converge an optimal solution.
IV. EXPERIMENTAL CONFIGURATION
In this section, we introduce the experimental settings, including experimental dataset, evaluation metric and the compared approaches. Table 3 summarizes the key statistics of the test collections.
A. EXPERIMENTAL DATASETS
• Wikipedia-CNN [17] consists of 2,866 image-text pairs. Each pair belongs to one of 10 semantic categories. The dataset is randomly split into two parts: 2173 pairs for training and the remaining 693 pairs for testing. The image features are 4,096-dimensional Convolutional Neural Network (CNN) [6] feature and the text features are 100-dimensional latent Dirichlet allocation (LDA) [27] feature.
• Pascal Sentence [6] consists of 1,000 image-text pairs. It is comprised of 20 semantic categories. In each semantic class, we randomly select 30 pairs as training sets, and the remaining 20 pairs as testing set. In this dataset, image is represented with 4,096-dimensional CNN feature, and text is represented with 100-dimensional LDA feature.
• INRIA-Websearch [48] contains 71,478 image-text pairs which are classified into 353 semantic categories. In experiments, the largest 100 semantic classes are selected to construct a experimental dataset containing 14,698 image-text pairs. Among them, we select 70% of image-text pairs in each class as the training set (10,332 pairs), and the rest as the testing set (4,366 pairs). Each image is represented by the 4,096-dimensional CNN feature and text is represented by the 1000-dimensional LDA feature.
B. EVALUATION METRIC
In the experiments, we use Euclidean distance to measure the similarity of multi-modal data in the shared subspace. Mean Average Precision (mAP) [27] is adopted to evaluate the performance of the retrieval. The AP of T returned results is calculated by:
where R is the number of relevant samples in the retrieved set. p(k) denotes the precision of the top k retrieved samples. δ(k) = 1 if the k th retrieved samples is relevant to the query, and δ(k) = 0 otherwise. The mAP score is calculated by averaging AP scores of all the queries. In addition, we also report precision-recall curve [32] to illustrate the variations of retrieval precision with recall rate.
C. COMPARED METHODS
In experiments, we mainly compare the proposed TQSL with several state-of-the-art cross-modal retrieval methods. CCA [27] utilizes the pair-wise information to learn a common subspace where only the pair-wise closeness is concerned. T-V CCA [46] explicitly merges high-level semantic information into a third view to provide better separation between classes. Four popular supervised methods (i.e., GMMFA [31] , GMLDA [31] , SM [27] , SCM [27] ) take semantic information into account to learn a common subspace. GMLDA [31] and GMMFA [31] use Linear Discriminant Analysis (LDA) and Marginal Fisher Analysis (MFA) with GMA [31] to learn a common discriminative subspace for cross-view classification, respectively. SM [27] represents documents at a higher level of abstraction so that there is a natural correspondence between the text and image spaces. SCM [27] combines subspace and semantic modeling, where logistic regression is performed within two maximally correlated subspaces. In addition, MDCR [17] is also compared with our method. It learns two couples of projection matrices for different retrieval tasks.
V. EXPERIMENTAL RESULTS
In this section, we evaluate the performance of the proposed TQSL by the following four experiments. First, we compare our method with the state-of-the-art methods based on mAP score, precision-recall curve and the retrieval performance on each class. Then, the effectiveness of task-dependent and query-dependent subspace learning for cross-modal retrieval is further validated. Next, parameter experiment is conducted to evaluate the robustness of TQSL. Finally, the convergence of the proposed method is verified by the experimental results.
A. PERFORMANCE COMPARISONS Table 2 presents the main results on three datasets. From the table, we find that the mAP scores of our method for two sub-retrieval tasks can achieve higher or at least comparable performance than the compared approaches. In addition, we report the precision-recall curves of all compared approaches in Figure 2 . From the figure, it is clear that our approach has achieved better performance on two subretrieval tasks. On Wikipedia-CNN, we find that the mAP scores of our method for two retrieval tasks are 0.463 and 0.415, respectively. They are higher than the best performance of the compared approaches. Furthermore, the corresponding retrieval precision of each category is presented in Figure 3(a)-(c) . The experimental results show that our method obtains better results on 7 classes. With category-specific subspace learning and adaptive query accommodation, the semantic characteristics of queries can be well captured and thus the performance can be improved by TQSL.
On Pascal Sentence, TQSL outperforms the second best performance by more than 3%. Among the compared approaches, CCA obtains the worst performance in all cases. This is because CCA only employs unsupervised sample pairs to learn the shared space and thereby no explicit semantics are exploited. We also find that MDCR can achieve the second best performance. The reason is that MDCR learns modalitydependent subspace for cross-modal retrieval. The result confirms the importance of considering the characteristics of different sub-retrieval tasks. The corresponding results on each category are presented in Figure 3(d)-(f) , respectively. The experimental results show that our method is effective.
On INRIA-Websearch, we can observe that our method can achieve superior performance than the compared methods. In most cases, this dataset contains 100 semantic classes. The results demonstrate that our proposed approach can still perform well when complex semantic categories are included in database.
B. EFFECTS OF TASK-AND QUERY-DEPENDENT SUBSPACE LEARNING
In this subsection, we conduct experiments on Pascal Sentence to validate the effectiveness. The main results are presented in Table 4 . TQSL-I denotes the variant of our method that removes the query-dependent subspace learning in TQSL. In implementation, the same projection matrices are learned for all queries. In TQSL-I, the relationship between the feature and semantic information is not fully considered for each semantic category when learning the projection matrices. We can observe from the Table 4 that the average mAP scores of TQSL-I is 2.1% lower than TQSL on the Pascal Sentence. TQSL-II denotes the variant of our method that removes task-dependent subspace learning in TQSL. For implementing TQSL-II, the linear regression terms from different feature spaces to semantic spaces are simultaneously optimized in the same objective function. As shown in Table 4 , the performance of different retrieval tasks are greatly degraded, especially for the image query. The possible reason is that the same projection matrices are learned for different sub-retrieval tasks. Under such circumstance, the method can not guarantee the effective semantic representation of the query in the shared subspace and thus lead to sub-optimal retrieval performance.
We also illustrate the variations of retrieval performance with the number of predicted semantics categories in subspace matching process. In particular, in experiments, we first calculate the matching similarity in each categoryspecific subspace respectively. Then the final similarities of multimedia documents are obtained by the weighted similarities calculated from the selected category-specific subspaces. Specifically, the weights are determined as the predicted probabilities of the corresponding semantic categories. Figure 4 presents the main results on Pascal Sentence. From the figure, we can observe that the retrieval performance achieves the best when only one optimal prediction category is employed. The results demonstrate the effectiveness of the task-category-projection mapping strategy in the TQSL.
C. PARAMETER SENSITIVITY
In this subsection, we conduct experiment to evaluate the robustness of the proposed approach. There are four parameters λ 1 , λ 2 , λ 3 and β in the proposed method. λ 1 is the weighting parameter of multi-modal graph regularization term. λ 2 and λ 3 are the balance parameters for the feature selection in image and text modalities, respectively. β balances the importance of the inter-modality and the intramodality similarity relationship. In experiments, we tune β from {0.0001, 0.001, 0.01, 0.1}. As shown in Figure 5 (a)-(b), the retrieval performance on different sub-retrieval tasks is stable over a wide range. On different datasets, λ 1 , λ 2 and λ 3 may be set to different values for different retrieval tasks to optimize the retrieval performance. In this section, these three parameters are adjusted from {0.001, 0.01, 0.1, 1} on Pascal Sentence. In experiments, one of the parameters is fixed to observe the performance variations with the other two parameters. The experimental results for the I2T and T2I tasks are shown in Figure 5 (c)-(e) and Figure 5 (f)-(h) respectively. It can be seen that the performance of the proposed method is relatively stable to the parameter λ 2 and λ 3 . For λ 1 , the performance is stable in the range of {0.001, 0.01, 0.1}.
D. CONVERGENCE EXPERIMENT
In this subsection, we conduct experiment to validate the convergence of the proposed iterative optimization approach. In Figure 6 , we show the convergence curves of different retrieval tasks on Pascal Sentence, respectively. It can be seen that the objective function value tends to be stable as the number of iterations increases, and the proposed approach converges within about 5 iterations. This experimental results show that the convergence of TQSL method can be guaranteed. 
VI. CONCLUSION
In this paper, we propose a novel task-dependent and query-dependent subspace learning (TQSL) approach for cross-modal retrieval. Via iterative optimization on a unified cross-modal learning framework, we obtain the task-dependent and query-dependent projection matrices. In online retrieval, an adaptive projected subspace for crossmodal retrieval can be effectively identified by considering both the specific sub-retrieval tasks and the potential semantic category of query. Experimental results on the publicly available datasets demonstrate the superiority of the proposed TQSL compared with several state-of-the-art approaches. He has authored over 170 journal and conference papers and has been granted 10 invention patents. His current research interests include machine learning, pattern recognition, evolutionary computation, cross-media retrieval, web information processing, and bioinformatics.
