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Abstract
In this thesis, we present a space-time coded system which achieves high through-
put and good performance with low processing delay using low-complexity detection
and decoding. Initially, Hamming codes are used in a simple interleaved bit-mapped
coded modulation structure (BMCM). This is concatenated with Alamouti’s or-
thogonal space-time block codes. The good performance achieved by this system
indicates that higher throughput is possible while maintaining performance. An
analytical bound for the performance of this system is presented. We also develop
a class of low density parity check codes which allows flexible “throughput versus
performance” tradeoffs.
We then focus on a Rate 2 quasi-orthogonal space-time block code structure
which enables us to achieve an overall throughput of 5.6 bits/symbol period with
good performance and relatively simple decoding using iterative parallel interference
cancellation. We show that this can be achieved through the use of a bit-mapped
coded modulation structure using parallel short low density parity check codes. The
absence of interleavers here reduces processing delay significantly. The proposed
system is shown to perform well on flat Rayleigh fading channels with a wide range of
normalized fade rates, and to be robust to channel estimation errors. A comparison
with bit-interleaved coded modulation is also provided (BICM).
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Chapter 1
Introduction
Third-generation (3G) wireless communication systems are required to have high
voice quality and provide data bit rates of up to 2 Mbits/s [1]. Recently released
fourth-generation (4G) standards will push these rates even higher, possibly over
100Mbits/s [2]. To support such high rates, multiple antennas can be employed to
increase channel capacity. A system which employs nT antennas at the transmitter
and nR antennas at the receiver is called an (nT , nR) multiple-input multiple-output
(MIMO) system. Information theoretic studies by Telatar [3] and independently by
Foschini and Gans [4] showed that MIMO systems can achieve significant channel
capacity gains over single-input single-output (SISO) systems (nT = 1, nR = 1),
given that channel state information (CSI) is available at the receiver.
In Section 1.1, a general overview of existing MIMO systems is provided. An
important parameter in communication systems is the amount of information that
can be transmitted within a defined period of time. This is known as the system
throughput, given in bits/symbol period. When bandwidth is also considered, this
parameter is known as the spectral efficiency, given in bits/s/Hz. In Section 1.2, we
give the definition of these two parameters which are used throughout this thesis.
Section 1.3 discusses open problems for MIMO systems and states the aim of this
thesis. An outline of the remaining chapters is provided in Section 1.4.
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1.1 Overview of MIMO Systems
Wireless channels suffer from severe attenuation due to multipath fading, and in-
terference from other signals. Diversity is the concept of providing less attenuated
replica(s) of the transmitted signal. This may occur as temporal diversity using
error-correcting codes, or spatial diversity, using multiple antennas. Fig. 1.1 shows
a general breakdown of various multiple antenna diversity schemes into categories.
The traditional approach is to employ multiple antennas only at the receiver and
use maximum ratio combining (MRC). While this improves performance by provid-
ing receive diversity, system throughput remains unchanged. In [4], it was shown
that capacity grows linearly with min(nT , nR). This motivates the use of multiple
transmit antennas to increase system throughput.
Maximum Ratio
Combining
(MRC)
Space-Time
 Codes
(STC)
Diversity
Receive Transmit
Bell Labs Layered
Space-Time Architecture
(BLAST)
* Usable with any n
T
* Full antenna diversity
* Require n
R
 >= n
T
* Maximum throughput
* Usable with any n
R
* Full antenna diversity
Figure 1.1: Multiple antenna diversity schemes.
In [5], the Bell Labs Layered Space-Time (BLAST) Architecture was proposed
to achieve high data rates. BLAST transmits independent data streams simultane-
ously from each transmit antenna. While BLAST provides maximum throughput1
for a given number of transmit antennas, it cannot provide full antenna diversity2
1A scheme is said to provide maximum throughput if it transmits nT new symbols in each time
slot.
2A scheme is said to provide full antenna diversity if it achieves a diversity of nTnR.
2
for all signals. BLAST also requires the number of receive antennas to be greater
than or equal to the number of transmit antennas.
Another approach to using multiple transmit antennas is to employ a space-
time code (STC). Although STCs do not provide the maximum throughput possible,
they can achieve full antenna diversity and provide better performance compared to
BLAST schemes. STCs can be divided into space-time trellis codes (STTCs) and
space-time block codes (STBCs). Tarokh et al. first proposed STTCs [6] by jointly
designing the channel coding, modulation and transmit diversity. The Viterbi al-
gorithm is applied at the receiver to achieve maximum-likelihood (ML) decoding.
STTCs perform very well at the cost of high complexity. When the number of trans-
mit antennas is fixed, decoding complexity increases exponentially with transmission
rate [7]. In addressing the issue of decoding complexity, Alamouti discovered a sim-
ple STBC [8] for two transmit antennas, which is significantly less complex than
STTCs for two transmit antennas. This is an example of orthogonal STBCs (OS-
TBCs). OSTBCs allow ML decoding to be achieved using simple linear processing.
They provide diversity gain, but not coding gain. They also have low rate (except
for nT = 2) due to their need to be orthogonal. Higher rates can be achieved us-
ing quasi-orthogonal STBCs (QOSTBCs). However, co-channel interference remains
with OQSTBCs and this increases detection complexity.
1.2 Throughput and Spectral Efficiency
Traditionally, information is sent using a SISO system. In uncoded SISO systems,
M information bits are mapped to one of 2M constellation symbols. Each symbol is
then transmitted using a single transmit antenna within an allocated time slot. The
duration of each time slot is matched to the symbol period. We define throughput as
the number of information bits that can be transmitted in each time slot (or symbol
period). Therefore, the throughput for an uncoded SISO system is M bits/symbol
period.
Throughput is a measure of the amount of information we can push through
a system within a certain time. It is not a measure of how reliable the information
is. In 1948, Claude E. Shannon [9] showed that error-free transmission is achiev-
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able if the information is transmitted at a rate below the channel capacity (called
the Shannon limit). Forward error-correcting (FEC) codes can be used to improve
performance and even approach capacity by adding redundancy to the transmitted
signal. This reduces throughput by a factor of 0 ≤ Rfec ≤ 1, where Rfec is the rate
of the FEC code. Therefore, the throughput for a coded SISO system is MRfec
bits/symbol period.
Throughput can be significantly increased by employing multiple transmit
antennas [3, 4]. We can now transmit more3 than 1 symbol within each time slot.
A MIMO system employing a STBC which transmits w new symbols over L symbol
periods is said to have rate Rstbc =
w
L
, where Rstbc ≤ nT . STBCs are discussed in
more detail in Chapter 2. Each new symbol contains MRfec information bits. The
throughput for an FEC coded STBC MIMO system is then
Throughput =MRstbcRfec bits/symbol period. (1.1)
If each symbol has period Ts seconds, the symbol rate is Rs =
1
Ts
sym-
bols/second. The rate of transmitted information bits is then
Rb,info = RsMRstbcRfec bits/s. (1.2)
Bandwidth is a very precious resource. Therefore, an important parameter is the
information bit rate per channel bandwidth given by
Rb,info
W
bits/s/Hz. (1.3)
Different terminologies for this parameter have been used throughout literature,
including spectral (or bandwidth) efficiency [10, 11, 12, 13, 14, 15], throughput [16],
capacity [4, 5] and rate [17, 18]. Here, we adopt the term “spectral efficiency” for
equation (1.3) as it is a measure of how efficiently we are using the bandwidth to
transmit information. Assuming that the symbol rate Rs is equal to the channel
bandwidth W , we can write the spectral efficiency of a coded MIMO system as [19]
η =MRstbcRfec bits/s/Hz. (1.4)
Note that both equations (1.1) and (1.4) contain the same formula but use different
units. In this thesis, we adopt the more general throughput definition of equation
3Up to a maximum of nT symbols per time slot.
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(1.1), measured in bits/symbol period, as it makes no assumption regarding the sym-
bol rate Rs and channel bandwidth W . System throughput can be easily translated
into spectral efficiency by setting Rs = W .
1.3 Thesis Contribution
The main goals of employing multiple transmit and receive antennas are to increase
throughput and to improve performance over that of single antenna systems. MRC
schemes [13, 14] improve performance but provide no throughput gain. Direct trans-
mission of coded modulation schemes [20, 21, 22, 23] in MIMO systems achieves
high throughput, at the expense of high detection complexity. For a given number
of transmit antennas, maximum throughput can be provided using BLAST schemes
[5]. However, these scheme have poor diversity and hence have poor performance.
On the other hand, STTCs [6] can be designed to provide maximum diversity and
some coding gain. However, their decoding complexity increases exponentially with
throughput, making them impractical for high throughput systems. In general, OS-
TBCs are also designed to provide maximum diversity [8, 24], but they provide no
coding gain. They have good performance, but have comparatively low through-
put. High rate QOSTBCs have also been proposed in [17, 25], but their decoding
complexity increases exponentially with increasing throughput.
The aim of this thesis is to develop MIMO systems that provide:
• high throughput,
• good performance,
• low processing delay,
• detection/decoding schemes with feasible complexity.
We consider different aspects of a MIMO system, including transmit and receive
diversity, FEC coding and detection/decoding schemes. An emphasis is placed on
low complexity detection and decoding schemes which remain practical with increas-
ing throughput. It should be flexible so that it can be tailored to different system
requirements. Robustness to channel estimation errors and time-varying fading is
also highly desired.
5
1.4 Thesis Outline
The rest of the thesis is organised as follows. Chapter 2 provides background infor-
mation on MIMO systems. It focuses on STBCs (especially high rate QOSTBCs),
FEC codes and various MIMO detection schemes.
Chapter 3 develops a very simple interleaved bit-mapped coded modulation
(IBMCM) scheme concatenated with the Alamouti OSTBC. Hamming codes are
used as component codes in the scheme. The good performance achieved by this
simple system indicates that higher throughput is possible, while maintaining good
performance at practical decoding complexity. An analytical upper bound on the
performance of OSTBCs is also provided.
Chapter 4 describes a new low density parity-check (LDPC) code construc-
tion, together with its code properties. LDPC codes are used in this thesis because
of their low decoding complexity. They have also been shown to achieve performance
very close to channel capacity [26]. The proposed LDPC codes have good girth and
are able to provide a wide range of code rates, for a given block length. This provides
great flexibility in meeting different system requirements. An in-depth look at the
current literature on LDPC codes is also provided in Chapter 4.
The proposed MIMO system, which achieves high throughput and good per-
formance at practical decoding complexity, is described in Chapter 5. LDPC com-
ponent codes are used in a bit-mapped coded modulation (BMCM) structure which
is then concatenated with a QOSTBC. Throughput is increased by using high rate
QOSTBCs, which are usually decoded using linear processing and joint detection
[17]. Joint detection is optimal, but the decoding complexity increases exponen-
tially with throughput. We propose the use of a suboptimal iterative scheme that
has practical decoding complexity, which increases linearly with throughput.
Chapter 6 provides simulation results of the proposed BMCM-QOSTBC sys-
tem, using the standard quasi-static fading channel assumption and assuming perfect
CSI at the receiver. These two assumptions are adopted to allow a fair comparison
with existing systems.
In Chapter 7, we investigate the performance of the proposed system in time-
varying flat Rayleigh fading, for a wide range of normalized fade rates. In addition,
6
we demonstrate the robustness of the system to channel estimation errors.
Future work related to the thesis is discussed in Chapter 8, and conclusions
are drawn. The original contributions from this PhD research are contained in
Chapters 3, 4, 5, 6 and 7. Parts of this work are presented in the following papers:
• N. S. J. Pau, P. A. Martin and D. P. Taylor, Rate 2 Quasi-Orthogonal Space
Time Block Codes Using Parallel Interference Cancellation, VTC-Spring, Mel-
bourne, Australia, May 2006.
• N. S. J. Pau, D. P. Taylor and P. A. Martin, Robust High Throughput Space
Time Block Codes Using Parallel Interference Cancellation, submitted to IEEE
Transactions on Wireless Communications, June 2006.
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Chapter 2
Background
A multiple-input multiple-output (MIMO) system with nT transmit antennas and
nR receive antennas is said to achieve full diversity if it provides a total diversity
order of nTnR [6]. Full diversity is desirable because the greater the diversity, the
faster the error performance curves fall with increasing signal-to-noise ratio (SNR).
A MIMO system achieves maximum transmission rate if it transmits nT new symbols
in each time slot.
The traditional way to combine the received signals from multiple receive
antennas is Maximum Ratio Combining (MRC). It is well known that MRC is an
optimum combining scheme which provides full receive diversity [27, 14]. The op-
timum way to transmit multiple signals is debatable. At one end, BLAST schemes
provide maximum transmission rate, but suffers from poor transmit diversity. At
the other end, space time codes (STCs) can provide full transmit diversity at the
cost of transmission rate.
As discussed in Chapter 1, STCs can be divided into two main categories,
namely space-time trellis codes (STTCs) and space-time block codes (STBCs). The
first STBCs introduced were orthogonal STBCs (OSTBCs) [8], which can be maxi-
mum likelihood (ML) decoded using simple linear processing. In this thesis, quasi-
orthogonal STBCs (QOSTBCs) are considered. They offer higher rates at the cost
of increased detection complexity. Different detection schemes for STBCs are pre-
sented in Section 2.2. Section 2.3 compares the performance of various STBCs. In
this thesis, system performance is improved by using forward error-correcting (FEC)
codes, which are discussed in Section 2.4.
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2.1 Space-Time Block Codes
STBCs may be orthogonal or quasi-orthogonal. The symbols in an OSTBC are fully
orthogonal to one another, meaning no co-channel interference. In a QOSTBC, some
co-channel interference exists but a degree of orthogonality is maintained. In this
section, we present the transmission matrices for OSTBCs and QOSTBCs. We use
Tx p to denote the pth transmit antenna, where p = 1, 2, ..., nT .
2.1.1 Orthogonal Space-Time Block Codes
A STBC may be represented by a matrix where each column corresponds to a time
slot and each row to a transmit antenna. The simplest OSTBC is the Alamouti
OSTBC [8] (nT = 2) given by
ζ22 =

−s∗2 s1
s∗1 s2

 , (2.1)
It takes in two new symbols s1 and s2. In time slot 1, s1 is transmitted from Tx 1
and s2 from Tx 2. In time slot 2, −s∗2 is transmitted from Tx 1 and s∗1 from Tx 2.
The rate of a space-time block code (STBC) is defined as
Rstbc =
number of new symbols transmitted, w
number of time slots used, L
. (2.2)
Therefore, the Alamouti OSTBC has rate 1.
Recall from Section 1.2 that the overall throughput for a system using a STBC
and a 2M -ary constellation is defined as
Throughput =MRstbcRfec bits/symbol period (2.3)
where Rfec is the code rate of any FEC codes used. Assuming a symbol rate equiva-
lent to the channel bandwidth, the spectral efficiency of the system is η =MRstbcRfec
bits/s/Hz.
Tarokh et. al. [24] later generalized the Alamouti OSTBC to nT > 2 transmit
antennas using orthogonal designs. It was shown that for real constellations1, rate
1 OSTBCs exist for arbitrary nT . However, for complex-constellations, we can only
1For example, pulse amplitude modulation (also known as envelope modulation).
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guarantee Rstbc =
1
2
OSTBCs for any nT > 2. For the special cases of nT = 3 and
nT = 4, complex-constellation OSTBCs exist for Rstbc =
3
4
[24, 18].
The Rate-1/2 Tarokh OSTBC [24] for nT = 4 is given by
ζ48 =


s∗4 −s∗3 −s∗2 s∗1 s4 −s3 −s2 s1
−s∗3 −s∗4 s∗1 s∗2 −s3 −s4 s1 s2
−s∗2 s∗1 −s∗4 s∗3 −s2 s1 −s4 s3
s∗1 s
∗
2 s
∗
3 s
∗
4 s1 s2 s3 s4

 , (2.4)
It transmits w = 4 new symbols in L = 8 time slots using 4 antennas, giving
Rstbc =
1
2
. This results in a spectral efficiency loss of 50 percent compared to the
Alamouti OSTBC.
Foschini and Gans [4] showed that MIMO systems can achieve significantly
higher throughput than SISO systems. Spatial multiplexing MIMO systems, such
as BLAST, achieve high throughput but generate high levels of co-channel interfer-
ence, which degrades performance. OSTBCs are popular because they achieve full
diversity and good performance for low detection complexity. This is because the
orthogonality in the OSTBC allows the receiver to eliminate the co-channel inter-
ference using only linear processing. However, OSTBCs have Rstbc < 1 for nT > 2.
This reduces system throughput, which contradicts the original goal of using MIMO
systems.
2.1.2 Quasi-Orthogonal Space-Time Block Codes
STBCs with Rstbc ≥ 1 for nT > 2 are highly desirable because the system throughput
increases with Rstbc. This increase may be achieved by sacrificing some orthogonality,
resulting in QOSTBCs. The QOSTBC in [17] is constructed using the Alamouti
OSTBCs from equation (2.1) and is given by [25]
ζ44 =

−ζ∗22(s3, s4) ζ22(s1, s2)
ζ∗22(s1, s2) ζ22(s3, s4)

 =


s4 −s∗3 −s∗2 s1
−s3 −s∗4 s∗1 s2
−s2 s∗1 −s∗4 s3
s1 s
∗
2 s
∗
3 s4

 , (2.5)
where ζ22(s1, s2) and ζ22(s3, s4) are Alamouti OSTBCs for the symbol pairs (s1, s2)
and (s3, s4), respectively. This is also known as the extended Alamouti scheme [25].
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It transmits four new symbols (s1, s2, s3, s4) in each block of L = 4 time slots using
nT = 4 transmit antennas. Therefore, it has Rstbc = 1 and we refer to it as the Rate
1 QOSTBC.
In order to achieve Rstbc greater than 1, we consider the double space-time
transmit-diversity (DSTTD) scheme of [16] which can be described by
ζ42 =


−s∗2 s1
s∗1 s2
−s∗4 s3
s∗3 s4

 , (2.6)
where each group of w = 4 new constellation points (s1, s2, s3, s4) is transmitted
using L = 2 time slots and four transmit antennas. We note that the DSTTD
scheme is a truncated version of the Rate 1 QOSTBC in equation (2.5). If we
split the transmit antennas into Group A (Tx1, Tx2) and Group B (Tx3, Tx4), we
are effectively transmitting the two groups independently (as in BLAST schemes),
where each group uses the simple Alamouti OSTBC. Therefore, DSTTD is quasi-
orthogonal and has Rstbc = 2, so we shall refer to it as the Rate 2 QOSTBC. Note
that the quasi-orthogonal schemes generate co-channel interference that cannot be
mitigated using linear processing.
2.2 Detection Schemes
The symbol sent from transmit antenna p in time slot t, xp(t), to receive antenna
q experiences multipath fading, denoted αqp(t). The quasi-static fading assumption
means that αqp(1) = α
q
p(2) = ...α
q
p(L) within each STBC block of length L. The
faded symbols from all nT transmit antennas are superimposed to form the received
signal at the qth receive antenna as
rq(t) =
nT∑
p=1
αqp(t)xp(t) + wq(t), t = 1, ..., L (2.7)
where wq(t) is the additive white Gaussian noise (AWGN) at the q
th receive antenna.
STBCs are initially decoded using linear processing. This simple detection
process is described in Section 2.2.1. For OSTBCs, this achieves maximum-likelihood
(ML) decoding as each symbol is completely decoupled from every other symbol. For
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QOSTBCs, co-channel interference remains following linear processing. In [17], a
pairwise joint detection (JD) scheme is used to minimize the effect of this interfer-
ence. Successive interference cancellation (SIC) schemes, which are widely used in
BLAST systems, can also be used for QOSTBCs [16]. Here, we propose the use of
parallel interference cancellation (PIC) schemes to minimize the effects of the co-
channel interference. PIC schemes are widely used in multi-user environments [28]
and have smaller processing delays than SIC schemes [29, 30].
2.2.1 Linear Processing
At the receiver, linear processing [8, 24] is first applied to the received signals to
produce an estimate of the transmitted symbols. We will initially use the Alamouti
OSTBC as an example. The received signals in time slots 1 and 2 at receive antenna
q are given by
rq(1) =α
q
1(1)s1 + α
q
2(1)s2 + wq(1)
rq(2) = −αq1(2)s∗2 + αq2(2)s∗1 + wq(2)
(2.8)
where wq(t) is the receiver noise at receive antenna q in time slot t. Assuming
perfect CSI is available at the receiver, linear processing produces estimates of the
transmitted symbols s1, s2 given by
sˆ1 =
nR∑
q=1
(αq∗1 rq(1) + α
q
2r
∗
q(2))
sˆ2 =
nR∑
q=1
(αq∗2 rq(1)− αq1r∗q(2)).
(2.9)
The summation in equation (2.9) results from the use of MRC to combine the re-
ceived signals from all nR receive antennas. The time notation is dropped from the
αqp terms because α
q
p(1) = α
q
p(2) due to the quasi-static fading assumption which
requires the channel to be constant for L = 2 time slots. Substituting equation (2.8)
into equation (2.9) gives
sˆ1 =
nR∑
q=1
(|αq1|2 + |αq2|2)s1 +
nR∑
q=1
(αq∗1 wq(1) + α
q
2w
∗
q(2))
sˆ2 =
nR∑
q=1
(|αq1|2 + |αq2|2)s2︸ ︷︷ ︸
desired terms
+
nR∑
q=1
(αq∗2 wq(1)− αq1w∗q(2))︸ ︷︷ ︸
noise terms
,
(2.10)
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where the estimates are simply the transmitted symbols scaled by the sum of squared
fading coefficients and corrupted by some noise terms. Let χ be the set of 2M
constellation symbols. The decision rule is to choose si = β to minimize
||sˆi −Kβ||2 (2.11)
where β ∈ χ and K is the coefficient of si after linear processing. For equal energy
constellations such as M-PSK, this decision rule is ML. Since the orthogonality
of the Alamouti OSTBC allows the symbols to be decoupled at the receiver, the
minimization process can be performed independently for s1 and s2 without losing
performance. This reduces the detection complexity from (2M)2 to 2(2M) searches.
For nT = 4, linear processing produces estimates of the transmitted symbols
s1, s2, s3, s4, given by
sˆ1 =2
nR∑
q=1
(|αq1|2 + |αq2|2 + |αq3|2 + |αq4|2)s1 + noise
sˆ2 =2
nR∑
q=1
(|αq1|2 + |αq2|2 + |αq3|2 + |αq4|2)s2 + noise
sˆ3 =2
nR∑
q=1
(|αq1|2 + |αq2|2 + |αq3|2 + |αq4|2)s3 + noise
sˆ4 =2
nR∑
q=1
(|αq1|2 + |αq2|2 + |αq3|2 + |αq4|2)s4︸ ︷︷ ︸
desired terms
+noise.
(2.12)
for the Rate 1/2 OSTBC,
sˆ1 =
nR∑
q=1
(|αq1|2 + |αq2|2 + |αq3|2 + |αq4|2)s1 +
nR∑
q=1
2(αq1α
q∗
4 − αq2αq∗3 )s4 + noise
sˆ2 =
nR∑
q=1
(|αq1|2 + |αq2|2 + |αq3|2 + |αq4|2)s2 +
nR∑
q=1
2(αq2α
q∗
3 − αq1αq∗4 )s3 + noise
sˆ3 =
nR∑
q=1
(|αq1|2 + |αq2|2 + |αq3|2 + |αq4|2)s3 +
nR∑
q=1
2(αq2α
q∗
3 − αq1αq∗4 )s2 + noise
sˆ4 =
nR∑
q=1
(|αq1|2 + |αq2|2 + |αq3|2 + |αq4|2)s4︸ ︷︷ ︸
desired terms
+
nR∑
q=1
2(αq1α
q∗
4 − αq2αq∗3 )s1︸ ︷︷ ︸
interference terms
+noise.
(2.13)
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for the Rate 1 QOSTBC and
sˆ1 =
nR∑
q=1
(|αq1|2 + |αq2|2)s1 +
nR∑
q=1
(αq∗1 α
q
3 + α
q
2α
q∗
4 )s3 +
nR∑
q=1
(αq∗1 α
q
4 − αq2αq∗3 )s4 + noise
sˆ2 =
nR∑
q=1
(|αq1|2 + |αq2|2)s2 +
nR∑
q=1
(αq∗2 α
q
4 + α
q
1α
q∗
3 )s4 +
nR∑
q=1
(αq∗2 α
q
3 − αq1αq∗4 )s3 + noise
sˆ3 =
nR∑
q=1
(|αq3|2 + |αq4|2)s3 +
nR∑
q=1
(αq∗3 α
q
1 + α
q
4α
q∗
2 )s1 +
nR∑
q=1
(αq∗3 α
q
2 − αq4αq∗1 )s2 + noise
sˆ4 =
nR∑
q=1
(|αq3|2 + |αq4|2)s4︸ ︷︷ ︸
desired terms
+
nR∑
q=1
(αq∗4 α
q
2 + α
q
3α
q∗
1 )s2 +
nR∑
q=1
(αq∗4 α
q
1 − αq3αq∗2 )s1︸ ︷︷ ︸
interference terms
+noise.
(2.14)
for the Rate 2 QOSTBC. These equations assume quasi-static fading so the time
notation is again dropped from the αqp terms. For simplicity, we group all the noise
terms together.
Since the Rate 1/2 OSTBC of equation (2.4) is orthogonal, the linear process-
ing estimates in equation (2.12) are simply a scaled version of the decoupled trans-
mitted symbols plus some noise terms. Therefore, the minimization process in the
decision rule in equation (2.11) can be performed individually for s1, s2, s3 and s4.
This requires a search through 4(2M) constellation symbols in total.
The presence of co-channel interference terms in equations (2.13) and (2.14)
is due to the lack of full orthogonality in the QOSTBC structures of equations (2.5)
and (2.6). If the decision rule of equation (2.11) is applied immediately after linear
processing, performance will thus be severely degraded. This is because the interfer-
ence terms would be treated as noise, but they remain the same even with increasing
SNR. Therefore, it is necessary to compensate the effects of these interference terms.
For QOSTBCs, the symbol estimates from the linear processing stage are
used by either the joint detection (JD) scheme of [17] or the succesive interference
cancellation (SIC) scheme of [16] to produce better estimates by reducing the co-
channel interference, as explained in Sections 2.2.2 and 2.2.3, respectively. In this
thesis, we propose the use of parallel interference cancellation (PIC) as an alternative
way to reduce co-channel interference. The PIC scheme is explained in Section 2.2.4.
Here all three schemes are described using the Rate 1 QOSTBC. The extension to
the Rate 2 QOSTBC is straightforward.
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2.2.2 Joint Detection
In [17], joint detection (JD) is used to detect the transmitted symbols for the Rate 1
QOSTBC. The symbol estimates after linear processing are given in equation (2.13).
Note that the symbols within the pairs (s1, s4) and (s2, s3) interfere with each other,
but symbols between the pairs do not. Therefore, pairwise JD can be performed
on the pair (s1, s4) independently from the pair (s2, s3). For symbols s1 and s4, the
decision rule using pairwise JD is to choose s1 = β and s4 = γ to jointly minimize
the metric
||sˆ1 −K1β −K1,intγ||2 + ||sˆ4 −K4γ −K4,intβ||2 (2.15)
where K1 and K1,int are the coefficients of the desired term and interference term,
respectively, for s1 and K4 and K4,int are the coefficients of the desired term and
interference term, respectively, for s4.
Similarly for symbols s2, s3, the decision rule is to choose s2 = β and s3 = γ
to jointly minimize the metric
||sˆ2 −K2β −K2,intγ||2 + ||sˆ3 −K3γ −K3,intβ||2 (2.16)
where K2 and K2,int are the coefficients of the desired term and interference term,
respectively, for s2 and K3 and K3,int are the coefficients of the desired term and
interference term, respectively, for s3. This requires a search through 2(2
M)2 pairs
(β, γ) of constellation symbols.
For the Rate 2 QOSTBC, all four symbols interfere with each other to a
certain degree2. Therefore, JD must be performed for all four symbols, requiring a
search through (2M)4 combinations of constellation symbols in total.
2.2.3 Successive Interference Cancellation
SIC is widely used in multiuser environments [28, 29]. SIC works by successively
detecting the kth user, and then subtracting the interference due to that user from
the signals for the other users. When the (k + 1)th user is detected, the remaining
signal contains one less interference term than the kth user. This process is repeated
until the last user is detected.
2For example, from equation (2.14), s1 contains interference terms from s3 and s4. However, s3
and s4 both contain interference from s2. Therefore, s1 contains interference from s2, s3 and s4
16
SIC was adopted to avoid the complexity of ML detection for the BLAST
scheme proposed in [5] where co-channel interference terms were treated as interfer-
ing users. SIC can also be applied to QOSTBCs, where it is used to minimize the
effect of the interference terms in equations (2.13) and (2.14).
For the Rate 1 QOSTBC, each symbol estimate contains one interference
term. We know that the symbols s1, s4 are independent of s2, s3. First we describe
SIC on s1 and s4. SIC is performed in stages. Let the soft estimates from lin-
ear processing be sˆ01 and sˆ
0
4 where this initial stage prior to SIC is denoted stage
κ = 0. We detect these two estimates independently using the decision rule in equa-
tion (2.11), thereby treating the interference terms as noise. This requires a search
through 2M constellation symbols for each estimate. The results of the search are
two hard decisions sˆ01,h and sˆ
0
4,h.
In stage 1 of SIC, we cancel the interference term s4 from sˆ
0
1 according to
sˆ11 = sˆ
0
1 −K1,intsˆ04,h (2.17)
where the hard estimate sˆ04,h from stage 0 is used as an estimate of the interference
s4. Ki,int is the interference term coefficient of sˆi in equation (2.13). Then we detect
sˆ11,h using equation (2.11). Next, we cancel out the interference term s1 from sˆ
0
4
according to
sˆ14 = sˆ
0
4 −K4,intsˆ11,h (2.18)
where the hard estimate sˆ11,h is used to represent the interference s1. Note that sˆ
1
1,h
is used as it is more up to date than sˆ01,h. Finally in stage 1, we detect sˆ
1
4,h using
equation (2.11). Therefore, stage 1 consists of four steps where the steps must be
performed successively. Subsequent stages3 are simply a repeat of Stage 1, except
the stage index κ is incremented by 1 until a predetermined number of SIC stages
is reached, or until the decisions converge.
As discussed, the detection and cancellation processes for s2 and s3 can be
independently performed in parallel to that for s1 and s4. Therefore, each SIC stage
requires 4 time steps and 2 processors for all four symbols. This is a special case and
is limited to the Rate 1 QOSTBC. For the Rate 2 QOSTBC, each symbol contains
interference from every other transmitted symbol to a certain degree. It is trivial
3Although SIC is generally carried out using only one stage [4, 30], it has been shown that
additional stages improve performance [28, 31, 32].
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to show that each SIC stage for the Rate 2 QOSTBC requires 8 time steps and 1
processor for all four symbols. The detection complexity in each SIC stage is given
by 4(2M) searches, for both Rate 1 and Rate 2 QOSTBCs.
The choice of s1 over s4 as the first symbol to be detected in each stage for the
Rate 1 QOSTBC is arbitrary since the desired symbol in the estimates in equation
(2.13) has the same coefficient Ki and hence the same power, for each si. In the
Rate 2 QOSTBC, however, the coefficients of the desired symbols, Ki’s, in equation
(2.14) are not equal. Therefore, ordering is required and the symbol corresponding
to the largest Ki should be detected first, followed by the next largest and so on.
2.2.4 Parallel Interference Cancellation
PIC is widely used in multiuser environments. Although it requires more processors
to perform tasks in parallel, considerable savings in processing delays are achieved
[29, 30]. For the Rate 1 QOSTBC, each symbol estimate contains one interference
term. Like SIC, PIC is also performed in stages. Let the soft estimates from linear
processing be sˆκ=0i where this initial stage before PIC is denoted by κ = 0. We detect
each of these estimates independently using the decision rule in equation (2.11),
thereby treating the interference terms as noise. This requires a search through 2M
constellation symbols for each estimate. The result of the search are hard decisions,
sˆ0i,h.
In stage 1 of PIC, we cancel out all the interference terms in equation (2.13)
according to
sˆ11 =sˆ
0
1 −K1,intsˆ04,h
sˆ12 =sˆ
0
2 −K2,intsˆ03,h
sˆ13 =sˆ
0
3 −K3,intsˆ02,h
sˆ14 =sˆ
0
4 −K4,intsˆ01,h
(2.19)
where the hard decision sˆ0i,h from stage 0 is used to represent the interference of
si. Then we detect each sˆ
1
i,h using equation (2.11). Subsequent stages are simply a
repeat of Stage 1, except the stage index κ is incremented by 1 until a predetermined
number of PIC stages is reached or until the performance converges.
For the Rate 1 QOSTBC, each stage consists of only 2 time steps but 4 proces-
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sors are required, one for each symbol. It is trivial to show that the Rate 2 QOSTBC
has the same time step and processor requirements. No ordering is required for any
PIC scheme since interference cancellation is performed simultaneously.
2.2.5 Detection Complexity Comparison
The Rate 1 QOSTBC under consideration transmits w = 4 new symbols in L = 4
time slots. In terms of detection complexity, we have shown that JD benefits from
the pairwise decoupling of these 4 symbols after linear processing. Pairwise JD
requires 2(2M)2 searches compared to only 4κ(2M) for both the SIC and PIC schemes.
Interference cancellation schemes do not benefit from pairwise decoupling as symbol
detection is performed individually in each stage.
The Rate 1 QOSTBC is a special case because of its pairwise decoupling of
symbol estimates. This vanishes as we increase Rstbc beyond 1 due to the increasing
number of interference terms. For QOSTBCs transmitting w new symbols in L time
slots at Rstbc > 1, JD requires a search through (2
M)w combinations of constella-
tion symbols. For both the SIC and PIC schemes, symbol detection is performed
individually in each stage. Therefore, a total of wκ(2M) searches is required for
either scheme, where κ is the number of stages used. For the Rate 2 QOSTBC using
16-QAM, JD requires 65536 searches in total, compared to only 64κ searches for in-
terference cancellation schemes. For 64-QAM, these numbers increase to 16,777,216
for JD compared to only 256κ for interference cancellation schemes. Typically, set-
ting 4 ≤ κ ≤ 9 provides good performance, as will be shown in Chapter 6.
Fig. 2.1 shows the complexity of JD compared to the interference cancellation
schemes, when κ is set to 5. Complexity is measured as the total number of searches
required to detect all w QOSTBC symbols for a constellation of size 2M . Note the
exponential scale on the vertical axis. The search complexity for both JD and the
interference cancellation schemes increases linearly with constellation size. JD has
lower complexity for BPSK constellations as the interference cancellation schemes
use κ = 5, compared to only 1 for JD. The complexity of JD increases faster with
constellation size, compared to interference cancellation schemes. Since we are inter-
ested in high throughput schemes where M ≥ 2, interference cancellation schemes,
although suboptimal, are preferred to JD.
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Figure 2.1: Complexity comparison between joint detection and interference can-
cellation schemes.
For nT = 2, we use the Alamouti OSTBC and have w = 2. When nT = 4, we
use the Tarokh Rate 1/2 OSTBC, the Rate 1 QOSTBC, and the Rate 2 QOSTBC,
and have w = 4. Typically, w increases with nT . Fig. 2.1 shows that JD complexity
grows exponentially with w, compared to a linear growth for interference cancellation
schemes. Therefore, as MIMO research moves to systems with a growing number
of transmit antennas, interference cancellation schemes becomes an increasingly at-
tractive alternative to JD.
2.3 STBC Performance
Fig. 2.2 shows the BER performance using Monte Carlo simulation of the Alamouti
OSTBC with nT = 2 and nR = 1, 2; and MRC schemes with nT = 1 and nR = 1, 2, 4.
QPSK modulation is used in all cases, giving a throughput of 2 bits/symbol period.
At a diversity order of 2, the Alamouti OSTBC with nT = 2 and nR = 1 has the
same slope as that of an MRC scheme with nT = 1 and nR = 2. Similarly at a
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Figure 2.2: BER performance comparison between Alamouti OSTBC schemes and
MRC schemes for QPSK. Throughput is 2 bits/symbol period.
diversity order of 4, the Alamouti OSTBC with nT = 2 and nR = 2 has the same
slope as the MRC scheme with nT = 1 and nR = 4. However, the Alamouti OSTBC
suffers from a signal-to-noise ratio (SNR) loss.
Space-time codes are usually designed to achieve full diversity [24, 6]. No
coding gain is provided by STBCs [24]. The diversity of the STBC determines the
slope of the performance curves whereas coding gain shifts them horizontally to
the left. Since MRC achieves full diversity, the Alamouti OSTBC also achieves full
diversity, as evidenced by the same slopes at the same diversity orders. However, the
Alamouti OSTBC incurs a 3dB power penalty, compared to MRC with an equivalent
diversity order [24]. This is because the total transmit power when using the OSTBC
is normalized to 1, resulting in each antenna transmitting with half the power of the
single transmit antenna in MRC schemes.
Fig. 2.3 shows the BER performance comparison for OSTBC systems with
diversity order 4. 16-QAM modulation is used in conjunction with the Rate 1/2
Tarokh OSTBC, Alamouti OSTBC and MRC schemes, giving throughputs of 2, 4
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Figure 2.3: BER performance using 16-QAM for the MRC scheme with nT = 1
and nR = 4, the Alamouti OSTBC with nT = 2 and nR = 2 and the Rate 1/2
OSTBC with nT = 4 and nR = 1. All systems have a diversity order of 4.
and 4 bits/symbol period, respectively. Direct transmission schemes are essentially
Rate 1 OSBTCs with a single element [s1]. Again, we observe that the Alamouti
OSTBC incurs a 3dB power penalty, compared to the MRC scheme with the same
diversity order. The Rate 1/2 Tarokh OSTBC, however, incurs a 6dB power penalty
compared to the MRC scheme. This is because each transmit antenna in the Rate
1/2 Tarokh OSTBC transmits with only a quarter of the power compared to direct
transmission in the MRC scheme. We can show that Rate 1/2 OSTBCs with a single
receive antenna suffer a 3log2(nT )dB power penalty compared to MRC schemes with
a single transmit antenna of equivalent diversity orders i.e. when nT = nR. The
OSTBCs have the same diversity as the MRC scheme, verifying the claim in [24]
that OSTBCs achieve full diversity.
Fig. 2.4 shows the BER performance comparison between the Rate 1/2
OSTBC using 16-QAM and the Rate 1 QOSTBC using QPSK. Throughput is 2
bits/symbol period. Linear processing of the OSTBC decouples the transmitted
symbols, allowing each symbol to be detected individually. The symbol estimates
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Figure 2.4: BER performance comparison for the Rate 1/2 Tarokh OSTBC us-
ing 16-QAM and the Rate 1 QOSTBC using QPSK, for nT = 4 and nR = 1, 4.
Throughput is 2 bits/symbol period.
for OSTBCs are free from interference. However, the symbol estimates for QOST-
BCs contain one interference term each. Hence for the QOSTBC, linear processing
is followed by pairwise JD to minimize the effect of this interference.
When nT = 4 and nR = 1, the QOSTBC outperforms the OSTBC at low SNR.
This is because, for the same throughput, the higher rate of the QOSTBC allows
the use of a smaller modulation size (QPSK) which has better minimum Euclidean
distance to protect against noise at low SNR. At high SNR, the OSTBC outperforms
the QOSTBC with a crossover at around BER=4 × 10−5. The interference free
OSTBC achieves full diversity whereas the QOSTBC only achieves half the full
diversity. The greater the diversity, the steeper the performance curves fall at high
SNR.
When nT = 4 and nR = 4, the QOSTBC outperforms the OSTBC down to
at least BER=10−7. Further increasing the diversity provides a diminishing increase
in effective SNR gain (c.f. Appendix A). Since the diversity order of the system is
now increased to 16, the additional diversity of the OSTBC becomes insignificant
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and does not provide much SNR gain. On the other hand, the additional protection
against noise provided by the smaller constellation used with the QOSTBC provides
a 3.8dB gain over the OSTBC.
2.4 Forward Error Correcting Codes
In Section 2.1.2, we showed how system throughput can be increased by increasing
Rstbc. However, system performance is degraded when Rstbc > 1 due to increasing
levels of co-channel interference. Three different approaches to minimizing the effect
of this interference were described in Section 2.2. Here, we describe yet another
way to improve system performance, namely the use of forward error correcting
(FEC) codes. In this section, we summarize some basic properties of block codes.
In Chapter 4, we develop high performance block codes, called low-density parity
check (LDPC) codes.
2.4.1 Generator and Parity-Check Matrices
A (n,k) binary FEC code encodes a block of k information bits into a block of n
codeword bits. In this thesis, only linear binary codes are considered. A code is
linear if and only if the sum of any two codewords forms another codeword [33].
The sum of two binary codewords is their vector addition modulo two. Since a
linear code forms a vector subspace, it can be described by a basis set of k linearly
independent codewords. This basis set forms a k-by-n generator matrix G. As a
subspace may have more than one basis, so a code may have more than one generator
matrix. Using row reduction methods [33], any generator matrix can be written in
the systematic form
G = [Ik|P ]. (2.20)
where Ik is a k-by-k identity matrix and P is a k-by-(n− k) matrix. The encoding
process is given by c = uG where u is a 1-by-k information vector, c is a 1-by-n
codeword vector.
For example, the systematic generator matrix for a simple (7,4) Hamming
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code is
Gham74 =


1 0 0 0 1 0 1
0 1 0 0 1 1 1
0 0 1 0 0 1 1
0 0 0 1 1 1 0

 . (2.21)
This generates a set of 24 = 16 codewords given by
u→ c u→ c
0000→ 0000000 1000→ 1000101
0001→ 0001110 1001→ 1001011
0010→ 0010011 1010→ 1010110
0011→ 0011101 1011→ 1011000
0100→ 0100111 1100→ 1100010
0101→ 0101001 1101→ 1101100
0110→ 0110100 1110→ 1110001
0111→ 0111010 1111→ 1111111
(2.22)
where the information vector u is mapped to codeword vectors c. Let (c1, c2, c3, c4, c5, c6, c7)
be any codeword in (2.22). Then the parity bits (c5, c6, c7) can be computed using
modulo-2 addition of the information bits (c1, c2, c3, c4), as given by
c5 = c1 + c2 + c4
c6 = c2 + c3 + c4
c7 = c1 + c2 + c3.
(2.23)
These are the parity check equations for the Hamming code. They can be expressed
in terms of the parity check matrix H
Hham74 =


1 1 0 1 1 0 0
0 1 1 1 0 1 0
1 1 1 0 0 0 1

 . (2.24)
The parity check matrixH is another way to define a code and in systematic
form is given by
H = [P T |In−k]. (2.25)
25
where P T is the transpose of the submatrix P from the systematic generator matrix
G in equation (2.20). Every codeword is orthogonal to the rows of H . Therefore,
GH
T = 0 and cHT = 0. (2.26)
An important parameter of a codeword is its Hamming weight. For binary
codes, this is the number of 1’s in the codeword. The Hamming distance between
two codewords is defined as the number of bit positions in which the two codewords
differ. The smallest Hamming distance between any two distinct codewords is called
the minimum distance, dmin, of the code. For linear codes, the minimum distance of
a code is given by the minimum Hamming weight of any non-zero codewords in the
code [33]. A (n, k) code with minimum distance dmin is called a (n, k, dmin) code.
For the Hamming code in equation (2.21), it can easily be shown that dmin =
3. Any two codewords in (2.22) differ in at least 3 bit positions. Therefore, this is a
(7,4,3) Hamming code. The number of errors that can be corrected by a (n,k,dmin)
code is t ≤ dmin−1
2
[33]. Hence, the Hamming code can correct t = 1 error.
2.4.2 FEC Decoding
The transmitted codewords may be corrupted by multipath fading during transmis-
sion and by receiver noise. The FEC decoder then searches through all the possible
codewords and selects the codeword that is closest to the received vector r. This
brute force search achieves ML decoding for any code. ML decoding is optimal in
the sense that it minimizes the codeword error probability. The distance between
the codewords and r may be measured using Hamming distance or Euclidean dis-
tance, resulting in hard or soft brute force searches, respectively. A (n, k) FEC
code requires a search through 2k codewords. This exponential growth becomes
computationally prohibitive as k increases.
Fig. 2.5 shows the BER performance of uncoded and coded BPSK in AWGN,
using the simple (7,4) Hamming code. The Hamming code is ML decoded using
hard and soft brute force searches. First, we focus on the hard ML search. The
Hamming code has dmin = 3 and can correct any codewords containing 1 bit error.
At low SNR, the noise level is high and the codewords often contain more than
1 bit error. Therefore, the error-correcting capability is insufficient here, resulting
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Figure 2.5: BER performance for uncoded and coded BPSK in AWGN using the
(7,4,3) Hamming code (Ham74). The Hamming code is decoded using hard and soft
brute force searches.
in performance degradation compared to an uncoded system. This is because the
codeword bits have less energy compared to the uncoded information bits. Energy
is normalized according to the number of information bits. As SNR increases, the
probability that a codeword contains more than 1 bit error decreases. At high SNR,
the Hamming code is able to correct all codewords with 1 bit error, whereas the
same error in the uncoded system remains uncorrected. This results in a coding
gain of 0.4dB over the uncoded system at BER=10−5.
In hard decision brute force decoding, the output from the demodulator is
quantized into 1’s and 0’s, resulting in a loss of information for the decoder. If the
unquantized demodulator output is passed to the decoder, soft decision decoding
based on minimum Euclidean distance is performed. As shown in Fig. 2.5, this
results in a 1.9dB coding gain over the uncoded system at BER=10−5. In most
practical situations, significantly more powerful codes are used.
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2.5 Summary
In this chapter, we have presented OSTBCs with Rstbc ≤ 1 for two and four transmit
antennas and QOSTBCs with Rstbc ≥ 1 for four transmit antennas. Table 2.1 shows
a summary of the properties of STBCs used in this thesis. QOSTBCs in general have
higher Rstbc compared to OSTBCs, and so are used to achieve higher throughputs.
Alamouti OSTBC Tarokh OSTBC Rate 1 QOSTBC Rate 2 QOSTBC
nT 2 4 4 4
Rstbc 1 1/2 1 2
Table 2.1
STBC properties.
Linear processing of OSTBCs decouples the transmitted symbols and is shown
to achieve ML decoding. Linear processing of QOSTBCs generates symbol estimates
with co-channel interference which degrades system performance. The effects of this
interference can be compensated by using JD, SIC or PIC schemes. A detection
complexity comparison between the three schemes is provided. It was shown that
the SIC and PIC schemes have practical decoding complexity, compared to JD, as
throughput is increased. For the work of this thesis, PIC is chosen over SIC because
it has lower processing delay. PIC can also easily be implemented in hardware
since digital signal processors (DSPs) and field-programmable gate arrays (FPGAs)
exhibits parallel architectures.
Performance may be further improved by using FEC codes, the properties
of which are summarized in Section 2.4. In Chapter 3, simple Hamming codes are
used. More powerful LDPC codes are designed in Chapter 4 and used in Chapters
5, 6, 7 to obtain very good performance with relatively low decoding complexity.
28
Chapter 3
BMCM-OSTBC Structures
3.1 Introduction
Bit-interleaved coded modulation (BICM) [34, 35] is a well known structure for
achieving both power and spectral efficiency. This structure can be serially concate-
nated with spatial multiplexing [36] or space-time codes [37] for transmission over
multiple transmit antennas. In this chapter, we develop a coded modulation struc-
ture called interleaved bit-mapped coded modulation (IBMCM). For a constellation
size of 2M , this structure is essentially similar to usingM bit-interleaved coded mod-
ulation (BICM) [34, 35] structures in parallel. A direct comparison between BICM
and IBMCM is provided in Appendix B. To exploit the spatial diversity of multiple
transmit antennas, the IBMCM structure is serially concatenated with orthogonal
space-time block codes (OSTBCs). We focus here on the Alamouti OSTBC [8] for
two transmit antennas and one receive antenna. This IBMCM-OSTBC structure
may also be extended to more than two transmit antennas or to quasi-orthogonal
space-time block codes. Very simple Hamming codes are used as the FEC compo-
nent codes of the IBMCM and we show that, given sufficient interleaving depth,
SNR gains of about 9dB over uncoded systems can be achieved at a bit error rate
of 10−4.
In Section 3.2, we describe the system and channel models used in this work.
We assume quasi-static fading where the fading coefficients remain constant over a
block of time and vary independently from block to block. Depending on the length
of this block and interleaver depth, the FEC decoder will “see” two types of channel:
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bit-static or codeword-static. Analytical bounds on the maximum likelihood (ML)
performance of FEC block-coded MIMO systems, in bit-static and in codeword-
static channels, are provided in Section 3.3. Section 3.4 presents performance results
for this IBMCM-OSTBC structure using three different decoding schemes for the
Hamming codes. The first is soft-decision brute force decoding which achieves ML
performance, but is computationally infeasible for longer codes. The second is an
iterative soft-input-soft-output (SISO) decoding algorithm [38], which is suitable for
high-rate block codes. As a third scheme, we present the results for hard decision
syndrome decoding of the block codes.
3.2 System Model
Fig. 3.1 depicts the system model. We describe the IBMCM-OSTBC scheme by
means of an example employing QPSK modulation and simple FEC codes. We ini-
tially assume the use of very simple (7,4) Hamming codes, giving a system through-
put of approximately 1.1 bits/symbol period. The model is readily extended to
longer high rate codes. The encoder takes sixteen information bits and splits them
into two streams of eight bits, one for in-phase transmission and the second for
quadrature-phase transmission. Each stream of eight bits is separately encoded
using the (7,4) Hamming code to produce two codewords of length seven. Let
C
I
1 = (C
I
1 , C
I
2 , ..., C
I
7 ) and C
I
2 = (C
I
8 , C
I
9 , ..., C
I
14) be the two codewords for the in-
phase (I) component and CQ1 = (C
Q
1 , C
Q
2 , ..., C
Q
7 ) and C
Q
2 = (C
Q
8 , C
Q
9 , ..., C
Q
14) be the
two codewords for the quadrature-phase (Q) component, where CIi , C
Q
i ∈ {0, 1} for
1 ≤ i ≤ 14.
The two I (and Q) codewords are then separately interleaved using a sim-
ple seven-by-two rectangular interleaver. We call this an interleaver of depth two.
This produces a stream of fourteen interleaved bits CI1 , C
I
8 , C
I
2 , C
I
9 , ..., C
I
7 , C
I
14 (and
CQ1 , C
Q
8 , C
Q
2 , C
Q
9 , ..., C
Q
7 , C
Q
14).
The ith bit from each stream of interleaved bits are used to select a QPSK
symbol si, such that si = [C
I
i , C
Q
i ], which produces a Gray mapping. This results in a
block of fourteen QPSK symbols s1, s8, s2, s9, ..., s7, s14, which are transmitted using
the Alamouti OSTBC of [8], defined by equation (2.1). The Alamouti OSTBC takes
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Figure 3.1: IBMCM-OSTBC structure for the encoding and decoding processes
between FEC component codes and the Alamouti OSTBC [8].
pairs of QPSK symbols and produces four “space-time coded” symbols spanning two
transmit antennas and two time slots. One receive antenna is used.
The stream of Alamouti OSTBC codewords is transmitted over the fading
channel. The total transmitted energy is one unit of energy per information bit.
Let xp(t) denote the symbol sent from transmit antenna p at time slot t and α1(t)
and α2(t) denote the complex Gaussian fading coefficients affecting x1(t) and x2(t),
respectively. The OSTBC scheme requires that the fading coefficients remain fixed
over each two-symbol OSTBC block (L = 2), i.e. α1(t+1)=α1(t) and α2(t+1)=α2(t).
The faded symbols from both transmit antennas superimpose to form the received
signal
r(t) =
2∑
p=1
αp(t)xp(t) + w(t), t = 1, 2 (3.1)
where w(t) is the additive white Gaussian (AWGN) noise at the receive antenna.
The received signals are passed through an OSTBC decoder, where linear processing
is performed to decouple the transmitted symbols from each antenna. For the Alam-
outi OSTBC, linear processing is given by equation (2.8) and the resulting symbol
estimates are given by equation (2.9). For any OSTBC, linear processing at the
receiver achieves ML decoding [24]. Perfect channel state information is required at
the receiver to achieve this [8].
The soft outputs of the OSTBC decoder are demapped and deinterleaved into
the respective I and Q soft codewords. These are then passed to the (7,4) Hamming
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decoder to determine the most likely information bits transmitted. Three different
FEC decoding algorithms are considered for the Hamming codes in Section 3.4.
3.2.1 Channel Model: Bit-Static Channel
An OSTBC requires L time slots to transmit all its symbols. The quasi-static fading
assumption requires that the fading coefficients remain constant over each block of L
time slots and vary independently from block to block. This is a requirement for ideal
use of OSTBCs [8] as it allows the transmitted symbols to be completely decoupled
from each other at the receiver using perfect CSI and simple linear processing.
Two different quasi-static fading channel models, as seen by the FEC de-
coder, are investigated here. The first is a bit-static fading channel, where every
bit within the deinterleaved I and Q codewords experiences independent fading co-
efficients. This is achieved by using a block interleaver of depth γ, which is set to
L. For the Alamouti OSTBC, L = 2 time slots. Fig. 3.2 shows how the simple
seven-by-two block interleaver breaks up the quasi-static fading experienced by two
consecutive transmitted symbols to achieve this. Fig. 3.2a shows the two codewords
in the I-component. These codeword bits are interleaved with each other and then
mapped with the corresponding bits from the Q-component to produce the stream
of fourteen QPSK symbols in Fig. 3.2b. The symbols s1 and s8 in the first two
time slots (far right) are encoded using an OSTBC and they experience the fading
coefficients α1(1) for transmit antenna 1 and α2(1) for transmit antenna 2. Note
that α1(1) = α1(2) and α2(1) = α2(2). Fig. 3.2c shows the I-component codeword,
as seen by the FEC decoder after the demapping and deinterleaving process. The
deinterleaving process is responsible for breaking up the quasi-static fading required
by the Alamouti OSTBC. As a result, the FEC decoder sees 7 independent fading
coefficients, compared to only 4 if no interleaving/deinterleaving were to be used.
It has been shown that for any normalized fade rate fDT , the required distance
between two symbols for them to essentially fade independently is [39]
β >
0.3
fDT
time slots. (3.2)
For example, when fDT = 0.01, to achieve independent fading between two symbols
in the transmitted sequence, there needs to be a spacing in time of at least β =
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Figure 3.2: How the FEC decoder sees a bit-static fading channel.
30 time slots. To achieve a bit-static channel in this case, we would need a block
interleaver of depth γ = β. A large interleaver depth introduces a large delay time.
From equation (3.2), it is clear that we need fDT > 0.15 to meet the quasi-
static requirement of the Alamouti OSTBC (β = 2). At the high data rates typical of
space-time codes, this represents very fast fading. For example, at a carrier frequency
of 2 GHz and a data rate of 2 Mb/s, the receiver would have to be travelling at speeds
in excess of 162 000 km/h.
3.2.2 Channel Model: Codeword-Static Channel
For a more realistic scenario, we need to lower fDT which has the effect of slowing
down the time variation of the channel. This allows the FEC decoder to see a
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codeword-static channel, where the fading coefficients remain constant over an entire
codeword instead of only over each bit. An interleaver of depth γ = L spreads
each codeword out across nL time slots, where n is the block length of the FEC
codeword, and L is the minimum number of required time slots for the fading to
remain constant for ideal use of OSTBCs. To see a codeword-static channel, the
fading coefficients now need to remain constant for every block of nL time slots. For
the simple (7,4) Hamming code and the Alamouti OSTBC, this is achieved by fixing
the fading coefficients during transmission to be constant for fourteen consecutive
time slots, i.e.
α1(t+ 13) = α1(t+ 12) = ... = α1(t)
α2(t+ 13) = α2(t+ 12) = ... = α2(t).
Note that this is independent of the quasi-static assumption for the Alamouti OS-
TBC of [8]. The minimum requirement for this OSTBC is satisfied if fading is
constant for an even number of time slots. An interleaver of depth 2 becomes redun-
dant in the quasi-static channel as both codewords used in the interleaving process
experience the same fading.
3.3 Analytical Upper Bound for ML Decoding
In this section, we develop an upper bound on the ML performance of FEC coded
MIMO systems. This bound is a block code adaptation of the one derived in [40]
for convolutional codes in AWGN channels, which may be expressed as
Pb <
∞∑
d=dfree
cdPd (3.3)
where Pb is the bit error probability, Pd is the probability of an error event with
Hamming weight d and dfree is the free distance of the convolutional code. The
values of cd can be obtained from the transfer function of the convolutional code
[40, 41]. These values are essentially a product of the number of codewords with
Hamming weight d and the number of bit errors associated with these codewords.
The values of cd are a measure of the average number of bit errors occurring each
time an error event with Hamming weight d occurs.
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The work of [42] generalized this bound to evaluate the performance of con-
volutional codes in MIMO systems for Rayleigh fading channels. It was shown that
as the number of antennas in the system increases, the fading channel performance
is shifted towards that of an AWGN channel. We modify this bound to evaluate the
use of block codes in MIMO systems for the bit-static and codeword-static chan-
nels. Just as the transfer function of [40, 41] contains information regarding the
weight distribution of the convolutional code, the weight enumerator function of
[12] contains information regarding the weight distribution of block codes.
In order to find an upper bound for the bit error probability of an (n,k,dmin)
block code, we need to relate the pairwise probability associated with an error event
of weight d to the bit error probability. This is done by the bit error multiplicity
[34, 12] of the weight enumerator function given by
bd =
∑
w
w
k
Aw,d. (3.4)
where Aw,d is the number of codewords of Hamming weight d with information
weight w.
By replacing the cd term in equation (3.3) with equation (3.4), the bit error
probability for a block FEC coded system using ML soft decoding can be upper
bounded by
Pb <
∞∑
d=dmin
bdPd. (3.5)
3.3.1 Union Bound for Bit-Static Channels
In our example, a fully-independent channel can be achieved by using a simple
seven-by-two block interleaver, as shown in Fig. 3.2. In general, assuming an infi-
nitely large interleaver depth so that a bit-static channel for M-PSK transmission
is achieved, Pd from equation (3.5) can be shown to be [42]
Pd ≈ 1
log2M
[
1− µd
dnTnR−1∑
k=0
(
2k
k
)(
1− µ2d
4
)k]
(3.6)
where
µd =
√√√√ 1
1 + nTN0
RcEb log2(M)sin
2( piM )
(3.7)
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and Rc is the code rate of the FEC code. The number of transmit and receive
antennas are represented by nT and nR, respectively. Eb/N0 is the post-processing
SNR, instead of the SNR per receive antenna. A discussion of these SNR definitions
is provided in Appendix A. The d term in the summation in equation (3.6) shows
that the FEC code provides diversity gain in bit-static channels.
3.3.2 Union Bound for Codeword-Static Channels
In the case of a codeword-static channel, we assume that every bit within the FEC
codeword experiences the same fading, but the fading varies independently after
every γ codewords. Pd can then be shown to be [42]
Pd ≈ 1
log2M
[
1− µd
nTnR−1∑
k=0
(
2k
k
)(
1− µ2d
4
)k]
(3.8)
where
µd =
√√√√ 1
1 + nTN0
dRcEb log2(M)sin
2( piM )
(3.9)
Note that the d term disappears from the upper limit of the summation in equation
(3.8), implying that no diversity gain is obtained from the FEC code in codeword-
static channels.
3.3.3 Union Bound for Uncoded MIMO systems
When no FEC coding is used, this is equivalent to using a (1,1,1) code. Therefore,
we set d = 1 in equation (3.6) and use the result in equation (3.5) to obtain a union
bound on performance. Since the codeword length is now 1, the channel is by default
bit-static and also codeword-static. We can show this by observing that (3.6) equals
(3.8) and (3.7) equals (3.9) when d = 1.
3.4 Performance Results
We now present simulation results using three different decoding methods. At least
200 bit errors are simulated for each point. We use the very simple (7,4) Hamming
code for soft-decision brute force decoding as it is small enough for implementation.
We then show that the iterative SISO decoding algorithm of [38] can be used to
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Figure 3.3: Comparison between the union bound (solid lines) and simulation
results (dashed lines) for uncoded MIMO systems with no FEC coding.
decode longer codes, such as the (15,11) Hamming code. Finally we compare these
soft decision schemes against hard decision syndrome decoding using the same (7,4)
Hamming codes. For two transmit antennas, we employ the Alamouti OSTBC [8]
and for four transmit antennas, we use the Rate 1/2 Tarokh OSTBC [24]. Maximum
ratio combining (MRC) is employed for multiple receive antennas. Perfect CSI is
available at the receiver.
3.4.1 Uncoded MIMO systems
When no FEC coding is used, we set dmin = 1 in equation (3.5). Fig. 3.3 shows
the performance of uncoded MIMO systems with different numbers of transmit and
receive antennas. The simulation results are shown as dashed lines and the corre-
sponding Union Bounds are shown as solid lines. It is clear from Fig. 3.3 that the
bound is very tight across all observed SNR for uncoded MIMO systems.
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Figure 3.4: BER performance comparison between brute force (soft ML) decoding
and the union bound in a bit-static channel for nT = 2 and nR = 1, 2, 4.
3.4.2 Brute force decoding
Brute force ML decoding searches through all possible codewords and chooses the
codeword with minimum Euclidean distance. Throughout this section, we use the
(7,4) Hamming code to compare the performance of brute force decoding against the
ML bounds from Section 3.3. Fig. 3.4 compares the coded ML performance using
brute force decoding against the upper bound in equation (3.5) for a system with
two transmit and one, two or four receive antennas in a bit-static fading channel.
Since this is a Union Bound, the bound is only tight at high SNR and diverges for
low SNR.
Fig. 3.5 shows that in a codeword-static fading channel, the bound is loose for
a two transmit and one receive antenna system, but becomes tighter as the number
of receive antennas increases. As this is a Union bound, we know that the bound
is loose at low SNR i.e. when the channel is noisy. As more receive antennas are
added, the probability of all subchannels having deep fades decreases so the channel
effectively becomes less noisy. Hence the bound becomes tighter with an increasing
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Figure 3.5: BER performance comparison between brute force (soft ML) decoding
and the union bound in a codeword-static channel for nT = 2 and nR = 1, 2, 4.
number of receive antennas.
Next, we compare the performance of uncoded and coded systems in a bit-
static fading channel, as shown in Fig. 3.6. At a BER of 10−4, the coded system
achieves a total SNR gain of about 9dB over the uncoded system for one receive
antenna. Much of this gain is because of the increased diversity provided by the
Hamming code structure. For two and four receive antennas, the total SNR gain over
uncoded systems due to both diversity and coding is only 5dB and 3dB, respectively.
By adding more receive antennas to a system, the fading channel is effectively shifted
towards an AWGN channel [42]. Note that the coding gain of the (7,4) Hamming
code in an AWGN channel is about 1.7dB [38] at a BER of 10−4.
Fig. 3.4 and Fig. 3.5 show that the SNR gain obtained by a system with 2N
receive antennas over a system with N receive antennas decreases as N increases.
This is because the translation of diversity gain (in decades/dB) into SNR gain (in
dB) decreases as the slope of the BER curve increases. This helps to explain the
trend of decreasing SNR gain in Fig. 3.6 of coded systems compared to uncoded
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Figure 3.6: BER performance comparison between uncoded and coded systems
using brute force (soft ML) decoding in a bit-static channel for nT = 2 and nR =
1, 2, 4.
systems as the diversity is increased by adding more receive antennas.
Fig. 3.7 shows the comparative performance of uncoded and coded systems
in a codeword-static fading channel. The performance curves for each coded system
have almost the same slope as the curves for the corresponding uncoded system.
This clearly indicates that little or no additional diversity gain is provided by the
Hamming code when the Hamming decoder sees the same fading coefficient across
all codeword bits1. This is also confirmed by the limit in the summation of equation
(3.8). In a codeword-static channel, diversity gain is determined only by the number
of transmit and receive antennas. At a BER of 10−4, the coded system achieves an
SNR gain of only 0.4dB over the uncoded system for one receive antenna. Most
of this gain is due to the coding gain from the Hamming code. As the number of
receive antennas is increased from two to four, the SNR gain increases to 0.8dB and
1.5dB, respectively. This trend of increasing SNR gain is because as more receive
1For the proposed IBMCM-STBC system with interleaver depth γ, we fix the channel to remain
constant over nγ time slots.
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Figure 3.7: BER performance comparison between uncoded and coded systems
using brute force (soft ML) decoding in a codeword-static channel for nT = 2 and
nR = 1, 2, 4.
antennas are added, the probability that every receive antenna experiences a deep
fade simultaneously decreases and the channel effectively becomes closer to being
an AWGN channel.
3.4.3 SISO Decoding
Although soft decision brute force decoding over all codewords achieves ML per-
formance, this becomes computationally infeasible as the code length increases. A
practical solution for high-rate codes is to use sub-optimal, iterative SISO decoding
[38] of the FEC code.
At the receiver, the received symbols are combined in the STBC decoder and
the log-likelihood ratio (LLR) is calculated for every received bit for both the I and
Q components. These LLRs are then utilized in the FEC decoders of Fig. 3.1.
Systematic binary block codes can be modelled [38] as a combination of paral-
lel concatenated single parity-check (SPC) codes which can be jointly and iteratively
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Figure 3.8: BER performance comparison between brute force decoding and iter-
ative SISO decoding in a bit-static fading channel for nT = 2 and nR = 1, 2. (7,4)
Hamming codes are used.
decoded. During each iteration of the SISO decoder, the extrinsic information gen-
erated for the data bits by each SPC decoder is shared with other SPC decoders that
utilize those particular data bits. After the last iteration, the extrinsic information
for a given data bit is summed and hard decisions are made.
Fig. 3.8 shows coded performance of a two-transmit, one-receive antenna
system [8] using brute force decoding and using SISO decoding in a bit-static chan-
nel. The performance for two receive antennas is also shown. For the (7,4) Ham-
ming code, the SISO algorithm converges after 3 iterations. In both cases, the
sub-optimality of the SISO decoding algorithm is only about 0.8dB.
Fig. 3.9 compares the performance of the (7,4) Hamming code and the higher
rate (15,11) Hamming code for two transmit and one receive antennas using SISO
decoding in a bit-static fading channel. The SISO algorithm for the (15,11) Hamming
code converges after 5 iterations. The union bounds for both codes are also displayed.
All the curves have the same slopes, implying that SISO decoding is able to achieve
the same diversity gain when using the (15,11) Hamming code as when the (7,4)
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Figure 3.9: BER performance comparison for the (7,4) and (15,11) Hamming codes
using SISO decoding, together with their union bounds, in a bit-static fading channel
for nT = 2 and nR = 1.
Hamming code is used. There is only a small SNR loss of about 0.2dB by using
the Rate 0.73 (15,11) Hamming code, compared to that using the Rate 0.54 (7,4)
Hamming code.
A comparison of the ML upper bounds in Fig. 3.9 indicates that the higher
rate (15,11) Hamming code in fact performs about 0.4dB better than the (7,4) Ham-
ming code at high SNR, if ML decoding is used. This implies that the sub-optimality
of the SISO decoding algorithm costs about 1.4dB for the (15,11) Hamming code.
3.4.4 Hard Syndrome Decoding
The SISO decoding method passed soft information to the FEC decoder and hard
decisions were made at its output. In this subsection, we make hard decisions at
the QPSK demodulator output of Fig. 3.1. Hard decision syndrome decoding [12]
is used in the FEC decoder. This is also referred to as algebraic decoding and it has
much lower complexity.
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Figure 3.10: BER performance comparison for (7,4) Hamming code using hard
syndrome, SISO and brute force decoding, in a bit-static fading channel for nT = 2
and nR = 1.
Fig. 3.10 compares the performance of the (7,4) Hamming code using hard
decision syndrome decoding, iterative SISO decoding and brute force (soft ML)
decoding in a bit-static fading channel. The slope of the performance curve using
hard syndrome decoding is not as steep as when using soft decisions, so there appears
to be some loss in diversity gain when hard decisions are used. At a BER of 10−4,
the hard syndrome decoding provides an SNR gain of only about 5.5dB over the
uncoded system, as compared to 8dB using iterative SISO decoding. A further
0.8dB gain is provided by brute force decoding at the same BER.
3.5 Summary
In this chapter, we have presented a simple serially concatenated structure consisting
of the OSTBC of [8] and IBMCM with simple Hamming component codes. It was
found that despite the simplicity of the FEC component codes used, significant
diversity and coding gains were achieved in a bit-static fading channel, compared
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to systems with no FEC coding. The amount of fading variation seen by the FEC
decoder is an important parameter. No diversity gain is obtained when using the
FEC codes in a codeword-static fading channel, but performance can be improved by
increasing the number of receive antennas. An analytical bound for ML performance
was also presented to verify our simulation results.
Performance can be improved by using more powerful low density parity check
codes, which will be developed in Chapter 4. The use of OSTBCs in this chapter
restricts system throughput. In Chapter 5, we show significantly higher system
throughput can be achieved by using quasi-orthogonal space-time block codes.
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Chapter 4
Low Density Parity Check Codes
4.1 The Renaissance of LDPC Codes
LDPC codes were first introduced by Gallager [43] in 1960. However, they were
largely ignored due to the lack of computing power at the time and eventually
forgotten. The discovery of Turbo codes in 1993 by Berrou et. al. [44] provided the
coding community with a new iterative decoding technique that enabled performance
approaching the Shannon limit1 [9]. This led to the rediscovery of LDPC codes by
Mackay and Neal [45] in 1995. Although the performances of both Turbo codes and
LDPC codes can approach the Shannon limit, LDPC codes have some advantages
over Turbo codes [46]: (1) They do not require a long interleaver to achieve good
error performance; (2) They have better block error performance; (3) Their error
floor occurs at a much lower BER; and (4) Their decoding is not trellis based.
LDPC codes can be decoded using a low complexity belief propagation (BP)
algorithm and still achieve performance very close to that using maximum-likehood
(ML) decoding. Simulations for an LDPC code of length 107 have shown that
performance within 0.04dB of the Shannon limit can be achieved at a bit error
rate of 10−6 [26]. The caveat is that BP decoding performs significantly worse in
the presence of short cycles in the parity check matrix, especially length 4-cycles
[47, 48, 49].
There are many ways to construct LDPC codes. In [43], Gallager proposed a
1The Shannon limit is the SNR at which error free performance is possible asymptotically with
increasing block length.
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method to generate pseudorandom LDPC codes. Good LDPC codes can be found
using computer searches. However, these codes usually have long block lengths and
their encoding is complex due to the lack of structure. In [50], a heuristic method
called “bit-filling” is used to search for LDPC codes with large girth. However, this
does not guarantee that the code will have the largest possible girth, for a given
block length, n. For n < 10, 000, there is another heuristic algorithm [51] which
searches for a good LDPC code based on the average girth distribution of the code.
The first algebraic construction of LDPC codes based on finite geometries
was introduced by Kou et. al. [52] in 2000. Finite geometry codes have girth of at
least 6 and they can be linearly time-encoded using simple feedback shift registers.
More recently, LDPC codes have also been constructed based on combinatorial de-
signs [53] known as balanced incomplete block designs. An overview of the various
construction methods is provided in [54].
In Section 4.2, we show how the smallest regular matrix can be constructed,
given the required girth, column and row weights. In Section 4.3, we develop a
simple LDPC code construction which guarantees a girth of at least 6. This con-
struction method also creates codes with flexible2 rates for the same block length.
The properties of these LDPC codes are presented in Section 4.4. In Section 4.5, we
show their performance in an additive white Gaussian noise (AWGN) channel, and
we compare them to other existing LDPC codes. In Section 4.6, the relationship
between the proposed LDPC codes and other FEC codes are highlighted.
4.2 Finding the smallest regular matrix
Most LDPC codes with large girth, and found by computer search, have long block
lengths. This introduces a long delay as the receiver needs to wait for the whole
codeword to be detected before decoding can commence. This motivated us to find
the smallest regularH matrix for any given girth ζ , column weight q and row weight
p. A regular matrix have constant row and column weights.
Fig. 4.1 shows the H matrix associated with several girths ζ for the special
case when p = q = 2. The rows and columns of H are represented in the bipartite
2The advantages of this rate flexibility are explained and utilized in Chapters 5 and 6.
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Figure 4.1: The smallest H matrices with girths ζ=4,6,8, for fixed p = q = 2 are
shown along with their corresponding birpartite graphs.
graphs by the empty and filled circles, respectively. An edge joins the ith empty
circle to the jth filled circle if the element in the ith row and jth column of H is a
“1”. For example, in Fig. 4.1b, row R1 contains a “1” in columns C1 and C2. In
the corresponding bipartite graph, this is represented by an edge connecting R1 to
C1 and C2.
A cycle in a bipartite graph is determined by the number of edges required to
connect a vertex (in this case, either an empty or filled circle) back to itself, without
using the same edge or vertex more than once. The smallest cycle in the graph is
then called the girth ζ . The bipartite graphs of the H matrices in Fig. 4.1 are
defined by a single cycle of girth ζ . Therefore, these H matrices are clearly the
smallest matrices possible given a girth ζ , when p = q = 2.
For p = q values greater than 2, finding the smallest matrix for a given girth is
non-trivial. The rest of this section is dedicated to solving this problem using a two-
stage process. In the first stage, part of the H matrix, denoted Y , is constructed
in order to guarantee it is the smallest matrix possible for a given girth ζ . In the
second stage, we must try to find a smaller regular matrix Z, with girth at least ζ
and column and row weights of p− 1, to fill the remaining part of Y .
49
4.2.1 Stage 1: Guarantee of smallest matrix possible
We now describe the algorithm used to find the smallest matrix for a specified girth
ζ , row weight p and column weight q, given that3 p = q. We use the example of
p = q = 3 to illustrate the algorithm in Fig. 4.2.
(Step 1A) First we create a blank p-by-p matrix Y . Then we fill the elements
in the topmost row of Y with “1”s. We also fill the elements in the leftmost column
of Y with “1”s. The remaining unfilled elements form a (p−1)-by-(p−1) matrix Z
(see Fig. 4.2). If we want girth(Y ) = 4, then we need to find a regular matrix Z that
has both column and row weight p− 1 and girth(Z) ≥ 4. If we want girth(Y ) > 4,
then we fill all the remaining elements of Y with “0” and go to Step 1B.
(Step 1B) Next we extend Y to be a [p + (p− 1)2]-by-[p + (p − 1)2] matrix.
For the p topmost rows of the extended matrix Y , we fill all the elements in these
rows such that each row has weight p and no two newly filled “1”s occur in the same
column. Similarly, for the p leftmost columns of the extended matrix Y , we fill all
the elements in these columns such that each column has weight p and no newly
filled “1”s occur in the same row (See Fig. 4.2). If we want girth(Y ) = 6, then we
need to find a regular (p− 1)2-by-(p− 1)2 matrix Z that has both column and row
weight of p − 1 and girth(Z) ≥ 6. If we want girth(Y ) > 6, then we fill all the
remaining elements of Y with “0” and go to Step 1C.
(Step 1C) Next we extend Y to be a [p+(p−1)2+(p−1)3]-by-[p+(p−1)2+
(p− 1)3] matrix. For the p + (p − 1)2 topmost rows of the extended matrix Y , we
fill all the elements in these rows such that each row has weight p and no two newly
filled “1”s occur in the same column. Similarly, for the p+(p−1)2 leftmost columns
of the extended matrix Y , we fill all the elements in these columns such that each
column has weight p and no newly filled “1”s occur in the same row (See Fig. 4.2).
If we want girth(Y ) = 8, then we need to find a regular (p− 1)3-by-(p− 1)3 matrix
Z that has both column and row weight of p − 1 and girth(Z) ≥ 8. If we want
girth(Y ) > 8, then we fill all the remaining elements of Y with “0” and go to the
next step4.
This is an inductive process which can be extended infinitely. In each step
3This algorithm requires p = q as the next step (Step 1A) requires a square regular matrix with
row weight (p− 1) and column weight (q − 1). This is clearly impossible if p 6= q.
4Step 1D in this case.
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Figure 4.2: Example of Step 1 algorithm to find the smallest matrix for any given
ζ and p = q = 3.
increment, we continue to extend the matrix Y . The corresponding girth also in-
creases by 2 with each step. This algorithm is similar to but different from that
found in [55], which is used to find the girth of any given matrix. In Fig. 4.2, the
elements “1” form a “V” structure rotated clockwise by 135 degrees, hence we call
Step 1 the V-construction. This algorithm does not guarantee the existence of a
matrix Y that meets the constraints of ζ , for p = q. However, if such a matrix does
exist, then it is the smallest possible matrix given these constraints.
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4.2.2 Stage 2: Existence of smallest matrix possible.
Now that we have found a way to guarantee that our regular matrix Y is the smallest
possible matrix with girth(Y ) = ζ , the problem reduces to one of finding a matrix
Z with girth(Z) ≥ ζ such that girth(H) = ζ for the resulting parity check matrix.
The matrix Z needs to be regular with column and row weights of p− 1.
We use the example of p = q = 3 to find the smallest H with girth 4. Fig.
4.3 shows how the matrix Y with girth(Y ) = 4, formed using the V-construction
in Stage 1, is filled with the matrix Z with girth(Z) = 4 to obtain matrix H with
girth(H) = 4. Note that Z is the matrix defined by a single 4-cycle from Fig. 4.1.
This is a trivial example that generates an H matrix with all ones. It can easily be
generalized that the smallest matrices for any value of p = q and having girth 4 are
simply p-by-p matrices with all ones. These matrices are not low density and are
full of 4-cycles which makes them effectively useless for BP decoding.
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Figure 4.3: Example of Stage 2: Existence of the smallest matrix for ζ = 4 and
p = q = 3.
Here, we extend the previous example to find the smallest H given girth 6
and p = q = 3. First we form a 7-by-7 matrix Y using the V-construction. Now,
we just need to find a 4-by-4 matrix Z with p = q = 2 and girth at least 6 to fill
the remaining part of Y . One solution is to use the Z matrix defined by a single
8-cycle from Fig. 4.1.
Fig. 4.4a shows how the matrix Y with girth(Y ) = 6 is filled with the
matrix Z with girth(Z) = 8, but this results in a matrix H with girth(H) = 4.
This shows that the V-construction imposes additional constraints on Z other than
requiring girth(Z) ≥ girth(Y ) and a constant column and row weight of p− 1. Z
must also spread its “1”s such that it does not form cycles of length smaller than
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Figure 4.4: Existence of the smallest matrix for ζ = 6 and p = q = 3.
girth(Y ), between the “1”s in Z and in Y . In other words, for this example, Z must
be permutable into a form such that if Z is divided into four 2-by-2 submatrices,
each submatrix would contain an even number of “1”s. Each submatrix must also
spread its “1”s such that they do not appear in the same row or column within the
submatrix. These additional constraints are met by the permutation5 of Z given in
Fig. 4.4b and this generates H with girth(H) = 6.
In summary, the V-construction produces the smallest possible regular matrix
H for a given girth ζ . However, it does not guarantee the existence of H . This
depends on the existence of a matrix Z with girth(Z) ≥ ζ and the existence of a
suitable permutation of Z to fit into Y such that girth(H) = ζ .
For ζ = 6, the V-construction produces Steiner designs [56, 57]. How-
ever, Steiner designs are restricted to constructing girth 6 matrices, whereas the
V-construction may be extended to higher girth designs.
5If we use [R1, R2, R3, R4]T and [C1, C2, C3, C4] to label the rows and columns of Z in Fig.
4.4a, respectively, the permutation to get Z in Fig. 4.4b is given by the [C4, C1, C2, C3] sequence
column-wise, followed by the [R3, R2, R4, R1]T sequence row-wise.
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4.3 Proposed algorithm for girth 6
Due to the need to find the smallest matrix possible, the V-construction of Y places
a very restrictive constraint on the existence of a regularH matrix for a given girth.
Here we remove this constraint and focus our effort on finding a regular matrix
H , without worrying about whether or not the resulting matrix is the smallest
possible. We still require the “1”s in H to be spread out evenly, almost similar
to the additional constraint of the V-construction on Z. This spreading of “1”s
in H is reflected in the LDPC code proposed by Gallager in [43], where the H
matrix consists of smaller blocks of identity matrices, which have been permuted in
a pseudorandom manner, resulting in a girth of 4. Here, we also construct H using
smaller blocks of identity matrices. The main difference is that our permutation
process is fully systematic (not random). In addition, we can also guarantee that
the resulting H will have girth at least 6. The proof is provided in Appendix C.
We now provide a brief outline of our LDPC code construction method, which
can create codes with different rates for the same block length. It creates regular
LDPC codes, which have parity check matrices,H , with a constant row and column6
weight of p. The construction can be categorized according to the density of “1”s
in the generated H matrix. A Density- p
pq
algorithm constructs an H matrix where
the density of “1”s is equal to p
pq
.
4.3.1 Density- p
p3
Algorithm
In the Density- p
p3
algorithm, we first create a TableStore matrix of size p-by-p3.
This algorithm is described in Fig. 4.5. For p = 2, the 2-by-8 TableStore matrix
generated is given by 
1 2 3 4 1 2 3 4
5 6 7 8 7 8 5 6

 . (4.1)
6Although setting p = q appears to restrict the (N,K) code parameters where N is the code
length and K is the information length, this is not the case. It will be shown in Section 4.4.2 that
removing blocks of rows from the parity check matrix, we can set p to be any value smaller than q.
This results in different K values for the same N . In Section 8, we point out how removing blocks
of columns results in different N values.
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The elements in the kth column of TableStore specify the rows of H containing
a “1” in the kth column. The other rows in the same column contain “0”s. The
TableStore matrix of equation (4.1) defines the p3-by-p3=8-by-8 H matrix,
H =


1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0
0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 1
1 0 0 0 0 0 1 0
0 1 0 0 0 0 0 1
0 0 1 0 1 0 0 0
0 0 0 1 0 1 0 0


, (4.2)
which has a constant row and column weight of p = 2. This construction method
can be shown to guarantee an H matrix with girth 6.
4.3.2 Density- p
p2
Algorithm
The Density- p
p2
algorithm is similar to the Density- p
p3
algorithm, but theH matrices
constructed are smaller, for the same p. Fig. 4.6 shows the Density- p
p2
algorithm.
Here, the TableStore matrix has size p-by-p2. For p = 2, the 2-by-4 TableStore
matrix generated is given by 
1 2 1 2
3 4 4 3

 . (4.3)
The TableStore matrix of (4.3) defines the p2-by-p2=4-by-4 H matrix,
H =


1 0 1 0
0 1 0 1
1 0 0 1
0 1 1 0

 , (4.4)
which has a constant row weight and column weight of p = 2. This particular
construction example generatesH with girth 8. In general, the Density- p
p2
algorithm
guarantees an H matrix with girth at least 6.
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Figure 4.6: Density- p
p2
algorithm to generate the TableStore matrix.
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4.4 Code properties
Having constructed the parity check matrix H , we now focus on constructing the
generator matrix G. First we describe two different methods to obtain G from H .
Then we look at the code properties for the codes constructed using H .
4.4.1 Obtaining the Generator Matrix, G
The rows of H in equations (4.2) and (4.4) are not linearly independent. Row
reduction is performed on H to obtain a smaller (N −K)-by-N matrix Hred. The
rows of Hred are linearly independent. Hred is used to obtain the generator matrix
for the code, G, where GHTred = 0 and (.)
T denotes a matrix transpose. Note also
that GHT = 0. Row reduction usually reduces the girth, girth(Hred) ≤ girth(H).
Therefore, BP decoding, which does not perform well on LDPC codes with girth 4,
is performed on H , not Hred.
The generator matrices obtained using row reduction on H are usually not
low-density. A simpler method exists for obtaining generator matrices without
performing row reduction. First, we generate an Htemp matrix with girth 6 us-
ing the Density- p
pq
algorithm. Then, we simply define the generator matrix as
G = [I HT
temp
] and the parity check matrix as H = [Htemp I], where I is
a pq-by-pq identity matrix. Appending an identity matrix toHtemp does not reduce
its girth as no edges are removed from its bipartite graph. Therefore, the resulting
H and G matrices both have girth 6 and both are low-density. This subclass of
LDPC codes is known as the Low Density Generator Matrix (LDGM) codes [47, 58].
To avoid confusion, we use the term “LDPC codes” to indicate LDPC codes gener-
ated by applying row reduction on H , and “LDGM codes” to indicate LDPC codes
generated by appending an identity matrix to Htemp.
4.4.2 LDPC code properties
Table 4.1 shows the properties of the proposed LDPC codes using the Density- p
p3
algorithm. For prime values of p greater than 2, we can obtain LDPC codes with
girth 6 and good minimum Hamming distance, dmin. The upper bound for dmin here
and in the rest of the section is determined by the minimum weight of the rows in G.
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p H G Rldpc upper bound for dmin true dmin
2 8 × 8 2 × 8 0.25 4 4
3 27 × 27 8 × 27 0.30 8 8
4 64× 64 21× 64 0.33 8 8
5 125 × 125 40 × 125 0.32 20 -
6 216× 216 81× 216 0.38 8 -
7 343 × 343 96 × 343 0.28 28 -
8 512× 512 247× 512 0.48 8 -
9 729× 729 232× 729 0.32 12 -
10 1000× 1000 369× 1000 0.37 8 -
11 1331 × 1331 280 × 1331 0.21 44 -
12 1728× 1728 891× 1728 0.52 16 -
13 2197 × 2197 408 × 2197 0.19 52 -
Table 4.1
LDPC code properties for different values of p, using the Density- p
p3
algorithm.
p H G Rldpc upper bound for dmin true dmin
2 4 × 4 1 × 4 0.25 4 4
3 9 × 9 2 × 9 0.22 6 6
4 16× 16 8× 16 0.50 4 4
5 25 × 25 4 × 25 0.16 10 10
6 36× 36 15× 36 0.42 4 4
7 49 × 49 6 × 49 0.12 14 14
8 64× 64 40× 64 0.63 8 -
9 81× 81 20× 81 0.25 6 6
10 100× 100 37× 100 0.37 4 -
11 121 × 121 10 × 121 0.08 22 22
Table 4.2
LDPC code properties for different values of p, using the Density- p
p2
algorithm.
True dmin values, obtained through exhaustive computer search, were obtained only
for small values of K (approximately under 30) as the number of searches required
is 2K , where K is the number of rows in the generator matrix.
Table 4.2 shows the properties of the proposed LDPC codes using the Density-
p
p2
algorithm. For prime values of p greater than 2, we can obtain LDPC codes with
good minimum Hamming distance. This is similar to the trend observed in Table
4.1 where LDPC codes with good minimum Hamming distance are obtained when
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p is a prime number. The LDPC codes generated using this algorithm have smaller
values of K. Therefore, we are able to use computer searches to find the true dmin
for p = 2, 3, 4, 5, 6, 7, 9, 11. Comparing the true dmin values with their upper bounds,
we conjecture that our simple upper bound is a good approximation to the true
dmin.
The upper bound for dmin generated by the Density-
p
p3
algorithm appears to
be approximately 4p (for prime values of p > 5). This is only 2p for the Density- p
p2
algorithm (for all prime values of p observed). However, the corresponding H and
G matrices also grows much more quickly with p for the Density- p
p3
algorithm.
The Density- p
pq
construction algorithm generates a pq-by-pq square matrixH
which can be divided into pq−1-by-pq−1 identity matrices, each of which are per-
muted in such a way that the girth is at least 6. We know that for prime values of
p, this algorithm generates LDPC codes with good minimum Hamming distances.
However, the corresponding code rates are poor, compared to those obtained with
non-prime values of p. This is because the permutation of the pq−1-by-pq−1 identity
matrices within H results in a large number of independent rows in H , or a large
rank(H)=N −K. After row reduction, this results in a low value of K, and hence
low code rate, Rldpc.
We can increase Rldpc by removing rows from H , resulting in a lower value
of (N − K) and hence a higher value of K after row reduction7. This is shown in
Tables 4.3 and 4.4, where blocks8 of pq−1 rows are removed fromH , beginning with
the bottom block and moving upwards.
Tables 4.3 and 4.4 also show that removing rows from H may reduce dmin.
Therefore, for a fixed N , a tradeoff exists between high Rldpc and high dmin. This
systematic row removal procedure of starting from the bottom rows and moving
upwards was performed to maintain simplicity. It may not be the optimum way
of removing rows to generate the best tradeoff between Rldpc and dmin, for a given
number of rows to be removed. However, it appears to be a good method that yields
codes with the desired properties.
7K is a non-decreasing value, depending on the number of rows removed and which rows were
removed. Removing rows from H does not affect the value of N , which is determined by the
number of columns in H.
8Removing blocks of pq−1 rows maintains the regularity of H. In general, any number of rows
may be removed, but this may result in an irregular H .
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x H G Rldpc upper bound for dmin
0 343× 343 96× 343 0.28 28
49 294× 343 126× 343 0.37 28
98 245× 343 156× 343 0.45 28
147 196× 343 186× 343 0.54 14
196 147× 343 216× 343 0.63 8
245 98× 343 252× 343 0.73 4
Table 4.3
LDPC code properties after removing the last x rows of H for p = 7, using the
Density- p
p3
algorithm.
x H G Rldpc upper bound for dmin
0 1331× 1331 280× 1331 0.21 44
121 1210× 1331 370× 1331 0.28 44
242 1089× 1331 460× 1331 0.35 44
363 968× 1331 550× 1331 0.41 44
484 847× 1331 640× 1331 0.48 44
605 726× 1331 730× 1331 0.55 44
726 605× 1331 820× 1331 0.62 24
847 484× 1331 910× 1331 0.68 14
Table 4.4
LDPC code properties after removing the last x rows of H for p = 11, using the
Density- p
p3
algorithm.
This ability to generate different code rates for the same block length and in
many cases for no loss in minimum distance is important in our proposed BMCM
system (c.f. Chapter 5) when using higher order modulation. This will be discussed
in more detail in Chapter 6. The Density- p
pq
algorithms can be extended to construct
H matrices with girth 8. Larger girths enable LDPC codes to approach its ML
performance using a low complexity BP decoding algorithm. However, the LDPC
codes generated by the resulting girth-8 H matrices have relatively poor rates and
poor minimum Hamming distance.
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4.4.3 LDGM code properties
Table 4.5 shows the properties of LDGM codes generated using the Density- p
p2
algo-
rithm. Compared to the LDPC code properties in Table 4.2, it is clear that LDGM
codes in general have higher code rates but poorer minimum Hamming distance.
This is consistent with the results in [47]. LDGM code properties can be easily gen-
eralized. Both the systematic H and G are p2-by-2p2 matrices with dmin ≤ p+ 1.
p H G Rldgm upper bound for dmin
2 4× 8 4× 8 0.5 3
3 9× 18 9× 18 0.5 4
4 16× 32 16× 32 0.5 5
5 25× 50 25× 50 0.5 6
6 36× 72 36× 72 0.5 7
7 49× 96 49× 96 0.5 8
8 64× 128 64× 128 0.5 9
9 81× 162 81× 162 0.5 10
10 100× 200 100× 200 0.5 11
11 121× 242 121× 242 0.5 12
Table 4.5
LDGM code properties for different values of p generated using the Density- p
p2
algorithm.
4.5 Performance Results in AWGN
The performance of the LDPC codes constructed using the Density- p
pq
algorithms are
shown. All simulations presented in this section use BPSK over an AWGN channel.
Each simulation point contains 1000 bit errors. The noise variance from equation
(A.10) can be simplified to
σ2 =
N0
2
=
1
2Rldpc100.1SNR
, (4.5)
since each constellation point has unit energy. Two decoding schemes are used
throughout this section. The first is a soft ML scheme, which searches through all
possible codewords and selects the codeword at minimum Euclidean distance to the
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Figure 4.7: BER performance of the proposed LDPC codes for n = 1331 and
different values of k.
received codeword as the most likely codeword to have been transmitted. This is
an optimal scheme, but it has exponentially increasing decoding complexity with
K. The second decoding scheme is the BP algorithm, which is suboptimal, but
can achieve good performance at much lower complexity. The calculation of the
likelihoods for BP decoding is described in [59]. A maximum of 200 BP iterations
are performed for each codeword transmitted. The BP algorithm may terminate
early if a valid codeword is found.
4.5.1 Performance of the proposed LDPC codes
Fig. 4.7 shows the BER performance of the class of LDPC code generated using the
Density- p
p3
algorithm with p = 11. Different code rates ranging from 0.41-0.68 are
shown, for fixed N = 1331. At low SNR, codes with higher rates perform better
than those with lower rates, due to the rate penalty in equation (4.5). The channel
is so noisy that the better error protection of the lower rate codes is rendered useless.
At high SNR, performance is dominated by dmin, which increases the slope of the
63
BER curve. From Fig. 4.7, we can see that codes with a larger upper bound on
dmin have significantly better slopes than those with a smaller dmin. In Table 4.2,
we have shown that this upper bound is a good approximation to the true dmin. To
avoid confusion from here on, the terms “ub(dmin)” and “dmin” are used to denote
the upper bound on dmin and the true dmin, respectively.
If no rows were removed from theH generated using the Density- p
p3
algorithm
with p = 11, we obtain a (1331,280,ub(44)) LDPC code. Each time we remove a
multiple of p2 = 121 rows from H , starting from the bottom and moving upwards,
we increase K by 90. Table 4.4 shows that ub(dmin) remains at 44 as we increase K
from 280 to 730. As K is increased to 820 and 910, ub(dmin) decreases to 24 and 14,
respectively. In Fig. 4.7, we use solid lines for the curves associated with K in the
range 280-730, and dashed lines for those associated with K=820 and 910. The solid
lines show that we should use the largest K in this range, namely K = 730, because
we are getting higher rate, higher ub(dmin) and also better BER performance. We
define the threshold rate, Rth, as the maximum code rate Rldpc such that ub(dmin)
equals the ub(dmin) shown in Table 4.1. At BER=10
−5, the best performance is
given by the (1331,730) LDPC code, which has rate Rth = 0.55. Above this rate,
ub(dmin) starts to decrease significantly, and a tradeoff appears between Rldpc and
ub(dmin). This is reflected in a slope reduction of the dashed BER curves, due to
reduced ub(dmin), as we increase Rldpc.
Fig. 4.8 shows the BER performance of the set of LDPC codes generated using
the Density- p
p3
algorithm with p = 13. Row removals are applied to H to obtain a
range of rates from 0.55-0.73 for fixed N = 2197. Once again, we observe that at
high SNR, performance is dominated by the codes with a large minimum distance.
As we increase Rldpc beyond Rth=0.61, ub(dmin) starts to decrease significantly. At
BER=10−5, the best performance is given by the (2197,1332) LDPC code with rate
Rth = 0.61.
The threshold rate, Rth, is an important parameter because it points out
the range of Rldpc that we need to consider. LDPC codes with Rldpc ≤ Rth waste
throughput. They do not achieve any performance gain for the reduced code rate.
The threshold rates for LDPC codes generated using the Density- p
p3
algorithm with
p = 7, 11, 13 are Rth = 0.45, 0.55, 0.61, respectively. Table 4.1 shows that ub(dmin)
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Figure 4.8: BER performance of the proposed LDPC codes for n = 2197 and
different values of k.
increases with p, for prime values of p. These results suggest that longer LDPC
codes will produce better tradeoffs between Rldpc and ub(dmin), compared to shorter
codes.
Fig. 4.9 compares the performance of the (343,186), (1331,730) and (2197,1332)
LDPC codes. These are the best codes that were found in terms of BER perfor-
mance, for their respective block lengths. At BER=10−5, we can see that as the
block length increases, the BER performance improves and the code rate increases.
This reiterates the advantage of using longer LDPC codes, which is consistent with
other types of LDPC codes found in the literature [26, 46].
4.5.2 Performance comparison to other LDPC codes
We now compare the performance of our proposed LDPC codes to other types of
LDPC codes found in the literature. We start with the original LDPC code proposed
by Gallager in [43]. It was shown in [46] that this code has N = 20, K = 7 and
dmin = 6.
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Figure 4.9: BER performance comparison between the best LDPC code for N =
343, 1331, 2197.
Fig. 4.10 compares the (20,7,6) Gallager LDPC against our proposed (27,9,6)
LDPC9. Both LDPC codes were decoded using soft ML decoding and BP decoding
with 20 iterations. The BER curves for both LDPC codes have the same slope at
high SNR because they have the same dmin. However, at BER=10
−4, our LDPC
performs about 0.3dB better when soft ML decoding is performed. We should note
that our LDPC code has a slightly longer length and a slightly lower code rate than
the Gallager LDPC. When BP decoding is performed, our LDPC code converges
about 0.1dB away from its ML performance and the Gallager LDPC code converges
about 0.5dB away. This is because the Gallager H matrix has girth 4, whereas our
H matrix has girth 6.
Sparse circulant matrices may be used to construct a sparseH matrix [49, 46].
In [49], a (510,256) LDPC code, C0, was constructed using sparse circulant matrices.
This code contains many 4-cycles. A trellis-based method for removing short cycles
was introduced in [49]. This is an exhaustive method that identifies all the short
9This is the fairest LDPC we could find in terms of similar (N ,K,dmin) properties.
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Figure 4.10: BER performance of the proposed (27,9,6) LDPC code and the
(20,7,6) LDPC code by Gallager. Soft brute force (ML) decoding and BP decoding
were used on each code.
cycles and removes them by performing column/row splitting on H . Applying this
cycle-removal method on C0 produces a (510,255) LDPC code, C1, with girth 6.
Repeating this process on C1 produces a (510,255) LDPC code, C2, with girth 8.
Fig. 4.11 shows the performance of the C0, C1 and C2 LDPC codes and our proposed
(343,186) LDPC code. These four codes achieve BER=10−5 at 4.8dB, 4.3dB, 3.2dB
and 3.5dB, respectively. It is obvious from the slopes of the BER curves that our
LDPC code has a smaller dmin compared to the other codes. However, note that
our LDPC code has a higher code rate (0.54 versus 0.50) and a shorter block length
(343 versus 510), compared to the C0, C1 and C2 LDPC codes of [49].
Recently, LDPC codes have been constructed based on finite geometries.
Compared to Gallager’s pseudorandom LDPC, these codes have a very structured
algebraic construction and have been shown to have relatively good minimum dis-
tances and girth 6 [52, 46]. One class of the finite-geometry LDPC codes is the
Euclidean Geometry LDPC (EG-LDPC) codes. It was shown in [46] that we can
obtain an even better class of codes, called the extended EG-LDPC codes by ap-
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Figure 4.11: BER performance of the proposed (343,186) LDPC code, the
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Figure 4.12: BER performance of the proposed (1331,820) LDPC code and the
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plying row and column splitting to the H matrix of a standard EG-LDPC code. In
Fig. 4.12, we show the performance of a (1275,765) extended EG-LDPC code and
our proposed (1331,820) LDPC code, which does not require any row and column
splitting. Our proposed LDPC performs approximately 0.2dB worse compared to
the extended EG-LDPC code at a BER of 10−4. However, our LDPC code has a
significantly simpler construction.
4.6 Special Cases
4.6.1 Dual Hamming Codes
The H matrix in Fig. 4.4b has girth 6. Row reduction reduces this matrix to a
4-by-7 Hred matrix, as shown in Fig. 4.13, and this corresponds to the (7,3,4) dual
Hamming Code. The (7,3,4) dual Hamming code satisfies the necessary condition10
[60] for the existence of a 4-cycle free Tanner graph.
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10This necessary condition is only mentioned here because it requires the knowledge of the
minimum distance of the dual code.
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Figure 4.14: BER performance of the (7,3,4) dual Hamming code with different
decoding schemes, using BPSK in AWGN.
If each row of H represent a node, and each column of H represent a line,
and each “1” in H denotes the nodes that each line passes through, then H can be
represented as a Fano Diagram [46]. The rows of H are codewords of the (7,4,3)
Hamming code, and their relationship to the Fano Diagram was shown in [46].
Fig. 4.14 shows the BER performance of the (7,3,4) dual Hamming code
using soft brute force decoding which achieves ML, and BP decoding on H and
Hred. At BER=10
−3, the performance of BP decoding using H is 0.1dB away from
ML performance, whereas that using the row reducedHred is 0.8dB away from ML.
Row reduction decreases the girth of H from 6 to 4. The presence of 4-cycles in
Hred causes BP decoding to converge away from ML performance. The degrading
effect of 4-cycles was also observed in [49]. This illustrates why we decode using H
even though Hred is used to create G.
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4.6.2 Single Parity Check Codes
It was shown in Fig. 4.3 that the smallest matrix with column and row weight of 3
and girth 4 is a 3-by-3 matrix of all ones
H =


1 1 1
1 1 1
1 1 1

 . (4.6)
Row reduction generates a systematic parity check matrix
Hred =
[
1 1 1
]
(4.7)
and a systematic generator matrix
G =

1 0 1
0 1 1

 . (4.8)
This is the generator matrix for a (3,2,2) single-parity check (SPC) code.
In general, the smallest matrix for any p = q value and having girth 4 is a
p-by-p matrix of all ones. Row reduction generates a 1-by-p parity check matrix
Hred and a (p − 1)-by-p generator matrix G. This defines all the (p,p − 1,2) SPC
codes.
4.6.3 2-Dimensional Product SPC Codes
The LDGM codes generated using Htemp from the Density-
p
p2
algorithm in Fig. 4.6
has girth 6 and Rldpc =
1
2
. For p = 2, the Density- p
p2
algorithm generates
Htemp =


1 0 1 0
0 1 0 1
1 0 0 1
0 1 1 0

 (4.9)
which happens to have girth 8. This is also the definition of an 8-cycle, as shown
in Fig. 4.1. Appending an identity matrix to Htemp results in a systematic parity
check matrix
H =


1 0 1 0 1 0 0 0
0 1 0 1 0 1 0 0
1 0 0 1 0 0 1 0
0 1 1 0 0 0 0 1

 (4.10)
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and a systematic generator matrix
G =


1 0 0 0 1 0 1 0
0 1 0 0 0 1 0 1
0 0 1 0 1 0 0 1
0 0 0 1 0 1 1 0

 . (4.11)
Multi-dimensional product codes increase the minimum distance of the com-
ponent codes but reduce the code rate [61, 62, 63]. Fig. 4.15a shows the 2-
Dimensional product SPC (2D-Product-SPC) codes, without the parity-on-parity
bit [62]. All references to 2D-Product SPC codes in this thesis assume that no
parity-on-parity bit is used. Four information bits u1, u2, u3, u4 are encoded into
parity bits p5, p6 in one dimension and p7, p8 in the other dimension. The encoding
is done using SPC codes, and the corresponding SPC equations are shown in Fig.
4.15b. These equations can be translated into a systematic generator matrix, G, as
shown in Fig.4.15c. This G is the same as the generator matrix constructed using
the Density- p
p2
algorithm for p = 2, as shown in equation (4.11).
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Figure 4.15: The relationship between the SPC equations and the corresponding
generator matrix for a 2D-product SPC code, without the parity-on-parity bit. The
* symbol denotes an exclusive-OR operation.
This similarity to a 2D-product SPC code can be generalized to a class
of LDGM codes using the following procedure: (1) First generate Htemp using
the Density- p
p2
algorithm. (2) Remove the last (p − 2)p rows of Htemp to form
a regular 2p-by-p2 matrix Htemp2 with column weight 2 and row weight p. (3)
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Form the systematic parity check and generator matrices for the LDGM code as
H = [H temp2 I2p] andH = [Ip2 H
T
temp2], respectively, where Ip is a p-by-p iden-
tity matrix. This procedure generates a class of (p2 + 2p,p2,3) LDGM codes which
are equivalent to 2D-product SPC codes, with Rldgm =
p
p+2
.
4.7 Summary
We have developed a simple LDPC construction, which to the best of our knowledge
is novel. This construction allows us to generate LDPC codes with a wide range
of code lengths N and code rates Rldpc. For fixed N , this construction also allows
us to tradeoff Rldpc against dmin, which is useful for systems which require a given
error rate and system throughput. As will be discussed in Chapters 5 and 6, this is
especially useful when high order modulations are used, e.g. 16-QAM and 64-QAM,
due to the unequal error protection on each constellation label.
Another advantage of this construction is that the resulting LDPC codes
have girth 6. Row removals reduce the size of H , which may increase the girth
even further. The absence of 4-cycles allows low-complexity BP decoding to be used
to get near-ML performance. The LDPC codes generated here will be used as the
component codes for our proposed BMCM-STBC structure in Chapter 5. Longer
LDPC codes also provide a better tradeoff between Rldpc and up(dmin).
Compared to other types of LDPC codes, our proposed construction is rel-
atively simple. Despite the simple construction, it was shown that the proposed
LDPC codes perform reasonably well, compared to other types of LDPC code.
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Chapter 5
High Throughput
BMCM-QOSTBC-PIC Systems
5.1 Motivation
Direct transmission of coded modulation schemes [20, 21, 22, 23] in multiple-input
multiple-output (MIMO) systems achieves high rates, at the expense of high detec-
tion complexity. The concatenation of coded modulation schemes with orthogonal
space-time block codes (OSTBCs) as in [64, 65] separates the transmitted symbols at
the receiver, thus reducing the detection complexity. However, OSTBCs cannot offer
rates greater than 1. To increase throughput, we consider quasi-orthogonal space-
time block codes (QOSTBCs) [17, 16], which can provide higher rates than OSTBCs.
We concatenate bit-mapped coded modulation (BMCM) with the QOSTBCs. This
BMCM-STBC structure uses parallel forward error correction (FEC) component
codes, which allows parallel decoding in the receiver. Unlike bit-interleaved coded
modulation (BICM) [35], BMCM does not require interleaving and so almost always
has shorter processing delays1. We use parallel low density parity-check (LDPC)
component codes in the BMCM structure. This allows belief propagation (BP) de-
coding, which has modest decoding complexity, to be performed in parallel for each
component code. We employ the LDPC code construction of Chapter 4 as it has the
ability to generate many different code rates for a fixed block length. This enables
a wide range of throughput versus performance tradeoffs.
1A direct comparison between BICM and BMCM is provided in Appendix B.
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We focus on the double space time transmit diversity (DSTTD) scheme of
[16]. Essentially it is a Rate 2 QOSTBC that combines the Alamouti OSTBC
[8] with the Bell-Labs Layered Space-Time (BLAST) Architecture of [5]. Similar
hybrid space-time coding schemes can be found in [7, 66]. The BLAST aspect of
these schemes introduces co-channel interference which complicates detection, and
as a result ordered successive interference cancellation (SIC) is usually employed
[16, 66, 7].
Here, we employ iterative parallel interference cancellation (PIC) [28, 67, 68]
to mitigate the effects of co-channel interference. PIC is widely used in multi-user
environments and is considered less complex than SIC [28]. As in [67, 68], iterations
will be performed between the PIC detector and parallel FEC decoders. Diagonal-
BLAST and convolutional codes are used in [68]. A performance comparison of
layered space-time (LST) codes is carried out in [67], where an improved version
of the PIC detector with decision statistics combining [69] is used. To maintain
simplicity, we use a standard PIC detector which is sufficient to obtain good perfor-
mance.
Section 5.2 describes the proposed BMCM-STBC structure using the LDPC
codes from Chapter 4. Three different MIMO channel models are presented in
Section 5.3. In Section 5.4, two different detection-decoding schemes are presented.
The first employs an optimal one-off joint detection (JD) scheme [17, 25] followed
by BP decoding. The second uses a joint iterative PIC-BP [67, 68] decoding scheme
which is suboptimal, but has much lower complexity. In Section 5.5, we develop
a simplified calculation of bit metrics for BP decoding. Section 5.6 describes the
different ways we can terminate the iterative PIC-BP decoding scheme.
The main contribution of this chapter is the use of the PIC scheme with
QOSTBCs. The PIC scheme is used in an iterative structure together with BP
decoding. In [67, 68], the PIC scheme is only applied to LST codes. In Chapter
6, the quasi-orthogonality of the Rate 1 QOSTBC in equation (2.5) and Rate 2
QOSTBC in equation (2.6) is shown to provide a performance gain over the non-
orthogonal LST codes. This is due to fewer co-channel interferers in the QOSTBCs.
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5.2 Proposed BMCM-QOSTBC Structure
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Figure 5.1: BMCM-STBC encoder structure.
The proposed BMCM-STBC encoder structure is shown in Fig. 5.1 for any
2M -ary constellation. The input data stream is demultiplexed into M data sub-
streams containing data blocks {Bm}Mm=1. The mth data substream has block length
Km. Each substream is encoded using a forward error-correcting (FEC) code to ob-
tain a set of M length-N codewords {Cm}Mm=1, where the ith encoded bit in Cm is
denoted Cmi . In the BMCM structure, each substream can be encoded using FEC
codes with different values of Km as long as all M codes produce codewords of
the same block length, N . The LDPC code construction from Chapter 4 is a nat-
ural choice as it provides the flexibility of tailoring different code rates to different
component codes. The overall rate of the M LDPC codes is then
Rldpc =
∑M
m=1Km
MN
. (5.1)
The encoding process can be written as Cm = BmGm, where Gm is the Km-by-
N generator matrix of the mth LDPC component code. The ith bits from all M
codewords collectively select the ith 2M -ary constellation point si. The stream of
2M -ary constellation points si are then “encoded” using a STBC for the required
number of transmit antennas, nT . Here, we focus on systems with nT = 4 and we
use the Rate 1 and Rate 2 QOSTBCs described in Chapter 2. However, we can
easily extend this system to achieve higher throughput by employing QOSTBCs
with2 Rstbc ≥ 3, at the expense of higher system complexity.
2For example, by using 4 Alamouti OSTBCs in parallel, we can transmit 8 new symbols in 2
time slots, giving Rstbc = 4.
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5.3 Channel Models
We consider Rayleigh flat fading or non-frequency selective channel models. Let
αqp(t) denote the complex fading coefficient affecting the symbol xp(t) at time t for
the subchannel between the pth transmit antenna and the qth receive antenna for
p = 1, 2, ..., nT and q = 1, 2, ..., nR. We model the fading coefficients as zero-mean
complex Gaussian random variables with variance 1/2 per dimension. We assume
independent subchannels. We consider three types of time-varying channels (from
less to more practical):
Independent quasi-static (QS-Ind) fading channel: This is the most common
channel model used in the literature [8, 24, 7, 17], where quasi-static fading
is usually assumed. The fading coefficients remain fixed during each STBC
block of L time slots and vary independently from one block to the next.
Time-varying quasi-static (QS-fDT) fading channel: Time-varying quasi-static
(QS-fDT) fading channel: The fading coefficients remain fixed during each
STBC block of L time slots, but vary from block to block according to the
normalized fade rate fDT , where the maximum Doppler shift fD is normalized
to the symbol period T . Using a third-order FIR filter [70], we continuously
generate a set of fading coefficients which vary according to fDT , but we only
use every Lth coefficient.
Time-varying (NoQS-fDT) fading channel: Time-varying (NoQS-fDT) fading
channel: Here, the quasi-static fading assumption is removed and the fading
coefficients vary continuously from one time slot to the next according to the
normalized fade rate fDT .
CSI is assumed to be available at the receiver, but not at the transmitter.
We fix the total transmitted energy across all nT transmit antennas to be 1 for each
time slot. In the case of nT = 4, the symbol transmitted from each antenna then
contains 1
nT
= 1/4 unit of energy. The sampled signal at each receive antenna is a
noisy superposition of the transmitted signals after undergoing flat Rayleigh fading,
and is given at sample time t by
rq(t) =
nT∑
p=1
αqp(t)xp(t) + w
q(t), t = 1, ..., L, (5.2)
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where wq(t) is the additive white Gaussian noise (AWGN) at the qth receive antenna
for q = 1, 2, ..., nR. It is modeled as an independent complex Gaussian random
variable with zero mean and a one-dimensional noise variance3 defined by
σ2 =
N0
2
=
nT,usednREs,Tx
2MRstbcRldpc100.1SNRtotal
, (5.3)
where Es,Tx is the average energy of a constellation symbol from each transmit
antenna, nT,used is the number of antennas used for transmission in any time slot
and SNRtotal is the signal-to-noise ratio at the output of the linear processing block
(c.f. Figs. 5.2 and 5.3) in decibels (dB). If the SNR per receive antenna is used, the
noise variance is defined as σ
2
nR
.
5.4 Detection-Decoding schemes
Assuming perfect CSI, linear processing produces estimates of the transmitted sym-
bols si, given by
sˆ1 =
nR∑
q=1
(|αq1|2 + |αq2|2 + |αq3|2 + |αq4|2)s1 +
nR∑
q=1
2(αq1α
q∗
4 − αq2αq∗3 )s4 + noise
sˆ2 =
nR∑
q=1
(|αq1|2 + |αq2|2 + |αq3|2 + |αq4|2)s2 +
nR∑
q=1
2(αq2α
q∗
3 − αq1αq∗4 )s3 + noise
sˆ3 =
nR∑
q=1
(|αq1|2 + |αq2|2 + |αq3|2 + |αq4|2)s3 +
nR∑
q=1
2(αq2α
q∗
3 − αq1αq∗4 )s2 + noise
sˆ4 =
nR∑
q=1
(|αq1|2 + |αq2|2 + |αq3|2 + |αq4|2)s4︸ ︷︷ ︸
desired terms
+
nR∑
q=1
2(αq1α
q∗
4 − αq2αq∗3 )s1︸ ︷︷ ︸
interference terms
+noise.
(5.4)
3The derivation of this noise variance is provided in Appendix A.
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for the Rate 1 QOSTBC and
sˆ1 =
nR∑
q=1
(|αq1|2 + |αq2|2)s1 +
nR∑
q=1
(αq∗1 α
q
3 + α
q
2α
q∗
4 )s3 +
nR∑
q=1
(αq∗1 α
q
4 − αq2αq∗3 )s4 + noise
sˆ2 =
nR∑
q=1
(|αq1|2 + |αq2|2)s2 +
nR∑
q=1
(αq∗2 α
q
4 + α
q
1α
q∗
3 )s4 +
nR∑
q=1
(αq∗2 α
q
3 − αq1αq∗4 )s3 + noise
sˆ3 =
nR∑
q=1
(|αq3|2 + |αq4|2)s3 +
nR∑
q=1
(αq∗3 α
q
1 + α
q
4α
q∗
2 )s1 +
nR∑
q=1
(αq∗3 α
q
2 − αq4αq∗1 )s2 + noise
sˆ4 =
nR∑
q=1
(|αq3|2 + |αq4|2)s4︸ ︷︷ ︸
desired terms
+
nR∑
q=1
(αq∗4 α
q
2 + α
q
3α
q∗
1 )s2 +
nR∑
q=1
(αq∗4 α
q
1 − αq3αq∗2 )s1︸ ︷︷ ︸
interference terms
+noise.
(5.5)
for the Rate 2 QOSTBC. Since QOSTBCs are not fully orthogonal, these symbol
estimates contain co-channel interference. The optimum way to minimize the effects
of this interference is to employ JD [17]. Here, we propose the use of an iterative
PIC scheme [28]. Although iterative PIC is suboptimal compared to JD, it is shown
in Chapter 6 to produce very good performance when FEC codes are employed. As
discussed in Chapter 2, PIC has a detection complexity which increases linearly with
throughput, compared to an exponential increase for JD.
5.4.1 One-Off JD-BP Decoding
The receiver structure for the JD scheme of [17] is shown in Fig. 5.2. The Rate 1
QOSTBC of [17] and the Rate 2 QOSTBC of [16] produce estimates that contains
co-cochannel interference, as shown in equations (5.4) and (5.5) respectively. The
JD scheme4 considers all possible combinations of constellation points consisting of
the hypothesized transmitted symbol and the co-channel interferers, and selects the
best combination based on Euclidean distance across all symbols. The improved
symbol estimates are then demapped into soft bit metrics for the M BP decoders.
The derivation of these bit metrics is shown in Section 5.5.
As shown in equation (5.4), linear processing on the Rate 1 QOSTBC de-
couples the transmitted symbols into two independent pairs. This is a special case
that allows a reduced search complexity using pairwise JD. For a BMCM system
4A detail description of the JD scheme is given in Section 2.2.2.
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using 16-QAM and the Rate 1 QOSTBC, we need to search through 2× 162 = 512
possible pairs of constellation points. For the Rate 2 QOSTBC, we need to find the
combination of constellation points which minimizes the Euclidean distance, for all
four transmitted symbols. Therefore, a BMCM system using 16-QAM and the Rate
2 QOSTBC requires a search through 164 = 65536 possible combinations of four
constellation points. Thus we see that the complexity of JD increases as 2(2M)2 for
the Rate 1 QOSTBC and (2M)4 for the Rate 2 QOSTBC.
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Figure 5.2: Receiver structure using joint detection.
5.4.2 Iterative PIC-BP Decoding
The exponentially increasing complexity of the JD process as I, the number of co-
channel interferers, increases motivates the use of a simpler detection scheme, namely
PIC. In [68], information is iteratively shared between a PIC block and nT convolu-
tional decoders, via interleaving/de-interleaving. In [67], information is iteratively
shared between the PIC block and nT LDPC decoders, again via interleaving/de-
interleaving. In the present instance, information is iteratively exchanged between
the PIC block and the M parallel LDPC decoders, via mapping/demapping. The
resulting receiver structure is shown in Fig. 5.3.
In the first iteration, no PIC is performed following linear processing. The
symbol estimates from the linear processing block are demodulated and the soft
bit metrics (discussed in Section 5.5) are passed directly to the M parallel LDPC
decoders. The bit decisions from the LDPC decoders are re-modulated to provide
improved estimates of the transmitted symbols, which are then used with the CSI to
cancel the interference according to equations (5.4) or (5.5). This PIC update process
generates improved symbol estimates which are demodulated and the resulting soft
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Figure 5.3: Receiver structure using parallel interference cancellation.
bit metrics are passed to the parallel LDPC decoders. This iterative process is
repeated until there is negligible further improvement in performance.
The LDPC decoders use the BP decoding algorithm, which requires internal
iterations. This is different from the iterations between the PIC block and the
LDPC decoders described above. We use the terms BP iterations and PIC updates,
respectively, to distinguish between the two iterative processes.
Unlike the SIC schemes of BLAST, no ordering is needed in PIC schemes as
interference cancellation is done in parallel, which reduces delay. The number of
subtraction operations in each PIC update increases linearly with the number of
interferers, I. For example, equation (5.4) shows that the Rate 1 QOSTBC requires
four subtraction operations to cancel out the interference in each PIC update. There-
fore, if 5 PIC iterations were used, (I = 1)(4)(5iter) = 20 subtraction operations
are needed. For the Rate 2 QOSTBC, (I = 2)(4)(5) = 40 subtraction operations
are required. No subtraction operations are needed for JD.
On the other hand, the detection complexity of PIC is only 4(2M) per PIC
update for both the Rate 1 and Rate 2 QOSTBCs, since each transmitted symbol
is detected individually. This represents a linear increase for PIC and a polynomial
increase for JD, as throughput is increased through constellation size. When nT
increases, PIC maintains a linear growth in detection complexity whereas JD suffers
from exponential growth.
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Figure 5.4: BER performance for Rate 1 QOSTBC (dashed lines) and Rate 2
QOSTBC (solid lines) using nR=1,2,3 and 4. The Rate 1 QOSTBC uses 16QAM and
JD, while the Rate 2 QOSTBC uses QPSK and PIC. (343,186) LDPC component
codes are used, giving the same system throughput of 2 bits/symbol period.
5.4.3 Number of Required Receive Antennas
OSTBCs were originally designed for a single receive antenna [8, 24]. Although the
QOSTBC in [17] was also designed for nR = 1, here we demonstrate that perfor-
mance can be significantly improved by using nR > 1. Fig. 5.4 shows the bit-error
rate (BER) performance for the Rate 1 and Rate 2 QOSTBCs using nR=1,2,3 and
4. For a fair comparison, the Rate 1 QOSTBC employs JD and 16QAM, while the
Rate 2 QOSTBC employs PIC and QPSK. This produces the same approximate
throughput of about 2 bits/symbol period. The Rate 1 QOSTBC shows a signifi-
cant performance gain as we increase nR from 1 to 2, but minimal gain from 2 to
3 and from 3 to 4. On the other hand, the Rate 2 QOSTBC exhibits significant
performance gain as we increase nR from 1 to 2 and from 2 to 3, but minimal gain
from 3 to 4.
83
This is because the Rate 1 QOSTBC in [17] generates one interference term
(see equation (5.4)), and this increases the necessary degrees of freedom by one. As
in BLAST, the receiver requires nR greater than the number of co-channel interferers
in order to successfully cancel the interference. Therefore, two receive antennas are
required to mitigate the effects of co-channel interference. For the Rate 2 QOSTBC,
two interference terms are generated for each symbol estimate (see equation (5.5)).
Therefore, three receive antennas are required to minimize the effects of co-channel
interference. Although nR > 3 receive antennas provides only minimal gain, nR = 4
will be used throughout the rest of this thesis. This enables us to provide a fair
comparison to existing MIMO systems, which often use nT = nR = 4.
Fig. 5.4 also shows that when there is an insufficient number of receive anten-
nas (nR = 1) to achieve the required number of degrees of freedom, JD outperforms
PIC. This is because JD is optimal whereas PIC is sub-optimal. On the other hand,
once the required degrees of freedom is achieved (nR ≥ 3), iterative PIC easily out-
performs JD. This is due to the ability of PIC to iteratively exploit the powerful
LDPC codes used in the BMCM structure, compared to the one-off use of the same
codes with JD.
5.5 Derivation of Bit Metrics to BP Decoders.
The outputs of the JD or PIC detection blocks are the soft symbol estimates, sˆi,
of equations (2.13) and (2.14). The mth BP decoder requires as inputs the soft bit
metrics f 0m,i = P (C
m
i = 0|sˆi) and f 1m,i = P (Cmi = 1|sˆi). Optimally, we calculate
these from the symbol estimates using
f 0m,i =
1
1 + eλ
m
i
, f 1m,i =
1
1 + e−λmi
(5.6)
so that f 0m,i + f
1
m,i = 1, and we define
λmi = ln
P (Cmi = 1|sˆi)
P (Cmi = 0|sˆi)
. (5.7)
The soft estimated symbol from the JD or PIC block can be written in the form
sˆi = Ksi+ni, where K is the coefficient of si in equations (2.13) or (2.14), and ni is
the sum of the interference terms and modified receiver noise. We assume that ni is
a complex Gaussian random variable. Denote by χ
m,(0)
i the set of symbols associated
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with Cmi = 0 and χ
m,(1)
i as those associated with C
m
i = 1. Then, equation (5.7) can
be rewritten as
λmi = ln
Σ
β∈χm,(1)i
P (si = Kβ|sˆi)
Σ
γ∈χm,(0)i
P (si = Kγ|sˆi) (5.8)
By assuming that P (si = Kβ) = P (si = Kγ) for β ∈ χm,(1)i and γ ∈ χm,(0)i , and
applying Bayes rule, we obtain
λmi = ln
Σ
β∈χm,(1)i
P (sˆi|si = Kβ)
Σ
γ∈χm,(0)i
P (sˆi|si = Kγ) . (5.9)
Since ni is assumed to be Gaussian, P (sˆi|si = Kβ) = 1σ√2 exp(− 12σ2 ||sˆi −Kβ||2),
and hence we can rewrite equation (5.9) as
λmi = ln
Σ
β∈χm,(1)i
exp(− 1
2σ2
||sˆi −Kβ||2)
Σ
γ∈χm,(0)i
exp(− 1
2σ2
||sˆi −Kγ||2)
. (5.10)
Using the approximation ln(Σjexp(−Xj)) ≈ −min
j
(Xj), equation (5.10) can be
simplified to
λmi ≈
1
2σ2
[
min
β∈χm,(0)i
||sˆi −Kγ||2 − min
β∈χm,(1)i
||sˆi −Kβ||2
]
(5.11)
where σ2 is the variance of ni.
It was shown in [71] that omitting the variance from equation (5.11) provides a
slight improvement in performance at high SNR. In equation (5.11), λmi is expressed
as the difference between two minimum squared Euclidean distances. This distance
is simply a distance metric characterized by the L2-norm in Euclidean space. In
[71], this distance metric was generalized to an Lp-norm, given by
λmi ≈ min
γ∈χm,(0)i
||sˆi −Kγ||p − min
β∈χm,(1)i
||sˆi −Kβ||p (5.12)
It was found that decreasing p to 1.9 provided some gain in performance over p = 2
[71]. We extend this idea further to p = 1 due to the simplicity of calculating the
L1-norm
5. Then, equation (5.11) takes the form
λmi ≈ min
γ∈χm,(0)i
||sˆi −Kγ||1 − min
β∈χm,(1)i
||sˆi −Kβ||1 (5.13)
where ||.||1 denotes the L1-norm. The calculation of the variance and the squaring
operation are not used in equation (5.13), resulting in less computation than equation
5In the limit when p = 0, λmi effectively reduces to a Hamming distance metric.
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(5.11). We have found that this yields good performance at low complexity. Note
that including the noise variance at high SNR and using larger values of p has
the effect of magnifying unreliable values of λmi and was shown in [71] to degrade
performance.
5.6 Stopping Criteria for Iterative PIC-BP De-
coding
In Section 5.4.1, we performed one-off JD to get improved symbol estimates, followed
by parallel BP decoding on the corresponding bit estimates. The detection and
decoding processes were then terminated and the hard outputs from each BP decoder
were used to determine the BER. In Section 5.4.2, the hard outputs from each BP
decoders were used in one of two ways:
(a) to remodulate the estimated symbol for the next PIC update, or
(b) to determine the BER if no further PIC updates are required.
Deciding when to terminate the PIC update poses an interesting question.
The BP decoding process, between PIC updates, terminates whenever a valid
codeword is found or when some number BPmax decoding iterations is reached.
Assuming that a subsequent PIC update is required, this poses a second question:
Do we need to perform BP decoding on the mth codeword, if a valid mth codeword
has already been found during the previous BP decoding? The bit metrics sent
to the mth BP decoder change after every PIC update because the PIC update is
performed using bit estimates from all M BP decoders (through the constellation
mapper), not just the mth BP decoder. Therefore, a valid codeword after any PIC
update may result in a different valid codeword or even a non-valid codeword if BP
decoding is performed after the next PIC update. This may or may not be desirable,
depending on whether the original valid codeword is correct.
To attempt to answer the two questions posed above, we consider two differ-
ent stopping criteria for PIC detection and BP decoding, with varying degrees of
decoding complexity. We denote Pmax as the maximum number of PIC updates to
be performed in all cases.
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No Stopping Criteria: We perform all Pmax PIC updates. After each PIC up-
date, we perform BP decoding on all M codewords, disregarding the fact that
some valid codewords may have already been found from the previous BP
decoding.
Stopping Criterion I: We stop performing PIC updates if allM BP decoders find
valid codewords after the previous PIC update, or after Pmax is reached. If
a PIC update was executed, we perform BP decoding on all M codewords,
disregarding the fact that some valid codewords may have already been found
during the previous BP decoding.
Stopping Criterion II: We stop performing PIC updates if all M BP decoders
find valid codewords after the previous PIC update, or after Pmax is reached.
If a PIC update is executed, we only perform BP decoding on the codewords
where no valid codewords were found during previous BP decodings. There-
fore, BP decoding may not be performed on all M codewords after each PIC
update. For codewords where BP decoding is not performed, the outputs of
valid codewords from the previous BP decoding are carried forward as outputs
of the current BP decoding.
Fig. 5.5 illustrates the differences between all three cases using an example
with M = 4 parallel BP decoders. A maximum of Pmax = 3 PIC updates are
performed. Recall that after linear processing, the soft symbol estimates are passed
directly to the demapper and the corresponding bit metrics are calculated for each
BP decoder. BP decoding is then performed on all M = 4 codewords. For each
codeword, BP decoding is performed up to Pmax + 1 = 4 times. In all three cases,
immediately after linear processing, we assume as example that a valid codeword is
found in BP Decoder 3. This is indicated by a ⋆ symbol next to BP Decoder 3, as
shown in Fig. 5.5.
When no stopping criteria are used, we perform the first PIC update. This is
followed by BP decoding on allM = 4 codewords, resulting in valid codewords being
found in BP Decoders 1, 3 and 4. We then perform the second PIC update. This
is followed by BP decoding on all M = 4 codewords, this time resulting in valid
codewords being found in all BP decoders. Then, we perform the third and last
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Figure 5.5: How PIC updates and BP decodings are performed when different
stopping criteria are used. We use Pmax = 3 and M = 4 parallel BP decoders. The
⋆ symbol beside BP decoder m means that a valid codeword was found for the mth
BP decoder between PIC updates.
PIC update. This is followed by BP decoding on all codewords, resulting in valid
codewords for all BP Decoders. A valid codeword for the mth BP decoder after the
previous PIC update does not guarantee that a valid codeword will be found for the
mth BP decoder after the current PIC update. Since Pmax = 3 has already been
reached, no further PIC update is performed, and the outputs from all BP decoders
(which may or may not have converged to a valid codeword) are used to determine
the error rate performance.
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For Stopping Criteria I, we perform the first PIC update. This is followed by
BP decoding on all M = 4 codewords, resulting in valid codewords being found in
BP Decoders 1, 3 and 4. We then perform the second PIC update. This is followed
by BP decoding on all M = 4 codewords, this time resulting in valid codewords
being found in all BP decoders. Since valid codewords are found for all M = 4
BP decoders, we terminate the whole detection-decoding process. The M = 4 valid
codewords are then used to determine the error rate performance. In this case, Pmax
is not reached.
For Stopping Criteria II, we perform the first PIC update. Since the last BP
decoding found a valid codeword in Decoder 3, BP decoding is now only performed
in Decoders 1,2 and 4. This results in valid codewords being found in BP Decoders
1 and 4. We then perform the second PIC update. This is followed by BP decoding
on only Decoder 2, resulting in a valid codeword. Valid codewords from previous
BP decodings are carried forward if no further BP decoding is performed for any
particular BP decoder. Therefore, we now have M = 4 valid codewords and the
whole detection-decoding process terminates. Finally, the error rate performance is
determined.
5.7 Summary
In this chapter, we have described the proposed high-throughput BMCM-QOSTBC-
PIC MIMO system. The BMCM-QOSTBC scheme allows the system to achieve high
throughput. The PIC detection scheme ensures that the system remains practical by
offering low detection complexity compared to JD and small delay compared to SIC.
Good performance of this proposed high-throughput system can be achieved using
the LDPC codes from Chapter 4. Simulation results at various throughputs are
provided in Chapter 6 assuming quasi-static flat Rayleigh fading and ideal channel
state information (CSI). Comparisons to other MIMO systems are also provided. In
Chapter 7, we consider the effects of imperfect CSI at the receiver and investigate
the effects of allowing the subchannels to vary continuously with time according to
a normalized fade rate, fDT .
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Chapter 6
Performance Results for High
Throughput Systems
6.1 Introduction
In this chapter, we consider the performance of the high throughput MIMO sys-
tem using BMCM and iterative PIC-BP decoding which was described in Chapter
5. Simulation parameters and notations are given in Section 6.2. In Section 6.3,
we investigate the effects on performance of increasing the number of PIC updates,
and the number of BP iterations between PIC updates. For a given processing
delay constraint, we find a balance between these two parameters in order to give
good performance in Section 6.4. In Section 6.5, we show how the proposed sys-
tem outperforms other MIMO systems in terms of both coding and diversity gains.
Performance comparisons are provided at similar throughputs. In Section 6.6, we
show how performance can be further improved by using unequal error protection
on 16-QAM or larger constellations. We can further reduce the complexity of the
iterative PIC-BP decoding scheme by employing the stopping criteria from Section
5.6. The cost of this complexity reduction on performance is discussed in Section
6.7. Finally, a brief summary of the results in this chapter is provided in Section
6.8.
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6.2 Simulation Parameters
All systems considered use nT = 4 transmit and nR = 4 receive antennas
1. Gray
mapped 16-QAM and quaternary phase shift keying (QPSK) constellations are used.
We introduce the notation Modulation − QOSTBC − Detection to indicate the
different modulation, QOSTBC and detection schemes used for MIMO systems em-
ploying BMCM. We use R1 and R2 to denote the Rate 1 QOSTBC and Rate 2
QOSTBC, respectively. For example, the 16QAM-R2-PIC system uses 16-QAM,
the Rate 2 QOSTBC and PIC detection.
We use BPmax to indicate the maximum number of BP iterations between
PIC updates, and Pmax to indicate the maximum allowed number of PIC updates.
The BP algorithm uses an internal stopping criterion which terminates BP decoding,
between PIC updates, before BPmax iterations if a valid codeword is found. Unless
otherwise specified, no stopping criteria from Section 5.6 are used to terminate PIC
updates early. The effects on performance of using Stopping Criteria I or II will be
presented in Section 6.7. We denote Nmax as the overall maximum number of BP
iterations allowed. Recall from Section 5.4.2 that a PIC update is not performed
immediately after linear processing. Therefore, Nmax = BPmax + Pmax ×BPmax.
Performance results using Monte Carlo simulations are plotted as frame error
rate (FER) or bit error rate (BER) against post-processing SNR. Post-processing
SNR is defined at the output of the linear processing block in Fig. 5.3. A discussion
of the use of this SNR definition instead of the SNR per receive antenna is given
in Appendix A, along with a derivation of the noise variance used. For uncoded
systems, a frame is the length of the STBC block, L, while for coded systems, a
frame is of length ⌈ N
Rstbc
⌉, where N is the block length of the LDPC component
codes and ⌈x⌉ denotes the smallest integer greater than2 x. Each simulation point
contains at least 100 frame errors. A frame is considered to be in error if and only
if any of its data bits are in error.
The total transmit power across all nT = 4 antennas is normalized to 1 for
each time slot. We assume the nTnR subchannels to be independent. In this chapter,
1The choice of nR = 4 is discussed in Section 5.4.3.
2The LDPC component codes are zero-padded to ensure that the coded frame length is an
integer.
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quasi-static fading is assumed on each subchannel, where the subchannel remains
constant for each STBC block of L time slots, and varies independently from block
to block (used for both uncoded and coded cases). Perfect CSI is assumed to be
available at the receiver, but none is available at the transmitter.
6.3 Increasing Pmax and BPmax
Fig. 6.1 illustrates coded BER performance for the proposed 16QAM-R2-PIC sys-
tem, using four (343,186) LDPC component codes in a BMCM structure. It shows
performance after 1, 2, 4, 5, 9 and 19 PIC updates. The BP decoders use a max-
imum of BPmax = 20 iterations between PIC updates. The notation BP = 20(4)
indicates that a maximum of 20 BP iterations are used between PIC updates and 4
PIC updates are used in total. This means a maximum of Nmax = 100 = 20+4×20
BP iterations are used. The performance gain after more than 5 PIC updates is
minimal. The BER curve after 4 PIC updates is falling at almost 2 decades/dB3
and is not showing any signs of an error floor at 10−6. Each additional PIC update,
coupled with BP decoding, provides diminishing improvement in performance.
Fig. 6.2 illustrates performance for the same 16QAM-R2-PIC system and
shows the effect of increasing BPmax from 1 to 40 while fixing Pmax = 9. The
uncoded BER performance is also shown. When no FEC coding is used, iterative
PIC detection (also with Pmax = 9) shows a very high error floor, around BER=2×
10−2. The iterative PIC algorithm on its own converges with a substantial amount of
co-channel interference in the symbol estimates. This interference effect is reduced
by using FEC coding.
When FEC coding is used in the form of LDPC codes together with joint
iterative PIC-BP decoding, substantial coding and diversity gains are obtained, for
BPmax = 1 and Pmax = 9. Increasing BPmax from 1 to 5 provides diminishing gains
in performance. Using more BP iterations generally provides better decoded bit
estimates. However, a slight coding loss is observed when BPmax is increased from 5
to 10. This is because the BP decoders are allowed sufficient iterations between PIC
updates to converge to valid codewords. However, many of these valid codewords
3We measure the fall rate of the performance curves using the intuitive vertical difference
horizontal difference
ratio,
resulting in units of decades/dB.
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Figure 6.1: BER performance of the proposed 16QAM-R2-PIC system using four
(343,186) LDPC component codes for Pmax = 1, 2, 4, 5, 9, 19 and BPmax = 20.
Throughput is 4.3 bits/symbol period.
are actually incorrect codewords. This results in a larger number of incorrect bits
for BPmax = 10, compared to the corresponding number for BPmax = 5 as in this
case BP decoding is terminated before an incorrect codeword appears.
When BPmax is increased further from 10 to 40, even more valid codewords
are found, but an increasing percentage of these are correct codewords. As a result,
diminishing improvements in performance are once again observed.
Note that at high SNR, no improvement in diversity gain is provided after
about BPmax = 2. The performance when BP = 3(9) in Fig. 6.2 is significantly
better than the performance when BP = 20(1) in Fig. 6.1, even though Nmax
is higher in the latter. These results demonstrate the importance of performing a
sufficient number of PIC updates in order to achieve maximum diversity gain.
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Figure 6.2: BER performance of the proposed 16QAM-R2-PIC system using four
(343,186) LDPC component codes for BPmax = 1, 2, 3, 5, 10, 20, 40 and Pmax = 9.
Throughput is 4.3 bits/symbol period.
6.4 How often should we perform PIC updates?
Although both PIC detection and BP decoding are considered low complexity schemes,
both these processes inevitably introduce small delays. In certain systems such as
those requiring voice transmission, a minimal time delay is critical to the quality of
the transmission. One of the contributors to the delay in our systems is the overall
maximum number of BP iterations used, Nmax. In this section, we investigate the
frequency of PIC updates required to give the best performance, when Nmax is fixed.
Fig. 6.3 shows the frame error rate (FER) and BER performance of the
16QAM-R2-PIC scheme using (343,186) LDPC component codes, providing a through-
put of 4.3 bits/symbol period. Performance is shown for different numbers of PIC
updates and BP iterations, when Nmax is fixed at 100 and also at 400. Both FER
and BER performances generally improve as the number of PIC updates is increased.
For Nmax = 100, increasing the number of PIC updates beyond 9 and 19 degrades
FER and BER performance, respectively, because the number of allowable BP it-
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Figure 6.3: FER (solid lines) and BER (dashed lines) performance of the 16QAM-
R2-PIC BMCM system using (343,186) LDPC component codes. Performance is
shown for different numbers of PIC updates when Nmax is fixed. Throughput is 4.3
bits/symbol period.
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erations between PIC updates decreases to a level such that the BP algorithm is
unable to converge properly. Similar trends are observed after 9 PIC updates, for
Nmax = 400.
To obtain good performance for any fixed Nmax, we have found that heuris-
tically setting BP =
√
Nmax(
√
Nmax − 1) provides a good starting point. This
corresponds to a ratio of Pmax to BPmax of approximately 1. From here, we can
increase or decrease this ratio to find the best performance for a given Nmax. For
Nmax = 100, the best FER and the second best BER performances are produced
by setting BP = 10(9), as shown in Fig. 6.3a. For Nmax = 400, the best FER and
BER performances are produced by setting BP = 40(9), whereas the second best
performance in each case is given by BP = 20(19), as shown in Fig. 6.3b.
6.5 Comparison to other MIMO systems
Fig. 6.4 shows the comparative performances of different MIMO systems. The
modulation schemes are chosen to result in the same approximate throughput of
2 bits/symbol period in all cases. The uncoded Rate 1/2 OSTBC of [24] using
linear processing (LP) has the worst performance in the group because it pays a big
penalty due to the low value of Rstbc, requiring the use of 16-QAM and no LDPC
codes to obtain the required throughput. It attains a BER of 10−4 at 19.2dB. The
Rate 1 QOSTBC of [17] using pairwise joint detection (JD) reaches the same BER
at 15.7dB, a gain of 3.5dB over the OSTBC. This is primarily because the Rate 1
QOSTBC has double the rate and so we can use a smaller constellation (QPSK)
with a larger minimum Euclidean distance between constellation points.
We also compare the performance in Fig. 6.4 of the coded 16QAM-R1-JD
and 16QAM-R1-PIC schemes using four (343,186) LDPC component codes. When
JD is used, the symbol estimates from the JD block are demapped to bits and
the bit estimates are passed to the parallel BP decoders. A maximum of 200 BP
iterations is used to decode each LDPC code. Due to the high complexity of the
JD detection scheme, JD is performed only once. When PIC is used, the symbol
estimates on the first iteration are passed directly to the BP decoders after linear
processing. On subsequent iterations, information from the BP decoders is passed to
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Figure 6.4: BER performance comparison of coded and uncoded systems for the
same approximate throughput of 2 bits/symbol period.
the PIC block. The coded 16QAM-R1-JD scheme achieves a BER of 10−4 at 12.4dB,
a gain of 3.3dB over the uncoded QPSK-R1-JD scheme. The coded 16QAM-R1-PIC
scheme achieves the same BER at 10.7dB, a further gain of 1.7dB over the coded
16QAM-R1-JD scheme. Although JD is optimal in terms of symbol detection, it it
not optimal over the whole codeword. Hence, iterative PIC is able to outperform
one-off JD.
When the Rate 2 QOSTBC is used in conjunction with the same LDPC
component codes and PIC, QPSK yields the required throughput. Fig. 6.4 shows
that this scheme achieves a BER of 10−4 at about 7.2dB, a gain of 3.5dB over
coded 16QAM-R1-PIC. Therefore, we find that it is better to increase throughput
by increasing Rstbc than by increasing constellation size. The cost is an increase
in detection complexity due to co-channel interference. The QPSK-R2-PIC system
also has an overall gain of 12dB over the uncoded Rate 1/2 OSTBC.
We also consider the Rate 3/4 super-OSTBC (SOSTBC) of [18]. The defini-
tion of Eb/N0 and total transmit energy are different in [18]. Therefore, we scale their
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Figure 6.5: FER performance comparison between our proposed system (4.3
bits/symbol period), the interleaved HGLST system (4 bits/symbol period) of [66],
and the LST-c system (4 bits/symbol period) of [67].
results to normalize the total transmit energy to our definition and redefine Eb/N0
to be the post-processing SNR. We then find that the uncoded SOSTBC follows the
performance curve of the Rate 1/2 OSTBC, with a 0.5dB SNR improvement. This
is achieved using an 8-PSK constellation, giving it a slightly higher throughput of
2.25 bits/symbol period.
Fig. 6.5 compares the FER performance of our 16QAM-R2-PIC system (4.3
bits/symbol period) to that of the interleaved horizontal generalized layered space-
time (HGLST) system4 of [66] (4 bits/symbol period) and the LST-c layered space-
time system5 of [67] (4 bits/symbol period). The FER curves from [66] and [67]
have been shifted to the right by 6dB due to the difference in SNR definitions.
The interleaved HGLST scheme uses a 16-state space-time trellis code, 130
time slots in a frame and ordered SIC at the receiver. The LST-c scheme transmits
4This system was chosen due to its comparable throughput, hybrid space-time code structure
and comparable values of nT and nR.
5This system was chosen due to its comparable throughput, similar detection-decoding scheme
and comparable values of nT and nR.
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QPSK symbols directly using interleaving over both space and time, instead of
using space-time codes. It uses a (504,252) LDPC component code on each transmit
antenna, giving a frame length of 252 time slots. The LST-c scheme uses a modified
PIC detector [69], that uses decision statistics combining to improve performance
at the cost of increased complexity. Interleaving and deinterleaving are performed
between the PIC detector and nT BP decoders in an iterative fashion. On the
other hand, our BMCM-QOSTBC-PIC system employs a standard PIC detector,
which is computationally less complex than either the modified PIC detector of [69]
or ordered SIC. Constellation mapping and demapping are performed between the
PIC detector and the M BP decoders. We use (343,186) LDPC component codes
and 172 time slots in a frame.
As shown in Fig. 6.5, our BMCM-QOSTBC-PIC system outperforms the
HGLST and LST-c systems by about 4.5dB and 1.6dB, respectively, at a FER of
10−2. Our FER curve is falling at 2 decades/dB, compared to only 0.5 decade/dB
for the other two systems. Therefore, we achieve greater diversity gain, despite using
a lower complexity detection scheme.
6.6 Unequal Error Protection Using 16-QAM
In Gray-mapped 16-QAM systems, two of the four bits that label the constellation
points are better protected than the other two, due to a larger average distance of
each constellation point to the decision boundary corresponding to each bit [72].
This is illustrated in Fig. 6.6 where a Gray-mapped 16-QAM constellation (denoted
constellation ABCD) is divided according to its four sub-labels - A,B,C and D (de-
noted constellations A,B,C and D, respectively). Let d be the minimum distance
between any two constellation points. There is one decision boundary in constella-
tions A and B, and two decision boundaries in constellations C and D. It is trivial
to show that the average distance of each constellation point to the closest decision
boundary, dbd,av, is d for constellations A and B, and 0.5d for constellations C and
D.
Fig. 6.7 shows the BER performance for the 16QAM-R2-PIC system using
length 343 LDPC component codes of different rates. In Fig. 6.7a, the (343,186)
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Figure 6.6: Decision boundaries for each sub-label constellation of Gray-mapped
16-QAM.
LDPC code is used on all four sub-labels, giving an overall system throughput of 4.3
bits/symbol period. The BER for AB6 is approximately 2dB better than that on
CD. Since dbd,av is larger in AB, these sub-labels have superior error protection. The
BERs on AB and CD both fall at around 2 decade/dB. The overall BER reaches
10−4 at 10.9dB. However, it is dominated by the performance of CD. This indicates
that the superior error performance in AB is wasted. Hence, we can increase the
code rate on these sub-labels, thereby increasing the overall system throughput.
Fig. 6.7b uses the (343,252) LDPC code on AB and the (343,186) LDPC code
on CD, increasing the system throughput to 5.1 bits/symbol period. However, the
overall BER now reaches 10−4 at 12.2dB. This is because the higher rate (343,252)
LDPC has inferior error-correction capability, compared to the (343,186) LDPC
code. At a BER of 10−2, this system provides a coding gain and an increased
6From herein, we use the compact notation AB to denote sub-labels A and B, and CD to denote
sub-labels C and D.
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(c) (343,216) LDPC code on AB
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Throughput is 4.7 bits/symbol period.
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(d) (343,186) LDPC code on AB
and (343,156) LDPC code on CD.
Throughput is 4.0 bits/symbol period.
Figure 6.7: Performance of the 16QAM-R2-PIC system showing overall BER, BER
on sub-labels AB and BER on sub-labels CD.
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throughput over that in Fig. 6.7a. For lower overall BER, the performance is now
dominated by AB. Although we still have increased throughput, we now have a
coding loss of 1.3dB at BER=10−4 compared to the system in Fig. 6.7a. The trick
here is to ensure that the BER on AB does not cross over the BER on CD until we
have reached the desired overall BER.
Fig. 6.7c uses the (343,216) LDPC code on AB and the (343,186) LDPC
code on CD, giving a system throughput of 4.7 bits/symbol period. The (343,216)
LDPC code has both a code rate and an error-correction capability that lie between
the (343,186) and the (343,252) LDPC codes. The crossover between the BER on
AB and BER on CD now occurs at around 10−5. The overall BER reaches 10−4 at
10.6dB. This represents a coding gain of 0.3dB and an increased throughput of 16%
over the system in Fig. 6.7a.
Instead of varying the rate on AB, we can also vary the rate on CD. In Fig.
6.7d, we use the (343,186) LDPC code on AB and a more powerful but lower rate
(343,156) LDPC code on CD, giving a system throughput of 4.0 bits/s/Hz. The
overall BER now reaches 10−4 at 10.6dB. This represents a coding gain of 0.3dB but
a loss of throughput by 8% over the system in Fig. 6.7a.
To summarize, we can use more powerful codes on CD to improve the overall
BER performance, for a small loss in system throughput. This is because more
powerful codes usually have lower code rates, for the same blocklength. A smarter
approach would be to increase the system throughput by using higher rate codes
on AB. If we choose different component codes with the right balance between code
rate and error-correction capability, it is possible to achieve both a coding gain and
an increased throughput over systems employing the same component code on all
sub-labels, when the sub-labels have different error protection.
Fig. 6.8 shows the BER performance for the 16QAM-R2-PIC system using
the (343,186) LDPC code on CD and length 343 LDPC codes with different rates
on AB. The code rates on AB vary from 0.54 to 0.64, giving a throughput range of
4.3 to 5.1 bits/symbol period. In Chapter 4, it was shown that higher rate LDPC
codes generally have poorer error correction capability, for the same block length.
This helps to explain the appearance of error floors at high SNR as we increase the
code rate on AB.
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Figure 6.8: BER performance for 16QAM-R2-PIC system using the (343,186)
LDPC code on CD, and length 343 LDPC code with different rates on AB. Through-
put range is 4.3-5.1 bits/symbol period.
Table 6.1 summarizes the highest throughput achieved for the 16QAM-R2-
PIC system in Fig. 6.8 when different BERs are required, within an SNR margin of
less than 0.2dB. As the required BER is lowered from 10−2 to 10−6, the maximum
throughput decreases from 5.1 to 4.7 bits/symbol period. This is because using
higher rate LDPC codes on AB causes higher error floors on AB, which dominate
the overall BER performance at high SNR. Therefore, the flexibility of the BMCM
scheme allows us to tailor different LDPC component codes on sub-labels with dif-
ferent error protection. This allows us to increase throughput when the required
BER is raised, without sacrificing performance.
So far, we have only used LDPC component codes of length 343. In Chapter
4, it was shown that longer LDPC codes achieve better BER performance and they
also have higher code rates (hence higher throughputs). Fig. 6.9 shows the BER per-
formance for the 16QAM-R2-PIC system using the same component codes of length
2197 on all sub-labels, giving a throughput range of 5.6-6.3 bits/symbol period. As
the code rate increases, the error correction capability of the LDPC code decreases
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Required BER Highest Throughput SNR range LDPC code on AB
10−2 5.1 9.1-9.3 (343,252)
10−3 4.9 9.9-10.0 (343,238)
10−4 4.8 10.5-10.6 (343,224)
10−5 4.8 11.3-11.4 (343,224)
10−6 4.7 11.9-12.0 (343,216)
Table 6.1
Highest throughput for the 16QAM-R2-PIC system for different required BERs.
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Figure 6.9: BER performance for 16QAM-R2-PIC system using the same com-
ponent codes of length 2197 on all sub-labels. Throughput (TP) range is 5.6-6.3
bits/symbol period.
and its BER performance degrades. The (2197,1596) and (2197,1544) LDPC codes
show no signs of error floors down to BER=10−6 and 10−7, respectively. Morever,
the (2197,1544) LDPC codes achieve excellent performance at a throughput of 5.6
bits/symbol period with both the FER and BER falling at around 7 decades/dB.
We now focus on the 16QAM-R2-PIC system using the (2197,1663) LDPC
component codes on all sub-labels, giving a system throughput of 6.1 bits/s/Hz.
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For simplicity, we call this System I. Fig. 6.10a shows the overall FER and BER
performance of this system. The BER corresponding to sub-labels AB and CD are
shown separately from the overall BER. The overall BER is dominated by sub-labels
CD due to their smaller values of dbd,av. Therefore, since the (2197,1663) LDPC code
on CD has an error floor at about BER=10−5, the overall BER for System I also
has an error floor at around the same BER.
Fig. 6.10b shows the same system but using the (2197,1728) LDPC code on
AB and (2197,1596) LDPC code on CD, giving the same system throughput of 6.1
bits/symbol period. We call this System II. Although the (2197,1728) LDPC code
on AB exhibits an error floor above BER=10−5, the overall BER is still dominated
by sub-labels CD which does not exhibit an error floor at this point. Therefore, the
overall error floor for System II appears at a lower BER, compared to the error floor
for AB. Basically the overall performance is dominated by CD up to Eb/N0=10.7dB,
at which point it becomes dominated by AB.
The advantages of using codes with unequal error correction capabilities on
sub-labels with unequal error protection are again illustrated in Fig. 6.11. Systems
I and II have approximately the same Rldpc = 0.756. However, by using a more
powerful LDPC on CD and a higher rate LDPC on AB, System II achieves a 0.3dB
gain over System I. In addition, System II exhibits error floors at a slightly lower
BER than System I. Both these systems have throughput of 6.1 bits/symbol period.
In Fig. 6.11, System III uses a more powerful but lower rate (2197,1702)
LDPC code on sub-labels AB, compared to the (2197,1728) LDPC code used on
sub-labels AB in System II. This decreases the system throughput by 0.8%, but
the error floor has been lowered compared to System II. With a throughput of 6.0
bits/symbol period, System III also has a 0.6dB coding gain over the 16QAM-R2-
PIC system using the best7 combination of length 343 LDPC codes (c.f. Fig. 6.8) at
BER=10−5. This also represents a throughput increase of 25%. However, we have
increased the frame length from 172 to 1100.
7The best combination at BER=10−5 uses (343,224) LDPC codes on AB, and (343,186) LDPC
codes on CD, giving a throughput of 4.8 bits/symbol period.
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(a) Using (2197,1663) LDPC codes on all sub-labels, ABCD.
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(b) Using (2197,1728) LDPC codes on AB and (2197,1596)
LDPC codes on CD.
Figure 6.10: FER and BER performance of 16QAM-R2-PIC systems. Through-
puts are 6.1 bits/symbol period.
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Figure 6.11: BER performance comparison between 16QAM-R2-PIC systems. Sys-
tem I uses the same (2197,1663) LDPC code on all sub-labels, giving Rldpc = 0.756.
System II uses (2197,1728) LDPC codes on AB and (2197,1596) LDPC codes on
CD, giving Rldpc = 0.756. System III uses (2197,1702) LDPC codes on AB and
(2197,1596) LDPC codes on CD, giving Rldpc = 0.751.
6.7 Using Stopping Criteria
In Section 5.6, we introduced two stopping criteria to further reduce the complexity
of iterative joint PIC-BP decoding. Under both criteria, we terminate this iterative
decoding process when a valid codeword is found by all the M BP decoders. Under
Stopping Criterion I, BP decoding is performed on all M sub-labels after every PIC
update. Termination only occurs when all M codewords found after the same PIC
update are valid. Under Stopping Criterion II, BP decoding is only performed on
the sub-labels which did not find a valid codeword during previous PIC updates.
Termination occurs when all M valid codewords have been found, which may not
happen after the same number of PIC updates.
In this section, we show the effects of employing Stopping Criterion I and
then Stopping Criterion II. Finally we compare performance against previous results
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Figure 6.12: BER performance for 16QAM-R2-PIC system using Stopping Criteria
I, for Nmax = 100. Throughput is 4.3 bits/symbol period.
where no stopping criteria was used. We divide our observations roughly into two
regions - low SNR (below 10.5dB) and high SNR (above 10.5dB).
6.7.1 Stopping Criterion I
Fig. 6.12 shows the effect of using Stopping Criteria I on the BER performance
of the 16QAM-R2-PIC system using different values of BPmax and Pmax, for fixed
Nmax = 100. At low SNR, performance improves as Pmax is increased from 4 to 9.
However, as Pmax is increased from 19 to 99, performance starts to degrade because
BPmax becomes too small for the BP decoder to converge properly.
At high SNR, setting BP=BPmax(Pmax)=20(4) results in an error floor at
BER=7 × 10−5. Setting BP=10(9) results in an error floor at BER=3 × 10−5. An
error floor is starting to appear at BER=4 × 10−6 when BP=5(19) is used. No
error floors are visible down to BER=10−6 when BP=2(49) and BP=1(99) are used.
These observations show that when the ratio of BPmax to Pmax is high, so is the
error floor.
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6.7.2 Stopping Criterion II
Fig. 6.13 shows the effect of using Stopping Criterion II on the BER performance
of the 16QAM-R2-PIC system using different values of BPmax and Pmax, when
Nmax = 100. As in the case with Stopping Criteria I, performance at low SNR
improves as Pmax is increased from 4 to 9 and degrades as Pmax is increased from 19
to 99. At high SNR, it is again clear that the ratio of BPmax to Pmax determines the
error floor level. The importance of this ratio raises two questions: (a) How does
Pmax affect performance? (b) How does BPmax affect performance?
Fig. 6.14 shows the effect on both the FER and BER performance when Pmax
is increased from 5 to 19, for fixed BPmax=10. At low SNR, increasing the number
of PIC updates provides diminishing coding gains. When the error floor is reached
at high SNR, additional PIC updates have no effect on performance.
Fig. 6.15 shows the effect on both the FER and BER performance when
BPmax is increased from 2 to 20, for fixed Pmax=9. At low SNR, increasing BPmax
from 2 to 10 provides diminishing gain in the FER. Increasing BPmax from 2 to
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Figure 6.13: BER performance for 16QAM-R2-PIC system using Stopping Criteria
II, for Nmax = 100. Throughput is 4.3 bits/symbol period.
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Figure 6.14: BER performance for 16QAM-R2-PIC system using Stopping Criteria
II. Pmax is increased from 5 to 19 for fixed BPmax=10. (343,186) LDPC component
codes are used giving a throughput of 4.3 bits/symbol period.
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Figure 6.15: BER performance for 16QAM-R2-PIC system using Stopping Criteria
II. BPmax is increased from 2 to 20 for fixed Pmax=9. (343,186) LDPC component
codes are used giving a throughput of 4.3 bits/symbol period.
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5 provides some gain in the BER. No visible gain is observed beyond these values
of BPmax. Therefore, a sufficient number of BP iterations between PIC updates is
required at low SNR. Once this number is reached, additional BP iterations signify
wasted processing delays.
At high SNR, however, error floors at BER=5 × 10−4 and BER=1 × 10−4
are observed when BPmax=20 and 10, respectively. No error floor is visible down
to BER=1 × 10−6 for BPmax=2. From Figs. 6.15 and 6.14, it is clear that error
floors at high SNR are lowered by increasing the frequency of PIC updates, not the
number of PIC updates.
6.7.3 Performance Comparison
Fig. 6.16 compares the effect on performance of using Stopping Criteria I and II. At
low SNR, using either stopping criterion provides a small gain over not using any.
This is because at low SNR, many bit metrics are incorrect and they are likely to
corrupt the correct bit metrics, so it is better to terminate decoding early.
At high SNR, most bit metrics are correct, and the early termination by
using stopping criteria denies the chance for these correct bit metrics to influence
the incorrect bit metrics. On average, Stopping Criterion II terminates decoding
earlier than Stopping Criterion I. Therefore, Stopping Criteria II has a higher error
floor at high SNR.
The BP decoding algorithm tries to cause the received vector to converge
the received vector to a valid codeword, hopefully the correct codeword. Increasing
BPmax increases the chances of the BP decoder finding a valid codeword. Since
Fig. 6.15 shows that this raises the error floor at high SNR, a significant percentage
of these valid codewords must be incorrect codewords. When Stopping Criterion
II is used, no additional BP decoding is performed on any sub-label once a valid
codeword for that sub-label has been found. Therefore, these incorrect codewords
are final and they contribute to the high error floors in the FER and BER. When
Stopping Criterion I is used, valid codewords which may be incorrect may be BP
decoded again. Termination only occurs when all M valid codewords are found at
the same time. This has the effect of reducing the percentage of final incorrect
valid codewords which are used to determine the FER and BER. When no stopping
criteria are used, we see that no error floors are observed.
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Figure 6.16: BER performance comparison for 16QAM-R2-PIC system using Stop-
ping Criteria I, II and not using any stopping criteria. BPmax=10 and Pmax=9.
Throughput is 4.3 bits/s/Hz.
6.8 Summary
In this chapter, we have presented simulation results for the 16QAM-R2-PIC system
presented in Chapter 5, using various LDPC component codes. We obtained very
good performance at a throughput of around 4.3 bits/symbol period using short
length 343 LDPC codes. Even better performance at throughputs of around 5.6
bits/symbol periods were achieved by using longer length 2197 LDPC codes. Due to
the structure of BMCM, we showed how by using different codes on sub-labels with
different error protection, we can increase throughputs to 6.1 bits/symbol period
and still achieve good performance. Throughput can be increased even further by
using higher order modulation at the expense of some performance loss. However,
we have shown that a better way to increase throughput is to use higher Rstbc and/or
Rldpc.
When no stopping criteria is used, setting BP =
√
Nmax(
√
Nmax−1) provides
good performance across all SNR. From here the number of PIC updates can be
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adjusted to find the best performance. If there were no delay constraints (no Nmax),
both BPmax and Pmax should ideally be made as large as possible.
However, when stopping criteria are introduced to further reduce decoding
complexity and delay, increasing BPmax and Pmax provides diminishing gain at low
SNR. At high SNR, it is better to decrease BPmax, which increases the frequency
of PIC updates, to lower the error floors due to convergence to incorrect codewords.
Increasing the number of PIC updates on its own (without decreasing BPmax) does
not appear to lower these floors.
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Chapter 7
Practical Considerations
Assumptions enable engineers to break down real-world problems into more manage-
able components. Research can then be carried out on each component to achieve
performance improvements. Once improvements are achieved, the assumptions are
removed in order to evaluate how this translates into more realistic scenarios and
hence lead to real system performance improvement.
In Chapter 6, all the results presented assumed that perfect channel state
information (CSI) was available at the receiver and that the channel faded in an
independent quasi-static manner (the QS-Ind channel model). Although these as-
sumptions are also widely adopted throughout literature, they are unrealistic. In
Chapter 6, the proposed high throughput BMCM-QOSTBC-PIC system was shown
to have excellent performance at low complexity. Here, we come somewhat closer
to evaluating the same system in a more practical environment. In Section 7.1, we
investigate the effects on performance of channel estimation error. In Section 7.2,
we remove the quasi-static fading assumption and observe performance in a time-
varying fading channel with different normalized fade rates, fDT . Finally, a simple
ad-hoc way of improving performance under different system conditions is presented
in Section 7.3.
7.1 Imperfect CSI
In reality, the CSI estimates obtained by a channel estimator are not perfect. The
impact of channel estimation error on uncoded orthogonal space-time block codes
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(OSTBCs) is investigated in [73, 74, 75]. Here we investigate the impact of channel
estimation error on quasi-orthogonal space-time block codes (QOSTBCs) in a bit-
mapped coded modulation (BMCM) system using low density parity check (LDPC)
component codes. The imperfect CSI model used is presented next, followed by its
impact on the performance of the proposed system.
7.1.1 Imperfect CSI model
In [74], channel estimation is performed using pilot symbol assisted modulation
(PSAM) together with a sinc interpolator. Pilot symbols are also used in [73] (in
a cdma2000 context) and in [75] (in an orthogonal frequency division multiplexing
(OFDM) context). Here we are interested in the impact of channel estimation error,
regardless of the channel estimator used. Therefore, we represent the estimated CSI1
at the receiver as
αˆ = ρα +
√
1− ρ2ǫ, 0 ≤ ρ ≤ 1 (7.1)
where α is the actual CSI, ρ is the power correlation coefficient between α2 and
αˆ2, and ǫ is an independent zero-mean complex Gaussian random variable with
variance 1/2 per dimension. This model is used so that the estimated CSI has
the same variance as the actual CSI. We evaluate the amount of estimation noise
energy added as 1−ρ
2
ρ2
× 100% with respect to the actual CSI energy. Using fixed ρ
provides the worst-case performance. In [76], it was shown that ρ approaches 1 with
increasing SNR. When ρ = 1, we have αˆ = α, meaning perfect CSI is available.
7.1.2 Performance Using Imperfect CSI
Fig. 7.1 compares the effects of CSI error on performance of the 16QAM-R1-JD
and QPSK-R2-PIC systems. Both schemes use (343,186) LDPC component codes.
When perfect CSI is available (ρ = 1), the QPSK-R2-PIC system outperforms the
16QAM-R1-JD system by 5dB at a BER of 10−4. This gain increases as the amount
of CSI estimation error increases (decreasing ρ).
We now look at the sensitivity of both systems to CSI errors. Compared
against the performance with perfect CSI, the coded 16QAM-R1-JD system loses
1Actual estimation of CSI at the receiver is beyond the scope of this thesis. Only modelling of
a random estimation error is considered.
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Figure 7.1: BER performance for the 16QAM-R1-JD and QPSK-R2-PIC BMCM
systems when ρ=1, 0.99, 0.98, 0.95 and 0.90. Both schemes use the (343,186) LDPC
component codes. Throughput is 2 bits/symbol period.
1.2dB and 3.9dB at BER=10−4, for ρ = 0.98 and ρ = 0.95 respectively. This is
equivalent to an average estimation error energy of about 4% and 11% of the actual
CSI, respectively. The coded QPSK-R2-PIC system loses only 0.5dB and 1.1dB in
the same scenario. Simulations also found that the coded 16QAM-R1-PIC system
loses 0.7dB and 2.1dB compared to perfect CSI. The sensitivities of all three systems
to CSI errors are summarized in Table 7.1. All these systems have a throughput of
2 bits/symbol period.
Higher order modulation schemes have a smaller minimum squared Euclid-
ean distance between constellation points, and hence are more sensitive to channel
estimation errors. Comparing the performance of QPSK-R2-PIC and 16QAM-R1-
PIC, we find that the SNR gain due to the extra estimation noise protection offered
by QPSK exceeds the SNR loss due to the additional co-channel interference intro-
duced by the Rate 2 QOSTBC. This demonstrates the effectiveness of using higher
rate STBCs instead of using higher order modulations in order to achieve the same
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System ρ = 0.98 ρ = 0.95
coded QPSK-R2-PIC 0.5 1.1
coded 16QAM-R1-PIC 0.7 2.1
coded 16QAM-R1-JD 1.2 3.9
Table 7.1
Sensitivities of different BMCM-QOSTBC systems to channel estimation errors,
measured as SNR losses (in dB) with respect to perfect CSI (ρ = 1) at BER=10−4.
Throughput is 2 bits/symbol period.
system throughput. This also suggests that it is better to increase throughput by
using higher rate STBCs rather than higher order modulation.
Comparing 16QAM-R1-JD and 16QAM-R1-PIC, we find that JD is more
sensitive to imperfect CSI than PIC. The JD scheme also suffers a diversity loss in
the presence of estimation errors. The iterative nature of PIC detection together
with BP decoding improves the robustness of our system to channel estimation
errors, compared to one-off JD detection followed by BP decoding.
It is obvious from Fig. 7.1 that the QPSK-R2-PIC system is very robust to
channel estimation errors. It only loses about 2.6dB compared to the perfect CSI
case when ρ = 0.90, which is equivalent to an average estimation error energy of
approximately 23%. In addition, no diversity loss can be seen.
Fig. 7.2 show the effects of CSI estimation error on the FER and BER
performances for 16QAM-R2-PIC using short (343,186) and long (2197,1544) LDPC
component codes. Each frame corresponds to the length of the LDPC code, which
spans 172 and 1100 time slots, respectively, for the short and long LDPC codes.
When ρ = 0.98, the BER for the short LDPC codes reaches 10−4 at 12.5dB, an SNR
loss of 1.6dB from the perfect CSI case. When longer LDPC component codes are
used, a loss of about 2.1dB is observed. The long LDPC codes enable the system to
achieve a throughput of 5.6 bits/symbol period. The BER curves for the long LDPC
codes are falling at around 7 decades/dB (for ρ = 1) and 4 decades/dB (ρ = 0.98).
No error floors are observed down to FER=10−4 and BER=10−6. Throughputs can
be further increased by increasing Rldpc, but this may lead to error floors being
observed.
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(a) Using (343,186) LDPC component codes (4.3
bits/symbol period).
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(b) Using (2197,1544) LDPC component codes (5.6
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Figure 7.2: FER (solid lines) and BER (dashed lines) performances for the 16QAM-
R2-PIC system. Perfect (ρ=1) and imperfect (ρ=0.99 and 0.98) CSI are considered.
All LDPC codes use BP=10(9).
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Figure 7.3: BER performance for the 16QAM-R2-PIC system using the same
length 2197 LDPC component code on all labels ABCD, for ρ=1 (solid lines) and
ρ=0.98 (dashed lines). LDPC code rate varies from 0.70 to 0.78, giving throughputs
of 5.6 to 6.3 bits/symbol period.
We now focus on the long (length 2197) LDPC component codes. Fig. 7.3
shows the effects of CSI estimation error on the BER performance of these codes in
16QAM-R2-PIC systems with different Rldpc. Compared to the perfect CSI case, the
BER performances at BER=10−5 for ρ = 0.98 suffer SNR losses of 2.2dB, 2.3dB,
2.7dB and 3.5dB for Rldpc = 0.70, 0.72, 0.75 and 0.78, respectively. The diversity
losses (determined by the slope differences of BER curves) also increase in the same
order. Therefore, system sensitivity to CSI estimation errors increases with Rldpc.
At ρ = 0.98, the (2197,1544) LDPC component codes achieve excellent performance
with the BER falling at around 4.3 decades/dB and no error floor is observed down
to BER=10−6. There is thus a small diversity loss compared to the ρ = 1 case, as
seen in Fig. 7.3.
In Section 6.6, the benefits of using codes with unequal error correction ca-
pability on sub-labels with different error protection levels are discussed. We iden-
tified System I as the 16QAM-R2-PIC system which uses the same (2197,1663)
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Figure 7.4: BER performance for the 16QAM-R2-PIC system using the (2197,1663)
LDPC component code on all labels ABCD (System I), and using (2197,1728) LDPC
component code on AB and (2197,1663) LDPC component code on CD, for ρ=1 and
ρ=0.98. Throughput is 6.0 bits/symbol period.
LDPC component codes on all sub-labels ABCD, and System II as the 16QAM-R2-
PIC system which uses (2197,1728) LDPC component codes on sub-labels AB and
(2197,1596) LDPC component codes on sub-labels CD, giving Rldpc = 0.75 in both
systems. Fig. 6.10 showed how System II outperforms System I when perfect CSI
is available. Here, we consider imperfect CSI with ρ = 0.98.
Fig. 7.4 shows that System II outperforms System I even in the presence of
CSI estimation errors. At ρ = 0.98, System II outperforms System I by 0.65dB,
compared to only 0.30dB when ρ = 1. We have seen from Fig. 6.10 that the overall
BER is dominated by sub-labels CD, for both systems. System II uses a lower
rate LDPC component code on CD compared to that in System I. From Fig. 7.3,
we know that lower rate LDPC codes are more robust to CSI errors. Hence, this
explains why System II is more robust to CSI estimation errors.
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7.2 Time-varying Fading Channels
The quasi-static fading assumption used in the QS-Ind and QS-fDT channels allows
simple linear processing to be used for detection. However, this is not realistic in
practice. The performance of uncoded OSTBCs in time-varying channels are in-
vestigated in [77, 78]. Here, we investigate the performance of the LDPC coded
QOSTBCs in time-varying fading channels. Fig. 7.5 shows the effects of removing
the quasi-static assumption during transmission, which transforms the QS-fDT chan-
nel into the NoQS-fDT channel. We consider fDT in the range of 0.1 to 0.0001. We
use QPSK and the Rate 2 QOSTBC together with two (343,186) LDPC component
codes, giving a throughput of 2 bits/symbol period. For the NoQS-fDT channel, a
1.6dB loss over the QS-fDT channel is observed when the fading becomes very fast
(fDT=0.1). The SNR loss arises because the NoQS-fDT channel changes signifi-
cantly over the L time slots of the STBC when fDT=0.1, contributing to large CSI
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Figure 7.5: BER performance for the QPSK-R2-PIC system in the QS-fDT channel
(solid lines) and the NoQS-fDT channel (dashed lines), for normalized fade rates of
fDT = 0.1 - 0.0001. Both schemes use the (343,186) LDPC component codes with
BP=10(9). Perfect CSI is assumed. Throughput is 2 bits/symbol period.
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estimation errors when the quasi-static assumption is used during linear processing.
Removing the quasi-static assumption has almost no effect on performance for the
more realistic fDT values of 0.01 (fast fading) to 0.0001 (slow fading).
On the other hand, as the fDT values decrease from 0.01 to 0.0001 in both
the QS-fDT and NoQS-fDT channels, the channel variation over a LDPC codeword
decreases significantly. This results in a loss of diversity gain as the fading becomes
slower.
An interesting point to note is the reversal in performance trend between un-
coded OSTBCs and coded QOSTBCs. In uncoded OSTBC using linear processing,
performance degrades as the fading becomes faster [77, 78], due to increasing CSI
estimation error. This results in irreducible error floors at high SNR, which rise as
the fading becomes faster. PIC is applied on OSTBCs to eliminate these floors in
[78]. In coded QOSTBCs, performance generally degrades as the fading becomes
slower, due to the lack of channel variation seen by the error-correcting codes. The
exception occurs when the fading becomes impossibly fast fDT = 0.1, at which point
the effect of CSI estimation error takes over.
7.2.1 Effect of increasing Pmax and BPmax
The simulation results shown in Fig. 7.5 for the QPSK-R2-PIC system use BP=10(9)
in the detection/decoding process. We now investigate the effect of increasing Pmax
from 9 to 39 in the same system. In order to make our simulations resemble more
practical systems, we also add a CSI estimation error of 4%(ρ = 0.99). Fig. 7.6
shows that increasing Pmax from 9 to 39 (while maintaining BPmax = 10) provides
negligible gains in the fast fading scenario (fDT = 0.01). However, when the fading
is slow (fDT = 0.0001), increasing Pmax from 9 to 19 provides significant diversity
and coding gains. When Pmax is further increased to 39, significant gains are also
obtained at high SNR (>10dB) but not at low SNR. This suggests that performance
gains in slow fading are only provided up to a certain value of Pmax, however, this
value increases with SNR. The FER performances exhibit similar trends.
Fig. 7.7 shows the effect on performance of increasing BPmax from 5 to 20
(while maintaining Pmax = 19). In both fast and slow fading, increasing BPmax
provides minimal coding gains and no diversity gains. The FER performances also
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Figure 7.6: BER performance for the QPSK-R2-PIC system in the NoQS-fDT
channel, when Pmax is increased from 9 to 39 for fDT = 0.0001 and 0.01. The
(343,186) LDPC component codes are used and imperfect CSI with ρ = 0.99 is
assumed. Throughput is 2 bits/symbol period.
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Figure 7.7: BER performance for the QPSK-R2-PIC system in the NoQS-fDT
channel, when BPmax is increased from 5 to 20 for fDT = 0.0001 and 0.01. The
(343,186) LDPC component codes are used and imperfect CSI with ρ = 0.99 is
assumed. Throughput is 2 bits/symbol period.
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exhibit similar trends, with the exception of the BPmax = 5 case which suffers a
0.5dB loss across all SNR in both fast and slow fading. This is because when BPmax
is too small, each frame (which spans the codeword length) has a small chance of
converging to a valid codeword, thereby resulting in a frame error.
7.2.2 Performance comparison
Fig. 7.8 compares the coded FER performance of QPSK-R2-PIC and 16QAM-R1-
JD systems using (343,186) LDPC component codes. Here, we use BP=10(19) for
the PIC system, giving Nmax = 200. The JD system also uses Nmax = 200. When
the fading is slow (fDT = 0.0001), QPSK-R2-PIC outperforms 16QAM-R1-JD by
about 5.5dB at FER = 10−3. However, the QPSK-R2-PIC system suffers a diversity
loss at high SNR. This loss in diversity can be eliminated by employing more than
19 PIC updates (and hence larger Nmax). When the fading is fast (fDT = 0.01),
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Figure 7.8: FER performances for the QPSK-R2-PIC and 16QAM-R1-JD systems
in the NoQS-fDT channel, for normalized fade rates of fDT = 0.01 - 0.0001. Both
systems use the (343,186) LDPC component codes. A CSI estimation error with
ρ = 0.99 is assumed. Throughput is 2 bits/symbol period.
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(a) FER performance.
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(b) BER performance.
Figure 7.9: Performance comparison for 16QAM-R2-PIC BICM (solid lines) and
BMCM (dashed lines) systems in the QS-Ind channel with ρ = 1 and in the NoQS-
fDT channel with ρ = 0.99, for normalized fade rates of 0.01 - 0.001. BP=10(9) is
used for both systems. Throughput is 4.3 bits/symbol period.
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QPSK-R2-PIC outperforms 16QAM-R1-JD at the same FER by approximately 6dB,
without any signs of an error floor. Similar trends are exhibited in the BER case,
for both systems.
In Section B we compared the structure of bit-interleaved coded modulation
(BICM) to BMCM. In Fig. 7.9, we compare the performance for both systems
using 16-QAM and the Rate 2 QOSTBC. The BMCM system uses two (343,216)
LDPC codes on sub-labels AB and two (343,156) LDPC codes on sub-labels CD to
match the unequal error protection of 16-QAM. This gives an overall throughput of
approximately 4.3 bits/symbol period. It spans 172 time slots. The BICM system
uses a single (1331,730) LDPC code and spans 167 time slots. Both systems have
approximately the same system throughput.
In the QS-Ind channel with perfect CSI, BMCM outperforms BICM down to
FER = 1 × 10−2 and BER = 4 × 10−5. Although not shown here, the crossover
points with BICM are FER = 2 × 10−1 and BER = 3 × 10−3 if four (343,186)
LDPC component codes were used in the BMCM system. This demonstrates the
advantage of the BMCM structure compared to BICM in optimizing performance,
for modulations where the sub-labels have unequal error protection (typical in higher
order modulation). BICM outperforms BMCM by 1.5dB at FER = 10−4, due to
the higher minimum distance of the longer LDPC code.
However, BMCM achieves comparable FER performance to BICM in a more
realistic NoQS-fDT channel, for normalized fDT values of 0.01-0.001 and a 2% CSI
estimation error. BMCM also achieves FER error floors approximately 1.6 to 3
times lower than BICM. The BER error floors for BMCM are approximately 2 to
5 times lower than BICM at high SNR. The lower floors on BMCM is due to the
shorter codes used. In slower fading, there are so many errors across each codeword
that it is better to not use error-correcting codes. This is analogous to the low SNR
region when uncoded systems outperform coded systems. However, it was shown in
Fig. 6.2 that PIC only works with coding. Therefore, a good compromise is to use
short codes, which is natural in the BMCM structure. The error floors rise as fDT
decreases. As with the QPSK case in Fig. 7.6, these floors can be lowered by using
more PIC updates.
While BICM benefits from using longer codewords in a QS-Ind channel due to
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the higher minimum distance of the code, the same codeword becomes a burden in
realistic channel conditions. As discussed in Section B, the BMCM structure short-
ens processing delay by a factor of 4 compared to BICM. In addition, unlike BICM,
it does not suffer delays due to interleaving/de-interleaving. Therefore, BICM does
not meet our design criterion in Section 1.3.
7.2.3 Performance improvement in slow fading
In Fig. 7.8, the QPSK-R2-PIC system was shown to suffer a diversity loss in slow
fading as SNR increases. Its FER is falling2 at 0.24 decades/dB using BP=10(19),
compared to 0.60 decades/dB for the 16QAM-R1-JD system. In Fig. 7.6, it was
shown that this diversity loss can be recovered by employing more PIC updates. By
setting BP=10(39), the FER for the QPSK-R2-PIC system falls at 0.37 decades/dB.
However, this increases Nmax from 200 to 400, which increases delay. Here, we
investigate the effect of fixing Nmax and varying the frequency of PIC updates.
Fig. 7.10 shows the FER and BER performances for the QPSK-R2-PIC
system in slow fading (fDT = 0.0001). Nmax is fixed at 100. By increasing the
frequency of PIC updates from BP=10(9) to BP=5(19), we get a BER performance
gain at all the SNR shown, and an FER performance gain at high SNR (>10dB).
However, at low SNR, the FER suffers a small performance loss.
As discussed in Section 7.2.1, increasing Pmax at high SNR in slow fading pro-
vides diminishing performance gains. However, this decreases the allowable BPmax
which degrades the FER performance across all SNR. Therefore, as we increase the
frequency of PIC updates from BP=10(9) to BP=5(19), the FER performance gain
obtained at high SNR due to increasing Pmax outweighs the performance loss due to
decreasing BPmax. However at low SNR, the FER performance gain from increas-
ing Pmax decreases while the FER performance loss from decreasing BPmax remains
constant, resulting in an overall FER performance loss. Decreasing BPmax reduces
the chance of the BP decoder converging. This results in increased FER but does
not necessarily degrade the BER. Therefore, the BER performance gain due to in-
creasing Pmax outweighs the BER performance loss due to decreasing BPmax at all
SNR shown in Fig. 7.10.
2Measured as the slope around FER=10−4.
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Figure 7.10: FER and BER performances for the QPSK-R2-PIC systems in the
NoQS-fDT channel, for fDT = 0.0001 using (343,186) LDPC component codes.
BP=10(9), BP=5(19) and BP=2(49) are used. A CSI estimation error with ρ = 0.99
is assumed. Throughput is 2 bits/symbol period.
However, when the frequency of PIC updates is increased from BP=5(19)
to BP=2(49), the probability of BP convergence is reduced significantly. This
results in approximately a 2dB FER performance loss across all SNR shown in
Fig. 7.10. Both the FER and BER performances using BP=2(49) fall faster than
those using BP=5(19). In addition, the performance crossover points between the
BP=5(19)/BP=2(49) pair3 occur at a higher SNR (over 16dB) compared to those
between the BP=10(9)/BP=5(19) pair (10.2dB for FER and 6.6dB for BER). This
is consistent with the observation in Fig. 7.6 which shows how performance gain
due to increasing Pmax diminishes with increasing SNR.
It is clear that increasing Pmax as SNR increases can improve the perfor-
mance of the QPSK-R2-PIC system in slow fading. However, when Nmax is fixed,
this decreases BPmax, which degrades performance due to the non-convergence of
3Interpolation is required.
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Figure 7.11: FER and BER performances for the QPSK-R2-PIC systems in the
NoQS-fDT channel, for fDT = 0.0001 using (343,186) LDPC component codes.
BP=10(9), BP=(2)(19)(10)(6), BP=(2)(39)(10)(2) and BP=(2)(44)(10)(1) are con-
sidered. A CSI estimation error with ρ = 0.99 is assumed. Throughput is 2
bits/symbol period.
the BP decoders. Here, we propose dividing Nmax into two parts - Nmax,a followed
by Nmax,b, where Nmax = Nmax,a + Nmax,b. This is denoted by the notation BP =
(BPmax,a)(Pmax,a)(BPmax,b)(Pmax,b) where Nmax,a = BPmax,a+BPmax,a×Pmax,a and
Nmax,b = BPmax,b × Pmax,b. Frequent PIC updates are performed during Nmax,a,
while infrequent PIC updates are performed during Nmax,b. Fig. 7.11 illustrates
the FER and BER performances for the QPSK-R2-PIC system in slow fading using
different combinations of Nmax,a and Nmax,b. BPmax is set to 2 in Nmax,a (fre-
quent PIC updates) and 10 in Nmax,b (infrequent PIC updates). As we increase
the number of frequent PIC updates from 0 to 44, both the FER and BER perfor-
mances also improve. The diversity achieved by the system also increases when the
number of frequent PIC updates, Pmax,a, is increased. We know that in the limit
when Pmax,a = Pmax, performance degrades due to the non-convergence of the BP
decoders. However, the excellent performance achieved using BP=(2)(44)(10)(1)
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Figure 7.12: FER performances for the QPSK-R2-PIC and 16QAM-R1-JD systems
in the NoQS-fDT channel, for fDT = 0.0001. Both systems use the (343,186) LDPC
component codes. A CSI estimation error with ρ = 0.99 is assumed. Throughput is
2 bits/symbol period.
shows that most of the convergence occurs within BPmax,b = 10 iterations and we
only need to perform this once for the short (343,186) LDPC component codes at
the very end of the joint PIC-BP detection/decoding process. By breaking a fixed
Nmax into Nmax,a and Nmax,b, we obtain the benefits of frequent PIC updates without
sacrificing performance due to non-convergence of the BP decoders.
Fig. 7.12 shows how the diversity loss of the QPSK-R2-PIC system compared
to the 16QAM-R1-JD system at high SNR in slow fading channels can be minimized
by increasing Pmax from 19 to 39. However, this increases Nmax from 200 to 400.
A more effective way is to combine the use of frequent and infrequent PIC updates,
using BP=(2)(44)(10)(1) (givingNmax = 100). This outperforms BP=10(39) (giving
Nmax = 400) while reducing Nmax by 75%.
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7.3 Decoding Metric Improvement
In Chapter 5, we showed how the soft input bit metrics to the BP decoders are
traditionally defined following [22] as
λmi ≈
1
2σ2
[
min
β∈χm,(0)i
||sˆi −Kγ||2 − min
β∈χm,(1)i
||sˆi −Kβ||2
]
(7.2)
where σ2 is the variance of co-channel interference and receiver noise. In [71], it
was shown that performance at high SNR can be improved by removing the noise
variance term from equation (7.2). In addition, further improvement [71] can be
achieved by generalizing the Euclidean L2-norm to an Lp-norm and then reducing
p from 2 to 1.9. In this thesis, we have adopted the removal of the noise variance.
Furthermore, we have reduced p to 1 to obtain the L1-norm. This allows us to
simplify the calculation of bit metrics to
λmi ≈ min
γ∈χm,(0)i
||sˆi −Kγ||1 − min
β∈χm,(1)i
||sˆi −Kβ||1. (7.3)
Both these steps have the effect of scaling the bit metrics. This motivated us to
investigate the effect of scaling on bit metrics. To that end, we re-write equation
(5.13) as
λmi ≈ SS
[
min
γ∈χm,(0)i
||sˆi −Kγ||1 − min
β∈χm,(1)i
||sˆi −Kβ||1
]
(7.4)
where SS is the scaling factor. Unlike the noise variance in equation (7.2), SS is
independent of SNR.
Fig. 7.13 shows the effect of SS on BER performance for the QPSK-R2-
PIC system. FER and BER performances of this system in NoQS-fDT channels
are shown at 8dB for fDT = 0.0001 and 7dB for fDT = 0.01, using SS values
between 0.25 and 32. In Fig. 7.13a, we observe that using SS = 1 in the slow
fading channel provides the best FER and BER performances, for both perfect and
imperfect CSI with ρ = 0.99. This is encouraging as SS = 1 corresponds to the bit
metric we decided to use throughout this thesis. However, Fig. 7.13b shows that in
fast fading, using SS = 0.5 provides slightly better performance.
132
10−1 100 101 102
10−3
10−2
10−1
100
SS
FE
R
/B
ER
 
 
FER ρ=1
FER ρ=0.99
BER ρ=1
BER ρ=0.99
(a) fDT = 0.0001 with ρ=1 and 0.99.
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(b) fDT=0.0001 and 0.01 with ρ = 0.99.
Figure 7.13: FER and BER performances for the QPSK-R2-PIC system using
(343,186) LDPC component codes, BP=10(9) and various scaling values, SS.
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Figure 7.14: BER performance for the QPSK-R2-PIC system in the NoQS-fDT
channel, for fDT=0.01 and 0.0001, using SS=0.5 and 1, and (343,186) LDPC com-
ponent codes. A CSI estimation error with ρ = 0.99 is assumed. Throughput is 2
bits/symbol period.
Fig. 7.14 shows the BER performance of the same system in both fast and
slow fading across a wide SNR range. This shows that although the results in Fig.
7.13 were measured at one particular SNR value, they appear robust and can be
used over a wide range of SNR. At BER=10−4, a 0.2dB gain can be achieved by
reducing SS from 1 to 0.5 for a fast-fading channel. In slow fading, a 1.5dB loss is
observed.
We now increase the constellation size from QPSK to 16-QAM, giving us a
throughput of 4.3 bits/symbol period. We perform our SS optimization for the
QS-Ind channel used throughout Chapter 6, where perfect CSI is assumed. Fig.
7.15a shows that setting SS = 0.5 produces marginally the best FER and BER
performances. This is expected since the QS-Ind channel effectively is a fast-fading
channel. By setting SS = 0.5, Fig. 7.15b shows that a further 0.6dB performance
improvement can be achieved over the 16QAM-R2-PIC system using SS = 1 at
BER=10−5.
134
10−1 100 101 102
10−4
10−3
10−2
10−1
100
SS
FE
R
/B
ER
 
 
FER
BER
(a) Varying SS values at 10dB.
8 8.5 9 9.5 10 10.5 11 11.5 12
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
Eb/N0, dB
FE
R
/B
ER
 
 
SS=1
SS=0.5
(b) Varying SNR values, for SS=0.5 and 1.
Figure 7.15: FER (solid lines) and BER (dashed lines) performances for the
16QAM-R2-PIC system using (343,186) LDPC component codes and BP=10(9).
Perfect CSI is assumed. Throughput is 4.3 bits/symbol period.
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7.4 Summary
In this chapter, we have extended our simulations results to more realistic scenarios.
First we have shown that the system still performs well when channel estimation
is imperfect. A small diversity and performance loss occurs but no error floors are
observed down to BER = 10−6. Then we removed the quasi-static assumption and
showed that the QPSK-R2-PIC system can outperform the 16QAM-R1-JD system
in both fast and slow time-varying fading channels. Finally, we showed that perfor-
mance can be further improved by optimally scaling the bit metrics passed to the
BP decoders.
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Chapter 8
Conclusion and Future Work
8.1 Accomplishments
In this thesis, we have developed a simple but powerful space-time coding system
which simultaneously achieves
• high throughput,
• good performance,
• low processing delay,
• detection/decoding schemes with feasible complexity.
Currently, most existing systems only meet two or three of these four criteria. At
the transmitter, we proposed the use of BMCM together with high rate QOST-
BCs to obtain high system throughput. The parallel architecture of BMCM reduces
processing delay and also allows greater design flexibility compared to the widely
used serial architecture of BICM. At the receiver, we propose the use of PIC, which
has low complexity, to decode the high throughput BMCM-QOSTBC scheme. It-
erative PIC is a powerful tool for minimizing the effects of co-channel interference,
when used together with powerful LDPC codes. Although suboptimal, PIC is shown
to outperform the optimal JD detection scheme. This is due to its ability to exploit
the code diversity of the LDPC codes repeatedly, which is not possible with JD.
We also developed a simple and novel LDPC code construction which gener-
ates LDPC codes with girth at least 6. This allows the low complexity BP algorithm
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to be used for decoding. These codes were shown to perform as well as other existing
LDPC codes in the literature. This code construction generates LDPC codes with
different block lengths. For a given block length, we are able to generate LDPC
codes with different code rates. This flexibility in code rate has two advantages:
• It allows the tradeoff between code rate and minimum distance. This enables
us to design systems for a given error rate performance or system throughput.
• It also allows different code rates to be used for high order modulation, in
conjunction with BMCM. This enables us to match different code rates to
sublabels with different error protection, providing maximum throughput for
any required error-rate.
Simulation results show that we can achieve a throughput of 5.6 bits/symbol pe-
riod using nT = nR = 4 and 16-QAM and still maintain very good FER and BER
performance, when perfect CSI is available and quasi-static fading is assumed. De-
spite the introduction of more interferers in symbol detection, using a high rate
QOSTBC enables the use of a smaller modulation scheme, for a fixed throughput,
which provides better overall noise protection. When the quasi-static assumption
is removed, the proposed system maintains good performance in fast to slow fading
(fDT = 0.01− 0.001). The results also show that the proposed system is robust to
channel estimation errors, with the QPSK-R2-PIC scheme losing only 2.5dB in the
presence of a 23% channel estimation error, with no diversity loss.
8.2 Future Work
Many extensions to the work in this thesis are possible. Some of them are listed in
this section.
8.2.1 Row and column removals from H
In Chapter 4, we developed a simple LDPC code construction. In Section 4.4, we
showed how different code rates can be obtained for the same block length. This
flexibility allows us to trade-off system throughput against performance. Code rate
is increased by removing rows from H , starting from the bottom row and moving
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upwards. However, this may not be the optimum way of removing rows from H .
For the same number of rows to be removed, it is also possible to remove these rows
from different parts of H , rather than removing them all from the bottom part.
Many different permutations exist and a further study to find the best permutation
may result in better throughput versus performance tradeoff.
In contrast to row removals, column removals may also be performed onH to
obtain a wide range of block lengths. This allows even greater flexibility in system
design. It also increases the chances of making a fair comparison to other existing
codes due to the ability to match the (N ,K) code paramaters as close as possible.
8.2.2 Expanding H to increase girth
LDPC codes are widely used due to their capacity-approaching performance using
the low complexity BP algorithm [46, 45]. However it is well known that BP decoding
performs significantly worse in the presence of short cycles in the parity check matrix,
especially those of length 4 [47, 48, 49]. Hence, BP decoding cannot be applied to
many useful algebraic codes such as Golay codes and Hamming codes.
In [60], a necessary condition for the existence of a 4-cycle free Tanner graph
was developed. In Section 4.6.1, we showed that the algebraic (7,3,4) dual Hamming
code satisfies this condition. If we perform BP decoding on the systematic H of this
code, the 4-cycles will degrade performance. However we showed how BP decoding
can be performed on an expandedH with no 4-cycles. This expandedH is obtained
using the V-construction developed in Section 4.2.
Further research on how to generalize the expansion of the H matrices to
remove 4-cycles without altering the code properties is needed. This would allow
powerful algebraic codes to be decoded using the low complexity BP algorithm.
8.2.3 Optimizing SS in BP bit metrics
In Section 7.3, we showed how performance can be further improved by optimizing
the metric scaling factor SS when calculating bit metrics to the BP decoders. As
discussed in [71], when the soft bit metrics are too large, polarization occurs and the
soft information is effectively lost. This degrades performance. On the other hand,
139
when the soft bit metrics are too small, this effectively adds noise to the channel
because we are effectively telling the BP decoders that there is an equal chance that
each received bit is a “0” or a “1”. This also degrades performance.
Our ad-hoc optimizations show that setting SS = 0.5 is optimal in QS-Ind
channels and also in fast-fading NoQS-fDT channels. Setting SS = 1 is optimal in
slow-fading NoQS-fDT channels. It would be interesting to investigate the optimal
set of statistics to be passed to the BP decoders. This may depend upon the con-
stellation used, LDPC code used, or even SNR. Once these statistics are known, we
can systematically optimize the performance of any coded system employing LDPC
codes.
8.2.4 Channel Estimation
The effect of CSI estimation errors was shown in Section 7.1. Channel estimation
may be performed using data bits as well as pilot bits. Therefore, any scheme which
iteratively provides improved estimates of the data, such as the PIC-BP decoding
scheme, can use those estimates to provide improved channel estimates.
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Appendix A
SNR Definition and Noise
Variance Derivation
It is necessary to provide a fair comparison between our work and what is currently in
the literature. In communications, this comparison is usually carried out using error-
rate performance curves. These error-rate performance curves depend on the signal-
to-noise ratio (SNR) used, which in turn depends on the transmit signal energy and
the noise energy. To make a fair comparison, different systems should be normalized
to the energy spent on each information bit transmitted. This sounds trivial, but
communications is a very active research area which looks at many different channel
conditions - additive white Gaussian noise (AWGN) channel, single-input-single-
output (SISO) and multiple-input-multiple-output (MIMO) fading channels to name
a few. The definition of SNR for a SISO system becomes ambiguous when used in a
MIMO system. The SNR can be defined at each receive antenna or at the output of
the diversity combiner. We need to know how these different SNR definitions relate
to each other.
In Section A.1 we show how different SNR definitions are related to each
other. In Section A.2 a unified noise variance which can be used in any 2M -ary
SISO, SIMO, MIMO system, with or without FEC coding, is derived. In Section
A.3, we present some performance curves and we show which SNR definition provides
a fairer comparison.
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A.1 Different SNR Definitions
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Figure A.1: Illustration of how the SNR per receive antenna, SNRRx, and the post-
processing SNR, SNRtotal, are defined in SISO (top) and SIMO (bottom) systems.
Fig. A.1 shows a SISO system at the top and a dual-diversity SIMO system at
the bottom. We adopt maximum ratio combining (MRC) as it is widely known as the
optimal receive diversity combining technique [15, 14]. The locations where the SNR
per receive antenna, SNRRx, and the post-processing SNR, SNRtotal, are defined are
indicated in both systems. It is clear that in the SISO system, SNRtotal = SNRRx.
Therefore, a general SNR term is sufficient for a SISO system.
For a SIMO system, received signals at the two receive antennas are given by
r1 = α1s1 + n1 and r2 = α2s1 + n2 (A.1)
where αq is the fading coefficient between the transmit antenna and the q
th receive
antenna and nq is the corresponding AWGN receiver noise. The MRC block then
produces the following estimate of s1
sˆ1 = α
∗
1r1 + α
∗
2r2 (A.2)
where (.)∗ denotes the conjugate transpose. Substituting equation (A.1) into equa-
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tion (A.2) gives
sˆ1 = (|α1|2 + |α2|2)s1 + α∗1n1 + α∗2n2. (A.3)
The desired signal terms |α1|2s1 and α22s1 add coherently whereas the noise terms
α∗1n1 and |α2|∗n2 add incoherently. Therefore, the total energy of the signal compo-
nent sˆ1 is
(|α1|2|s1|+ |α2|2|s1|)2 = (|α1|2 + |α2|2)2Es (A.4)
since |s1| =
√
Es and the total noise energy is
|α1|2σ2 + |α2|2σ2 = (|α1|2 + |α2|2)σ2. (A.5)
For fair comparison, we normalize Es = 1. This gives an instantaneous SNRtotal
of |α1|
2+|α2|2
σ2
. Since α1 and α2 are complex random variables representing a fading
channel, we are more interested in the average SNRtotal. We denote the expectation
of α2k by E[|αk|2] = α2 for k = 1, 2, ..., nT . Therefore, the average SNRtotal for the
dual-diversity SIMO system in Fig. A.1 is 2α
2
σ2
. It can easily be shown that the
average SNRtotal for a (1, nR) SIMO system employing MRC is
nRα
2
σ2
.
At each receive antenna, the average signal energy is (α2|s1|)2 and the average
noise energy is α2σ2. Hence, the average SNRRx is
(α2)2
α2σ2
= α
2
σ2
for any SIMO system.
Therefore, the relationship between the average SNRtotal and the average SNRRx
is given by
SNRtotal = nRSNRRx. (A.6)
The SNR at the combiner output, SNRtotal, is also known as the post-
processing SNR. This is the SNR definition used throughout this thesis. In Section
A.3, we show it is better to use SNRtotal, as opposed to SNRRx.
A.2 Noise Variance Derivation
Here, we provide a step-by-step transformation of the well known definition of the
noise variance for an uncoded binary SISO system into that for a generalized coded
2M -ary MIMO system. Note that with each step, the definition of terms is gradually
refined.
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A.2.1 Uncoded Binary SISO
The one-dimensional noise variance for an uncoded binary SISO system is
σ2 =
N0
2
=
Eb
2 · SNR (A.7)
where
SNR =
Eb
N0
(A.8)
is the ratio of signal energy to noise energy at the receive antenna. Each bit is
mapped to one symbol for transmission. Therefore, the symbol energy Es equals
the bit energy Eb.
A.2.2 Coded Binary SISO
When (n, k) FEC codes are used, we need to make a distinction between information
bits and codeword bits. A stream of k information bits are mapped onto n codeword
bits. Therefore, each codeword bit has energy
Ec =
kEb
n
. (A.9)
Rearranging and substituting equation (A.9) into equation (A.7), the one-dimensional
noise variance for a coded binary SISO system becomes
σ2 =
N0
2
=
Ec
2Rfec · SNR (A.10)
where Rfec = k/n is the FEC code rate and Ec is the codeword bit energy. The n
codewords bits are then mapped onto n symbols for transmission. Therefore, the
symbol energy Es is the same as Ec.
A.2.3 Coded 2M-ary SISO
In a coded binary system, each codeword bit selects a symbol to be transmitted.
For a coded 2M -ary system, M codeword bits selects one symbol to be transmitted.
Therefore, Es = MEc. Substituting this into equation (A.10), the one-dimensional
noise variance for a coded 2M -ary SISO system becomes
σ2 =
N0
2
=
Es
2MRfec · SNR (A.11)
where Es is now the average
1 transmitted symbol energy.
1In larger constellations, not every symbol contains equal energy. Therefore, the average energy
across all symbols in any constellation is used.
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A.2.4 Coded 2M-ary SIMO
For SISO systems, the SNR is usually defined at the point where the noise is added.
This happens at the receive antenna. Therefore, the usual SNR term is actually the
SNRRx term in Fig. A.1. We can rewrite equation (A.11) as
σ2 =
N0
2
=
Es
2MRfec · SNRRx . (A.12)
The SNRRx term is the same as the SNR immediately before making decisions,
SNRtotal (c.f. Fig. A.1). Therefore, the usual SNR term is sufficient to determine
the noise variance for SISO systems.
For SIMO systems, SNRtotal = nRSNRRx, as shown in equation (A.6).
Therefore, a distinction needs to be made between SNRRx and SNRtotal. Sub-
stituting equation (A.6) into equation (A.12), the one-dimensional noise variance
for a coded 2M -ary SIMO system becomes
σ2 =
N0
2
=
nREs
2MRfec · SNRtotal (A.13)
A.2.5 Coded 2M-ary MIMO
For single-transmit-antenna systems, the symbol generated by the modulator block
is transmitted directly2 over the channel. For multiple-transmit-antenna systems
in this thesis, STBCs are used. This is illustrated in Fig. A.2 using Alamouti’s
nT = 2 OSTBC [8], Tarokh’s 1/2-rate nT = 4 OSTBC [24], a 3/4-rate nT = 4
OSTBC [18], Jafarkhani’s Rate 1 nT = 4 QOSTBC [17] and the Rate 2 nT = 4
QOSTBC [16]. In Fig. A.2a, the OSTBC takes two new symbols and generates
four output symbols to be transmitted over the channel using two antennas and two
time slots. In Fig. A.2b, the OSTBC takes 4 new symbols and generates 32 output
symbols to be transmitted over the channel using four antenna and eight time slots.
In Fig. A.2c, the OSTBC takes 3 new symbols and generates 12 output symbols to
be transmitted, using four antennas and four time slots. However, in any time slot,
only three antennas are transmitting - the remaining antenna is turned off. In Fig.
A.2d, the Rate 1 QOSTBC takes 4 new symbols and generates 16 output symbols
to be transmitted, using four antennas and four time slots. In Fig. A.2e, the Rate 2
2The STBC for single transmit antenna systems can be considered a simple [si] matrix. It takes
one new symbol si and transmits si over one time slot.
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QOSTBC takes 4 new symbols and generates 8 output symbols to be transmitted,
using four antennas and two time slots.
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Figure A.2: Different STBC schemes for nT = 2 and 4 transmit antennas.
Let w denote the number of new symbols required by the STBC. Let L be the
number of time slots required to transmit all the symbols generated by the STBC.
For multiple transmit antenna systems, we need to distinguish the symbols generated
by the modulator (input to STBC) from the symbols generated by the STBC for
transmission. We can then generalize the examples in Fig. A.2. Any STBC takes
w new symbols and transmits nT,usedL symbols in total over the channel, where
nT,used is the number of antennas used for transmission within each time slot and
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nT,used ≤ nT . Let Es be the symbol energy generated by the modulator, as in the
single transmit antenna cases, and Es,Tx be the actual transmitted symbol energy
from each antenna in each time slot. The total energy on both sides of the STBC
block must be the same. Therefore, wEs = nT,usedLEs,Tx and rearranging this, we
have
Es =
nT,usedLEs,Tx
w
. (A.14)
Substituting equation (A.14) into equation (A.13), the one-dimensional noise vari-
ance for a coded 2M -ary MIMO system becomes
σ2 =
N0
2
=
nT,usednREs,Tx
2MRstbcRfecSNRtotal
, (A.15)
where Rstbc = w/L is the rate of the STBC as defined in equation (2.2).
A.3 Using SNRtotal versus using SNRRx
Using Monte Carlo simulations, we show the standard performance curves in Rayleigh
fading channel. MRC schemes are employed for multiple receive antennas. We com-
pare the performance curves obtained using SNRtotal versus SNRRx, and the noise
variance as derived in Section A.2.
Fig. A.3a shows the performance in Rayleigh fading using QPSK, the post-
processing SNR, SNRtotal, and the noise variance from equation (A.13). Fig. A.3b
shows the same set of curves but using the SNR per receive antenna, SNRRx.
Comparing Fig. A.3b to Fig. A.3a, it is clear that by using SNRRx, the per-
formance curves appear significantly better. The apparent gain from using SNRRx
over SNRtotal is about 10log10nR dB. In Fig. A.3b, the Rayleigh faded SIMO system
using 16 receive antennas appears to achieve better performance than in the AWGN
channel. This does not reflect the actual effect of employing multiple receive anten-
nas, which is to mitigate the effects of fading, thereby transforming the Rayleigh
fading channel into essentially an AWGN channel [42] as nR increases. However, the
transformation of the Rayleigh fading channel into an AWGN through the addition
of receive antennas is clearly depicted in Fig. A.3a which uses SNRtotal.
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Figure A.3: Standard performance curves in Rayleigh fading using QPSK for
nT = 1 and nR = 1, 2, 4, 16. The AWGN performance is also shown.
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A.4 Summary
In this appendix, we have carefully derived and clearly defined the noise variance
used in all our simulations. We also showed that although SNR per receive antenna
may make simulations results appear better, post-processing SNR provides a more
accurate picture of system performance.
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Appendix B
Coded Modulation Structures
Coded modulation schemes are bandwidth efficient schemes that exploit time diver-
sity on single transmit and receive antenna multipath fading systems [79]. In [35],
Zehavi recognized that code diversity, which increases the reliability of coded mod-
ulation, can be improved by using bit interleaving. This is known as bit-interleaved
coded modulation (BICM) [35, 34]. For multiple antenna systems, BICM structures
can be serially concatenated with spatial multiplexing [36] or space-time codes [37].
We focus here on the use of space-time block codes (STBCs), as discussed in Chapter
2.
Fig. B.1a shows the serial concatenation of BICM with a STBC [37]. The
information bit stream is first encoded using a forward error correcting (FEC) code.
The coded bit stream is then bit interleaved and every group of M interleaved bits
are used to select one of 2M constellation symbols. Each block of L symbols is then
transmitted over the channel using space-time codes, nT transmit antennas and L
time slots.
In Chapter 3, we introduced a coded modulation structure called interleaved
bit-mapped coded modulation (IBMCM). For a constellation of size 2M , Fig. B.1b
shows that this structure is essentially M bit-interleaved coded modulation (BICM)
[34, 35] structures in parallel. The information bit stream is first multiplexed into
M substreams and each is encoded using a FEC code. A bit interleaver is then
applied to each encoded substream. Instead of using groups of M encoded bits,
IBMCM uses only one encoded bit from each of the M substreams to select one
constellation symbol. Although this requires more hardware compared to BICM, it
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Figure B.1: Coded modulation structures for multiple antenna systems.
reduces processing delays, which is important in voice transmission.
In Chapter 5, the bit interleavers are removed from IBMCM to produce a
simpler bit-mapped coded modulation (BMCM) structure. This is illustrated in
Fig. B.1c. The removal of the interleavers reduces processing delays even further.
Fig. B.2 compares the bit-error rate (BER) performance for the BICM,
IBMCM and BMCM structures. Each structure is serially concatenated with the
Alamouti OSTBC [8] and uses 16-QAM. The BICM structure uses the (1331,730)
LDPC component codes from Chapter 4. The IBMCM and BMCM structures use
(343,202) LDPC component codes on sub-labels1 AB and (343,172) LDPC compo-
nent codes on sub-labels CD. This provides an approximate system throughput of
1A discussion on unequal error correction for 16-QAM is provided in Section 6.6.
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2.1 bit/symbol period for fair comparison. Independent quasi-static fading is as-
sumed, where the fading coefficients remain constant for a block of L = 2 time slots
and vary independently from block to block2. Perfect CSI is assumed at the receiver.
Fig. B.2 shows that the IBMCM structure outperforms BICM at low SNR,
but BICM outperforms IBMCM at high SNR. At BER=10−5, BICM outperforms
IBMCM by about 0.9dB. For the same frame length (containing approximately the
same number of information bits), the BICM structure is able to use a component
codeM times longer than the component codes in the IBMCM structure, for 2M -ary
constellations. This provides higher minimum distance, which explains its superior
performance at high SNR. However, the processing delay required for IBMCM is
only 1
M
that of BICM. In addition, IBMCM allows parallel processing, which suits
implementation using the increasingly popular field-programmable gate arrays (FP-
GAs) [80].
The underlying system uses the Alamouti OSTBC with nT = nR = 2, giving
a diversity order of 4. Note that BICM only outperforms IBMCM when the BER
is below 10−2. When nT = nR = 4, the maximum diversity order increases to
16. We expect the increased diversity to benefit IBMCM more than BICM, as
BICM achieves greater diversity with its longer component code. This is because
the translation of diversity gain into SNR gain decreases with diversity order, as
shown in Section 2.3. The (1331,730) LDPC component code used in the BICM
structure is also the best performing length 1331 code, as shown in Fig. 4.7. The
(343,202) and (343,172) LDPC component codes used in the IBMCM structure are
not the best performing length 343 codes. They were selected to cater for the unequal
error protection in 16-QAM and also to achieve the same overall system throughput
as the BICM structure.
Fig. B.2 also shows that the BMCM and IBMCM structures perform equally
well in both FER and BER. Therefore, interleaving is not required for the quasi-
static fading channels considered in most literature. Although IBMCM has shorter
processing delay compared to BICM, we can reduce this delay even further by em-
ploying BMCM. Therefore, the BMCM structure provides greater flexibility, as well
2For the length-343 codes used in the IBMCM or BMCM structures, each codeword experiences
172 independent fading coefficients. This represents a fast-fading scenario, as verified by the results
in Chapter 7.
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Figure B.2: FER (solid lines) and BER (dashed lines) performance for the BICM,
IBMCM and BMCM structures. LDPC component codes are used with nT = nR =
2. Each structure is serially concatenated with the Alamouti OSTBC using 16-QAM,
giving a system throughput of 2.1 bit/symbol period.
as reduced processing delay, compared to the BICM structure. This flexibility allows
more freedom in system design tradeoffs for any given throughput or performance.
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Appendix C
Proof for LDPC Girth
In Section 4.3, we introduced two new construction algorithms for low-density parity
check (LDPC) codes. Here, we show that the Density- p
p2
and Density- p
p3
algorithms
generate LDPC matrices of girth 6. The resulting parity check matrices from the
Density- p
p2
algorithm are similar to array codes [81], a fully structured class of LDPC
codes. However, the Density- p
p3
algorithm generates a new class of fully structured
LDPC codes.
C.1 Array Codes
Array codes [81] are generally used in data storage due to their capability of detecting
and correcting error bursts. This also indicates their use for quasi-static fading
channels. Recently, they were generalized into LDPC codes [82] and later into quasi-
cyclic LDPC (QC-LDPC) codes [83]. These codes are similar to the ones generated
using the Density- p
p2
algorithm. Array-based LDPC codes can be shortened by
deleting columns of the parity-check matrices to increase their girth [84]. This is
analogous to the trellis based removal of short cycles by column deletion in [49].
Instead of column removal, the Density- p
p3
algorithm essentially adds columns and
rows to the parity-check matrix of the Density- p
p2
algorithm to increase girth.
An array or QC-LDPC code with a regular row weight p and column weight
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q has the form [82, 84, 83]
H =


I I ... I
I S1 ... Sq−1
: : :
I Sr−1 ... S(r−1)(q−1)

 (C.1)
where the circulant permutation matrix S is obtained by one cyclic shift of the
q-by-q identity matrix. This can also be represented in a more general form [84]
H =


S
a0·0 Sa0·1 ... Sa0·(q−1)
S
a1·0 Sa1·1 ... Sa1·(q−1)
: : :
S
ap−1·0 Sap−1·1 ... Sap−1·(q−1)

 (C.2)
where a0, a1, ..., ap−1 is some sequence of p distinct integers from1 [0, q−1]. These are
the p block-row labels used to define blocks of q rows in (C.2). Similarly, q distinct
block-column labels are used to define blocks of q columns in (C.2). A closed path of
length 2k in any parity-check matrix of the form in (C.2) is a sequence of block-row
and block-column index pairs
(i1, j1), (i1, j2), (i2, j2), (i2, j3), ..., (ik, jk), (ik, j1) (C.3)
with il 6= il+1, jl 6= jl+1, for l=1,2,...,k − 1, and ik 6= i1, jk 6= j1.
C.2 Girth 6 Proof for the Density- p
p2
Algorithm
The proof for a general girth of 2k for the array code can be found in [82, 84]. Here,
we present the special case of girth 6 for the Density- p
p2
algorithm. This algorithm
generates an array code with ai = i, for 0 < i < (p− 1) and p = q.
Theorem 1: A cycle of length 4 exists in the Tanner graph of an array code
with parity-check matrix H and labels a0, a1, ..., ap−1 if and only if there exists a
closed path
(i1, j1), (i1, j2), (i2, j2), (i2, j1) (C.4)
in H such that
S
ai1 ·j1(Sai1 ·j2)−1Sai2 ·j2(Sai2 ·j1)−1 = I. (C.5)
1The notation [a, b] is used to denote the set {x ∈ Z : a ≤ x ≤ b}.
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Since S is a q-by-q circulant permutation matrix, S 6= I, and q is prime, we
can have Sn = I if and only if n ≡ 0 (mod q). Therefore, the condition in Theorem
1 is equivalent to
ai1(j1 − j2) + ai2(j2 − j1) ≡ 0 (modq) (C.6)
which can also be written as
(ai1 − ai2)(j1 − j2) ≡ 0 (modq). (C.7)
This is impossible since i1 6= i2 and j1 6= j2. Hence, 0 < |ai1 − ai2 | < q and
0 < |j1 − j2| < q. Therefore, the H2 matrices2 generated using the Density- pp2
algorithm have girth at least 6.
C.3 Girth 6 Proof for the Density- p
p3
Algorithm
The H3 matrices generated by the Density-
p
p3
algorithm may be viewed as a Kro-
necker product of H2 with S
bi,j where S is a circulant permutation matrix of size
q-by-q, bi,j = [0, q], and (i, j) is the (row,column) label for H2. The idea of design-
ing LDPC codes using Kronecker products is first observed in [85], where the core
matrix H(0) was found by computer search based on a girth criterion. At each re-
cursive step m, a “1” in the parity check matrix H(m− 1) is replaced by a random
permutation matrix. In [86], the core matrix is a structured QC-LDPC, but the
Kronecker product is again performed using pseudorandom permutation matrices.
In our LDPC codes, a “1” is replaced by a deterministic permutation matrix.
Fig. C.1 illustrates how the Kronecker product affects the girth of a matrix.
We consider the 3-by-3 matrix H in Fig. C.1a which is defined by a single cycle of
length 6. Fig. C.1b shows that the Kronecker product of H with a 2-by-2 identity
matrix produces 2 independent cycles of length 6. In general, the Kronecker product
of H with Sbi,j , where bi,j is constant for all i and j, produces q independent cycles
of girth(H). If bi,j is not constant for all i and j values, as illustrated in Fig. C.1c,
this could break up the cycles in Fig. C.1b, resulting in a new girth greater than
2In this appendix, we are providing the relationship between the Density- p
p3
and Density- p
p3
al-
gorithms. Therefore, we use the notationsH2 andH3 to denote the parity check matrix generated
by each algorithm, respectively.
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Figure C.1: How the Kronecker product affects girth: (a) originalH with girth 6;
(b) H ⊗ Swi,j where wi,j = 0 for all i, j; and (c) H ⊗ Swi,j where wi,j = [0, q].
or equal to girth(H). As long as the Kronecker product is performed using circu-
lant permutation matrices3, the girth cannot be reduced. This is because any two
adjoining q-by-q identity matrices, regardless of any row and column permutations,
are represented by q disjointed open lines of length 2 in the bipartite graphs.
Since girth(H2)≥6, and the Kronecker product of H2 with circulant permu-
tation matrices does not reduce girth, we can prove that the parity-check matrices
obtained using the Density- p
p3
algorithm also have girth at least 6.
3This is true for any row and/or column permutations of identity matrices. A circulant permu-
tation matrix is a subset of such permutations.
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