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INTRODUCTION
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to attempt here). Moreover, as we shall see local optimization is the main underlying computational pattern in seemingly unrelated models of computation, such as neural networks. As a matter of fact, one of the consequences of our results in this paper is that the two paradigms, local optimality and neural networks coincide.
It was argued in [JPY] that PLS is an important complexity class somewhere "between" FP and FNP --the functional variants of P and NP, containing problems where an output is sought. By "between" we mean here that either equality would probably require a fundamental insight, as it would identify two substantially different modes of computation. In fact, PLS=FNP (more precisely, the existence of an FNP-complete problem in PLS) would imply NP=coNP. Naturally, PLS is a subset of TFNP (for total functions from NP, see [MP] ), the class of search problems in FNP that always have solutions.
Other famous examples are factoring and Brouwer fixpoints. In that context, local optimization can be considered as a "proof style" for membership in TFNP. Another subclass of TFNP, based on a very different proof style and containing Brouwer fixpoints and other important problems, has been recently identified [Pap] .
Most conspicuously absent from the list of PLScomplete problems in [JPY] was the Lin-Kernighan heuristic for the traveling salesman problem. The Lin-Kernighan algorithm is the local search heuristic par excellence, and in many ways it was the motivating example for the work reported in [JPY] . The LinKernighan heuristic generalizes and optimizes the most obvious neighborhood: 2-change. A tour is a 2-change of another if the two tours differ in two edges. The 2-change neighborhood is easy to search, but produces mediocre local optima. 3-change does quite a bit better. But the real performance breakthrough comes from the main idea in [LK] , which is to allow changes of arbitrarily many edges. Among all exponentially many such A-changes, as such neighbors are called, the Lin-Kernighan heuristic makes an efficient, cost-dependent, breadth-first for one level and then depth-first, search for a better A-change. The quality of local optima thus obtained is very impressive. Recent experimental studies [Be, Jo] establish the Lin-Kernighan heuristic as the champion among approaches to large traveling salesman problems. Quoting from [JPY] :
"What we would most like to prove is that the LinKernighan A-change algorithm for the traveling salesman problem is PLS-complete (...) Unfortunately, we at present see no way of extending otlr techniques to this problem."
In this paper we prove this conjecture, see Section 5.
There were reasons why the list of PLS-complete problems in [JPY] was so short. PLS-completeness requires a rather specialized and involved kind of reduction, called PLS-reduction. A PLS-reduction from problem A to B is a polynomial mapping from instances of A to instances of B, plus a polynomial mapping recovering from any local optimum of B a local optimum of A. PLS-completeness proofs tend to be very complicated --and there is plenty of this in the present paper ....
It also appeared that there is a fundamental difficulty with proving PLS-completeness for other than rather complicated neighborhoods: It was conjectured in [JPY] that, for a PLS problem to be PLScomplete, checking local optimality must at least be P-complete, and presumably not be doable in logarithmic space, as in the case of 2-opt, 3-opt, FLIP-SAT (find a truth assignment, for a weighted set of zlauses, that cannot be improved by flipping a variable) and many other natural and simple to state :ocal search problems. This conjecture was disproved by Krentel, who showed that FLIPSAT is PLS-complete [Kr] . Our work here builds on that result. 1
The main motivating application for the work in [JPY] was the study of local search heuristics. However, there are important instances of the local optimality computational paradigm outside the realm of local search heuristics. For a famous example known to be in P since a decade ago, the simplex method implies that linear programming is a local search problem. A problem proposed by Knuth is to find an m x m submatrix B of an m x n matrix A, m < n, such that all entries of B-IA have measure at most one. One can show that this is equivalent to finding an m x m submatrix that is a local optimum with respect to the absolute value of the determinant, when a local change entails deleting a column and inserting another.
Another, very important, example is finding stable configurations in neural networks in the Hopfield model. Consider an undirected graph with integer weights (positive or negative) on its edges. A configuration is an assignment of a label "on" or "off" to each node. A node is happy when the majority of its neighbors, when weighted by the weights of the connecting edges, are whatever the node is, "on" or "off" (that is, the sum of the weights of the edges going to nodes of the same kind is at least as large as the sum of weights to nodes of the opposite kind). The problem is: Given a weighted graph, find a configuration in which all nodes are happy. Such graphs have been proposed [Ho] , and are being actively explored in a literature way too extensive to reference here, both as a plausible model of neural systems and as a feasible model of computation. It is not clear a priori whether a stable configuration exists. In fact, it may not exist if we generalize the problem so that the graph is directed and the weights are not symmetric [Li, Go] . Hopfield defined a natural quadratic form on the labels, and argued that, since in any unstable configuration this function can be increased by making a new node "happy," a stable configuration must exist. That is, Hopfield used a local optimality argument to prove the existence of a stable configuration, a concept theretofore unrelated to local search.
The computational problems related to stable configurations have been studied extensively [Go, Li, HL, Par] ; it had been observed that finding a stable configuration is in PLS, and it was conjectured to be PLS-complete [Par] .
It follows from our results in Section 4 that finding a stable configuration in Hopfield neural networks is indeed PLS-complete.
The obvious algorithm for finding a local optimum ("improve until impossible") is pseudopolynomial [GJ] , since each iteration decreases the cost (and the cost is, in all examples, polynomially related to the input numbers). Thus, if the numbers are small, or in unary, or if the problem is unweighted, then we can find a local optimum in polynomial time.
We show in Section 3 that a host of unweighted locM search problems are P-complete. That is, there appears to be no intermediate parallel (or space) complexity class of unweighted local search problems between FP and FNC, as one might have guessed. Considerations of parallel computation are of interest in the context of local search, since parallelized local search heuristics have already been tried on hard problems such as graph partitioning. Besides, massive parallelism underlies much of the practical work on neural networks. Furthermore, local optimality problems have shown up in the investigation of the "maximal independent set" paradigm in parallel computation [KW, Lub] , by now known to be solvable in NC. It was known that the. maximal independent set problem is a special case of finding a locally maximum cut in an unweighted graph (where the local change is node migration; this is the same as finding a stable configuration in a Hopfield neural network with all weights -1). Luby asked [Lub] whether this problem is P-complete. We show in Section 3 that it is. We should also mention here that our P-completeness result has a positive aspect to it: It establishes that unweighted Hopfield neural nets are a universal model of computation for polynomial time --although, admittedly, our ten-page long construction is a rather poor compiler...
In Section 6 we address another issue, that of the worst-case analysis of local search heuristics. We know that the 2-opt heuristic can wander through an exponential number of changes before it converges, by an ad hoc construction due to Lueker [Lue] . Haken and Luby, also by an ad hoc construction, prove that the steepest-descent local search algorithm for finding stable configurations in Hopfield neural nets is exponential in the worst case [HL] . Such results are annoyingly sparse in the local search literature. It was pointed out in [JPY] that sometimes a PLS-completeness proof can be used to show such a worst-case result. In Section 6 we define a specialized kind of PLS-reduction that always transports worst-case exponentiality between problems. It follows from our results that many local search problems have such exponential counterexamples, as was widely suspected and conjectured. For the problem of finding stable configurations in ttopfield neural nets, our result is stronger than that in [HL] , because it establishes an exponential lower bound independently of the way the next improvement is chosen ([HL] deals with the steepest descent case; Luby recently told us that Haken has independently proved the same result).
Finally, also in Section 6 we point out that PLS problems become quite a bit more complicated if we insist that we obtain not just any local optimum, but a local optimum reachable by local improvements from a given feasible solution. We show that all these problems are PSPACE-complete. This may seem quite surprising, in view of the fact that there are many empirically fast algorithms that solve precisely this problem. To our experience, no other family of PSPACE-complete problems behaves in this positive way. This brings about the challenging open problem of a probabilistic explanation of this favorable empirical behavior. See [Ke, To] for initial attempts in this direction.
The full details of the results reported here appear in two distinct publications, [Pap1, SY].
DEFINITIONS
A problem A in PLS is characterized by several parameters. First, for each input x E E* (e.g., a distance matrix for the traveling salesman problem) we have a set of feasible solutions F~ (e.g., tours in the traveling salesman problem) such that, given z and s, it is easy to decide whether s E Fx. Then, given x, we can in polynomial time produce a feasible solution so E Fx; for example, for the traveling salesman problem, the tour visiting the cities in numerical order. Next, given x and s E F~, we can compute in polynomial time the cost of s (e.g., the length of the tour). Finally, given an x and an s E F~, we can test in polynomial time whether s is local optimum, and, if not, produce a solution with better cost; for the example of the traveling salesman problem, an improved tour differing in two edges. The set of solutions that can come after x in the sequence of improvements comprise the neighborhood of x. A is the following computational problem: Given an input x, find a locally optimal solution s E F~:.
A PLS-reduction from problem A in PLS to another problem B in PLS is defined in terms of two polynomially computable functions f and g. Given an instance z of A, f computes an instance f(z) of B such that, for any local optimum s of f(z), g (s, z) is a local optimum of x. We write that A ~ B. In all our PLS reductions, functions f and g will be not only polynomial, but also logspace-computable.
We shall next define several interesting problems in PLS:
FLIP. This was the original problem shown PLScomplete in [JPY] . All other problems introduced below are shown PLS-complete in the present paper. In FLIP we are given a circuit with many binary inputs and outputs. A solution is an input to the circuit. The cost of a solution (abusing "cost" to refer to maximization problems as well) is the output, read as a binary integer. The neighborhood of an input is all inputs differing from it in only one input bit.
2SAT/FLIP. Instead of a circuit, we have a Boolean formula in CNF with two literals per clause, and weights on the clauses. A solution is a truth assignment. Its cost, to be maximized, is the sum of weights of the clauses it satisfies. The neighborhood of a truth assignment contains all truth assignments differing from the given one in one bit. This problem is used in the proof of Theorem 4. SWAP. The instance is a weighted graph with 2n nodes. A solution is a set of n nodes. The cost, to be minimized, is the sum of the weights of the edges leaving the given set of nodes. Two sets of n nodes are neighbors if their symmetric difference contains two nodes.
MAXCUT/SWAP. The instance is a weighted graph.
A solution is a set of nodes. The cost, to be maximized, is the sum of the weights of the edges leaving ~he given set of nodes. Two sets ofn nodes are neigh~ors if their symmetric difference contains one node. ~TABLE NET. We are given a graph with positive or negative weights wij on its edges. A solution is ~n assignment of label xi G {+1,-1} ,to each node i. The cost, to be maximized is ~i,i wijxizj. Two solutions are neighbors if they differ in the label of only one node. As Hopfield showed [t/o], finding a local optimum in this PLS problem is the same as finding a stable configuration in a neural network, that is, a configuration in which each nodes agrees with the weighted majority of its neighbors. UNWEIGI/TED VERSIONS. All the PLS problems defined above owe their apparent complexity to the integer weights of the clauses, edges, etc. in their instances. In the unweighted version of such a problem, all weights are 1, except for the STABLE NET problem, where the interesting unweighted version has all edge weigh ts -1. LIN-KER.NIGHAN. This problem has instances, feasible solutions, and costs as usually in the traveling salesman problem. There are a number of difficulties in defining the neighborhood. First, the neighborhood structure of LIN-KERNIGHAN is complex, asymmetric, and cost-dependent. More seriously, this neighborhood is defined via a very complicated algorithm, with unspecified parameters and details, and several existing variants and implementations. In the sequel we define a stylized version of the LinKernighan heuristic, which, we believe, captures the spirit of the approach, while being relatively clean. We feel that PLS-completeness is a consequence of the Lin-Kernighan philosophy, and is true of any other reasonable variant or implementation.
We shall next describe how "our" Lin-Kernighan heuristic searches for an improved neighbor of a given tour. (Our goal in the description of the algorithm is clarity, and not efficiency and programming style or succinctness .) The tour is considered as a set T of edges. The cost of edge e is denoted by c(e), and the cost of a set of edges S by c(S). The search of a better neighbor of T proceeds as follows:
Lin-Kernighan Heuristic for Improving Tour T:
Step 1. All 2-changes and 3-changes (tours T ~ = T -X U Y with IXl, IYI _< 3) of T are tried. If one is found with c(T') < e(T), it is the answer sought.
Step 2. We repeat Step 3 for all combinations of edges zl E T and Yl q~ T such that (a) the two edges are adjacent, and (b) C(yl) < c(zl) (this is the toplevel, breadth-first part of the search; the rest (Step 3) is depth-first).
Comment: Notice that, once zl is removed, T becomes a Hamilton path.
Step 3 deals with such a Hamilton path. One of its endpoints (currently the common node of Xl and Yl) is the active endpoint, and will change as the algorithm proceeds; the other will be inactive throughout. Once yl (in our case, i --1) has been added to the Hamilton path, the next edge to go so that a Hamilton path results, xi+l, is determined uniquely. Also, once xi+l is determined, the active endpoint changes, and there is a unique edge ~i+1 that completes the tour (joins the two endpoints).
Recall that, so far, we have determined edges xl and x2 to be deleted from T, and edge Yl to be added. i:=1.
Step 3. Set i := i+1. Consider all edges Yi ~ T leaving the active endpoint such that ~;.=l [c(y,) Step 4. For j:= 2,...,i, letTj = T-{xl,...,xj}U {Yl,..., ~)j}. That is, Tj is the tour that would result if we stopped the procedure at i = j and joined the endpoints. Choose the Tj with the smallest cost. If
c(Tj) < c(T), then Tj is the better neighbor sought.
Otherwise continue at Step 2 with the next choice of xl and Yl.
Step 5. If all choices for xl and yl were tried and no better neighbor was found, T is a local optimum. [] This completes our definition of problem LIN-KERNIGHAN: Given an instance of the traveling salesman problem, produce a tour such that the above algorithm fails to improve it. The search for a Lin-Kernighan improvement takes O(n 4) time.
We end this section with some preliminary PLS reductions, which are very easy when compared to those in Theorems 2, 3, and 4. Thus, all our reductions in the next two sections will concern themselves with NAE+3SAT/FLIP.
P-COMPLETENESS
We prove the following:
Theorem 2. The CIRCUIT VALUE problem logspace reduces to unweighted NAET3SAT/FLIP.
We assume that the circuit consists of only NOR gates. Each gate is represented by a Boolean variable gi. In addition, there are two control variables associated with gi, and 23 more locM variables. The control variables obtain either their natural values, or unnaturM values, which means that the gate is incorrect. We design sets of clauses that guarantee that, at local optimality, the following conditions are The reduction is even more complex than that of Theorem 2. It employs several copies of the system of NAEW3SAT clauses constructed in that proof. The many copies of the circuit are an idea first used in [Kr] : They allow us to precompute the effect of flipping an input. Then a sequence of eleven groups of clauses, employing decreasing and exponentially large weights to make them of decreasing significance, make sure that an input of the given circuit is locally optimal if and only if the corresponding truth assignment is also locally optimal in the constructed clauses We PLS-reduce 2SAT/FLIP to LIN-KERNIGHAN. Given a set of weighted 2-clauses, we construct an equivalent instance of the traveling salesman problem. The instance has "reasonable" weights in just a few of its edges, forming a sparse graph. This graph has a special structure, familiar from other reductions to Hamilton-like problems: Its part corresponding to the variables is a set of pairs of parallel paths (corresponding to truth values for each variable) connected in series, and there is a part corresponding to the clauses. Now that we have 2-clauses, a clause can be represented by a single OR gadget. This gadget can be traversed in four ways (and has thus to be more complicated than usual): It can be picked up by its first literal, or the second literal, or by both, or it can be picked up by the clause if neither literal is true (in which case we are charged a cost equivalent to the weight of that clause). A Lin-Kernighan search is forced by the gadgets to try a complete flip of a variable (this is perhaps the most surprising part of the construction). It can be shown that the only possible local optima under Lin-Kernighan are in a natural correspondence with local optima of the 2SAT/FLIP instance. [] 6. TIGHT REDUCTIONS Let us fix a problem A in PLS and an instance x of A. We define the local search graph of x, G(x), to be the directed graph that has as nodes all feasible solutions of z, and there is an arc from s to s' if s ~ could be the neighbor of s returned by the solutionimproving algorithm of A. From each node of G(x) we consider the shortest path to a sink (local optimum). We let LA(n) be the length of the longest such path in G(x), maximized over all nodes of G(x) and all instances x of A of size n, and considered as a function of n. LA(n) is the worst-case performance of the "standard" algorithm for obtaining a local optimum for problem A, no matter how lucky we are in choosing the next solution. Suppose, however, that we are given a feasible solution, and we are required to obtain a locally optimal feasible solution reachable from the given one by successive improvements. We call this the standard local optimum version of a PLS problem. It is easy to prove that a tight PLS reduction from A to B preserves the complexity of the standard local optimum versions.
The following "generic" completeness result can be obtained by reducing to the standard local optimum version of FLIP a "dated" version of the PSPACE-complete problem context-sensitive recognition [G J] (in our "dated version" a string has attached to it the date of its production, which is also its cost to be maximized):
Lemma 4. The standard local optimum version of FLIP is PSPACE-complete.
Proof. Clearly, the standard local search algorithm for FLIP, as well as any other problem of PLS, can be implemented in polynomial space. To show PSPACE-hardness, we note that the generic reduction to FLIP as given in [JPY] is tight. Therefore, it suffices to exhibit a problem in PLS whose corresponding standard local optimum version is PSPACE-complete.
Let M be a deterministic linear-bounded automaton whose acceptance problem is PSPACEcomplete (see [GJ] problem AL3). As usual, a configuration of M for inputs of length n consists of the state of M, the position of the head, and a stringth of length n over the tape alphabet of M; the number of configurations is at most T = csupn for some constant c. Consider the following local search problem A. The instances of A are the same as the inputs of M. An instance x of length n has as solutions all pairs (e, t) where c is a configuration of length n and t is an integer between 1 and T. The weight (to be maximised) of solution (c, t) is t. If t = T, then the solution (c, l) does not have any neighbor, otherwise it has a unique neighbor (d,t + 1) where d is the configuration resulting from c after one step of M (if e is a halting configuration, we let c I = c). Clearly, problem A is in PLS. Let co be the initial configuration corresponding to the input x. The standard algorithm starting from the solution (co, 1) will arrive at a localy optimal solution of the form (e!, T). The input x is accepted by M if and only if the state of the final configuration el is accepting. Thus, the standard local optimum problem for A is PSPACEcomplete. [] Theorem 6. The standard local optimum versions of the problems NAE+3SAT/FLIP, MAX-CUT/SWAP, 2SAT/FLIP, SWAP, STABLE NET, and LIN-KERNIGHAN are PSPACE-complete. [] 
