We consider the problem of checking whether an elliptic curve defined over a given number field has complex multiplication. We study two polynomial time algorithms for this problem, one randomized and the other deterministic. The randomized algorithm can be adapted to yield the discriminant of the endomorphism ring of the curve.
Introduction
It is a well known fact that the endomorphism ring of an elliptic curve over a number field is isomorphic to either Z or an order in an imaginary quadratic field. If the latter holds then the curve is said to have complex multiplication (CM.) Elliptic curves with complex multiplication have found applications in cryptography and coding theory, since there are closed form expressions for the number of points on such curves modulo prime ideals. This property was also utilized in the Atkin-Morain primality proving method [AtMor93] . Constructing elliptic curves with complex multiplication is computationally very expensive. In this article we show that testing an elliptic curve for CM is easy.
If one fixes the number field over which the curves are defined, then CM testing becomes very easy, albeit with considerable pre-computation. For this reason we consider the number field as being part of the input (this issue is explained in section §3). Once one defines the problem in this way, an approach immediately suggests itself: transform the method of constructing curves with complex multiplication into a solution for this problem. Unfortunately, to implement this method one needs good effective lower bounds on class numbers of imaginary quadratic fields, which is a notorious open problem. This approach and its analysis is the subject of §4.
Our next approach, discussed in §5, uses the elegant results of Deuring on the reduction of endomorphism rings of elliptic curves and Serre on the density of supersingular primes. The approach is based on the observation that supersingular primes are plentiful for curves with complex multiplication. This yields a two-sided error probabilistic polynomial time algorithm for this problem. We also show how this method can be adapted to find the discriminant of the endomorphism ring, but the analysis of this stage of the algorithm presents some challenging open questions. However, we can use the results we obtain here to make the error in the randomized algorithm one-sided. A similar algorithm is sketched in [CNST98] without a precise analysis of the probability of failure and the running time. We improve their results in two ways. First, our algorithm is simpler to implement. Second, unlike theirs, our proof is rigorous and does not rely on unproven heuristic assumptions.
Y 2 Z = X 3 + AXZ 2 + BZ 3 (1) with A, B ∈ L and 4A 3 + 27B 2 = 0. If E is an elliptic curve that is given by an equation of the above form, then we define the discriminant of E by ∆ E = −16(4A 3 + 27B 2 ) and the j-invariant of E to be the quantity
For the rest of the article, an elliptic curve over a number field L is a curve given by an equation of the form (1) with coefficients in L.
2.1. Structure of the Endomorphism ring. Let E 1 , E 2 be two elliptic curves defined over L.
Hom(E 1 , E 2 ) is the set {φ | φ : E 1 → E 2 is an isogeny}. Hom(E 1 , E 2 ) is given a group structure by defining addition of maps pointwise. End(E) as a set is defined to be Hom(E, E). End(E) is a ring with multiplication defined to be composition of isogenies. The multiplication-by-m map [m] belongs to End(E) for each m ∈ Z. In fact, the map Z → End(E) given by m → [m] is an injection of rings. The following result of Deuring gives the possibilities for End(E).
Theorem 2.1 (Deuring). Let E/L be an elliptic curve, then End(E) is either Z or O, an order in an imaginary quadratic field K.
Suppose E/L is an elliptic curve with O = End(E) = Z. Then we say that E has complex multiplication (by O.) Sometimes, for brevity, we write "E has CM" instead of "E has complex multiplication." 2.2. Weil Height. We introduce the notion of the Weil height of an algebraic number which we need in §6.
Definition 2.2. Let α ∈ Q be an algebraic number with minimal polynomial
Then the absolute logarithmic Weil height (or just Weil height) of α is defined to be the quantity
With the notation of the definition, we have the following useful bound ([Fel82] Lemma 8.2)
Thus the Weil height of an algebraic number is bounded polynomially by the encoding length of its minimal polynomial. Also, we denote the quantity i |a i | by w(α).
If E/L is an elliptic curve we define the Weil height of E to be h(j E ), the Weil height of its j-invariant.
The Problem
The computational problem that is the focus of this article is the following:
Complex multiplication of elliptic curves:
Input: A number field L, and an elliptic curve E :
Question: Does E have complex multiplication?
We will assume that L = Q(j E ), since E always has a model over Q(j E ) and we can restrict to the subfield generated by j E . The input is specified by giving the minimal polynomial of A and B from which the minimal polynomial of j E can be determined efficiently. The size of the input is measured by the size of the encoding of the minimal polynomials of A and B. The encoding length of a polynomial p(x) = a 0 x d + a 1 x d−1 + · · · + a d , with integer coefficients, is defined to be the quantity 0≤i≤d max{1, log |a i |}. Note that the encoding length of a non-zero polynomial p(x) is at least the degree of p(x).
Our main concern is the complexity of the above decision problem. A consequence of the algorithms presented in this article is that the above decision problem is in P. Next, we explain why the number field needs to be part of the input.
The complex points on E, namely E(C), has a particularly simple interpretation as C/L E , where L E is a rank 2 lattice such that L E ⊗ Z R = C. In this description, isomorphic elliptic curves correspond to lattices that differ by a non-zero complex scalar ([Sil86] VI Ex. 6.6). Suppose E/C is given by a lattice L E , then there is an isomorphic elliptic curve given by the lattice
There is a simple criterion for deciding when E has complex multiplication, provided E is given as C/(Z + Zτ E ) ([Sil86] Theorem VI.5.5):
Let τ be an imaginary quadratic number with minimal polynomial ax 2 + bx + c and gcd(a, b, c) = 1. Then the discriminant of τ is b 2 − 4ac.
Theorem 3.1.
Then E has complex multiplication by an order O D of discriminant D iff τ E is a quadratic number of discriminant D as defined above.
We also have the following important theorem (see [Coh93] Theorem 7.2.14 or [Sil94] Chapter 2):
Theorem 3.2. Let τ ∈ H be an imaginary quadratic number, and let D be its discriminant. Then j(τ ) (here j is the usual modular j-function) is an algebraic integer of degree equal to h(D), where h(D) is the class number of the imaginary quadratic order of discriminant D. More precisely, the minimal polynomial of j(τ ) over Z is the equation (X − j(α)), where α runs over the quadratic numbers associated to the reduced forms of discriminant D.
We can interpret Theorems 3.1 and 3.2 as follows. If E/L has complex multiplication by O D , an order of discriminant D, then its j-invariant has only h(D) possibilities, and is an algebraic integer of degree h(D). Noting that h(D) → ∞ as D → −∞, one concludes that if we fix a number field L, then there are only finitely many j-invariants of elliptic curves defined over L that have complex multiplication. In other words, if we fix any L, the problem of checking when an elliptic curve over L has CM becomes trivial from a complexity viewpoint: pre-compute this list of j-invariants for the field and check if the curve is one of them. The pre-computation cost though prohibitive is still a computation that requires only O(1) time. For instance, the list for L = Q is given in §7.2 of [Coh93] . This is why we insist on the field being part of the input.
Remark 3.3. The j-invariants of elliptic curves with CM are called singular moduli, and these enjoy many nice properties. They turn out to be algebraic integers and generate dihedral extensions of Q. Furthermore, in an important paper Gross-Zagier ([GZ85]) derived a formula for the prime ideal factorization of j(τ 1 ) − j(τ 2 ) where τ 1 , τ 2 generate maximal quadratic orders with coprime discriminants. Such numbers are divisible by many primes of small norm. There is even a conjectural extension of this work to the case where the τ i do not generate maximal orders; see [Hut98] . We utilize some of these properties in §6.
A Direct Approach
We can turn the results of Theorems 3.1 and 3.2 into an algorithm for checking if an elliptic curve has CM as follows. First compute the Hilbert class polynomials H D = (x − j(α)), where α runs over the quadratic numbers associated to the reduced quadratic forms of (negative) discriminant D. Next we check if the j-invariant of the elliptic curve is a root of this polynomial. If so, we know that E has CM by an order of discriminant D. This computation can be done in |D| O(1) time (cf.
[Sch85] §4). One does this for each D ≡ 0, 1 mod 4 until the degree of H D exceeds the degree of the field of definition of the elliptic curve. At this point we declare that the curve does not have CM.
The problem with the above approach is: When do we stop trying new discriminants? The Brauer-Siegel theorem says that h(D) grows roughly as |D| 1 2 , but this bound is not effective. We need an explicit lower bound for the class number in terms of the discriminant to be able to decide when to stop. This is a hard problem, first studied by Gauss. Only recently the following explicit bound was proved by Gross, Zagier, Goldfeld and Osterlé (see [Zag84, GZ86] ):
otherwise.
Using the fact that the class number of an order is a multiple of the class number of the quadratic field associated to it, and the observation that if D has t prime factors then 2 t−1 | h(D) (by Gauss's genus theory), we obtain an effective lower bound on h(D). This results in a method whose running time is exponential in the degree of the field.
The Randomized Algorithm
The randomized algorithm is based on the observation that if E/L has CM, then there is an abundance of supersingular primes. This differs from the case where E does not have CM. We describe the algorithm first:
Input: A number field L and E :
Steps:
(1) If j E is not an algebraic integer, output "E does not have CM."
(2) Pick a prime p at random in the interval I = [2 · · · (h exp(n 2+ǫ ) max{w(A), w(B)}) c ], where c, h and ǫ are positive constants and n = [L : Q].
(3) Find the decomposition of (p) = i P e i i , where P i are prime ideals of O L (the ring of integers of L). If this step fails go back to step (2). (4) Choose a prime in this factorization uniformly at random (say) P, treating the e i copies of P i as distinct. (5) If N L/Q P lies outside the interval I then go to step (2). (6) With probability 1 deg P proceed with the next step; otherwise, return to step (2). (7) Compute the reductionẼ of E mod P. If this step does not suceed return to step (2). (8) Compute a P , the trace of the Frobenius endomorphism ofẼ. (9) If a P = 0 mod p then output "E probably has CM"; otherwise, output "E probably does not have CM."
First we argue that all the steps can be done efficiently, and also bound the probability of failure in some of the steps.
Step (1) can be done by computing the minimal polynomial of j E and checking if it is monic with integer coefficients. This can be done in polynomial time [Len91] .
Step (2) can be done efficiently using our source of random bits and randomized primality testing methods.
To find the splitting of the prime p we make use of Theorem 4.8.13 in [Coh93] , which leads to a randomized polynomial time algorithm. This algorithm not only provides us with the prime factorization (p) = i P e i i but also gives us the isomorphism O L /P ∼ = F p d , where P ⊇ (p) is a prime and d = deg(P). The isomorphism can be used to compute the reduction of the curve in step (7). The prime decomposition method we suggest will fail if the prime p divides the index [O L : Z[θ]], where θ = j E (note that θ is an algebraic integer as a consequence of the check made at step (1)). The number of primes for which this failure can occur is bounded by the number of primes that divide the discriminant of the order Z[θ]. Since this order has a basis of the form 1, θ, θ 2 , · · · , θ n−1 , its discriminant is that of its minimal polynomial T (x) = x n + a 1 x n−1 + · · · + a n . Using the Hadamard bound, we see that the number of primes dividing the discriminant is bounded by log ( i (na i ) 2 ) 2n−1 which is still polynomial in the input length. The reduction of the elliptic curve can be done in step (7) if p |N L/Q ∆ E and this again excludes only a few primes. Thus, if c and h are large enough the probability that we pick a prime for which either step (3) or (7) fails will be negligible.
Step (8) can be done in polynomial time using, for instance, Schoof's algorithm [Sch85] .
We now explain the reason for sampling the primes as we do in steps (2) -(5). We wish to pick primes P uniformly at random from the primes of O L whose norm lies in the interval I. The sampling method we use is acceptance-rejection sampling and this ensures that we pick primes according to our requirement.
Firstly, if E has CM then its j-invariant is an algebraic integer (Theorems 3.1 and 3.2), and step (1) checks that this holds. Next, we argue that if E has complex multiplication then with nonnegligible probability the algorithm will output that E probably has CM. For this we need a theorem of Deuring ([Lan87] Chapter 13 §4):
Theorem 5.1 (Deuring). Let E/L be an elliptic curve with complex multiplication by an order O E of an imaginary quadratic field K. Let P be a prime ideal over the rational prime p. Assume that E has good reduction at P. Then E mod P is supersingular iff p either ramifies or remains inert in K.
Let E be an elliptic curve over a finite field F p d . Then E is supersingular iff it has no p-torsion points. This is equivalent to the trace of the p d -power Frobenius endomorphism being a multiple of p ([Sil86] V. Ex. 5.10). Thus step (9) checks if E has supersingular reduction at the prime P.
Suppose E/L is a curve with complex multiplication by an order in the imaginary quadratic field K = Q( √ D) (where D is the discriminant of K.) Then by Theorem 5.1 the primes where E has supersingular reduction are precisely those primes that are either ramified or inert in K. The primes that ramify are those that divide the discriminant D, and the primes p that remain inert are those for which D p = −1. This immediately suggests that the proportion of such primes can be worked out by choosing primes in certain arithmetic progressions mod D. However, since the discriminant of the field K depends on the input, we need a result that is uniform in the modulus D. Indeed, using quadratic reciprocity and the uniform prime number theorem for arithmetic progressions ([Dav00] Chapter 20) one can show the following theorem:
and let δ > 0 be fixed. Then there is a positive effective constant c > 0 depending on δ such that if
To apply Theorem 5.2 we need to ensure that |D| ≤ log 1−δ x. In other words, we need to pick primes in an interval which is longer than exp(|D| 1 1−δ ) for some δ > 0. At this point we apply Siegel's theorem to get a bound on |D| in terms of the degree of the field over which E is defined. We use Siegel's theorem, even though it is ineffective, because the ineffectiveness affects only the error term in the success probability of the algorithm. This does not affect the implementation of the algorithm. 2) that we have a positive density of supersingular primes. In summary, we have proved the following theorem:
Theorem 5.4. Fix any ǫ > 0 and let E/L be an elliptic curve with CM. If p is a prime picked uniformly at random in an interval containing [2 · · · exp([L : Q] 2+ǫ )] and E has good reduction at P ⊇ (p), then the probability that E has supersingular reduction at P is at least 1 2 + o(1), the error term being ineffective.
We have shown that about 1 2 of the rational primes give us primes of supersingular reduction for E. But our algorithm selects primes P of O L that are most likely degree 1 primes. We need to ensure that this somehow does not bias against the primes of supersingular reduction for E. To 6 argue this we consider the following diagram of fields: 
If P is a (degree 1) prime of Q(j E ) that remains inert in Q( √ −D, j E ) then its norm (a rational prime) remains inert in Q( √ −D). Such a prime P is a supersingular prime if E has good reduction at P. Thus we have shown that half of the degree 1 primes of L are indeed primes of supersingular reduction for E. In particular, if our algorithm is given an elliptic curve with CM, then it outputs "E probably has CM" with probability ≥ 1 2 + o(1).
Now suppose E/L does not have CM. Then we show that the probability that we pick a prime p, where E has supersingular good reduction at a prime above p goes to 0. For this we use a result of Serre ([Ser81] §8) that says:
Theorem 5.5. Let E/L be an elliptic curve that does not have CM and let π E,0 = ♯{P : P a prime of O L , N L/Q P ≤ x, E has supersingular reduction at P}.
Then for δ > 0
The implicit constant depends only on δ.
Remark 5.6. Serre states his theorem only for elliptic curves over Q but the proof works for elliptic curves over number fields too. We sketch a proof of a weaker form of Theorem 5.5 in §6. There are stronger versions of this result, most notably due to Noam Elkies with some restrictions on the number field [Elk91] , but the weaker version is sufficient for our purpose. For curves defined over Q, a famous conjecture of Lang and Trotter predicts that
Theorem 5.5 immediately gives us the following result:
Theorem 5.7. Suppose E/L is an elliptic curve that does not have CM. If P is a prime picked uniformly at random among those whose norm lies in the interval [2 · · · x], then the probability that E has supersingular reduction at P tends to 0 with x.
Putting Theorems 5.4, 5.5 and the remarks following Theorem 5.4 together, we see that if E/L has CM then the output of the algorithm is correct with probability 1 2 + o(1), and if E/L does not have CM then the output is correct with probability 1 − o(1). This shows that we have a two-sided error randomized polynomial time algorithm for checking when an elliptic curve over a number field has CM. If one needs to improve the confidence of the algorithm, then one can use the standard boosting idea of repeating the algorithm independently many times and taking the majority vote (cf. [Pap95] Corollary to Lemma 11.9).
In the Appendix we tabulate the ratio of supersingular primes to all the primes, considering only primes of norm ≤ 10 5 , for certain curves. One sees that for curves with CM, this ratio is already close to 1 2 , and for curves without CM it is very small. 5.1. Finding the discriminant of End(E). Suppose E/L is an elliptic curve with CM. Then even at the primes where E has non-supersingular good reduction, the trace of Frobenius gives important information. The following theorem of Deuring is the main tool we use ([Lan87] Chapter 13 §4, Theorem 12):
Theorem 5.8 (Deuring). Let E/L be an elliptic curve with CM by O E , an order in an imaginary quadratic field K. Assume that p is a rational prime that splits completely in K and that P ⊇ (p) is a prime of L above p. Suppose that E has good non-supersingular reductionẼ at P and that p does not divide the index
Let E/L be a curve with CM by O E . Suppose we pick a prime of good reduction P of L and find that a P = 0 mod p for the reductionẼ (where a P is the trace of Frobenius onẼ). Then assuming p does not divide the index of O E (which happens with high probability), we get from Theorem 5.8 that O E = End(E) ∼ = End(Ẽ). SinceẼ is an elliptic curve over a finite field F p d , (d = degree of P) the p d -power Frobenius endomorphism φ satisfies
as an element of End(Ẽ). Since the latter is an order with discriminant D O E (say) equation (3) implies that
for some m P ∈ Z. SinceẼ is not supersingular this quantity is never 0. The idea is to pick different primes P i (assume that the reduction of the curve is non-supersingular), and compute the quantities w i = a 2 P i − 4p d and gcd(w i ). One then hopes that this gcd gives D O E . Unfortunately, this need not happen, for example, if E has rational 2-torsion then a P is even and so 4 will always divide the gcd that we compute. The best we can hope is for the gcd to be a small square multiple of the discriminant. We are unable to argue that gcd(w i ) quickly converges to a "small" multiple of the discriminant. Another piece of information that equation (4) and Hasse's bound yield is this. If 4p d < |D O E |, then the hypotheses of Theorem 5.8 must fail. Thus the curve either has bad reduction, or supersingular reduction, or p must divide the index of the order O E . In the last case it turns out that the endomorphism ring ofẼ is an order of index [O K : O E ]/p r , where p r is the largest power of p dividing the index of O E . Thus we get some information about the index of O E . If, on the other hand, E does not have CM, then the w i should behave randomly and we should get gcd(w i ) to divide 4 very quickly. Again, we are unable to prove this.
We can use the ideas here to make the error in the randomized algorithm one-sided. Taking a bunch of primes P i and reducing the curve we can find the quantity w i (for those primes of ordinary reduction). If gcd(w i ) = 1, then we know for certain that the curve does not have CM. However, we cannot prove that if E does not have CM, then this will happen for a reasonable number of primes P i . The method in [CNST98] also incorporates a similar idea, but in their proof (of Theorem 3) they claim, in essence, that the w i behave like random numbers without proof. If one uses this one-sided error version, then its running time analysis needs the heuristic assumption that the w i behave like random numbers if E does not have CM.
We can, however, follow a different approach to make the error in the randomized algorithm onesided and also give a rigorous proof of the behavior of the algorithm. Suppose E/K is a curve with CM by O E and ℓ is an auxiliary prime. Let P be the set of degree 1 primes P of O K such that E has good reduction at P and a P ≡ 0 mod ℓ. Then by (4) we have that for each prime P in P
where p is the norm of P. In other words, the Legendre symbol p ℓ is the same for any prime P in P of norm p. The following theorem shows that this does not happen if the elliptic curve does not have complex multiplication.
Theorem 5.9. Let E/K be an elliptic curve without complex multiplication, let ǫ ∈ {1, −1} be fixed and let ℓ be a prime. If ℓ is large enough, then the set of degree 1 primes (of O K ), P, where E has good reduction, a P ≡ 0 mod ℓ and p ℓ = ǫ is infinite (here p is the norm of P). Moreover, there is a constant proportion of such primes.
We postpone the proof of the theorem to the next section. We can use Theorem (5.9) to make the error in the randomized algorithm one-sided. Taking a bunch of primes P i at random and reducing the curve mod P i we can find the quantity w i . Then pick a prime ℓ and check that w i ℓ is the same in each case where a P i ≡ 0 mod ℓ. If this is so, we declare that the elliptic curve probably has CM. If not, the curve definitely does not have complex multiplication, and furthermore, theorem (5.9) says that this happens with non-negligible probability.
The Deterministic Algorithm
This method uses the galois representations that are afforded by the elliptic curve. We briefly describe such galois representations in the next subsection. 6.1. Galois Representations from Elliptic curves. For more on this subject the reader should consult Serre ([Ser89] ) and also Silverman ([Sil86] III §7). Let E/L be an elliptic curve and let ℓ be a prime. The set of ℓ-torsion points on E is
where ∞ is the identity on E. It is known that E[ℓ] ∼ = (Z/ℓZ) × (Z/ℓZ) ([Sil86] III §6.4). Let G L = Gal(L/L) be the absolute galois group of L. If K ⊇ L is a galois extension, then G L acts on E(K) (the points on E(C) with coordinates in K) by sending the point (x : y : z) to (x σ : y σ : z σ ) for σ ∈ G L . G L also acts on E[ℓ] since the multiplication by ℓ maps are defined over L. Thus we get a map
This is a continuous group homomorphism (with profinite topology on G L and discrete topology on GL 2 (F ℓ )) and gives us a representation of G L . Now if σ ∈ Gal(L/L(E[ℓ])) then it acts trivially on E[ℓ]. Thus the representation factors through the extension L(E[ℓ]) and we get a representation of Gal(L(E[ℓ])/L):
The representation is clearly injective. It turns out that Im ρ ℓ depends critically on whether E has CM or not. We discuss this next. Theorem 6.1. Let E/L be an elliptic curve that does not have CM. Then for all large enough primes ℓ, the representation ρ ℓ is surjective, i.e., ρ ℓ (G L ) = GL 2 (F ℓ ). This means that
for all but finitely many primes ℓ.
We illustrate the power of this theorem by sketching a proof of the following result. Proof : Fix a prime ℓ. We need the following fundamental compatibility between the Frobenius at a prime P of L and the Frobenius on E mod P via the representation ρ ℓ . Suppose P is a prime where E has good reduction, and assume that P does not divide the discriminant of L. Then
where a P is the trace of Frobenius on the curve.
Let ℓ 0 be such that for all primes ℓ ≥ ℓ 0 the representation ρ ℓ coming from E is surjective. Now for any prime ℓ ≥ ℓ 0 we have that Gal(L(E[ℓ])/L) ∼ = GL 2 (F ℓ ). Let S 0 be the set of primes {P : E has good reduction at P and a P = 0}.
Note that the set S 0 contains all the degree 1 primes where E has supersingular reduction. The Chebotarev density theorem says that the density of primes P such that Tr(ρ ℓ (Frob P )) ≡ 0 mod ℓ is exactly the ratio r ℓ = ♯{Trace 0 conjugacy class of GL 2 (F ℓ )} ♯GL 2 (F ℓ ) .
A quick calculation shows that r ℓ ≪ 1 ℓ . Now lim ℓ→∞ r ℓ = 0, proving that the density of the set S 0 is 0 (counted by norm). The set of primes of L which are of degree > 1 are already density 0, when we are counting by norm. So that even among the degree 1 primes there is only a density 0 subset where E has supersingular reduction.
We can use Serre's result to provide a proof of Theorem 5.9. Proof :(of Theorem 5.9) Let E/K be an elliptic curve without complex multiplication, and let ℓ be a prime large enough so that the Galois representation
is an isomorphism. GL 2 (F ℓ ) has exactly one subgroup of index 2, namely, the matrices whose determinant is a square modulo ℓ. This means that either K( √ ℓ) or K( √ −ℓ) is linearly disjoint from K(E[ℓ]) (we are also assuming that √ ±ℓ / ∈ K, but this is true for large enough ℓ). Assume without loss of generality that K( √ ℓ) is disjoint from K(E[ℓ]). Then the compositum of the two fields,
, has Galois group Z/2Z × GL 2 (F ℓ ). The Chebotarev density theorem implies that there is a constant proportion of primes of O K whose Frobenius lies in the conjugacy class of trace 0 matrices while remaining inert (resp. split) in the extension K( √ ℓ). These are exactly the primes at which the reduction of elliptic curve has trace of Frobenius ≡ 0 mod ℓ and for which ℓ is a quadratic non-residue (resp. residue) modulo the prime. An application of quadratic reciprocity now leads to the statement of the theorem. Now consider the following diagram of fields:
is an abelian subgroup of Gal(L( √ D, E[ℓ])/L), furthermore, it has index 2. This implies that Gal(L( √ D, E[ℓ])/L) is solvable. Therefore Gal(L(E[ℓ])/L), being a quotient of a solvable group, is also solvable. We have thus proved: Theorem 6.4. Suppose E/L is an elliptic curve with complex multiplication, and ℓ a prime. Then Im ρ ℓ is solvable.
6.4. The algorithm. The idea is to use Theorems 6.1 and 6.4 to check if E has CM. We pick ℓ ≥ 5 and large enough so that if E did not have CM then ρ ℓ would have to be surjective. Since SL 2 (F ℓ ), a subgroup of GL 2 (F ℓ ), is not solvable for ℓ ≥ 5, GL 2 (F ℓ ) is not solvable for ℓ ≥ 5. In summary, if ℓ is large enough, then Gal(L(E[ℓ])/L) is solvable iff E/L has complex multiplication. The extension L(E[ℓ])/L is of degree ≤ ♯GL 2 (F ℓ ) = (ℓ 2 − 1)(ℓ 2 − ℓ). Solvability of this extension can be checked in polynomial time, provided, ℓ is bounded polynomially in the input length. This can be done by computing the ℓ division polynomial of E and using the algorithm of Landau and Miller [Len91] . To complete the description of the algorithm we need to decide how large an ℓ to take. The following theorem of Masser and Wüstholz [MWü93] allows us to do that. Theorem 6.5. There are absolute constants c, γ (γ is effectively computable) with the following properties. Suppose E is an elliptic curve of Weil height h defined over a number field L of degree d, and assume that E does not have complex multiplication.
(1) If ℓ > c(max{d, h}) γ , then ρ ℓ (G L ) contains the special linear group SL 2 (F ℓ ).
(2) If, further, ℓ does not divide the discriminant of L, then ρ ℓ (G L ) = GL 2 (F ℓ ).
If ρ ℓ contains SL 2 (F ℓ ) for ℓ ≥ 5 then it is already non-solvable, thus we get the following result:
Theorem 6.6. There are absolute constants c, γ (γ effective) with the following property. Suppose E/L is an elliptic curve of Weil height h, d = [L : Q], and ℓ > max{c(max{d, h}) γ , 5} is a prime. Then E has complex multiplication iff Gal(L(E[ℓ])/L) is solvable.
Since the Weil-height of the elliptic curve is bounded polynomially by the input length, we get a deterministic polynomial time algorithm to test if E/L has complex multiplication. Unfortunately, the constant in the running time has not yet been made effective. Serre has conjectured that the lower bound on the primes for which ρ ℓ is surjective for curves without CM over L should only depend on L and not on the curve [Ser72] §4.3. For all the curves (without CM) we tested ℓ = 5 or 7 already gave non-solvable extensions. It must be noted however, that there are curves over Q for which ρ ℓ is not surjective if ℓ < 47. Minimal polynomial of j-invariant π E,0 (10 5 ) π(10 5 )
x 5 − 12x 4 − 65x 3 − 33x 2 − 22x − 51 0.0032
x 5 − 78x 4 + 28x 3 + 14x 2 − 92x + 19 0.0036
x 5 + 25x 4 + 7x 3 + 25x 2 + 96x + 92 0.0035 x 5 + 71x 4 − 71x 3 + 41x 2 + 61x + 93 0.0034 x 5 + 23x 4 + 84x 3 − 17x 2 − 36x + 62 0.0031 x 5 − 94x 4 − 74x 3 + 78x 2 + 51x − 10 0.0033 x 5 + 79x 4 + 97x 3 + 5x 2 − 78x − 39 0.0033 x 5 + 68x 4 − 17x 3 + 99x 2 − 34x − 93 0.0025
Appendix
In this appendix we tabulate the ratios of supersingular to ordinary primes for some elliptic curves. In each case if E/L is an elliptic curve, we computed the ratio π E,0 (10 5 ) π(10 5 ) = ♯{P prime of O L : P relatively prime to ∆ E and N L/Q (P) ≤ 10 5 } ♯{P prime of O L : N L/Q P ≤ 10 5 } .
All our computation was done using MAGMA version 2.10 [BC03].
In Table 1 we give the results for elliptic curves with complex multiplication. To prepare this table we picked elliptic curves with CM by the maximal orders of Q( √ −p) with p a prime in the range 50 ≤ p ≤ 100. We ignored those p for which the class number of Q( √ −p) is 1, since these curves are then defined over Q. The entries in the table are listed in increasing order of the prime p.
In Table 2 we give the results for elliptic curves without complex multiplication over a degree 5 number field. The table was prepared by picking random monic polynomials of degree 5 and using a root of the polynomial as the j-invariant of the elliptic curve. We verified that these curves do not have CM by using the criterion described in ( §5.1). We see that the results of these experiments are consistent with Theorems 5.4 and 5.5.
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