Heralded single-photon sources with on-demand readout are promising candidates for quantum repeaters enabling long-distance quantum communication.
Experimental setup. A vapour cell filled with caesium atoms, placed in a homogeneous magnetic field, is the basis for our experiment ( fig. 1a) . Paraffin coating of the cell walls preserves the atomic spin coherence upon hundreds of wall collisions. The cell is aligned within a low finesse (F ≈ 18) asymmetric cell cavity, enhancing light-atom interaction. The light leaving the cell cavity passes through polarization and spectral filtering stages before detection by a single-photon counter (see Methods). We initialize the caesium atoms via optical pumping into |g ≡ |F = 4, m F = 4 . A far-detuned, weak excitation pulse, linearly polarized perpendicular to the magnetic field, randomly scatters a photon via spontaneous Raman scattering ( fig. 1c) . We herald the creation of a long-lived symmetric Dicke state [46] in |s ≡ |F = 4, m F = 3 upon detection of such a photon scattered into the cell cavity mode. Since the transverse Gaussian profile of the cavity mode is narrower than the cell width, such detection events tend to be associated with asymmetric collective excitations distributed only on the atoms inside the beam at the time of detection, and consequently having a very limited lifetime. We overcome this by using motional averaging [38] , extending the duration of the single photon wave packet, thus allowing for the atoms to cross the excitation beam several times. This is achieved by a narrowband spectral filter, consisting of two optical cavities. The spectral filter adds a random delay to the heralding photon, thus erasing "which path" information and ensuring that a detection event is equally likely to originate from any of the atoms, resulting in a long-lived symmetric collective excitation. The other purpose of the filtering cavities is to separate the excitation light from the scattered photon.
After a controllable delay τ D , the collective excitation is converted into a readout photon by a second, far-detuned pulse ( fig. 1d ). Creating the collective excitation between Zeeman levels allows us to profit from their long coherence times. However, the small Zeeman splitting of ν Z = 2.4 MHz presents a challenge for filtering out the excitation light. With our setup we achieve a suppression of the excitation light relative to the desired photon transmission by nine orders of magnitude. The read excitation light is chosen such that the readout photon is similar to the heralding photon in frequency and polarization. Thus only a single filtering and detection setup is required for both heralding and readout.
We start our experimental sequence by locking all cavities and initially optically pumping the atoms (fig. 1b) . The following cycle comprising optical pumping for state re-initialization followed by write and read excitation pulses with controllable delay, is repeated up to 55 times before the sequence restarts, resulting in an average experimental repetition rate of up to 1 kHz. . a, The caesium vapour cell is aligned with the Gaussian mode of the cell cavity. Optical pumping along the homogeneous magnetic field B prepares the atoms in the |g state. The excitation beam is coupled into the cell cavity. Forward-scattered photons passing through the two filtering cavities are detected with a single-photon detector, while the excitation light is filtered out by the cavities and a Glan-Thompson polarizer. b, The experimental sequence includes up to 55 cycles comprising pump, write and read pulses after each cavity locking period. The delay is defined as the difference between the on (off) times at half maximum for the read (write) pulses. c, The write excitation pulse (solid line) acts on the atomic ensemble initially prepared in |g and creates a single collective excitation in the Zeeman level |s . It also couples to the |F = 5, m F = 5 excited state (dashed line) which has a slight influence on the collective excitation state. d, The read excitation pulse converts the collective excitation back into a photon. Simultaneously it acts on the initial state |g (dashed line) creating more excitations, thus leading to spurious FWM noise.
Spectrum of scattered photons. First, we analyse the spectrum of the scattered photons by varying the resonance frequency of the spectral filter. A weak write excitation pulse with a duration of about 33 µs is sent, and the photons transmitted through the filtering stages are detected (see fig. 2a ). The frequency of the scattered photons is blue-detuned by ν Z with respect to the write excitation. We observe a narrow-band component associated with the symmetric Dicke state, above a broad background which is due to scattering associated with short-lived asymmetric excitations of the atoms. The width of the narrow peak is determined by the width of the spectral filter. We define the write efficiency to be the ratio of these contributions, which is equal to (63±1)%. It corresponds to the probability of having created a symmetric Dicke state upon detection of a scattered photon during the write process. The mean number of counts per pulse at zero detuning of 0.014 leads to 0.23 scattered photons per pulse in the cell cavity mode after correction for the detection efficiency and the escape efficiency out of the cell cavity. Counts from leakage of the excitation pulse are completely suppressed by polarization and spectral filtering. Further background counts are negligible during the write pulse.
A read pulse is sent after the end of the write pulse, with τ D = 30 µs and a similar energy. The frequency of the read pulse is blue-detuned by 2 × ν Z from the write pulse such that the desired read-out photons have the same frequency as the heralding photons. Scanning the filter resonance we observe a narrow peak above a broad background and an extra noise component ( fig.  2b ). The narrow peak contains the retrieved photons, while the extra noise is due to the read excitation light leaking through the spectral filter. Due to linear birefringence caused by detuning-dependent atom-light interaction, and different phase-shifts for the write and read excitation pulses arising from the temporal decay of the initial atomic state, the polarization filtering cannot be optimized for write and read excitation light simultaneously. When repeating the same experiment without a write excitation pulse, we still observe a significant contribution in the number of read detection events. This is because the splitting of the two ground states is small compared to the detuning from the excited states, such that the read excitation field couples |g and |s via both the |m F = 3 (dashed transition in fig. 1d ) and |m F = 4 excited manifolds with comparable strength. The read excitation thus creates atomic excitations through transitions from |m F = 4 to |m F = 3 and simultaneously reads them out by driving them back. This FWM process leads to short-term non-classical correlations, which, however, cannot be resolved with our setup and are mixed with the long-lived correlations generated by the write pulse. Hence, those otherwise interesting correlations [47, 48] have to be considered as noise here. When we include the write excitation pulse, we observe an increase in detection events from the readout of the excitation generated in the write step. We observe that this desired readout and the FWM noise are spectrally indistinguishable. Under the present conditions, the desired readout is weaker than FWM and leakage noise, while further backgrounds are negligible.
Long-lived non-classical correlations. In order to verify the quantum nature of the scheme we test for a violation of the Cauchy-Schwarz inequality R = (g
ww g
rr ) < 1 where subscripts ww, rr refer to normalized second order auto-correlation functions for write and read fields and subscript wr to cross-correlation between the write field and the following read field [5] . A nice feature of our system is that the single-photon wave packets have a long duration set by the inverse bandwidth of the filter cavity, which is much longer than the detector dead time. This makes it possible to distinguish photon number states with a single detector. The correlation functions are then calculated from average number of counts according to g (2) ij = n i (n j − δ ij ) /( n i n j ) with i, j ∈ {w, r} and n w (n r ) is the number of detector clicks during the write (read) process. δ ij is the Kronecker delta accounting for the non-commuting annihilation operators appearing in the auto-correlation functions.
In the experiment we send read pulses with a 200 µs duration, and vary the integration time τ R for the read detection window. We define the retrieval efficiency as η R = n r|w − n r , the heralded readout probability subtracted by the unconditional readout probability. Fig. 3 (a) shows how the trade-off between R and η R varies with τ R .
In the following, we set τ R to only 40 µs in order to increase the signalto-noise ratio. At ∆ F C = 0 and for τ D = 30 µs, we observe R = 1.4 ± 0.1, confirming the non-classicality of the scheme within four standard deviations. For the same parameters, we measure η R = (1.55±0.08)%, leading to an intrinsic retrieval efficiency η i R = (16.1 ± 0.9)% at the cell cavity output when correcting for the transmission loss and detector quantum efficiency. For a pure two-mode squeezed state, expected in this type of protocols in the absence of noise, theory predicts thermal auto-correlation functions (g (2) ii = 2), hence g (2) wr > 2 is required to violate the Cauchy-Schwarz inequality [5] . We find significantly lower autocorrelation values, g (2) ww = 1.86 ± 0.07 and g (2) rr = 1.45 ± 0.05, allowing us to achieve non-classicality with g (2) wr = 1.97 ± 0.05. We attribute the reduced autocorrelations to leakage of the read drive pulse and mixing of two independent thermal processes in the write step.
We observe an increased value for the cross-correlation functiong (2) wr = 2.08± 0.07 when using only the last 20 µs of the write pulse. We attribute this to the shorter effective delay between write and read-out photons. However the reduced photon statistics in this case does not allow us to extend this analysis to all of our data.
In fig. 3 (b) we show the decay of the retrieval efficiency as the write-read delay τ D increases. From an exponential fit we extract a memory lifetime of τ = 0.27 ± 0.04 ms, which by far exceeds previously reported memory times at the single-photon level for room-temperature atomic vapour memories [34, 35] . The collective excitation lifetime is expected to be a half of the transverse macroscopic spin amplitude decay time, separately measured to be T 2 = 0.8 ms (see Methods) and to be governed by spin relaxation due to wall collisions.
It should be duly noted that our implementation does not represent a singlephoton source due to the excessive photon counts from FWM during the read pulse. When conditioning on detected heralding we observe a readout autocorrelation g Temporal shape of the read out photons. To determine the nature and weight of the undesirable components limiting the fidelity of the read-out photons, we fit their temporal shape using a model adapted from [49] . According to the model, the detected read-out photons have two contributions: a desired part from the readout of the atomic excitations created during the write process, and the unwanted result of the FWM process depicted in fig.1(d) , present even in the absence of the write step. The photons scattered from |F , m F = 3 to |s are not resonant with the filtering cavities and are thus not detected. The photons scattered on the |F , m F = 4 to |g transition, however, are indistinguishable from the desired read photons and lead to spurious detection events spoiling the fidelity of the readout. The model includes a noise offset comprising a constant term accounting for background and dark counts, and a powerand time-dependent term accounting for contamination from the drive leaking through the polarization and spectral filtering stages (see Supplementary  Information) .
The temporal shape of the detected read out photons is shown in fig. 4 , to- In (b), we replicate the data from (a) to guide the eye, using the number of collective excitations corresponding to the heralded case (black lines). The data presented corresponds to the point at zero detuning in fig. 2 . The origin of the horizontal axes are defined from the beginning of the respective detection windows.
gether with the fitted model. The graphs show the normalized detected countrates per time-bin during the readout process. Fig. 4 (a) represents the unconditional detection events, while fig. 4 (b) represents the heralded detection events conditioned on one or more write detection events, for the same dataset. The values are normalized by the duration of the time-bins, and by the total number of pulses in (a) and by the number of trials with one or more write detection events in (b). The total number of trials is 3 248 135, and the total number of heralding events is 45 774. The temporal shape of the detected write photons is shown as an inset for reference. In both graphs, the colored areas are obtained by using the same model with common coefficients for all the parameters except for the mean number of collective excitations created during the write step, which we estimate from the number of write detection events and the total detection efficiency. We attribute the discrepancy between the model and the data mainly to the fact that the model does not include FWM contributions from short-lived asymmetric collective excitations and does not account for decoherence of collective excitations. See Supplementary Information for a description of the fit. The signal-to-noise ratio rapidly starts to decrease with the integration time. The purity of the retrieved photons as well as the readout efficiency could be significantly higher if the FWM and leakage contributions can be suppressed.
Outlook
We have realized an efficient heralded photon source based on an atomic ensemble at room temperature, demonstrating a long single collective excitations lifetime of 0.27 ± 0.04 ms and a generation efficiency of (63 ± 1)%. This lifetime could be extended significantly by employing a cell displaying a longer T 2 time. We have demonstrated non-classicality of the light-matter correlations by observing a violation of the Cauchy-Schwarz inequality with four standard deviations. Even though the utility of those results is so far limited by excess noise from the leakage of the excitation light and FWM, we emphasize that these do not present fundamental limitations. The FWM contribution can be greatly reduced by using hyperfine instead of Zeeman storage, or suppressed by elaborate cavity design [27, 50] . Alternatively, the FWM can be eliminated in our setup by exciting the ensemble with circularly polarized light propagating along the magnetic field and storing the collective excitation in |F = 4, m F = 2 . The suppression of this two-photon transition for large detunings [41] can be mitigated by using the caesium D1 line and an appropriate choice of detuning on the order of the excited state hyperfine splitting. Further reduction of the remaining leakage will be possible by adding another filter cavity or by narrowing the filtering bandwidth. This narrowing will at the same time further improve the write efficiency. Finally, an active control of the polarization of the light at the cavity output could allow us to maximize the extinction of the polarization filter at all times. With such improvements, our system could form the basis for a scalable room-temperature quantum repeaters.
Methods
Light. We use a home-built external cavity diode laser at 852 nm that is locked to and narrowed in linewidth (≤ 10 kHz) by optical feedback from a triangular locking cavity. A slow feedback (< Hz) from a beatnote measurement of this excitation laser with a reference laser stabilized by atomic spectroscopy keeps the locking cavity resonance at a fixed detuning of 925 MHz from the 4-5 transition of the D 2 line of caesium. We send the excitation laser light through an acoustooptic modulator to pulse the light and choose the individual frequencies of the write and read pulses.
Vapour cell. The caesium vapour cell has a square cross section of 300 µm × 300 µm and a length of 10 mm. It is coated with a spin-preserving anti-relaxation layer of paraffin (alkane). It is aligned along the optical axis of a low finesse (F ≈ 18) cavity to enhance the light interaction. The losses of this "cell cavity" are dominated by the output coupler transmission. The vapour cell is inserted in a magnetic shield with internal coils that produce a homogeneous magnetic field perpendicular to the optical axis. We work at a Zeeman splitting frequency of ν Z ≈ 2.4 MHz where the dissipated power in the coils heats up the vapour cell to around 43
• C. Under these conditions we identify a coherence time of the ground state Zeeman levels of T 2 ≈ 0.8 ms, by performing a magneto-optical resonance spectroscopy measurement [51] .
Cavity stabilization. To stabilize the cell cavity length we input frequencymodulated light from the reference laser and derive an error signal from the transmitted signal. The error signal for the filter cavities are acquired from the transmission of frequency-modulated light from the excitation laser in the counter-propagating direction. The length of each cavity is then stabilized by a feedback acting on the respective piezo-actuated mirror mount. The lock light for the filter cavities is blocked by a chopper during the optical pumping and experiment periods.
Pumping. The atoms are initialized by circularly polarized pump and repump elliptical beams aligned along the magnetic field direction. The repump laser is locked on the F = 3 to F = 2, 3 crossover of the D 2 line, the pump laser is locked on the F = 4 to F = 4 transition of the D 1 line. We typically observe an atomic orientation of > 98.5 %.
Filtering. We compensate for birefringence with a quarter wave plate and a half wave plate after the cell cavity and achieve a polarization filtering on the order of 10 −4 with a Glan-Thompson polarizer. Spectral filtering is achieved by two concatenated triangular cavities. The first filter cavity is a narrow bandwidth cavity with a full width at half maximum (FWHM) of 66 kHz with an on resonance transmission of 66 %. The second filter cavity has an on resonance transmission of 90 % and a FWHM of 900 kHz. Both cavities together yield a spectral filtering of 7 × 10 −6 at a detuning of 2.4 MHz. The cavities do not only provide filtering but also enable the motional averaging [38] . They erase the 'which-atom' information by introducing a random delay due to the cavity photon lifetime.
Detection efficiency. We measure the detection efficiency of the setup by sending a well-calibrated attenuated light pulse with the same polarization and frequency as the scattered photons through the system, and calculating the ratio of the count-rate versus the input rate obtained from the known power. We obtain a mean value of about 9.6 % from the output of the cell cavity onto the single-photon detector (model COUNT-10C from LASER COMPONENTS), including the detector's quantum efficiency.
Cell cavity escape efficiency. We estimate the escape efficiency through the output coupler of the cell cavity from the transmission of this coupler (∼ 20%) and the losses obtained from the finesse measurement. The obtained value is ∼ 62%.
Uncertainty estimation. To estimate the uncertainty of correlation functions we implement a bootstrapping technique. For a set of write and read pulses we obtain a distribution of the number of write and read counts in each write-read sequence. We then draw samples of the same size as the dataset from a probability distribution given by the dataset. For each sample we calculate the value of the correlation functions and as the number of samples increases, the variances of these bootstrap correlations converges. We find that the bootstrap correlations are close to normally distributed and the uncertainty estimates are given by the square root of the convergence values for the variances.
Supplementary Information
Correlations decay. Supplementary figures 1 and 2 show the decay of the field correlations. We observe an increase in read leakage noise when the writeread delay increases. This increase is related to the cell cavity birefringence. This results in a faster decay for the observed cross-correlation than for the number of excitations. We can correct for the noise increase by considering the retrieval efficiency as it is done in the main text, thus getting a better estimate for the collective-excitation lifetime. Read photon shape model. In order to model the temporal shape of the retrieved photons, we use the expression from [1] for the mean number of detected photons as a function of time during the read process, adding a leakage and background contribution and accounting for atomic population decay:
where Ω R is a common Rabi frequency defined for both transitions appearing in fig. 1 (d) in the article, χ r and ξ r are reduced coupling coefficients, with the common Rabi frequency factored out. N 0 is the number of atoms initially present in |g , and N (t) = N 0 e −t/T1 accounts for the atomic population decay with the time constant T 1 ≈ 1.1 ms, which we measure independently. n ce is the mean number of collective excitations created by the write pulse. BG is a fixed offset given by background noise, mostly comprised of dark counts.
is the leakage contribution, which is proportional to the intra-cavity power. Here the change in leakage due to birefringence dependent on the atomic population is approximated with a linear time dependency. The mean number of photons per pulse after an integration time τ R is then given by N ro (τ R ) =
The coefficients of the model are determined in the following way:
• Background: The background contribution BG is determined from a part of the experimental sequence during which the SPCM gate is on and no light is sent to the system.
• Leakage: In order to estimate the leakage contribution, we realize a fit identical to the one of fig. 2 in the article for consecutive time slices of 32 µs until the entire read detection window is covered. Each of the fits allows us to obtain a value for the leakage at zero detuning, and we then perform a linear interpolation of these values using L(t, Ω 2 R (t)) + BG.
• Rabi frequency: The common Rabi frequency Ω R (t) is computed from the intra-cavity power of the cell-cavity, obtained via a calibrated photodiode monitoring the cell-cavity transmission and used to lock it.
• Number of collective excitations: The number of collective excitations n ce is estimated from the mean number of write detection events corrected for the total detection efficiency including escape efficiency from the cell cavity, and by the write efficiency obtained from the data of fig. 2 in the article.
• Coupling coefficients: The ratio of the coupling coefficients α(t) = ξr(t) χr(t)
is set by the Clebsch-Gordan coefficients at our detuning, and by the cell cavity resonance affecting the coupling strength for the scattering of a photon on each side-band. The time dependency originates from the shift of the cell cavity resonance that is calibrated independently. The time-independent coupling coefficient χ r is then determined from a fit as described below.
We obtain the remaining parameter χ r as the only free fit parameter from the difference of the read detection events with write and without write (suppl. fig. 3 Red: heralded data conditioned on at least one write detection event. In both cases the data without write has been subtracted. The markers represent the experimental data, and the lines are the fitted model. The solid part is the actual fitted region while the dotted part is an extrapolation using the amplitude of the drive pulses.
We then only have to consider the first term in eq. (1) and can disregard the leakage and background contributions. We exclude the first and last 25 µs of the data for the fit in order to avoid influence of fast transients. We fit both unconditioned data (suppl. fig. 3 , blue) and heralded data (suppl. fig. 3 , red) conditioned on at least one write detection event with common parameters. In the heralded case, we replace n ce by another value obtained using conditional probabilities. We plug the obtained values into the original model, and plot the corresponding areas (explicit correspondency) in fig. 4 in the article, after low-pass filtering to account for the filter cavities buildup and ringdown effects.
We identify three possible reasons for the discrepancy between the data and the fit, corresponding to the grey area of fig. 4 in the article. Firstly, the cell cavity was not included in the Hamiltonian used to derive the model. Secondly, we neglect decoherence. However, the measured lifetime of 0.27 ms suggests that decoherence would likely have an effect on the timescale of the read detection window. Thirdly, no contribution from the fast-dephasing asymmetric collective excitations is considered. The latter we believe is the main cause for the discrepancy, but we lack sufficiently firm evidence to make stringent claims about this.
