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COUNTING IMAGINARY QUADRATIC POINTS VIA
UNIVERSAL TORSORS
ULRICH DERENTHAL AND CHRISTOPHER FREI
Abstract. A conjecture of Manin predicts the distribution of rational points
on Fano varieties. We provide a framework for proofs of Manin’s conjecture
for del Pezzo surfaces over imaginary quadratic fields, using universal torsors.
Some of our tools are formulated over arbitrary number fields.
As an application, we prove Manin’s conjecture over imaginary quadratic
fields K for the quartic del Pezzo surface S of singularity type A3 with five
lines given in P4
K
by the equations x0x1 − x2x3 = x0x3 + x1x3 + x2x4 = 0.
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1. Introduction
Let S be a del Pezzo surface defined over a number field K with only ADE-
singularities, let H be a height function on S(K) given by an anticanonical em-
bedding, and let U be the subset obtained by removing the lines in S. If S(K) is
Zariski-dense in S, we are interested in the counting function
NU,H(B) := |{x ∈ U(K) | H(x) ≤ B}|. (1.1)
In this setting, Manin’s conjecture [FMT89, BM90] (generalized in [BT98b] to
include our singular del Pezzo surfaces) predicts an asymptotic formula of the form
NU,H(B) = cS,HB(logB)
ρ−1(1 + o(1)), (1.2)
where ρ is the rank of the Picard group of a minimal desingularization of S. The
positive constant cS,H was made explicit by Peyre [Pey95] and Batyrev–Tschinkel
[BT98b].
Over Q, Manin’s conjecture is known for several del Pezzo surfaces and some
other classes of varieties. To our knowledge, all currently known cases of Manin’s
conjecture over number fields beyond Q concern varieties with a suitable action of
an algebraic group and can be proved via harmonic analysis on adelic points (e.g.,
Date: April 11, 2013.
2010 Mathematics Subject Classification. 11D45 (14G05, 12A25).
1
2 ULRICH DERENTHAL AND CHRISTOPHER FREI
flag varieties [FMT89], toric varieties [BT98a], and equivariant compactifications of
additive groups [CLT02]; this includes some del Pezzo surfaces, classified in [DL10]).
In this article, we provide a framework for proofs of the above formula over
imaginary quadratic fields for del Pezzo surfaces without such a special structure.
Where no additional efforts are required, our results are formulated for arbitrary
number fields.
These methods are then applied to prove Manin’s conjecture for the del Pezzo
surfaces over arbitrary imaginary quadratic fields K of degree 4 and type A3 with
five lines, with respect to their anticanonical embeddings in P4K given by the equa-
tions
x0x1 − x2x3 = x0x3 + x1x3 + x2x4 = 0. (1.3)
This is the first proof of Manin’s conjecture over number fields beyondQ for varieties
where the harmonic analysis approach cannot be applied.
Similar applications of our framework allow the treatment of at least the split
quartic del Pezzo surfaces of types A3+A1, A4, D4, D5 over imaginary quadratic
fields [DF13].
1.1. Background. Apart from the general results mentioned above for varieties
with large group actions, Manin’s conjecture is known over Q for projective hy-
persurfaces whose dimension is large enough compared to their degree, via the
Hardy–Littlewood circle method [Bir62, Pey95].
For low-dimensional varieties without such actions of algebraic groups, Manin’s
conjecture is known so far only in isolated cases over Q, for heights given by specific
anticanonical embeddings. In particular, the case of del Pezzo surfaces has been
investigated from the beginning (e.g., see [BM90, Proposition 5.4] and [Pey95, §8–
11] for some toric del Pezzo surfaces of degree ≥ 6 over Q, [FMT89, Appendix],
[PT01] for computational evidence in degree 3 over Q).
The most important technique is the use of universal torsors, which were invented
by Colliot-The´le`ne and Sansuc (see [CTS87], for example) and first applied to
Manin’s conjecture by Salberger (see [Sal98], [Pey98]). The testing ground was a
new proof in the case of split toric varieties over Q [Sal98].
The central milestones beyond toric varieties were the first examples of possi-
bly singular del Pezzo surfaces of degrees 5 [Bre02], 4 [BB07b], 3 [BBD07], and
2 [BB11a] that are not covered by [BT98a] or [CLT02]. A long series of further
examples followed, all of them over Q, each dealing with difficulties not encoun-
tered before. Also all higher-dimensional results involving universal torsors concern
varieties over Q (specific cubic hypersurfaces of dimension 3 [Bre07] and 4 [BBS12]).
A relatively general strategy has emerged for split singular del Pezzo surfaces
over Q whose universal torsors are open subsets of affine hypersurfaces, as classified
in [Der06]. This is summarized in [Der09]. In that basic form, it turns out to be
sufficient for quartic del Pezzo surfaces over Q of types D5 [BB07a], D4 [DT07],
A4 [BD09b], A3 +A1 [Der09] and A3 with five lines (see Theorem 9.11).
For the cubic surfaces of types E6 [BBD07], D5 [BD09a] and A5 +A1 [BDL12]
over Q, the strategy of [Der09] goes through when combined with significant further
analytic input. In other cases such as [LB12c], larger deviations from [Der09] seem
necessary.
Over number fields beyond Q, we have the classical result of Schanuel [Sch79]
for projective spaces (which are toric) that can be interpreted as a basic case of
the universal torsor approach, and a new proof of Manin’s conjecture via universal
torsors for the toric singular cubic surface of type 3A2 ([DJ11] over imaginary
quadratic fields of class number 1 and [Fre12] over arbitrary number fields).
Our goal is to generalize the universal torsor approach towards Manin’s conjec-
ture to non-toric varieties over number fields other than Q. The two main general
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challenges arise from the unavailability of unique factorization (if the class number
is greater than 1) and from difficulties in regard to counting lattice points (if K
has more than one Archimedean place, whence the unit group of its ring of integers
is infinite). Furthermore, the existing results over Q often combine the universal
torsor method with subtle applications of deep results from analytic number theory
that are only available over Q in their full strength. To mitigate these additional
difficulties, it seems natural to focus on singular quartic del Pezzo surfaces first.
1.2. Results. Our main results are the techniques presented in Sections 4–7, which
are described in slightly more detail below.
They allow a rather straightforward treatment of the split quartic del Pezzo
surfaces of types A3 with five lines, A3+A1, A4, D4, D5 over imaginary quadratic
fields. They should also be enough for some del Pezzo surfaces of higher degree (e.g.,
the ones treated over Q in [Der07b] of type A2 in degree 5, [Lou10] of type A2 and
[Bro09] of type A1 with three lines in degree 6). We expect that an application to
the cubic cases mentioned above or to other quartic del Pezzo surfaces (such as the
ones treated over Q in [LB12a] of type A3 with four lines, [LB12b] of types 3A1
and A2 + A1, [BBP12], [Lou12a] of types 2A1 with eight lines, and the smooth
quartic del Pezzo surfaces of [BB11b]) would require additional work.
In Section 9 we demonstrate how to apply our techniques by proving the following
case of Manin’s conjecture.
Let K ⊂ C be an imaginary quadratic field with ring of integers OK , discrim-
inant ∆K , class number hK , and with ωK := |O×K | units. On P4K(K), we use the
(exponential) Weil height given by
H(x0 : · · · : x4) := max{‖x0‖∞ , . . . , ‖x4‖∞}
N(x0OK + · · ·+ x4OK) , (1.4)
where ‖xi‖∞ := |xi|2 for the usual complex absolute value | · | and Na denotes the
absolute norm of a fractional ideal a.
Let S ⊂ P4K be the del Pezzo surface of degree 4 defined by (1.3). Up to
isomorphism, it is the unique split del Pezzo surface that contains a singularity of
type A3 and five lines.
Theorem 1.1. Let K be an imaginary quadratic field. Let U be the complement
of the lines in the del Pezzo surface S ⊂ P4K defined over K by (1.3). For B ≥ 3,
we have
NU,H(B) = cS,HB(logB)
5 +O(B(logB)4 log logB),
with
cS,H =
1
4320
· (2π)
6h6K
∆4Kω
6
K
·
∏
p
(
1− 1
Np
)6(
1 +
6
Np
+
1
Np2
)
· ω∞,
where p runs over all nonzero prime ideals of OK and
ω∞ =
12
π
∫
max{‖z0z22‖∞,‖z1z22‖∞,‖z32‖∞,‖z0z1z2‖∞,‖z0z1(z0+z1)‖∞}≤1
dz0 dz1 dz2.
Since S is split, its minimal desingularization S˜ is a blow-up of P2K in five rational
points in almost general position, hence ρ = rkPic(S˜) = 6, so our result agrees with
Manin’s conjecture. See Theorem 9.11 for the analogous result over Q.
It would be interesting to see an explicit application of [Lou12b, Theorem 1.1]
giving Manin’s conjecture for the family of fourfolds over Q obtained by Weil re-
striction of our surfaces over varying imaginary quadratic fields K.
4 ULRICH DERENTHAL AND CHRISTOPHER FREI
1.3. Techniques and plan of the paper. What follows is a short description of
our main results and how they should be applied to prove Manin’s conjecture for
some split del Pezzo surfaces S over imaginary quadratic fields. How this works
in the specific case of S defined by (1.3) is shown in our proof of Theorem 1.1 in
Section 9.
In Section 2, we investigate sums of two classes of arithmetic functions over
general number fields.
In Section 3, we consider the problem of asymptotically counting lattice points
in certain bounded subsets of C = R2 given by inequalities of the form ‖fi(z)‖∞ ≤
‖gi(z)‖∞, with polynomials fi, gi ∈ C[X ]. We use the notion of sets of class m
introduced by Schmidt [Sch95] and reduce our counting problems to a classical
result of Davenport [Dav51]. Moreover, we prove a tameness result for parametric
integrals over semialgebraic functions, which can be applied to show that certain
volume functions arising in partial summations do not oscillate too much.
In Section 4, we describe a strategy to parameterize, up to a certain action of
a power of the unit group, K-rational points on U of bounded height by points
(η1, . . . , ηt) on a universal torsor T over a minimal desingularization S˜ of S with
coordinates ηi in certain fractional ideals Oi of K and satisfying certain coprimality
and height conditions. If K is Q or imaginary quadratic, we propose a parameter-
ization (Claim 4.1) that is closely related to the geometry of S˜. We expect this to
work whenever T is an open subset of a hypersurface in affine space AtK provided
that the anticanonical embedding S ⊂ P4K is chosen favorably. In [Der06], all such
del Pezzo surfaces are classified and suitable models are given.
It is usually straightforward to prove Claim 4.1 in special cases by induction
over a chain of blow-ups of P2K giving S˜. Using the structure of Pic(S˜), we show
that certain steps in this induction hold in general. To deal with the lack of unique
factorization in OK , we apply arguments introduced by Dedekind and Weber.
In Section 5, we provide the tools to sum the result of our parameterization in
Section 4 over two variables ηt−1, ηt, using our lattice point counting results from
Section 2. Unavailability of unique factorization leads to difficulties of a technical
nature. The results of this and the next section are specific to imaginary quadratic
fields.
In Section 6, we provide a general tool to sum the main term in the result of
Section 5 over a further variable ηt−2. Depending on the form of the equation
defining the universal torsor T in a specific application, this result will be applied
in two different ways.
In applications to specific del Pezzo surfaces, it still remains to estimate the error
terms in the first and second summations. This is straightforward for some singular
del Pezzo surfaces of degree 4 and higher, but much harder for del Pezzo surfaces of
lower degree that are smooth or have mild singularities. To handle additional cases,
the most elementary trick is to choose different orders of summations depending on
the relative sizes of the variables. Our results are compatible with this trick, and
indeed it is heavily applied in the proof of Theorem 1.1 (with four different orders
of summations; fortunately, two of them can be handled by symmetry).
In Section 7, we prove a result handling the summations over all the remaining
variables η1, . . . , ηt−3 at once, under certain assumptions on the main term after
the second summation. The results in this section are formulated in terms of ideals
instead of elements, which appears to be the natural way to generalize the respective
versions over Q. It seems interesting to point out that in our applications, we find
an opportunity to pass from sums over elements to sums over ideals right after the
second summation (cf. Lemma 9.4 and Lemma 9.7 in the A3-case).
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1.4. Notation. The symbol K will always denote a fixed number field, which is in
some sections arbitrary and in some sections imaginary quadratic or Q. We denote
the degree of K by d, and the number of real (resp. complex) places of K by s1
(resp. s2). By C, we denote a fixed system of integral representatives for the ideal
classes of K, i.e., C contains exactly one integral ideal from each class.
When we use Vinogradov’s ≪-notation or Landau’s O-notation, the implied
constants may always depend on K. In cases where they may depend on other
objects as well, we mention this, for example by writing ≪C or OC if the constant
may depend on C.
In addition to the notation introduced before Theorem 1.1, we use RK to denote
the regulator of K and IK to denote the monoid of nonzero ideals of OK . The
symbol a (resp. p) always denotes an ideal (resp. nonzero prime ideal) of OK , and
vp(a) is the non-negative integer such that p
vp(a) | a and pvp(a)+1 ∤ a. We extend
this in the usual way to fractional ideals (with vp({0}) :=∞), and for x ∈ K, write
vp(x) := vp(xOK) for the usual p-adic exponential valuation.
We say that x ∈ K is defined modulo a (resp. invertible modulo a) if vp(x) ≥ 0
(resp. vp(x) = 0) for all p | a. If x is defined modulo a, then it has a well-defined
residue class modulo a, and we write x ≡a y if the residue classes of x, y coincide,
or equivalently, vp(x− y) ≥ vp(a) for all p | a.
Sums and products indexed by (prime) ideals always run over nonzero (prime)
ideals. For simplicity, we define
ρK :=
2s1(2π)s2RK
ωK
√|∆K | .
By τK(a) (resp. ωK(a)), we denote the number of distinct divisors (resp. distinct
prime divisors) of a ∈ IK , and µK is the Mo¨bius function on IK . Moreover, φK is
Euler’s φ-function for IK , and φ∗K(a) := φK(a)/Na =
∏
p|a(1− 1/Np).
Acknowledgements. We thank Martin Widmer for his kind suggestion to prove
Lemma 3.6 via o-minimality and Antoine Chambert-Loir for the reference [LR98].
The first-named author was supported by grant DE 1646/2-1 of the Deutsche
Forschungsgemeinschaft. The second-named author was partially supported by a
research fellowship of the Alexander von Humboldt Foundation. This collaboration
was supported by the Center for Advanced Studies of LMU Mu¨nchen.
2. Arithmetic functions
In this section,K can be any number field of degree d ≥ 2 (for d = 1, see [Der09]).
We will need to deal with sums involving certain coprimality conditions, which
are encoded by arithmetic functions of the following type, analogous to [Der09,
Definition 6.6].
Definition 2.1. Let b ∈ IK and C1, C2, C3 ≥ 1. Then Θ(b, C1, C2, C3) is the
set of all functions ϑ : IK → R≥0 such that there exist functions Ap : Z≥0 → R≥0
satisfying
ϑ(a) =
∏
p
Ap(vp(a))
for all a ∈ IK , where
(1) for all p and n ≥ 1,
|Ap(n)−Ap(n− 1)| ≤
{
C1 if p
n | b,
C2Np
−n if pn ∤ b;
(2) for all a ∈ IK , we have
∏
p∤aAp(0) ≤ C3.
We say that the functions Ap correspond to ϑ.
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The following lemma, which is entirely analogous to [Der09, Proposition 6.8],
describes some elementary properties of the functions defined above.
Lemma 2.2. Let ϑ ∈ Θ(b, C1, C2, C3) with corresponding functions Ap. Then
(1) For any a ∈ IK ,
(ϑ ∗ µK)(a) =
∏
p∤a
Ap(0)
∏
p|a
(Ap(vp(a))−Ap(vp(a)− 1)).
(2) For any t ≥ 0,∑
Na≤t
|(ϑ ∗ µK)(a)| ·Na≪C2 τK(b)(C1C2)ωK(b)C3t log(t+ 2)C2−1.
(3) If ϑ is not the zero function and q ∈ IK , then the infinite sum and the
infinite product∑
a∈IK
a+q=OK
(ϑ ∗ µK)(a)
Na
and
∏
p∤q
((
1− 1
Np
) ∞∑
n=0
Ap(n)
Npn
)∏
p|q
Ap(0)
converge to the same real number.
Proof. The proof of [Der09, Proposition 6.8] holds almost verbatim in our case. 
For ϑ ∈ Θ(b, C1, C2, C3) and q ∈ IK , we define
A(ϑ(a), a, q) :=
∑
a∈IK
a+q=OK
(ϑ ∗ µK)(a)
Na
and A(ϑ(a), a) := A(ϑ(a), a,OK). Lemma 2.2, (3), provides an alternative form. In
the simple case when ϑ has corresponding functions Ap satisfying Ap(n) = Ap(1)
for all prime ideals p and all n ≥ 1, we have
A(ϑ(a), a, q) =
∏
p∤q
((
1− 1
Np
)
Ap(0) +
1
Np
Ap(1)
)∏
p|q
Ap(0). (2.1)
The following Proposition shows that A(ϑ(a), a) can be seen as an average value.
Proposition 2.3. Let k be an ideal class of K. For ϑ ∈ Θ(b, C1, C2, C3), we have∑
a∈k∩IK
Na≤t
ϑ(a) = ρKA(ϑ(a), a)t+OC2(τK(b)(C1C2)ωK(b)C3t1−1/d),
for t ≥ 0.
Proof. This follows immediately from Lemma 2.2, (1), and Lemma 2.5 below. 
Lemma 2.4. Let C ≥ 0, cϑ > 0, and let ϑ : IK → R≥0 such that, for t ≥ 0,∑
Na≤t
ϑ(a) ≤ cϑt(log(t+ 2))C .
For any κ ∈ R and 1 ≤ t1 ≤ t2, we have
∑
t1≤Na≤t2
ϑ(a)
Naκ
≪C,κ cϑ ·

t1−κ2 (log(t2 + 2))
C if κ < 1,
log(t2 + 2)
C+1 if κ = 1,
t1−κ1 (log(t1 + 2))
C ≪C,κ 1 if κ > 1.
Proof. Apply [Der09, Lemma 3.4] to ϑ′(n) := c−1ϑ
∑
Na=n ϑ(a). 
The next lemma is similar to [Der09, Lemma 6.2], but for ideals. It completes
the proof of Proposition 2.3.
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Lemma 2.5. Let k be an ideal class of K, and let ϑ : IK → R such that∑
Na≤t
|(ϑ ∗ µK)(a)| ·Na≪ cϑt(log(t+ 2))C ,
for some C ≥ 0, cϑ > 0 and for all t ≥ 0. Then∑
a∈k∩IK
Na≤t
ϑ(a) = ρK
∑
a∈IK
(ϑ ∗ µK)(a)
Na
t+OC(cϑt
1−1/d).
Proof. By Lemma 2.4,
∑
a∈IK
(ϑ∗µK)(a)
Na
≪C cϑ, so the lemma holds for t < 1. Now
assume that t ≥ 1. Since ϑ = (ϑ ∗ µK) ∗ 1, we have∑
a∈k∩IK
Na≤t
ϑ(a) =
∑
a∈k∩IK
Na≤t
∑
b|a
(ϑ ∗ µK)(b) =
∑
Nb≤t
(ϑ ∗ µK)(b)
∑
a′∈[b]−1k∩IK
Na′≤t/Nb
1.
By the ideal theorem (e.g., [Lan94, VI, Theorem 3]), the inner sum is ρKt/Nb +
O((t/Nb)(d−1)/d), so our sum is equal to
ρK
∑
b∈IK
(ϑ ∗ µK)(b)
Nb
t+O
t ∑
Nb>t
|(ϑ ∗ µK)(b)|
Nb
+ t
d−1
d
∑
Nb≤t
|(ϑ ∗ µK)(b)|
Nb
d−1
d
 .
By Lemma 2.4, the first part of the error term is≪C cϑ(log(t+2))C and the second
part is ≪C cϑt1−1/d. 
We introduce a class of multivariate arithmetic functions, similar to [Der09,
Definition 7.8]. When fixing all variables but one, these functions are a special case
of the ones discussed above.
Definition 2.6. Let C ≥ 1, r ∈ Z≥0. Then Θ′r(C) is the set of all functions
θ : IrK → R≥0 of the following shape: with Jp(a1, . . . , ar) := {i ∈ {1, . . . , r} : p | ai},
we have
θ(a1, . . . , ar) =
∏
p
θp(Jp(a1, . . . , ar)),
for functions θp : {J | J ⊂ {1, . . . , r}} → [0, 1] with
θp(J) ≥
{
1− CNp−2 if |J | = 0,
1− CNp−1 if |J | = 1.
Let θ ∈ Θ′r(C), fix a1, . . ., ar−1, and let ϑ(ar) := θ(a1, . . . , ar−1, ar). Then the
factors θp(Jp(a1, . . . , ar−1, ar)) depend only on vp(ar), and we immediately obtain
ϑ(ar) ∈ Θ(
∏
p|a1···ar−1 p, 1, C, 1). The following result follows immediately from
Proposition 2.3.
Corollary 2.7. Let θ ∈ Θ′r(C) and a1, . . . , ar−1 ∈ IK . For t ≥ 0, we have∑
Nar≤t
θ(a1, . . . , ar) = ρKhKA(θ(a1, . . . , ar), ar)t+OC((2C)ωK(a1···ar−1)t1−1/d).
By (2.1),
A(θ(a1, . . . , ar), ar) =
∏
p
θ
(r)
p (Jp(a1, . . . , ar−1)),
with
θ
(r)
p (J) :=
(
1− 1
Np
)
θp(J) +
1
Np
θp(J ∪ {r}).
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If r ≥ 1, we conclude that A(θ(a1, . . . , ar), ar) ∈ Θ′r−1(2C). This allows us to
define, for l ∈ {1, . . . , r},
A(θ(a1, . . . , ar), ar, . . . , al) := A(· · · A(A(θ(a1, . . . , ar), ar), ar−1) · · · , al).
The following lemma is easily proved by induction (see also [Der09, Corollary 7.10]).
Lemma 2.8. Let θ ∈ Θ′r(C). Then
A(θ(a1, . . . , ar), ar, . . . , al) =
∏
p
θ
(r,...,l)
p (Jp(a1, . . . , al−1)),
where, for J ⊂ {1, . . . , l − 1},
θ
(r,...,l)
p (J) :=
∑
L⊂{l,...,r}
(
1− 1
Np
)r+1−l−|L|(
1
Np
)|L|
θp(J ∪ L).
In particular, for l = 1,
A(θ(a1, . . . , ar), ar, . . . , a1) =
∏
p
∑
L⊂{1,...,r}
(
1− 1
Np
)r−|L|(
1
Np
)|L|
θp(L). (2.2)
For our error estimates, we frequently need the following lemma.
Lemma 2.9. Let C ≥ 0. For t ≥ 0, we have∑
Na≤t
(C + 1)ωK(a) ≪C t(log(t+ 2))C .
Proof. This is clear if t < 1, so assume t ≥ 1. Write ϑ(a) := (C + 1)ωK(a). For any
p, we have
(ϑ ∗ µK)(pn) =

1 if n = 0,
C if n = 1,
0 if n ≥ 2.
Since ϑ = (ϑ ∗ µK) ∗ 1,∑
Na≤t
ϑ(a) =
∑
Na≤t
∑
b|a
(ϑ ∗ µK)(b)≪ t
∑
Nb≤t
(ϑ ∗ µK)(b)
Nb
≤ t
∏
Np≤t
(
1 +
C
Np
)
,
where p runs over all nonzero prime ideals of OK with norm bounded by t. By the
prime ideal theorem (e.g. [Nar90, Corollary 1 after Proposition 7.10]) and Abelian
partial summation, we obtain
∏
Np≤t
(
1 +
C
Np
)
≤ exp
∑
Np≤t
C
Np
≪C (log(t+ 2))C . 
The following lemma allows us to replace certain sums with integrals. It is a
crucial tool for the results in Sections 6 and 7.
Lemma 2.10. Let k be an ideal class of K and ϑ : IK → R be a function such that∑
a∈k∩IK
Na≤t
ϑ(a)− ct≪
m∑
i=1
cit
bi log(t+ 2)ki , (2.3)
with m ∈ Z>0, c > 0, ci, bi ≥ 0, ki ∈ Z≥0, holds for all t ≥ 0.
Let 1 ≤ t1 ≤ t2, and let g : [t1, t2]→ R such that there exists a partition of [t1, t2]
into at most R(g) ≥ 1 intervals on whose interior g is continuously differentiable
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and monotonic. Moreover, we assume that there are a ≤ 0, cg ≥ 0 such that
g(t)≪ cgta for all t ∈ [t1, t2]. Then∑
a∈k∩IK
t1<Na≤t2
ϑ(a)g(Na) = c
∫ t2
t1
g(t) dt+ E(t1, t2), (2.4)
where
E(t1, t2)≪a,bi,ki R(g)
m∑
i=1
cgci

tbi2 log(t2 + 2)
ki if a = 0,
sup
t1≤t≤t2
(ta+bi log(t+ 2)ki) if a+ bi 6= 0,
log(t2 + 2)
ki+1 if a+ bi = 0.
(2.5)
An analogous formula holds for
∑
a∈k∩IK
t1≤Na≤t2
ϑ(a)g(Na).
Proof. For any t ∈ Z ∩ [t1, t2], ε ∈ (0, 1), we have∑
a∈k∩IK
Na=t
ϑ(a) =
∑
a∈k∩IK
Na≤t
ϑ(a)−
∑
a∈k∩IK
Na≤t−ε
ϑ(a)≪ cε+
m∑
i=1
cit
bi log(t+ 2)ki ,
Letting ε→ 0, we see that the contribution of the ideals a with Na = t is dominated
by the error term.
Hence, it is enough to consider the case R(g) = 1 and to assume that g is
continuously differentiable and monotonic on [t1, t2]. We denote
E(t) :=
∑
a∈k∩IK
Na≤t
ϑ(a)− ct
and start with a similar strategy as in the proof of [Der09, Lemma 3.1]. Let S(t1, t2)
be the sum on the left-hand side of (2.4). With Abel’s summation formula and
integration by parts, we obtain
S(t1, t2) = c
∫ t2
t1
g(t) dt+ E(t2)g(t2)− E(t1)g(t1)−
∫ t2
t1
E(t)g′(t) dt.
By linearity, we may assume that m = 1, so |E(t)| ≤ c1tb1 log(t+2)k1 . Clearly, the
E(ti)g(ti) satisfy (2.5). Then∫ t2
t1
E(t)g′(t) dt≪ c1
∣∣∣∣∫ t2
t1
tb1 log(t+ 2)k1g′(t) dt
∣∣∣∣ . (2.6)
The bound for a = 0 follows by estimating the integrand by tb12 log(t2 + 2)
k1g′(t).
Moreover, if b1 = k1 = 0, the term on the right-hand side of (2.6) is clearly
≪ c1|[g(t)]t2t1 | ≪ cgc1ta1 . Otherwise, we use integration by parts to further estimate
the integral by
≪b1,k1 c1
∣∣[tb1 log(t+ 2)k1g(t)]t2t1 ∣∣+ c1 ∣∣∣∣∫ t2
t1
tb1−1 log(t+ 2)k1g(t) dt
∣∣∣∣
≪ cgc1 sup
t1≤t≤t2
ta+b1 log(t+ 2)k1 + cgc1
∫ t2
t1
ta+b1−1 log(t+ 2)k1 dt.
A simple computation shows that the last integral is≪ log(t2+2)k1+1 if a+b1 = 0,
and k1-fold integration by parts shows that it is ≪a,b1,k1 |[ta+b1 log(t + 2)k1 ]t2t1 |
otherwise. 
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3. Lattice points and integrals
Whenever we talk about integrals or lattices, we identify C with R2 via z 7→
(ℜz,ℑz). For a lattice Λ in Rn (by which we mean the Z-span of n linearly inde-
pendent vectors in Rn) and a “nice” bounded subset S ⊂ Rn, one usually approx-
imates |Λ ∩ S| by the quantity vol(S)/ det(Λ). To make this precise, we need to
define “nice” sets in our context. We follow an approach developed by Davenport
[Dav51] and Schmidt [Sch95]. For a comparison with a different approach using
Lipschitz-parameterizability, see [Wid12].
Definition 3.1 ([Sch95, p. 347]). A compact subset S ⊂ Rn is of class m if every
line intersects S in at most m single points and intervals and if the same holds for
all projections of S on all linear subspaces.
In particular, the sets of class 1 are the compact convex sets. In our applications,
we consider sets as in the following lemma.
Lemma 3.2. Let l, D ∈ Z>0. For j ∈ {1, . . . , l}, let fj, gj ∈ C[X ] be polynomials
of degree at most D, and let ≺j∈ {≤,=}. Moreover, assume that the set
S := {z ∈ C | ‖fj(z)‖∞ ≺j ‖gj(z)‖∞ for all 1 ≤ j ≤ l}
is bounded. Then S is of class m, for some effective constant m depending only on
l and D.
Proof. The set S is clearly closed, so it is compact. Write z = x+ iy, with x, y ∈ R.
Then S is defined by the polynomial (in)equalities hj(x, y) ≺j 0, 1 ≤ j ≤ l, with
hj(X,Y ) := fj(X + iY )fj(X − iY )− gj(X + iY )gj(X − iY ),
where denotes complex conjugation of the coefficients. Hence, hj ∈ R[X,Y ] and
deg hj ≤ 2D. We conclude that S has Ol,D(1) connected components (see e.g.
[Cos00, Proposition 4.13]). Therefore, every projection of S to a linear subspace
has Ol,D(1) connected components, that is single points and intervals.
The intersection of S with a line is defined by the (in)equalities hj(x, y) ≺j 0
and a linear equality, so once again it has Ol,D(1) connected components, that is
single points and intervals. 
Let K ⊂ C be an imaginary quadratic field, and let S ⊂ C be as in Lemma 3.2.
We use the following lemma, inspired by [Sch95, Lemma 1], to count the elements
of a given fractional ideal of K that lie in S.
Lemma 3.3. Let a be a fractional ideal of an imaginary quadratic field K ⊂ C, let
β ∈ K, and let S ⊂ C be a subset of class m that is contained in the union of k
closed balls Bpi(R) of radius R, centered at arbitrary points pi ∈ C. Then
|(β + a) ∩ S| = 2vol(S)√|∆K |Na +Om,k
(
R√
Na
+ 1
)
.
Proof. After translation by −β, we may assume that β = 0. The ideal a is a lattice
in C of determinant det a = 2−1
√|∆K |Na. Denote its successive minima (with
respect to the unit ball) by λ1 ≤ λ2. Then λ1 ≥
√
Na (see e.g. [MV07, Lemma 5]).
By [Cas97, Lemma VIII.1, Lemma V.8], there is a basis {u1, u2} of a with |uj| = λj .
Let ψ : C → C be the linear automorphism given by ψ(u1) = 1, ψ(u2) = i. Then
ψ(a) = Z[i] and, with respect to the standard basis, ψ is represented by the matrix
1
det a
( ℑu2 −ℜu2
−ℑu1 ℜu1
)
,
so its operator norm |ψ| is bounded by 2λ2/ det a. By Minkowski’s second theorem
and the facts from the beginning of this proof, we obtain |ψ| ≪ 1/√Na.
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Clearly, |a ∩ S| = |Z[i] ∩ ψ(S)|, and ψ(S) is still of class m. In particular, it
satisfies the conditions I. and II. from [Dav51], so by [Dav51, Theorem],
|Z[i] ∩ ψ(S)| = volψ(S) +O(mV1 +m2),
where V1 is the sum of the volumes of the projections of ψ(S) to R and iR.
Since detψ = 1/ det a, the main term is as claimed in the lemma. Since ψ(S) ⊂⋃
i ψ(Bpi(R)), the volume of the projection of ψ(S) to R or iR is bounded by∑
1≤i≤k
diam(ψ(Bpi(R))) ≤
∑
1≤i≤k
|ψ| diam(Bpi(R))≪
kR√
Na
. 
For meaningful applications of Lemma 3.3 to a set S as in Lemma 3.2, we need
R to be sufficiently small. The following two lemmas provide such values of R for
certain sets S and list some consequences analogous to [Der09, Lemma 5.1, (4)–(6)]
and [Der09, Lemma 5.1, (1)–(3)]. For positive x, y, we interpret the expression
min{x, y/0} as x.
Lemma 3.4. Let a ∈ C r {0}, b ∈ C, k > 1. With R := min{|a|−1/2, 2|b|−1}, we
have
(1) {z ∈ C | ∥∥az2 + bz∥∥∞ ≤ 1} ⊂ B0(R) ∪B−b/a(R),
(2) vol{z ∈ C | ∥∥az2 + bz∥∥∞ ≤ 1} ≪ R2 ≪ min{‖a‖−1/2∞ , ‖b‖−1∞ }.
If additionally b 6= 0, we have
(3) vol{(z, u) ∈ C2 | ∥∥az2 + bzuk∥∥∞ ≤ 1} ≪ ‖a‖−(k−1)/(2k)∞ ‖b‖−1/k∞ ,
(4) vol{(z, u) ∈ C2 | ∥∥az2u+ bzu2∥∥∞ ≤ 1} ≪ ‖ab‖−1/3∞ ,
(5) vol{(z, t) ∈ C× R≥0 |
∥∥az2 + bztk/2∥∥∞ ≤ 1} ≪ ‖a‖−(k−1)/(2k)∞ ‖b‖−1/k∞ ,
(6) vol{(z, t) ∈ C× R≥0 |
∥∥az2t1/2 + bzt∥∥∞ ≤ 1} ≪ ‖ab‖−1/3∞ .
Proof. For (1), we note that |z||z + b/a| ≤ |a|−1 implies
z ∈ B0(|a|−1/2) ∪B−b/a(|a|−1/2).
Suppose now that b 6= 0, |az2+ bz| ≤ 1, |b||z| > 2 and |b||az + b| > 2|a| hold. Then
|b||az + b| > 2|a| ≥ 2|a||z||az + b|,
so |b| > 2|az| and thus |az + b| > |az|. This in turn implies that |az2| < 1, so
|az2+ bz| > 2− 1 > 1, a contradiction. This proves (1) and (2). The volume in (3)
is
≪
∫
u∈C
min{‖a‖−1/2∞ ,
∥∥buk∥∥−1∞ } du
≪
∫
‖u‖∞≤(‖a‖1/2∞ ‖b‖−1∞ )1/k
‖a‖−1/2∞ du+
∫
‖u‖∞>(‖a‖1/2∞ ‖b‖−1∞ )1/k
∥∥buk∥∥−1∞ du
≪ ‖a‖−(k−1)/(2k)∞ ‖b‖−1/k∞ .
The proof of (4) is another elementary computation similar to the proof of (3), and
(5), (6) are analogous to (3), (4). 
Lemma 3.5. Let a ∈ Cr {0}, b ∈ C, k > 1. With R := min{|a|−1/2, |ab|−1/2}, we
have
(1) {z ∈ C | ∥∥az2 − b∥∥∞ ≤ 1} ⊂ B√b/a(R) ∪B−√b/a(R),
(2) vol{z ∈ C | ∥∥az2 − b∥∥∞ ≤ 1} ≪ R2 ≤ min{‖a‖−1/2∞ , ‖ab‖−1/2∞ },
If additionally b 6= 0, we have
(3) vol{(z, u) ∈ C2 | ∥∥az2 − buk∥∥∞ ≤ 1} ≪ ‖a‖−1/2∞ ‖b‖−1/k∞ if k > 2,
(4) vol{(z, u) ∈ C2 | ∥∥az2u− buk∥∥∞ ≤ 1} ≪ (‖a‖∞ ‖b‖1/k∞ )−1/2,
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(5) vol{(z, t) ∈ C× R≥0 |
∥∥az2 − btk/2∥∥∞ ≤ 1} ≪ ‖a‖−1/2∞ ‖b‖−1/k∞ if k > 2,
(6) vol{(z, t) ∈ C× R≥0 |
∥∥az2t1/2 − btk/2∥∥∞ ≤ 1} ≪ (‖a‖∞ ‖b‖1/k∞ )−1/2.
Proof. Using the substitution t = z −√b/a, (1) is an immediate consequence of
Lemma 3.4, (1). Moreover, (2) follows from (1), and (3)–(6) follow from (2) similarly
to Lemma 3.4. 
The following lemma provides an easy way to prove uniform boundedness of
quantities such as R(Vy) in Lemma 2.10, for families Vy of certain volume functions.
This is relevant for applications of our methods from Sections 6 and 7. We use the
language of semialgebraic geometry (see, e.g., [Cos00]). The proof uses o-minimal
structures, as presented in [vdD98].
Lemma 3.6. Let k, n ∈ Z≥0, let M ⊂ Rk ×R×Rn be a semialgebraic set, and let
f :M → R be a semialgebraic function. Assume that for all y = (y1, . . . , yk) ∈ Rk,
t ∈ R, the function f(y, t, ·) is integrable on the fiber
My,t := {x = (x1, . . . , xn) ∈ Rn | (y1, . . . , yk, t, x1, . . . , xn) ∈M}.
Then there exists a constant C ∈ Z>0, such that for all y ∈ Rk there is a partition
of R into at most C intervals on whose interior the function Vy : R→ R defined by
Vy(t) :=
∫
x∈My,t
f dx
is continuously differentiable and monotonic.
Proof. The function V : Rk × R → R, (y, t) 7→ Vy(t) is definable in an o-minimal
structure. Indeed, by [LR98], parametric integrals of global subanalytic functions
are definable in the expansion (Ran, exp) of the structure of global subanalytic sets
Ran by the global exponential function, which is o-minimal. (In [Kai13], a smaller
structure is constructed which is sufficient for parametric integrals of semialgebraic
functions.)
Let D be a decomposition of Rk ×R into C1-cells such that the restriction of V
to each cell D of D is C1 ([vdD98, Theorem 7.3.2]).
For each cell D of D, there is a definable open set D ⊂ UD ⊂ Rk×R and a defin-
able C1 function VD : UD → R such that VD|D = V |D. Let E be a decomposition
of Rk × R into C1-cells partitioning the definable sets
A+D := {(y, t) ∈ D | ∂VD/∂t ≥ 0} and A−D := {(y, t) ∈ D | ∂VD/∂t ≤ 0} for D ∈ D.
We note that
⋃
D(A
+
D ∪A−D) = Rk×R, so each cell E of E is contained in some A+D
or A−D.
Let π : Rk × R → Rk be the projection on the first k coordinates. Let y ∈ Rk.
For cells E of E with y ∈ π(E), the sets Ey := {t ∈ R | (y, t) ∈ E} are the cells of
a decomposition Ey of R ([vdD98, Proposition 3.3.5]). On cells Ey that are open
intervals, V ′y(t) is defined and coincides with ∂VD/∂t(y, t) (if E ⊂ A+D or E ⊂ A−D).
Therefore, Vy is continuously differentiable and monotonic on Ey. The observation
that |Ey| ≤ |E| completes our proof. 
4. Passage to a universal torsor
In this section, we describe a strategy to parameterize rational points on a split
singular del Pezzo surface by integral points on a universal torsor. This generalizes
[DT07, §4] from Q to imaginary quadratic fields with arbitrary class number. In
[DJ11, §4], [Fre12], a similar strategy is used in the easier case of a toric split
singular cubic surface, where a universal torsor is an open subset of affine space.
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Let K be a number field. Let S be a non-toric split singular del Pezzo surface
defined over K whose minimal desingularization S˜ has a universal torsor that is
an open subset of a hypersurface in affine space. Up to isomorphism, there are
only finitely many del Pezzo surfaces satisfying these properties. Together with
an explicit description of all their properties used below, their classification can be
found in [Der06]. For del Pezzo surfaces with more complicated universal torsors,
we expect that a similar strategy can be used, but that several complications may
appear.
We assume for simplicity that deg(S) ∈ {3, . . . , 6}; the adaptation to deg(S) ∈
{1, 2} is straightforward. To count K-rational points on S, we use the Weil height
given by an anticanonical embedding S ⊂ Pdeg(S)K satisfying the following assump-
tions.
• Let r := 9− deg(S). By our assumption on a universal torsor of S˜, its Cox
ring Cox(S˜) has a minimal system of r+4 generators η˜1, . . . , η˜r+4 that are
homogeneous (with respect to the natural Pic(S˜)-grading of Cox(S˜)), are
defined over K (since S is split), correspond to curves E1, . . . , Er+4 on S˜,
and satisfy one homogeneous relation
R(η˜1, . . . , η˜r+4) = 0, (4.1)
which we call torsor equation. Possibly after replacing some η˜i by scalar
multiples, we may assume that all coefficients in R are ±1.
• The choice of a basis s0, . . . , sdeg(S) of H0(S˜,O(−KS˜)) defines a map π :
S˜ → Pdeg(S)K whose image is an anticanonical embedding S ⊂ Pdeg(S)K . Since
H0(S˜,O(−KS˜)) ⊂ Cox(S˜), we may choose each si as a monic monomial
Ψi(η˜1, . . . , η˜r+4) (4.2)
in the generators of Cox(S˜), for i = 0, . . . , deg(S).
To describe our expected parameterization of K-rational points of bounded
height on S in Claims 4.1 and 4.2 below, we introduce the following notation.
• The split generalized del Pezzo surface S˜ is a blow-up ρ : S˜ → P2K in r
points in almost general position, i.e., a composition of r blow-ups
S˜ = S˜r
ρr−→ S˜r−1 → · · · → S˜1 ρ1−→ S˜0 = P2K , (4.3)
where each ρi : S˜i → S˜i−1 is the blow-up of a point pi not lying on a
(−2)-curve on S˜i−1. Let ℓ0 be the class of ρ∗(OP2K (1)) and ℓi the class of
the total transform of the exceptional divisor of ρi, for i = 1, . . . , r. Then
ℓ0, . . . , ℓr form a basis of Pic(S˜), so
[Ej ] = aj,0ℓ0 + · · ·+ aj,rℓr ∈ Pic(S˜) (4.4)
for some aj,i ∈ Z, for j = 1, . . . , r + 4.
For any C = (C0, . . . , Cr) ∈ Cr+1 (see Section 1.4), we use the integers
aj,i to define the fractional ideals
Oj := Caj,00 · · ·Caj,rr , (4.5)
and their subsets
Oj∗ :=
{
(Oj)6=0, ([Ej ], [Ej ]) < 0,
Oj , otherwise.
• For ηj ∈ Oj , consider the ideals
Ij := ηjO−1j .
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Via the configuration of E1, . . . , Er+4, we define coprimality conditions∑
j∈J
Ij = OK for all minimal J ⊂ {1, . . . , r + 4} with
⋂
j∈J
Ej = ∅. (4.6)
We observe from the classification in [Der06] that these minimal J have
the form J = {j, j′} for non-intersecting Ej , Ej′ (encoded in the extended
Dynkin diagram) or J = {j, j′, j′′} for pairwise intersecting Ej , Ej′ , Ej′′
that do not meet in a common point.
• Assume that K is an imaginary-quadratic field or K = Q. We consider K
as a subset of K∞ ∈ {R,C}, its completion at the infinite place, with ‖·‖∞
the usual real absolute value resp. the square of the usual complex one.
Let R(B) be the set of all (η1, . . . , ηr+4) ∈ Kr+4∞ satisfying the height
conditions
‖Ψi(η1, . . . , ηr+4)‖∞ ≤ B, (4.7)
for i = 0, . . . , deg(S), where Ψi is the monic monomial from (4.2).
For any C ∈ Cr+1, we define uC := N(C30C−11 · · ·C−1r ), corresponding to
the anticanonical class [−KS˜] = 3ℓ0 − ℓ1 − · · · − ℓr. Let MC(B) be the set
of all
(η1, . . . , ηr+4) ∈ O1∗ × · · · × Or+4∗
lying in the set R(uCB) defined by the height conditions and satisfying the
torsor equation (4.1), the coprimality conditions (4.6).
Claim 4.1. Let K be an imaginary quadratic field or K = Q. Let S ⊂ Pdeg(S)K be
a split singular del Pezzo surface of degree 3, . . . , 6 over K whose universal torsors
are open subsets of hypersurfaces, with an anticanonical embedding satisfying the
assumptions above. Let U be the complement of its lines. Let NU,H(B) be defined as
in (1.1), with the usual Weil height H on P
deg(S)
K (K). With the notation introduced
above, for B > 0, we have
NU,H(B) =
1
ω
10−deg(S)
K
∑
C∈C10−deg(S)
|MC(B)|.
Motivated by the geometry of S, we propose a strategy to prove Claim 4.1 by
induction, via the closely related Claim 4.2 below, for i = 0, . . . , r. The starting
point is a parameterization of rational points via the birational map π◦ρ−1 : P2K 99K
S. In each step i = 1, . . . , r, the rational points are parameterized by variables ηj
corresponding to curves on S˜i−1; if ρi is the blow-up of the intersection point of
some of these curves, we introduce a new variable essentially as the greatest common
divisor of the variables corresponding to those curves to obtain the next step of the
parameterization.
From here on, we work again over an arbitrary number field K. To set up the
induction in Claim 4.2, we need more notation. For i = 0, . . . , r and j = 1, . . . , r+4,
let E
(i)
j := (ρi+1 ◦ · · · ◦ ρr)(Ej) be the projection of Ej on S˜i. If E(i)j is a curve on
S˜i, then Ej is its strict transform on S˜. Possibly after rearranging the generators
of Cox(S˜), we may assume that E
(0)
1 , E
(0)
2 , E
(0)
3 are lines in P
2
K , that E
(0)
4 is a curve
of some degree D in P2K , and that E
(i)
i+4 is the exceptional divisor of ρi, so
a1,0 = a2,0 = a3,0 = 1, a4,0 = D, ai+4,0 = · · · = ai+4,i−1 = 0, ai+4,i = 1, (4.8)
for i = 1, . . . , r. By [Der06, Lemma 12], we may assume (possibly by a linear change
of coordinates y0, y1, y2 on P
2
K) that
E
(0)
1 = {y0 = 0}, E(0)2 = {y1 = 0}, E(0)3 = {y2 = 0}, E(0)4 = {R′(y0, y1, y2) = 0}
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in P2K , where R
′ is a homogeneous polynomial of degree D satisfying
Y3 −R′(Y0, Y1, Y2) = R(Y0, . . . , Y3, 1, . . . , 1). (4.9)
Via the natural embeddings Pic(P2K) ⊂ Pic(S˜1) ⊂ · · · ⊂ Pic(S˜r−1) ⊂ Pic(S˜), we
may view ℓ0, . . . , ℓi as a basis of Pic(S˜i). Then
[E
(i)
j ] = aj,0ℓ0 + · · ·+ aj,iℓi ∈ Pic(S˜i) (4.10)
with the integers aj,i from (4.4), for any i = 0, . . . , r and j = 1, . . . , i+ 4.
For i = 0, . . . , r and any (C0, . . . , Ci) ∈ Ci+1, we define analogously to (4.5)
O(i)j := Caj,00 · · ·Caj,ii , O(i)j∗ :=
{
(O(i)j )6=0, ([Ej ], [Ej ]) < 0,
O(i)j , otherwise,
and, for ηj ∈ O(i)j ,
I
(i)
j := ηj(O(i)j )−1
for j = 1, . . . , i+ 4.
We use the monomials Ψi(η˜1, . . . , η˜r+4) from (4.7) to define the map
Ψ : Kr+4 → Kdeg(S)+1, (η1, . . . , ηr+4) 7→ (Ψi(η1, . . . , ηr+4))i=0,...,deg(S).
Claim 4.2. Let K be a number field. Assume that U ⊂ S ⊂ Pdeg(S)K are as in
Claim 4.1. Assume that η˜1, . . . , η˜r+4 are ordered in such a way that E
(i)
i+4 is the
exceptional divisor of ρi, for i = 1, . . . , r. For any i ∈ {0, . . . , r}, we have a map
(η1, . . . , ηi+4) 7→ Ψ(η1, . . . , ηi+4, 1, . . . , 1) from the disjoint union
⋃
C0,...,Ci∈C

(η1, . . . , ηi+4) ∈ O(i)1∗ × · · · × O(i)i+4∗ : R(η1, . . . , ηi+4, 1, . . . , 1) = 0,∑
j∈J
I
(i)
j = OK for all minimal J ⊂ {1, . . . , i+ 4} with
⋂
j∈J
E
(i)
j = ∅

to U(K). This induces a bijection between the orbits under the natural free action
of (O×K)i+1 on the former set and U(K).
Here, the natural action of (λ0, . . . , λi) ∈ (O×K)i+1 on these subsets of Ki+4 is
explicitly given via the Pic(S˜i)-degrees of η˜1, . . . , η˜i+4 (4.10):
(λ0, . . . , λi) · (η1, . . . , ηi+4) := (λa1,00 · · ·λa1,ii η1, . . . , λai+4,00 · · ·λai+4,ii ηi+4).
Freeness of this action follows immediately from (4.8), the assumption that Ej is a
negative curve for all j ∈ {5, . . . , r + 4}, and the fact that there are at least r + 1
negative curves on any generalized del Pezzo surface of degree ≤ 7. Also, Ψ induces
a well-defined map on the orbits because all Ψj(η˜1, . . . , η˜i+4, 1, . . . , 1) have the same
degree [−KS˜i ].
Assume we have established Claim 4.2 for i = r. To deduce Claim 4.1 in specific
cases over number fields K with finite O×K , it remains to lift the height function via
Ψ. By the definition of the Weil height as in (1.4), this depends essentially on the
norm of
Ψ0(η1, . . . , ηr+4)OK + · · ·+Ψdeg(S)(η1, . . . , ηr+4)OK .
For (η1, . . . , ηr+4) ∈ O1∗×· · ·×Or+4∗, this is a multiple of uC = N(C30C−11 · · ·C−1r )
since the Ψi(η˜1, . . . , η˜r+4) have degree [−KS˜] = 3ℓ0− ℓ1− · · · − ℓr. We expect that
it is indeed equal to uC under (4.6). Then H(Ψ(η1, . . . , ηr+4)) ≤ B if and only if
(η1, . . . , ηr+4) ∈ R(uCB), and Claim 4.1 follows.
The following two lemmas turns out to be sufficient to prove Claim 4.2 for the
quartic surface of type A3 with five lines defined by (1.3). For other surfaces, some
induction steps must be done by hand. In particular, it may be necessary to use
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the relation R to deduce the new set of coprimality conditions. We note that the
assumption on ψ in the first lemma holds for every example in [Der06].
Lemma 4.3. The birational map π ◦ ρ−1 : P2K 99K S induces an isomorphism
between an open subset V ⊂ P2K and U ⊂ S. The homogeneous cubic polynomials
ψi(Y0, Y1, Y2) := Ψi(Y0, Y1, Y2, R
′(Y0, Y1, Y2), 1, . . . , 1), (4.11)
for i = 0, . . . , deg(S), define a rational map
ψ : P2K 99K S, (y0 : y1 : y2) 7→ (ψ0(y0, y1, y2) : · · · : ψdeg(S)(y0, y1, y2)). (4.12)
If ψ represents π ◦ ρ−1 on V , then Claim 4.2 holds for i = 0.
Proof. Let V ⊂ P2K be the complement of all E(0)j with j ∈ {1, . . . , 4} such that
Ej is a negative curve on S˜. Let W be the complement of the negative curves
on S˜. Then π(W ) = U since π maps the (−1)-curves to the lines and the (−2)-
curves to the singularities on S (each lying on a line for any singular del Pezzo
surface except for the Hirzebruch surface F2, which is excluded since it is toric),
and ρ(W ) = V since ρ contracts the negative curves E5, . . . , Er+4 to points lying
on the negative curves among E
(0)
1 , . . . , E
(0)
4 (since the extended Dynkin diagram
of negative curves on S˜ is connected and there are at least r + 1 negative curves).
Therefore, the birational map π ◦ ρ−1 induces an isomorphism between V and U .
For i = 0, . . . , deg(S), we note that ψi is a cubic polynomial, by considering
coefficients (a1,0, . . . , ar+4,0) = (1, 1, 1, D, 0, . . . , 0) of ℓ0 from (4.8) and the de-
gree of Ψi. Since Ψi are monomials, ψ is defined at least on the complement of
E
(0)
1 , . . . , E
(0)
4 . Its image lies in S since for any equation F ∈ K[X0, . . . , Xdeg(S)]
defining S ⊂ Pdeg(S)K , we know that F (Ψ0(η˜1, . . . , η˜r+4), . . . ,Ψdeg(S)(η˜1, . . . , η˜r+4))
is a multiple of R(η˜1, . . . , η˜r+4), so that F (ψ0(Y0, Y1, Y2), . . . , ψdeg(S)(Y0, Y1, Y2)) is
a multiple of R(Y0, Y1, Y2, R
′(Y0, Y1, Y2), 1, . . . , 1), which is trivial by (4.9).
To prove Claim 4.2 for i = 0, we note that π ◦ ρ−1 induces a bijection between
V (K) and U(K) that is explicitly given by ψ by assumption.
Any element of P2K(K) is represented uniquely up to multiplication by scalars
from O×K by (y0, y1, y2) ∈ O3K r {0} with y0OK + y1OK + y2OK ∈ C (and in
particular y0, y1, y2 in the same element of C, say C0). Therefore, ψ induces a
bijection between the orbits of the action of O×K by scalar multiplication on the
disjoint union
⋃
C0∈C
(y0, y1, y2) ∈ C30
∣∣∣∣∣
y0C
−1
0 + y1C
−1
0 + y2C
−1
0 = OK ,
yi−1 6= 0 if Ei is a negative curve, for i = 1, 2, 3,
R′(y0, y1, y2) 6= 0 if E4 is a negative curve

and U(K).
We rename (y0, y1, y2) to (η1, η2, η3) and introduce an additional variable η4 :=
R′(η1, η2, η3), which is equivalent to R(η1, . . . , η4, 1, . . . , 1) = 0 by (4.9). By (4.11),
this substitution turns ψ into Ψ(η1, . . . , η4, 1, . . . , 1). We note (O(0)1 , . . . ,O(0)4 ) =
(C0, C0, C0, C
D
0 ) by (4.8) and that the action of λ0 ∈ O×K on (η1, η2, η3) by scalar
multiplication leads to an action on η4 by multiplication by λ
D
0 .
It remains to show that the coprimality condition for η1, η2, η3 is equivalent to
the system of coprimality conditions described in Claim 4.2. Since any two curves
in P2K meet and since E
(0)
1 , E
(0)
2 , E
(0)
3 do not meet in one point, we must show
that adding resp. removing a condition such as η1C
−1
0 + η2C
−1
0 + η4C
−D
0 = OK
for E
(0)
1 ∩ E(0)2 ∩ E(0)4 = ∅ makes no difference. The emptiness of this intersection
is equivalent to R′(0, 0, 1) 6= 0, i.e., the term Y D2 appears in R′ with a nonzero
coefficient. In fact, this coefficient is ±1 since all coefficients in R are ±1 by
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assumption, and this could fail after the substitution in (4.9) only if two terms
of R would differ only by powers of η˜5, . . . , η˜r+4, which is impossible because of
(4.8) and the homogeneity of R. If there was a prime ideal p of OK dividing
η1C
−1
0 , η2C
−1
0 , η4C
−D
0 , then the relation η4 = R
′(η1, η2, η3) would imply that p
divides η3C
−1
0 , contradicting the coprimality of η1C
−1
0 , η2C
−1
0 , η3C
−1
0 . 
Lemma 4.4. Assume that Claim 4.2 holds for some i − 1 ∈ {0, . . . , r − 1}. If ρi
in (4.3) is the blow-up of a point on S˜i−1 lying on precisely two of E
(i−1)
1 , . . . , E
(i−1)
i+3 ,
if these two meet transversally in that point and meet nowhere else, and if the strict
transform on S˜ of at least one of these two is a negative curve, then Claim 4.2
holds for i.
Remark 4.5. For most steps of the proof of Lemma 4.4, we consider the following
more general situation for ρi. Let J0 be the set of all j ∈ {1, . . . , i + 3} such that
E
(i−1)
j contains the blown-up point pi ∈ S˜i−1. Assume that pi has multiplicity 1
on each E
(i−1)
j with j ∈ J0, that we have
⋂
j∈J0 E
(i)
j = ∅ for their strict transforms
on S˜i, and that the strict transform Ej on S˜ is a negative curve for some j ∈ J0.
The additional assumption |J0| = 2 in Lemma 4.4 is used only for parts of one
direction of the coprimality conditions, see (4.13) below. Without this assumption,
we expect that we must use the torsor equation to derive the coprimality conditions
for J ⊂ J0 ∪ {i+ 4} of Claim 4.2 for i.
Proof of Lemma 4.4. Except in the paragraph containing (4.13), we work in the
situation of Remark 4.5.
We write E′j := E
(i−1)
j for divisors on S˜i−1 and E
′′
j := E
(i)
j for their strict
transforms on S˜i. The exceptional divisor of ρi is E
′′
i+4 := E
(i)
i+4.
Let M ′ resp. M ′′ be the disjoint union in step i − 1 resp. i of Claim 4.2. We
construct a bijection between the (O×K)i-orbits in M ′ and the (O×K)i+1-orbits in
M ′′. We use η′j for coordinates of points in M
′ and η′′j for coordinates in M
′′,
and similarly O′j := O(i−1)j , O′′j := O(i)j and I ′j := I(i−1)j , I ′′j := I(i)j for their
corresponding (fractional) ideals.
Given η′ = (η′1, . . . , η
′
i+3) ∈ M ′, we have corresponding C0, . . . , Ci−1 ∈ C and
O′j with η′j ∈ O′j∗, and I ′j = η′jO′−1j . Since Ej is a negative curve on S˜ for some
j ∈ J0, at least one of the η′j with j ∈ J0 is nonzero. Therefore, there is a unique
Ci ∈ C such that [
∑
j∈J0 I
′
j ] = [C
−1
i ], giving O′′j and I ′′j for j = 1, . . . , i + 3.
Choose η′′i+4 ∈ Ci = O′′i+4 such that I ′′i+4 =
∑
j∈J0 I
′
j , which is unique up to
multiplication by O×K . Then we define η′′j := η′j/η′′i+4 for j ∈ J0 and η′′j := η′j for
all j ∈ {1, . . . , i+3}r J0, giving η′′ = (η′′1 , . . . , η′′i+4) ∈ O′′1∗× · · · ×O′′i+4∗, uniquely
up to the action of λi ∈ O×K by η′′i+4 7→ λiη′′i+4 and η′′j 7→ λ−1i η′′j for all j ∈ J0 and
η′′j 7→ η′′j for all j ∈ {1, . . . , i+ 3}r J0.
We check that these η′′ satisfy the coprimality conditions on M ′′. For J ⊂
{1, . . . , i+ 4} with J 6⊂ J0 ∪ {i+ 4}, assume first that i+ 4 /∈ J . Since blowing up
pi only separates divisors meeting in pi and since J 6⊂ J0, we have
⋂
j∈J E
′′
j = ∅
only for
⋂
j∈J E
′
j = ∅, hence
∑
j∈J I
′
j = OK and hence
∑
j∈J I
′′
j = OK , as desired,
because each I ′′j divides I
′
j . Assume next that i + 4 ∈ J . Then only the case
J = {k, i + 4} with k /∈ J0 is relevant because of the minimality assumption on
J , so E′′k ∩ E′′i+4 = ∅; by the assumption
⋂
j∈J0 E
′′
j = ∅, we have
⋂
j∈J0 E
′
j = {pi},
hence E′k ∩ (
⋂
j∈J0 E
′
j) = ∅; hence I ′k +
∑
j∈J0 I
′
j = OK and since I ′′i+4 divides all
I ′j with j ∈ J0, we conclude I ′′k + I ′′i+4 = OK .
It remains to check the coprimality conditions for
J ⊂ J0 ∪ {i+ 4}. (4.13)
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Here we use the additional assumption |J0| = 2, say J0 = {a, b}. Then our other
assumptions imply ([E′a], [E
′
b]) = 1, hence ([E
′′
a ], [E
′′
b ]) = 0 and ([E
′′
a ], [E
′′
i+4]) =
([E′′b ], [E
′′
i+4]) = 1. Therefore, the only remaining coprimality condition is I
′′
a +
I ′′b = OK , and this is clearly fulfilled using I ′′a = I ′a/I ′′i+4 and I ′′b = I ′b/I ′′i+4 with
I ′′i+4 = I
′
a + I
′
b.
To check that the η′′ constructed above satisfy the torsor equation on M ′′, we
first discuss how the polynomial R behaves under analogous substitutions. Let
c0ℓ0 + · · · + crℓr be the degree of the homogeneous relation R of the Cox ring.
Then R(T ′1, . . . , T
′
i+3, 1, . . . , 1) is homogeneous of degree c0ℓ0 + · · ·+ ci−1ℓi−1 if we
give each T ′j the degree [E
′
j ] = aj,0ℓ0 + · · ·+ aj,i−1ℓi−1 for the moment. Similarly,
R(T ′′1 , . . . , T
′′
i+4, 1, . . . , 1) is homogeneous of degree c0ℓ0+· · ·+ciℓi if we give each T ′′j
the degree [E′′j ] = aj,0ℓ0+ · · ·+aj,iℓi. If we substitute T ′j in R(T ′1, . . . , T ′i+3, 1, . . . , 1)
by T ′′j T
′′
i+4 for j ∈ J0 and by T ′′j for j ∈ {1, . . . , i + 3} r J0, then we obtain
an expression in T ′′1 , . . . , T
′′
i+4 that is homogeneous of the same degree c0ℓ0 + · · ·+
ci−1ℓi−1. Indeed, T ′′j T
′′
i+4 has the same degree as T
′
j for j ∈ J0 since [E′′j ] = [E′j ]−ℓi
and [E′′i+4] = ℓi, and similarly for j ∈ {1, . . . , i+3}rJ0. Furthermore, the result of
the substitution clearly agrees with R(T ′′1 , . . . , T
′′
i+4, 1, . . . , 1) up to powers of T
′′
i+4
in each term. But both are homogeneous of degrees differing by ciℓi, so the result
of the substitution is T ′′−cii+4 R(T
′′
1 , . . . , T
′′
i+4, 1, . . . , 1).
Since η′j = η
′′
j η
′′
i+4 for j ∈ J0 and η′j = η′′j for j ∈ {1, . . . , i+3}r J0, this implies
that
η′′−cii+4 R(η
′′
1 , . . . , η
′′
i+4, 1, . . . , 1) = R(η
′
1, . . . , η
′
i+3, 1, . . . , 1).
Since R(η′1, . . . , η
′
i+3, 1, . . . , 1) = 0 and η
′′
i+4 6= 0, this implies that η′′ satisfies the
torsor equation on M ′′. In total, we have constructed for η′ ∈ M ′ an O×K -orbit of
η
′′ ∈M ′′.
In the other direction, given η′′ ∈ M ′′ with corresponding C0, . . . , Ci ∈ C, we
define η′j := η
′′
j η
′′
i+4 for j ∈ J0 and η′j := η′′j for j ∈ {1, . . . , i + 3} r J0, giving
η
′ = (η′1, . . . , η
′
i+3) ∈ O′1∗ × · · · × O′i+3∗.
If η′′ ∈M ′′ satisfies the coprimality conditions, the same holds for η′ that we just
defined. Indeed, if
⋂
j∈J E
′
j = ∅, then
⋂
j∈J E
′′
j = ∅ since blowing up only decreases
intersection numbers, so
∑
j∈J I
′′
j = OK . Since
⋂
j∈J E
′
j = ∅ does not contain pi,
there is at least one k ∈ J with k /∈ J0, so ([E′′k ], [E′′i+4]) = 0, hence I ′′k +I ′′i+4 = OK .
In particular, the factors η′′i+4 in η
′
j = η
′′
j η
′′
i+4 for all j ∈ J ∩J0 do not contribute to
the greatest common divisor, so we have
∑
j∈J I
′
j = OK . Therefore, η′ satisfies the
coprimality conditions on M ′. Similarly as above, η′ satisfies the torsor equation.
Clearly all η′′ in the same O×K-orbit give the same η′.
Obviously, η′ 7→ η′′ 7→ η′ is the identity on M ′ (for any choice of η′′ in the
corresponding O×K-orbit). The assumption
⋂
j∈J0 E
′′
j = ∅ gives the coprimality
condition
∑
j∈J0 I
′′
j = OK on M ′′, and this ensures that η′′ 7→ η′ 7→ η′′ yields
an element of the same O×K-orbit as the original η′′. We have thus constructed a
bijection between M ′ and O×K -orbits in M ′′.
Moreover, it is clear that the O×K-orbits in M ′′ are contained in the (O×K)i+1-
orbits from Claim 4.2, and that η′1,η
′
2 ∈ M ′ are in the same (O×K)i-orbit if and
only if η′′1 and η
′′
2 are in the same (O×K)i+1-orbit. Hence, our bijection induces the
claimed bijection between orbits on M ′ and M ′′.
Using the coprimality condition
∑
j∈J0 I
′′
j = OK , we see that the union defining
M ′′ is disjoint if the union defining M ′′ is disjoint.
To conclude our proof, it is enough to show that the map M ′′ → Pdeg(S)K (K)
defined in Claim 4.2, step i, coincides with the composition M ′′ → U(K) of the
map M ′′ → M ′ constructed above and the map M ′ → U(K) from step i − 1.
Using the same gradings and substitutions as in the discussion of R, we note that
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Ψi(T
′
1, . . . , T
′
i+3, 1, . . . , 1) is homogeneous of degree 3ℓ0 − ℓ1 − · · · − ℓi−1. Our sub-
stitution turns this into a monic monomial of the same degree that coincides up
to powers of T ′′i+4 with the monic monomial Ψi(T
′′
1 , . . . , T
′′
i+4, 1, . . . , 1), which is ho-
mogeneous of degree 3ℓ0 − ℓ1 − · · · − ℓi. Since T ′′i+4 has degree ℓi, the substitution
gives T ′′i+4Ψi(T
′′
1 , . . . , T
′′
i+4, 1, . . . , 1). Thus, both maps send η
′′ ∈M ′′ to K-rational
points in projective space that differ by a factor of η′′i+4 6= 0 in each coordinate,
hence are the same. 
Remark 4.6. By our assumption, in the Cox ring relation R(η˜1, . . . , η˜r+4) =∑t
k=1 λk η˜
b1,k
1 · · · η˜br+4,kr+4 with exponents bj,k ∈ Z≥0, all coefficients λk are ±1. For
j = 1, . . . , r + 4, write Oj := O(r)j for simplicity. Then the fractional ideals
λkOb1,k1 · · · Obr+4,kr+4 coincide for all k = 1, . . . , t. Indeed, since R is homogeneous
of some degree c0ℓ0 + · · ·+ crℓr ∈ Pic(S˜), each of them is Cc00 · · ·Ccrr .
5. The first summation
Let K be an imaginary quadratic field, which we regard as a subfield of C.
Given a parameterization as in Claim 4.1 of rational points on a del Pezzo surface
S, we must estimate the cardinality of each MC(B). As indicated in Section 1.3,
we start by estimating the number of ηB0 , ηC0 in the fractional ideals OB0 ,OC0 ,
say, satisfying the torsor equation, with the remaining variables fixed. The details
depend on the precise shape of the torsor equation and coprimality conditions, via
the configuration of curves on S˜ encoded in an extended Dynkin diagram. In this
section, we assume that they are as in (5.1) and Figure 1. As discussed in [Der09,
Remark 2.1], this is true for the majority of singular del Pezzo surfaces described in
[Der06], and the additional assumptions for Proposition 5.3 are expected to follow
from Claim 4.1.
We use the following notation, similar to [Der09, Section 2]. Let r, s, t ∈ Z≥0,
(a0, . . . , ar) ∈ Zr+1>0 , (b0, . . . , bs) ∈ Zs+1>0 , (c1, . . . , ct) ∈ Zt>0. Let G = (V,E) be the
graph given in Figure 1, and let G′ = (V ′, E′) be the graph obtained from G by
deleting the vertices B0, C0 (see Figure 2).
A0
❍❍
❍
Ar Ar−1 · · · A1
❋❋
❋❋
B0 Bs · · · B1 D
C0
✈✈✈
Ct Ct−1 · · · C1
①①①①
Figure 1. G = (V,E).
A0 Ar · · · A1
●●
●●
Bs · · · B1 D
Ct · · · C1
✇✇✇✇
Figure 2. G′ = (V ′, E′).
For v ∈ V , let Ov be a nonzero fractional ideal of K such that
Oa0A0 · · · OarAr = Ob0B0 · · · ObsBs = OC0Oc1C1 · · · OctCt =: O
(see Remark 4.6). We define
Ov∗ :=

OA0 or O 6=0A0 if v = A0
Ov if v ∈ {B0, C0}
O 6=0v if v ∈ V r {A0, B0, C0}.
For B > 0, let M(B) be the set of all (ηv)v∈V ∈
∏
v∈V Ov∗ with the following
properties:
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• (ηv)v∈Vr{D} satisfies the torsor equation
ηa0A0 · · · ηarAr + ηb0B0 · · · ηbsBs + ηC0ηc1C1 · · · ηctCt = 0. (5.1)
• (ηv)v∈V ′∪{B0} satisfies height conditions written as
((ηv)v∈V ′ , ηB0) ∈ R(B), (5.2)
for a subset R(B) ⊂ CV ′ × C. Moreover, we assume that for all (ηv)v∈V ′
and B, the set R((ηv)v∈V ′ ;B) of all z ∈ C with ((ηv)v∈V ′ , z) ∈ R(B) is of
class m (see Definition 3.1) and contained in the union of k closed balls of
radius R((ηv)v∈V ′ ;B). Here, k, m are fixed constants.
• The ideals
Iv := ηvO−1v , v ∈ V ,
of OK satisfy the coprimality conditions encoded by the graph G, in the
following sense: For any two non-adjacent vertices v and w in G, the corre-
sponding ideals Iv and Iw are relatively prime. We impose the additional
coprimality condition
Each prime ideal p dividing ID may divide at most one of IA0 , IB0 , IC0 ,
which is only relevant if at least two of r, s, t are 0. Thus, (IA0 , IB0 , IC0)
is the only triplet of ideals Iv allowed to have a nontrivial common divisor.
In this section, we count, for fixed (ηv)v∈V ′ , the number of all (ηB0 , ηC0) such
that (ηv)v∈V satisfies the above conditions. This is analogous to [Der09, Section
2], except that non-uniqueness of factorization in our case (if hK > 1) leads to
technical difficulties. For ease of notation, we write η′ := (ηv)v∈V ′ , I′ := (Iv)v∈V ′ ,
ηA := (ηA1 , . . . , ηAr ), ηB := (ηB1 , . . . , ηBs), ηC := (ηC1 , . . . , ηCt),
IA := (IA1 , . . . , IAr ), IB := (IB1 , . . . , IBs), IC := (IC1 , . . . , ICt).
Let
Π(ηA) := η
a1
A1
· · · ηarAr , Π(IA) := Ia1A1 · · · IarAr ,
and
Π′(ID, IA) :=
{
IDIA1 · · · IAr−1 , if r ≥ 1
OK , if r = 0.
Analogously, we define Π(ηB), Π(IB), Π
′(ID, IB) and Π(ηC), Π(IC), Π
′(ID, IC).
The following notation encoding coprimality conditions is similar to the one in
Definition 2.6. For any prime ideal p of OK , let
Jp(I
′) := {v ∈ V ′ : p | Iv}. (5.3)
We define θ0(I
′) :=
∏
p θ0,p(Jp(I
′)), where
θ0,p(J) :=
{
1 if J = ∅, J = {v} with v ∈ V ′, or J = {v, w} ∈ E′,
0 otherwise.
Lemma 5.1. If (ηv)v∈Vr{D} satisfy the torsor equation (5.1), then the coprimality
conditions encoded by G are equivalent to
IB0 +Π
′(ID, IB)Π(IA) = OK (5.4)
IC0 +Π
′(ID, IC) = OK (5.5)
θ0(I
′) = 1. (5.6)
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Proof. This is analogous to [Der09, Lemma 2.3]. Condition (5.6) is equivalent to
the coprimality conditions encoded by G for all Iv, v ∈ V ′. Conditions (5.4),
(5.5) are clearly implied by the coprimality conditions for IB0 , IC0 , respectively.
Using the torsor equation (5.1), one can easily check that (5.4) and (5.6) im-
ply IB0 + Π
′(ID, IB)Π(IA)Π(IC) = OK , and that (5.4), (5.5), (5.6) imply IC0 +
Π′(ID, IC)Π(IA)Π(IB) = OK . 
For given η′, let A = A(η′) be a nonzero ideal of OK that is relatively prime to
Π′(ID, IC)Π(IC), such that we can write
ηa0A0Π(ηA) = Π1Π
b0
2 ,
with Π2 = Π2(η
′) ∈ AOB0 and Π1 = Π1(η′) ∈ O(AOB0)−b0 .
Remark 5.2. For example, we can choose A := p to be a suitable prime ideal p
not dividing Π′(ID, IC)Π(IC), such that pOB0 is a principal fractional ideal (t),
and let Π2 := t, Π1 := η
a0
A0
Π(ηA)/t
b0 . However, in some applications it is desirable
use Πb02 to collect b0-th powers of the variables ηAi appearing in η
a0
A0
Π(ηA).
Proposition 5.3. With all the above definitions, we have
|M(B)| = 2√|∆K |
∑
η′∈∏v∈V ′ Ov∗
θ1(η
′)V1(η′;B)
+O
 ∑
η′, (5.7)
2ωK(Π
′(ID ,IC))+ωK(Π
′(ID ,IB)Π(IA))b
ωK(IDΠ(IC))
0
(
R(η′;B)
NΠ(IC)1/2
+ 1
) ,
where the sum in the error term runs over all η′ ∈∏v∈V ′ Ov∗ such that
R(η′;B) 6= ∅, (5.7)
and the implicit constant may depend on K, k, m, and OB0 . In the main term,
V1(η
′;B) :=
∫
z∈R(η′;B)
1
N(Π(IC)OB0)
dz,
and
θ1(η
′) :=
∑
kc|Π′(ID ,IC)
kc+IA0Π(IA)Π(IB)=OK
µK(kc)
Nkc
θ˜1(I
′, kc)
∑
ρ mod kcΠ(IC)
ρOK+kcΠ(IC)=OK
ρb0≡kcΠ(IC )−Π1/Π(ηB)
1.
Here,
θ˜1(I
′, kc) := θ0(I′)
φ∗K(Π
′(ID, IB)Π(IA))
φ∗K(Π′(ID, IB) + kcΠ(IC))
,
and Π1/Π(ηB) is invertible modulo kcΠ(IC) whenever θ0(I
′) 6= 0. In the inner sum,
ρ runs through a system of representatives for the invertible residue classes modulo
kcΠ(IC) whose b0-th power is the class of −Π1/Π(ηB).
If b0 = 1, then the sum over ρ in the definition of θ1 is just 1 whenever θ0(I
′) 6= 0,
so θ1(η
′) = θ′1(I
′), where
θ′1(I
′) :=
∑
kc|Π′(ID ,IC)
kc+IA0Π(IA)Π(IB)=OK
µK(kc)
Nkc
θ˜1(I
′, kc). (5.8)
In our applications, the function θ′1(I
′) plays an important role in the computation
of the main term in the second summation, regardless of whether b0 = 1 or not.
Thus, let us investigate θ′1, at least in the case where s, t ≥ 1. Recall that the Iv,
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v ∈ V ′ r {A0}, are always nonzero ideals of OK . In the following, we will assume
that IA0 6= {0} holds as well.
Lemma 5.4. Let s, t ≥ 1. Then we have
θ′1(I
′) =
∏
p
θ′1,p(Jp(I
′)), (5.9)
where Jp is defined in (5.3), and for any J ⊂ V ′,
θ′1,p(J) :=

1 if J = ∅, {Bs}, {Ct}, {A0},
1− 2
Np
if J = {D},
1− 1
Np
if J = {v}, with v ∈ V ′ r {Bs, Ct, A0, D},
or J = {v, w} ∈ E′,
0 otherwise.
In particular, θ′1 ∈ Θ′r+s+t+2(2) and, with ρ := r + s+ t+ 1, we have
A(θ′(I′), I′) =
∏
p
(
1− 1
Np
)ρ (
1 +
ρ
Np
+
1
Np2
)
. (5.10)
Moreover, let v ∈ V ′r{A1, B1, C1, D} and let b be the product of all prime ideals of
OK dividing at least one Iw with w ∈ V ′r {v} not adjacent to v. Then, considered
as a function of Iv, we have θ
′
1(I
′) ∈ Θ(b, 1, 1, 1).
Proof. We write θ′1(I
′) as
θ0(I
′)
φ∗K(Π
′(ID, IB)Π(IA))
φ∗K(Π′(ID, IB) + Π(IC))
∑
kc|Π′(ID ,IC)
kc+IA0Π(IA)Π(IB)=OK
µK(kc)
Nkc
∏
p|(kc+Π′(ID ,IB))
p∤Π(IC)
(
1− 1
Np
)−1
.
The first factor is defined as a product of local factors which depend only on the
set Jp(I
′). It is obvious how to write the second factor as such a product. Recall
that we assumed s, t ≥ 1. Whenever θ0(I′) 6= 0, we can write the third factor as∏
p|ID
p∤IA0Π(IA)Π(IB)Π(IC)
Np − 2
Np − 1
∏
p|(Π′(ID ,IC)+Π(IC))
p∤IA0Π(IA)Π(IB)
(
1− 1
Np
)
.
Now (5.9) can be proved by a straightforward inspection of the local factors. To
prove (5.10), we use (2.2) in Lemma 2.8. Then (5.9) and counting the vertices and
edges in G′ show that the local factor at each prime ideal p is indeed as in (5.10).
The last assertion in the lemma is again an immediate consequence of (5.9). 
An analogous version of the last assertion in Lemma 5.4 holds for θ˜1.
Lemma 5.5. Let v ∈ V ′ and let b be the product of all prime ideals of OK dividing
at least one Iw with w ∈ V ′r{v} not adjacent to v. Then, considered as a function
of Iv, we have θ˜1(I
′, kc) ∈ Θ(b, 1, 1, 1).
Proof. This follows immediately from the definition of θ˜1. 
5.1. Proof of Proposition 5.3. The proof is mostly analogous to [Der09, Propo-
sition 2.4], but the lack of unique factorization in OK leads to some technical
difficulties. We use two simple lemmas.
Lemma 5.6. Let a be an ideal and f a nonzero fractional ideal of OK . Let y1,
y2 ∈ f such that (y1f−1, a) = (y2f−1, a) = OK . Then y2/y1 is invertible modulo a
and, for x ∈ OK , we have
xy1 − y2 ∈ af if and only if x ≡a y2/y1.
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Proof. For every prime ideal p | a, we have vp(y1) = vp(f) = vp(y2), so y2/y1 is
invertible modulo a. Moreover, xy1 − y2 ∈ af holds if and only if vp(x − y2/y1) ≥
vp(a) − vp(y1f−1) for all prime ideals p. Given our assumptions, this is equivalent
to x ≡a y2/y1. 
Lemma 5.7. Let a1, a2 be fractional ideals of OK and let x, y ∈ a2 such that
x− y ∈ a1a2. Then, for any positive integer n, we have xn − yn ∈ a1an2 .
Proof. Clearly, xn − yn = (x − y)(xn−1 + xn−2y + · · ·+ yn−1) ∈ a1a2 · an−12 . 
For fixed B > 0 and η′ ∈ ∏v∈V ′ Ov∗ subject to (5.6), let N1 = N1(η′;B) be
the number of all (ηB0 , ηC0) ∈ OB0 ×OC0 such that the torsor equation (5.1), the
coprimality conditions (5.4), (5.5), and the height conditions (5.2) are satisfied.
Then
|M(B)| =
∑
η′∈∏v∈V ′ Ov∗
(5.6)
N1(η
′;B).
By Mo¨bius inversion for (5.5), we obtain
N1 =
∑
kc|Π′(ID ,IC)
µ(kc) |{(ηB0 , ηC0) ∈ OB0 × kcOC0 | (5.1), (5.2), (5.4)}| .
We notice that, given ηB0 ∈ OB0 , there is a (unique) ηC0 ∈ kcOC0 with (5.1) if and
only if
ηa0A0Π(ηA) + η
b0
B0
Π(ηB) ∈ Π(ηC)kcOC0 = Π(IC)kcO. (5.11)
Similarly as in the proof of [Der09, Proposition 2.4], we see that this, (5.4), and
(5.6) can only hold if kc + IA0Π(IA)Π(IB) = OK , so
N1 =
∑
kc|Π′(ID ,IC)
kc+IA0Π(IA)Π(IB)=OK
µ(kc) |{ηB0 ∈ OB0 | (5.2), (5.4), (5.11)}| .
Let us consider condition (5.11). Recall the definition of Π1 and Π2 before Propo-
sition 5.3. We note that
Π1(O(AOB0 )−b0)−1 · (Π2(AOB0)−1)b0 = ηa0A0Π(ηA)O−1 = Ia0A0Π(IA),
so Π1(O(AOB0 )−b0)−1 + kcΠ(IC) and Π2(AOB0)−1 + kcΠ(IC) are OK .
Lemma 5.8. For all ηB0 ∈ OB0 satisfying (5.11) there exists ρ in OK , unique
modulo kcΠ(IC), such that
ηB0 − ρΠ2 ∈ kcΠ(IC)OB0 . (5.12)
This ρ satisfies
ρb0 ≡kcΠ(IC) −Π1/Π(ηB). (5.13)
Here, Π1/Π(ηB) is invertible modulo kcΠ(IC), so ρ is invertible modulo kcΠ(IC)
as well.
Conversely, if ηB0 ∈ OB0 satisfies (5.12) for some ρ with (5.13) then it satisfies
(5.11).
Proof. We write (5.11) as
ηb0B0Π(ηB) + Π1Π
b0
2 ∈ kcΠ(IC)O. (5.14)
Since Π1Π
b0
2 O−1 = Ia0A0Π(IA) is coprime to kcΠ(IC), we see that ηb0B0Π(ηB)O−1 =
Ib0B0Π(IB) is coprime to kcΠ(IC) as well.
Therefore, ηB0O−1B0 = IB0 is relatively prime with kcΠ(IC). Moreover, Π2 ∈ OB0
and, by our choice of A, we have Π2O−1B0 + kcΠ(IC) = OK . Therefore, we can apply
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Lemma 5.6 with x := ρ, y1 := Π2, y2 := ηB0 , a := kcΠ(IC), and f := OB0 to see
that there is a unique ρ modulo kcΠ(IC) with (5.12).
By Lemma 5.7, this ρ satisfies
ηb0B0 − (ρΠ2)b0 ∈ kcΠ(IC)Ob0B0 . (5.15)
Clearly, Π(ηB)OK = Π(IB)OO−b0B0 ⊂ OO−b0B0 , so (5.14) and (5.15) imply
ρb0Π(ηB)Π
b0
2 +Π1Π
b0
2 ∈ kcΠ(IC)O. (5.16)
Now Π(ηB)Π
b0
2 O−1 = Π(IB)Πb02 O−b0B0 , so Π(ηB)Πb02 ∈ O and Π(ηB)Πb02 O−1 +
kcΠ(IC) = OK . We have already seen that Π1Πb02 ∈ O and Π1Πb02 O−1+ kcΠ(IC) =
OK . By Lemma 5.6, Π1/Π(ηB) is invertible modulo kcΠ(IC) and (5.13) holds.
Now assume that we are given ηB0 ∈ OB0 such that (5.12) and (5.13) hold
for some ρ. By the same argument as in the above paragraph, using the reverse
implication in Lemma 5.6, (5.13) implies (5.16). By Lemma 5.7, (5.12) implies that
ηb0B0 − (ρΠ2)b0 ∈ kcΠ(IC)Ob0B0 , which, together with (5.16), yields (5.11). 
By the lemma,
N1 =
∑
kc|Π′(ID ,IC)
kc+IA0Π(IA)Π(IB)=OK
µ(kc)
∑
ρ mod kcΠ(IC)
ρOK+kcΠ(IC)=OK
(5.13)
|{ηB0 ∈ OB0 | (5.2), (5.4), (5.12)}|.
After Mo¨bius inversion for the coprimality condition (5.4), we have
N1 =
∑
kc|Π′(ID ,IC)
kc+IA0Π(IA)Π(IB)=OK
µ(kc)
∑
ρ mod kcΠ(IC)
ρOK+kcΠ(IC)=OK
(5.13)
∑
kb|Π′(ID ,IB)Π(IA)
N2(kc, kb, ρ),
where
N2(kc, kb, ρ) := |{ηB0 ∈ kbOB0 | (5.2), (5.12)}|.
Since ρΠ2O−1B0+kcΠ(IC) = OK , congruence (5.12) implies that ηB0O−1B0+kcΠ(IC) =OK . Therefore, we can add the condition kb + kcΠ(IC) = OK to the sum over kb.
Let δ ∈ OK r {0} such that δOB0 is an integral ideal of OK . The conditions
ηB0 ∈ kbOB0 and (5.12) can be written as a system of congruences
δηB0 ≡ 0 mod kb(δOB0)
δηB0 ≡ δρΠ2 mod kcΠ(IC)(δOB0).
Since kbδOB0 + kcΠ(IC)δOB0 = δOB0 and δρΠ2 ≡ 0 mod δOB0 , we can apply the
Chinese remainder theorem. Thus, there is an element x ∈ OK such that these
congruences are equivalent to
δηB0 ≡ x mod kbkcΠ(IC)(δOB0 ).
Hence,
N2(kc, kb, ρ) = |(x/δ + kbkcΠ(IC)OB0 ) ∩R(η′;B)|.
With our assumptions on R(η′;B), Lemma 3.3 yields
N2(kc, kb, ρ) =
2√|∆K | V1(η
′;B)
N(kbkc)
+O
(
R(η′;B)
NΠ(IC)1/2
+ 1
)
.
Now a simple computation shows that the main term in the proposition is the
correct one. For the error term, we notice that the number of ρ modulo kcΠ(IC)
with (5.13) is ≪ bωK(IDΠ(IC))0 by Hensel’s lemma.
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6. The second summation
As in the previous section, K denotes an imaginary quadratic field. We provide
tools to sum the main term resulting from Proposition 5.3 over a further variable.
First, we fix some notation: Let O be a nonzero fractional ideal of K, let q ∈ IK ,
and n ∈ Z>0. Let A ∈ K such that vp(AO) = 0 for all prime ideals p of OK dividing
q. In particular, Az is defined modulo q for all z ∈ O.
We consider a function ϑ : IK → R such that, with constants cϑ > 0 and C ≥ 0,∑
a∈IK
Na≤t
|(ϑ ∗ µK)(a)| ·Na≪ cϑt(log(t+ 2))C (6.1)
holds for all t > 0. We write
A(ϑ(a), a, q) :=
∑
a∈IK
a+q=OK
(ϑ ∗ µK)(a)
Na
.
(For ϑ ∈ Θ(b, C1, C2, C3), this is consistent with the definition given in Section 2.)
For 1 ≤ t1 ≤ t2, let g : [t1, t2] → R be a function such that there exists a
partition of [t1, t2] into at most R(g) intervals on whose interior g is continuously
differentiable and monotonic. Moreover, with constants cg > 0 and a ≤ 0, we
assume that
|g(t)| ≪ cgta on [t1, t2]. (6.2)
We find an asymptotic formula for the sum
S(t1, t2) :=
∑
z∈O 6=0
t1<N(zO−1)≤t2
ϑ(zO−1)
∑
ρ mod q
ρOK+q=OK
ρn≡qAz
g(N(zO−1)).
Proposition 6.1. With the above definitions, we have
S(t1, t2) =
2π√|∆K |φ∗K(q)A(ϑ(a), a, q)
∫ t2
t1
g(t) dt+O
(
cϑcg(
√
NqE1 +NqE2)
)
,
where
E1 ≪a,C R(g)
{
supt1≤t≤t2(t
a+1/2) if a 6= −1/2,
log(t2 + 2) if a = −1/2,
(6.3)
and
E2 ≪a,C R(g)
{
ta1 log(t1 + 2)
C+1 if a < 0,
log(t2 + 2)
C+1 if a = 0.
(6.4)
Moreover, the same formula holds if, in the definition of S(t1, t2), the range t1 <
N(zO−1) ≤ t2 is replaced by t1 ≤ N(zO−1) ≤ t2.
Remark 6.2. In particular, we can apply Proposition 6.1 with q = OK , n = A = 1
to handle sums of the form
S(t1, t2) =
∑
z∈O 6=0
t1<N(zO−1)≤t2
ϑ(zO−1)g(N(zO−1)).
In this case, the error term is ≪a,C R(g)cϑcg supt1≤t≤t2(ta+1/2) if a 6= −1/2 and
≪C R(g)cϑcg log(t2 + 2) if a = −1/2. (Note that t2 ≥ t1 ≥ 1).
Recall the notation of Section 5, in particular Proposition 5.3. In a typical
application, we have r, s, t ≥ 1, b0 ∈ {1, 2}, and
V1(η
′;B) =: V˜1((NIv)v∈V ′ ;B)
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depends only on B and the absolute norms of the ideals Iv, and not on the ηv. Let
us describe how we apply Proposition 6.1 to sum the main term in the result of
Proposition 5.3 over a further variable, say, ηw. We write V
′′ := V ′ r {w}, η′′ :=
(ηv)v∈V ′′ and assume that g(t) := V˜1((NIv)v∈V ′′ , t;B) satisfies the hypotheses from
the beginning of this section. We define
V2((NIv)v∈V ′′ ;B) := π
∫
t≥1
g(t) dt
and distinguish between two cases.
In the first case, let b0 = 1. As mentioned after Proposition 5.3, θ1(η
′) = θ′1(I
′).
Let ϑ(Iw) := θ
′
1(I
′), considered as a function of Iw. By the last assertion of Lemma
5.4 and Lemma 2.2, (2), ϑ satisfies (6.1) with cθ = 2
ω(b) and C = 0. Up to a
possible contribution of ηw = 0 (if w = A0), we can use Remark 6.2 to estimate
2√|∆K |
∑
η′′∈∏v∈V ′′ Ov∗
∑
ηw∈Ow∗
ϑ(ηwO−1w )g(N(ηwO−1w )).
We obtain a main term(
2√|∆K |
)2 ∑
η′′∈∏v∈V ′′ Ov∗
A(θ′1(I′), Iv)V2((NIv)v∈V ′′ ;B). (6.5)
It remains to bound the sum over η′′ of the error term from Remark 6.2.
In the second case b0 ≥ 2, the sum over ρ in the definition of θ1 is not just 1.
However, we notice that, if r, s ≥ 1, the condition kc + IA0Π(IA)Π(IB) = OK can
be replaced by kc+IA1IB1 = OK , since the remaining coprimality conditions follow
from θ0(I
′) = 1. We additionally assume that
w ∈ {A0, A2, . . . , Ar}
and that −Π1/Π(ηB) has the form Aηw, where A does not depend on ηw. Then
vp(AOw) = 0 for all p | kcΠ(IC). We apply Proposition 6.1 once for every summand
in the sum over kc, to sum the expression
θ˜1(I
′, kc)
∑
ρ mod kcΠ(IC)
ρOK+kcΠ(IC)=OK
ρb0≡kcΠ(IC )Aηw
V1(η
′;B)
over ηw ∈ Ow∗. Let ϑ(Iw) := θ˜1(I′, kc), considered as a function of Iw. By Lemma
5.5 and Lemma 2.2, (2), ϑ satisfies (6.1) with cϑ = 2
ωK(b) and C = 0. After
applying Proposition 6.1 and summing the result over kc, we obtain a main term(
2√
∆K
)2 ∑
η′′∈∏v∈V ′′ Ov∗
θ2(I
′′)V2((NIv)v∈V ′′ ;B),
where
θ2(I
′′) :=
∑
kc|Π′(ID ,IC)
kc+IA1IB1=OK
µK(kc)
Nkc
φ∗K(kcΠ(IC))A(ϑ(Iw), Iw , kcΠ(IC)). (6.6)
The following lemma shows that the main term is the same as in the case b0 =
0. It remains to bound the sum over η′′ and kc of the error term multiplied by
µK(kc)/Nkc.
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Lemma 6.3. Assume that r, s ≥ 1, choose w ∈ {A0, A2, . . . , Ar, B2, . . . , Bs}, and
let ϑ(Iw) := θ˜1(I
′, kc), considered as a function of Iw. Then ϑ(Iw) ∈ Θ(b, 1, 1, 1),
where b is given in Lemma 5.5. Define θ2(I
′′) as in (6.6) and θ′1(I
′) as in (5.8).
Then we have
θ2(I
′′) = A(θ′1(I′), Iw).
Proof. It is enough to prove that φ∗K(kcΠ(IC))A(ϑ(Iw), Iw, kcΠ(IC)) = A(ϑ(Iw), Iw)
holds whenever kc satisfies the conditions under the sum. This is clearly true if ϑ
is the zero function. If not, write ϑ(Iw) =
∏
pAp(vp(Iw)) with Ap(n) = Ap(1) for all
prime ideals p and all n ≥ 1. By Lemma 2.2, (3), φ∗K(kcΠ(IC))A(ϑ(Iw), Iw, kcΠ(IC))
is given by∏
p∤kcΠ(IC)
((
1− 1
Np
)
Ap(0) +
1
Np
Ap(1)
) ∏
p|kcΠ(IC)
(
1− 1
Np
)
Ap(0),
and
A(ϑ(Iw), Iw) =
∏
p
((
1− 1
Np
)
Ap(0) +
1
Np
Ap(1)
)
.
By our choice of w, we have ϑ(Iw) = θ˜1(I
′, kc) = 0 whenever p | (Iw + kcΠ(IC)).
Since ϑ is not identically zero, this implies Ap(1) = 0 for all p | kcΠ(IC). 
6.1. Proof of Proposition 6.1. First, we prove a version of Lemma 2.5 that
counts elements in a given residue class instead of ideals.
Lemma 6.4. Let a be an ideal of K and let β ∈ OK such that a+ q = βOK + q =
OK . Moreover, let ϑ : IK → R satisfy (6.1). Then, for t ≥ 0,∑
z∈ar{0}
z≡β mod q
N(za−1)≤t
ϑ(za−1) =
2π√|∆K |NqA(ϑ(b), b, q)t+OC
(
cϑ
(√
t
Nq
+ log(t+ 2)C+1
))
.
Proof. The case t < 1 can be handled as in Lemma 2.5, so let t ≥ 1. Using
ϑ = (ϑ ∗ µK) ∗ 1, we see that∑
z∈ar{0}
z≡β mod q
N(za−1)≤t
ϑ(za−1) =
∑
Nb≤t
(ϑ∗µK)(b)
∑
z∈abr{0}
z≡β mod q
N(za−1)≤t
1 =
∑
Nb≤t
b+q=OK
(ϑ∗µK)(b)
∑
z∈abr{0}
z≡β mod q
‖z‖∞≤tNa
1.
For the second equality, note that the inner sum is 0 whenever b + q 6= OK . Now
ab+ q = OK , so the Chinese remainder theorem yields an x ∈ OK such that∑
z∈ar{0}
z≡β mod q
N(za−1)≤t
ϑ(za−1) =
∑
Nb≤t
b+q=OK
(ϑ ∗ µK)(b)
∑
z∈O 6=0K
z≡x mod abq
‖z‖∞≤tNa
1.
We use Lemma 3.3 to estimate the inner sum and obtain∑
z∈ar{0}
z≡β mod q
N(za−1)≤t
ϑ(za−1) =
∑
Nb≤t
b+q=OK
(ϑ ∗ µK)(b)
(
2πt√|∆K |NbNq +O
(√
t
NbNq
+ 1
))
,
which we expand to the main term in the lemma plus an error term
≪ t
Nq
∑
Nb>t
|(ϑ ∗ µK)(b)|
Nb
+
√
t
Nq
∑
Nb≤t
|(ϑ ∗ µK)(b)|√
Nb
+
∑
Nb≤t
|(ϑ ∗ µK)(b)|.
By (6.1) and Lemma 2.4, the first part of the error term is ≪C cϑNq−1 log(t+2)C ,
the second part is ≪C cϑ
√
t/Nq, and the third part is ≪C cϑ log(t+ 2)C+1. 
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Lemma 6.5. Using the notation from the beginning of this section, we have∑
z∈O 6=0
N(zO−1)≤t
ϑ(zO−1)
∑
ρ mod q
ρOK+q=OK
ρn≡qAz
1 =
2π√|∆K |φ∗K(q)A(ϑ(a), a, q)t (6.7)
+O(cϑ(
√
Nqt+Nq log(t+ 2)C+1)).
Proof. Denote the expression on the left-hand side of (6.7) by L. Since vp(AO) = 0
for all p | q, we can, by weak approximation, find A1 ∈ O−1, A2 ∈ OK such that
A = A1/A2 and A1O + q = A2OK + q = OK . Changing the order of summation,
we obtain
L =
∑
ρ mod q
ρOK+q=OK
∑
z∈O 6=0
A1z≡A2ρn mod q
N(zO−1)≤t
ϑ(zO−1) =
∑
ρ mod q
ρOK+q=OK
∑
A1z∈A1O 6=0
A1z≡A2ρn mod q
N(A1z(A1O)−1)≤t
ϑ(A1z(A1O)−1).
The lemma now follows from Lemma 6.4 and the trivial estimate φK(q) ≤ Nq. 
Define ϑ˜ : IK → R by
ϑ˜(a) := ϑ(a)
∑
z∈O 6=0
zO−1=a
∑
ρ mod q
ρOK+q=OK
ρn≡qAz
1.
The first sum is finite, since |O×K | <∞. Then
S(t1, t2) =
∑
a∈[O−1]∩IK
t1<Na≤t2
ϑ˜(a)g(Na),
and by Lemma 6.5 we have∑
a∈[O−1]∩IK
Na≤t
ϑ˜(a) =
2π√|∆K |φ∗K(q)A(ϑ(a), a, q)t+O(cϑ(
√
Nqt+Nq log(t+ 2)C+1)).
With (6.2) and simple calculations, the proposition now follows from Lemma 2.10.
7. Further summations
Here, we show how to evaluate the main term of the second summation as in
(6.5), once the sums over C ∈ Cr+1 from Claim 4.1 and over elements η′′ ∈ O1∗ ×
· · ·×Or+1∗ have been transformed into a sum over ideals (a1, . . . , ar+1) ∈ Ir+1K (see
Lemma 9.4, for example).
In this section, K can be an arbitrary number field of degree d ≥ 2. For K = Q,
we refer to [Der09]. Let r ∈ Z>0, s ∈ {0, 1}. We consider functions V : Rr+s≥1 ×
R≥3 → R≥0 similar to the ones in [Der09, Proposition 3.9, Proposition 3.10]. That
is, we consider three cases:
(a) We have s = 0 and
V (t1, . . . , tr;B)≪ B
t1 · · · tr .
(b) We have s = 1 and there exist k2, . . ., kr ∈ R, k1, kr+1 ∈ R 6=0, a ∈ R>0 with
V (t1, . . . , tr+1;B)≪ B
t1 · · · tr+1 ·
(
B
tk11 · · · tkr+1r+1
)−a
.
Moreover, V (t1, . . . , tr+1;B) = 0 unless t
k1
1 · · · tkr+1r+1 ≤ B.
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(c) We have s = 1 and there exist k2, . . ., kr ∈ R, k1, kr+1 ∈ R 6=0, a, b ∈ R>0 with
V (t1, . . . , tr+1;B)≪ B
t1 · · · tr+1 ·min

(
B
tk11 · · · tkr+1r+1
)−a
,
(
B
tk11 · · · tkr+1r+1
)b .
Additionally, we assume that V (t1, . . . , tr+s) = 0 unless t1, . . . , tr+s ≤ B, and that
there is a constant R(V ) such that for all fixed t1, . . ., tr+s−1, B, there is a partition
of [1, B] into at most R(V ) intervals on whose interior V (t1, . . . , tr+s;B), considered
as a function of tr+s, is continuously differentiable and monotonic. We note that
(b) implies (c) for any b > 0.
Lemma 7.1. Let V (t1, . . . , tr+s;B) be as above, tr+s ≥ 1, B ≥ 3. Then∑
a1,...,ar+s−1∈IK
V (Na1, . . . ,Nar+s−1, tr+s;B)≪ B(logB)
r−1
tr+s
.
Proof. In case (a) this follows immediately from Lemma 2.4 with C = 0, κ = 1
applied r times. In case (b), we apply Lemma 2.4 with C = 0, κ = 1 − ak1 to the
sum over a1 and then proceed as in case (a).
In case (c), we split the sum over a1 into two sums: One over all a1 with
Nak11 · · ·Nakr+1r+1 ≤ B and one where the opposite inequality holds. For the first, we
use V (Na1, . . . ,Nar, tr+1;B) ≪ B/(Na1 · · ·Nartr+1)(B/(Nak11 · · ·Nakrr tkr+1r+1 ))−a
and proceed as in case (b). For the second sum, we use V (Na1, . . . ,Nar, tr+1;B)≪
B/(Na1 · · ·Nartr+1)(B/(Nak11 · · ·Nakrr tkr+1r+1 ))b and apply Lemma 2.4 with C = 0,
κ = 1 + bk1. The remaining summations over a2, . . ., ar are again handled as in
case (a). 
Proposition 7.2. Let V be as above and θ ∈ Θ′r+s(C) for some C ∈ Z>0. Then∑
a1,...,ar+s
θ(a1, . . . , ar+s)V (Na1, . . . ,Nar+s;B)
= ρKhK
∑
a1,...,ar+s−1
A(θ(a1, . . . , ar+s), ar+s)
∫ ∞
1
V (Na1, . . . ,Nar+s−1, tr+s;B) dtr+s
+OV,C(B(logB)
r−1 log logB).
Proof. This is mostly analogous to a special case of [Der09, Proposition 3.9, Propo-
sition 3.10], but we could simplify the third step significantly.
We define T := (logB)d((2C−1)(r+s−1)+s) and proceed in three steps:
(1) Bound ∑
a1,...,ar+s
Nar+s<T
θ(a1, . . . , ar+s)V (Na1, . . . ,Nar+s;B)
(2) Bound the sum over a1, . . ., ar+s−1 of∑
Nar+s≥T
θ(a1, . . . , ar+s)V (Na1, . . . ,Nar+s;B)
− ρKhKA(θ(a1, . . . , ar+s), ar+s)
∫ ∞
T
V (Na1, . . . ,Nar+s−1, tr+s;B) dtr+s.
(3) Bound∑
a1,...,ar+s−1
A(θ(a1, . . . , ar+s), ar+s)
∫ T
1
V (Na1, . . . ,Nar+s−1, tr+s;B) dtr+s.
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Using 0 ≤ θ(a1, . . . , ar+s) ≤ 1 and Lemma 7.1, we see that the expression in step
(1) is indeed bounded by∑
a1,...,ar+s
Nar+s<T
V (Na1, . . . ,Nar+s;B)≪
∑
Nar+s<T
B(logB)r−1
Nar+s
≪ B(logB)r−1 log logB.
Analogously, since A(θ(a1, . . . , ar+s), ar+s) ∈ Θ′r+s−1(2C), the expression in step
(3) is bounded by
∑
a1,...,ar+s−1
T∫
1
V (Na1, . . . ,Nar+s−1, tr+s;B) dtr+s ≪
T∫
1
B(logB)r−1
tr+s
dtr+s
≪ B(logB)r−1 log logB.
For step (2), we note that in all three cases (a), (b), (c) we have
V (t1, . . . , tr+s;B)≪ B
t1 · · · tr+s .
By Corollary 2.7, we may apply Lemma 2.10 with m = 1, c1 = (2C)
ω(a1,...,ar+s−1),
b1 = 1 − 1/d, k1 = 0, cg = B/(Na1 · · ·Nar+s−1), a = −1 for the sum over ar+s.
We obtain an error term of order
≪V,C
∑
a1,...,ar+s−1
(2C)ω(a1,...,ar+s−1)B
Na1 · · ·Nar+s−1 T
−1/d ≪C B(logB)(2C)(r+s−1)T−1/d
≪ B(logB)r−1. 
Let Vr+1 := V be as in cases (b), (c) at the start of this section. For all l ∈
{0, . . . , r}, we define
Vl(t1, . . . , tl;B) :=
∫
tl+1,...,tr+1≥1
V (t1, . . . , tr+1;B) dtl+1 · · · dtr+1.
For l ≥ 1, and fixed t1, . . ., tl−1, B, we additionally require that there is a partition
of [1, B] into at most R(V ) intervals on which Vl(t1, . . . , tl;B), as a function of tl,
is continuously differentiable and monotonic. For θ ∈ Θ′r+1(C), let
θl(a1, . . . , al) := A(θ(a1, . . . , ar+1), ar+1, . . . , al+1) ∈ Θ′l(2r−l+1C).
The following proposition is analogous to [Der09, Proposition 4.3, Remark 4.4].
Proposition 7.3. Let V be as above and θ ∈ Θ′r+1(C). Then∑
a1,...,ar+1
θ(a1, . . . , ar+1)V (Na1, . . . ,Nar+1;B)
= (ρKhK)
r+1θ0V0(B) +OV,C(B(logB)
r−1 log logB).
Proof. By a similar argument as in Lemma 7.1, we see that, for l ∈ {1, . . . , r},
Vl(t1, . . . , tl;B)≪ B(logB)
r−l
t1 · · · tl .
Since θl(a1, . . . , al) ∈ Θ′l(2r−l+1C), we can apply Proposition 7.2 inductively to
Vr+1, Vr, Vr−1/ logB, . . ., V1/(logB)r−1. 
Note that θ0 can be computed by Lemma 2.8.
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8. The factor α
Let K be an imaginary quadratic field. Let S be a split singular del Pezzo
surface of degree d = 9 − r over K, with minimal desingularization S˜. The final
result of our summation process is typically provided by Proposition 7.3. To derive
Manin’s conjecture as in Theorem 1.1 from this, it remains to compare the integral
V0(B) with α(S˜)π
r+1ω∞B(logB)r . Here, α(S˜) is a constant defined in [Pey95,
De´finition 2.4], [BT95, Definition 2.4.6] that is expected be a factor of the leading
constant cS,H in Manin’s conjecture (1.2).
For a split singular del Pezzo surface S of degree d ≤ 7, its value can be computed
by [DJT08, Theorem 1.3] as
α(S˜) =
α(S0)
|W | (8.1)
where S0 is a split ordinary del Pezzo surface of the same degree and |W | is the
order of the Weyl group W associated to the singularities of S. For example,
|W | = (n + 1)! if S has precisely one singularity whose type is An. The value of
α(S0) can be computed by [Der07a, Theorem 4], with α(S0) = 1/180 in degree 4.
To rewrite α(S˜) as an integral, it is most convenient to work with [DEJ12,
Definition 1.1], giving
α(S˜) := (r + 1) · vol{x ∈ Λ∨eff(S˜) | (x,−KS˜) ≤ 1},
since Pic(S˜) has rank r + 1, where Λ∨eff(S˜) ⊂ (Pic(S˜) ⊗Z R)∨ is the dual of the
effective cone of S˜ (which is generated by the classes of the negative curves since
d ≤ 7), (·, ·) is the natural pairing between Pic(S˜)⊗ZR and its dual space, and the
volume is normalized such that Pic(S˜)∨ has covolume 1.
Suppose that the negative curves on S˜ are E1, . . . , Er+1+s, for some s ≥ 0, where
E1, . . . , Er+1 are a basis of Pic(S˜); for example, this holds in the ordering chosen in
Section 4. Expressing −KS˜ and Er+2, . . . , Er+1+s in terms of this basis, we have
[−KS˜] =
r+1∑
j=1
cj[Ej ]
and, for i = 1, . . . , s,
[Er+1+i] =
r+1∑
j=1
bi,j [Ej ]
for some bi,j , cj ∈ Z.
Lemma 8.1. With the above notation, assume that cr+1 > 0. Define, for j =
1, . . . , r and i = 1, . . . , s,
a0,j := cj , ai,j := bi,r+1cj − bi,jcr+1, A0 := 1, Ai := bi,r+1.
Then
α(S˜)(logB)r =
1
cr+1πr
∫
R1(B)
1
‖η1 · · · ηr‖∞
dη1 · · · dηr
with a domain of integration
R1(B) :=
(η1, . . . , ηr) ∈ Cr
∣∣∣∣∣
‖η1‖∞ , . . . , ‖ηr‖∞ ≥ 1,
r∏
j=1
‖ηj‖ai,j∞ ≤ BAi for all i ∈ {0, . . . , s}
 .
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Proof. Since [E1], . . . , [Er+1+s] generate the effective cone of S˜, the value of α(S˜)
is
(r + 1) · vol
(t′1, . . . , t′r+1) ∈ Rr+1≥0 ∣∣∣
r+1∑
j=1
bi,jt
′
j ≥ 0 (i = 1, . . . , s),
r+1∑
j=1
cjt
′
j ≤ 1
 .
We make a linear change of variables (t1, . . . , tr, tr+1) = (t
′
1, . . . , t
′
r, c1t
′
1 + · · · +
cr+1t
′
r+1), with Jacobian cr+1. This transforms the polytope in the previous formula
into a pyramid whose base is R0 × {1} in the hyperplace {tr+1 = 1} in Rr+1, and
whose apex is the origin, where
R0 :=
(t1, . . . , tr) ∈ Rr≥0 ∣∣∣
r∑
j=1
ai,jtj ≤ Ai for all i ∈ {0, . . . , s}
 .
This pyramid has volume (r + 1)−1 volR0 since its height is 1 and its dimension is
r + 1. Writing volR0 as an integral, we get
α(S˜) =
1
cr+1
∫
(t1,...,tr)∈R0
dtr · · · dt1,
where the factor c−1r+1 appears because of our change of coordinates. Now the
change of coordinates ηi = B
ti for i ∈ {1, . . . , r} gives a real integral with the
factor (logB)r. The final complex integral with the factor πr is obtained via polar
coordinates. 
9. The quartic del Pezzo surface of type A3 with five lines
Let S ⊂ P4K be the anticanonically embedded del Pezzo surface defined by (1.3).
In this section, we apply our general techniques to prove Manin’s conjecture for S
(Theorem 1.1).
Our surface S contains precisely one singularity (0 : 0 : 0 : 0 : 1) (of type A3)
and the five lines {x0 = x1 = x2 = 0}, {x0 = x2 = x3 = 0}, {x0 = x3 = x4 = 0},
{x1 = x2 = x3 = 0}, {x1 = x3 = x4 = 0}. Let U be the complement of these lines
in S.
By [DL10, DL12], S is not an equivariant compactification of an algebraic group,
so that Manin’s conjecture does not follow from [BT98a, CLT02, TT12].
9.1. Passage to a universal torsor. To parameterize the rational points on
U ⊂ S by integral points on an affine hypersurface, we apply the strategy described
in Section 4, based on the description of the Cox ring of its minimal desingulariza-
tion S˜ in [Der06]. In particular, we will refer to the extended Dynkin diagram in
Figure 3 encoding the configuration of curves E1, . . . , E9 corresponding to genera-
tors of Cox(S˜). Here, a vertex marked by a circle (resp. a box) corresponds to a
(−2)-curve (resp. (−1)-curve), and there are ([Ej ], [Ek]) edges between the vertices
corresponding to Ej and Ek.
E7 ❈E4
76540123E1
❉❉
❉
E9 E5 76540123E2
E8
④④
E6 76540123E3
③③③
Figure 3. Configuration of curves on S˜.
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For any given C = (C0, . . . , C5) ∈ C6, we define uC := N(C30C−11 · · ·C−15 ) and
O1 := C1C−14 , O2 := C0C−11 C−12 C−13 , O3 := C2C−15 ,
O4 := C4, O5 := C3, O6 := C5,
O7 := C0C−11 C−14 , O8 := C0C−12 C−15 , O9 := C0C−13 .
(9.1)
Let
Oj∗ :=
{
O 6=0j , j ∈ {1, . . . , 8},
Oj , j = 9.
For ηj ∈ Oj , we define
Ij := ηjO−1j .
For B ≥ 0, let R(B) be the set of all (η1, . . . , η8) ∈ C8 with η5 6= 0 and∥∥η21η22η3η24η5η7∥∥∞ ≤ B, (9.2)∥∥η1η22η23η5η26η8∥∥∞ ≤ B, (9.3)∥∥η21η32η23η4η25η6∥∥∞ ≤ B, (9.4)
‖η1η2η3η4η6η7η8‖∞ ≤ B, (9.5)∥∥∥∥η1η24η27η8 + η3η26η7η28η5
∥∥∥∥
∞
≤ B. (9.6)
Moreover, let MC(B) be the set of all
(η1, . . . , η9) ∈ O1∗ × · · · × O9∗
that satisfy the height conditions
(η1, . . . , η8) ∈ R(uCB), (9.7)
the torsor equation
η1η
2
4η7 + η3η
2
6η8 + η5η9 = 0, (9.8)
and the coprimality conditions
Ij + Ik = OK for all distinct nonadjacent vertices Ej , Ek in Figure 3. (9.9)
Lemma 9.1. Let K be a imaginary quadratic field. Then
NU,H(B) =
1
ω6K
∑
C∈C6
|MC(B)|.
Proof. We apply the strategy from Section 4. We work with the data in [Der06].
For our surface S, Claim 4.1 specializes precisely to the statement of our lemma
(where (9.6) is ‖η7η8η9‖∞ ≤ B with η9 eliminated using (9.8)).
We prove it via the induction process described in Claim 4.2. It is based on the
construction of the minimal desingularization π : S˜ → S by the following sequence
of blow-ups ρ = ρ1 ◦ · · · ◦ ρ5 : S˜ → P2K . Starting with the curves E(0)7 := {y0 = 0},
E
(0)
8 := {y1 = 0}, E(0)2 := {y2 = 0}, E(0)9 := {−y0 − y1 = 0} in P2K ,
(1) blow up E
(0)
2 ∩ E(0)7 , giving E(1)1 ,
(2) blow up E
(1)
2 ∩ E(1)8 , giving E(2)3 ,
(3) blow up E
(2)
2 ∩ E(2)9 , giving E(3)5 ,
(4) blow up E
(3)
1 ∩ E(3)7 , giving E(4)4 ,
(5) blow up E
(4)
3 ∩ E(4)8 , giving E(5)6 .
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The inverse π ◦ ρ−1 : P2K 99K S of the projection φ = ρ ◦ π−1 : S 99K P2K ,
(x0 : · · · : x4) 7→ (x0 : x1 : x2) is given by
(y0 : y1 : y2) 7→ (y0y22 : y1y22 : y32 : y0y1y2 : −y0y1(y0 + y1)). (9.10)
In our case, the map Ψ appearing in Claim 4.2 sends (η1, . . . , η9) to
(η21η
2
2η3η
2
4η5η7, η1η
2
2η
2
3η5η
2
6η8, η
2
1η
3
2η
2
3η4η
2
5η6, η1η2η3η4η6η7η8, η7η8η9).
Claim 4.2 holds for i = 0 by Lemma 4.3 since the map ψ : P2K 99K S obtained
from Ψ by the substitution (η1, . . . , η8) 7→ (1, y2, 1, 1, 1, 1, y0, y1,−y0 − y1) as in
(4.11), (4.12) agrees with π ◦ ρ−1 on P2K r {(1 : 0 : 0), (0 : 1 : 0), (1 : −1 : 0)}.
Since the five blow-ups described above satisfy the assumptions of Lemma 4.4,
Claim 4.2 follows by induction for i = 1, . . . , 5.
Hence Ψ induces a ω6K-to-1 map from the set of all (η1, . . . , η9) ∈
⋃
C∈C6 O1∗ ×
· · · × O9∗ satisfying (9.8), (9.9), H(Ψ(η1, . . . , η9)) ≤ B to the set of K-rational
points on U of height bounded by B. One easily sees that (9.9) implies that
η21η
2
2η3η
2
4η5η7OK + . . .+ η7η8η9OK = C30C−11 · · ·C−15 .
As discussed after Claim 4.2, this completes the proof of Claim 4.1. 
9.2. Summations. In a direct application of Proposition 5.3 toMC(B), our height
conditions would not yield sufficiently good estimates for the sum over the error
terms, so we consider two cases: LetM
(8)
C (B) be the set of all (η1, . . . , η9) ∈MC(B)
with NI8 ≥ NI7, and let M (7)C (B) be the set of all (η1, . . . , η9) ∈ MC(B) with
NI7 > NI8. Moreover, let
N8(B) :=
1
ω6K
∑
C∈C6
|M (8)C (B)|,
and define N7(B) analogously. Then clearly NU,H(B) = N8(B) +N7(B).
9.2.1. The first summation over η8 in M
(8)
C (B) with dependent η9.
Lemma 9.2. Write η′ := (η1, . . . , η7) and I′ := (I1, . . . , I7). For B > 0, C ∈ C6,
we have
|M (8)C (B)| =
2√|∆K |
∑
η′∈O1∗×···×O7∗
θ8(I
′)V8(NI1, . . . ,NI7;B) +OC(B(logB)3),
where
V8(t1, . . . , t7;B) :=
1
t5
∫
(
√
t1,...,
√
t7,η8)∈R(B)
‖η8‖∞≥t7
dη8
with a complex variable η8, and where
θ8(I
′) :=
∏
p
θ8,p(Jp(I
′))
with Jp(I
′) := {j ∈ {1, . . . , 7} : p | Ij} and
θ8,p(J) :=

1 if J = ∅, {5}, {6}, {7},
1− 1
Np
if J = {1}, {3}, {4}, {1, 2}, {1, 4}, {2, 3}, {2, 5}, {3, 6}, {4, 7}
1− 2
Np
if J = {2},
0 otherwise.
Moreover, the same asymptotic formula holds if we replace the condition NI8 ≥ NI7
in the definition of M
(8)
C (B) by NI8 > NI7.
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Proof. We express the condition NI8 ≥ NI7 as∥∥∥√NI7∥∥∥∞ ≤
∥∥∥∥√NO−18 η8∥∥∥∥
∞
.
Let η′ ∈ O1∗ × · · · × O7∗. By Lemma 3.2, the subset R(η′;uCB) ⊂ C of all η8
with (η1, . . . , η8) ∈ R(uCB) and NI8 ≥ NI7 is of class m, where m is an absolute
constant. Moreover, by Lemma 3.4, (1), applied to (9.6) with uCB instead of B,
we see that R(η′;uCB) is contained in the union of 2 balls of radius
R(η′;uCB) := (uCB
∥∥η−13 η5η−26 η−17 ∥∥∞)1/4 ≪C (BNI−13 NI5NI−26 NI−17 )1/4.
We may sum over all η8 ∈ O8 instead of η8 ∈ O8∗, since 0 /∈ R(η′;uCB).
We apply Proposition 5.3 with (A1, A2, A0) := (1, 4, 7), (B1, B2, B0) := (3, 6, 8),
(C1, C0) := (5, 9), D := 2, and uCB instead of B. We choose Π1 and Π2 as
suggested by Remark 5.2. Then
V1(η
′;uCB) =
1
N(I5O8)
∫
η8∈R(η′;uCB)
dη8.
A straightforward computation shows that η8 ∈ R(η′;uCB) if and only if
(
√
NI1, . . . ,
√
NI7, ϕ(η8)) ∈ R(B) and ‖ϕ(η8)‖∞ ≥ NI7,
where ϕ : C → C is given by z 7→ ei arg(η3η26/(η1η24η7))/√NO8 · z. Therefore,
V1(η
′;uCB) = V8(NI1, . . . ,NI7;B). Moreover, since b0 = 1, Lemma 5.4 shows
that θ1(η
′) = θ′1(I
′) = θ8(I′), so the main term is as desired.
The error term from Proposition 5.3 is
≪
∑
η′,(5.7)
2ω(I2)+ω(I1I2I3I4)
(
R(η′;uCB)
N(I5)1/2
+ 1
)
.
Using (9.2), (9.3), the definitions of uC and Oj , and our assumption NI8 ≥ NI7,
we see that (5.7) (with uCB instead of B) implies
NI21NI
2
2NI3NI
2
4NI5NI7 ≤ B, and (9.11)
NI1NI
2
2NI
2
3NI5NI
2
6NI7 ≤ B. (9.12)
Let a ∈ IK . Since there are at most |O×K | < ∞ elements ηj ∈ Oj with Ij = a, we
can sum over the ideals Ij ∈ IK instead of the ηj ∈ Oj . Moreover, we can replace
(5.7) by (9.11) and (9.12), and estimate the error term by
≪C
∑
I1...,I7
(9.11),(9.12)
2ω(I2)+ω(I1I2I3I4)
(
B1/4
NI
1/4
3 NI
1/4
5 NI
1/2
6 NI
1/4
7
+ 1
)
≪
∑
I1,...,I5,I7
(9.11)
(
2ω(I2)+ω(I1I2I3I4)B1/2
NI
1/4
1 NI
1/2
2 NI
3/4
3 NI
1/2
5 NI
1/2
7
+
2ω(I2)+ω(I1I2I3I4)B1/2
NI
1/2
1 NI2NI3NI
1/2
5 NI
1/2
7
)
≪
∑
I1,...,I5
NIj≤B
(
2ω(I2)+ω(I1I2I3I4)B
NI
5/4
1 NI
3/2
2 NI
5/4
3 NI4NI5
+
2ω(I2)+ω(I1I2I3I4)B
NI
3/2
1 NI
2
2NI
3/2
3 NI4NI5
)
≪ B(logB)3.
For the last estimation, we used Lemma 2.9 and Lemma 2.4.
Let M
(8)′
C (B) be defined as M
(8)
C (B), except that the condition NI8 ≥ NI7 is
replaced by NI8 = NI7. We apply Proposition 5.3 in an analogous way as above.
Since then V1(η
′;uCB) = 0, we obtain |M (8)
′
C (B)| ≪ B(logB)3. This shows the
last assertion of the lemma. 
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For the second summation, we need another dichotomy: Let M
(87)
C (B) be the
main term in the expression for |M (8)C (B)| given in Lemma 9.2 with the additional
condition NI7 > NI4 in the sum, and let M
(84)
C (B) be the same main term with
the additional condition NI4 ≥ NI7 in the sum, so that |M (8)C (B)| = M (87)C (B) +
M
(84)
C (B) +O(B(logB)
3). Moreover, let
N87(B) :=
1
ω6K
∑
C∈C6
M
(87)
C (B)
and define N84(B) analogously. Then N8(B) = N87(B) +N84(B) +O(B(logB)
3).
9.2.2. The second summation over η7 in M
(87)
C (B).
Lemma 9.3. Write η′′ := (η1, . . . , η6). For B ≥ 3, C ∈ C6, we have
M
(87)
C (B) =
(
2√|∆K |
)2 ∑
η′′∈O1∗×···×O6∗
A(θ8(I′), I7)V87(NI1, . . . ,NI6;B)
+OC(B(logB)
3).
For t1, . . ., t6 ≥ 1,
V87(t1, . . . , t6;B) :=
π
t5
∫
(
√
t1,...,
√
t7,η8)∈R(B)
t4<t7≤‖η8‖∞
dt7 dη8,
with a real variable t7 and a complex variable η8.
Proof. We use the strategy described in Section 6 in the case b0 = 1. For a ∈ IK ,
t ≥ 1, let ϑ(a) := θ8(I1, . . . , I6, a) and g(t) := V8(NI1, . . . ,NI6, t;B). Then
M
(87)
C (B) =
2√|∆K |
∑
η′′∈O1∗×···×O6∗
∑
η7∈O7∗
NI7>NI4
ϑ(I7)g(NI7). (9.13)
By Lemma 5.4 and Lemma 2.2, ϑ satisfies (6.1) with C = 0 and cϑ = 2
ωK(I1I2I3I5I6).
The first height condition (9.2) implies that g(t) = 0 whenever t > t2 :=
B/(NI21NI
2
2NI3NI
2
4NI5). Moreover, applying Lemma 3.4, (2), to the fifth height
condition (9.6), we see that
g(t)≪ 1
NI5
· (BNI5)
1/2
(NI3NI26 t)
1/2
=
B1/2
NI
1/2
3 NI
1/2
5 NI6
t−1/2.
We may assume that NI4 ≤ t2. By Lemma 3.6, g is piecewise continuously
diferentiable and monotonic on [NI4, t2], and the number of pieces can be bounded
by an absolute constant. Using the notation from Section 6 (with a = −1/2), we
see that the sum over η7 in (9.13) is just S(NI4, t2), and Proposition 6.1, applied
as suggested by Remark 6.2, yields
S(NI4, t2) =
2π√|∆K |A(ϑ(a), a,OK)
∫
t≥NI4
g(t) dt
+O
(
2ω(I1I2I3I5I6)B1/2(logB)
NI
1/2
3 NI
1/2
5 NI6
)
.
(9.14)
Clearly, π
∫
t≥NI4 g(t) dt = V87(NI1, . . . ,NI6;B), so we obtain the correct main
term.
Let us consider the error term. Taking the product of (9.2) and (9.4) together
with NI7 > NI4 (resp. t > NI4), we see that both the sum and the integral in
(9.14) are zero unless
NI41NI
5
2NI
3
3NI
4
4NI
3
5NI6 ≤ B2. (9.15)
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Since |O×K | < ∞, we may sum over the I′′ := (I1, . . . , I6) satisfying (9.15) instead
of the η′′, so the total error term is
≪
∑
I1,...,I6∈IK
(9.15)
2ω(I1I2I3I5I6)B1/2(logB)
NI
1/2
3 NI
1/2
5 NI6
≪
∑
I2,...,I6∈IK
NIj≤B
2ω(I2I3I5I6)B(logB)2
NI
5/4
2 NI
5/4
3 NI4NI
5/4
5 NI
5/4
6
≪ B(logB)3.
In the summations, we used (9.15), Lemma 2.9, and Lemma 2.4. 
Lemma 9.4. If I′′ runs over all six-tuples (I1, . . . , I6) of nonzero ideals of OK ,
then we have
N87(B) =
(
2√|∆K |
)2∑
I′′
A(θ8(I′′, I7), I7)V87(NI1, . . . ,NI6;B) +O(B(logB)3).
Proof. It follows directly from (9.1) that ([O−11 ], . . . , [O−16 ]) runs through all six-
tuples of ideal classes whenever C runs through C6. If O−1j runs through a set of
representatives for the ideal classes and ηj runs through all nonzero elements in Oj ,
then Ij = ηjO−jj runs through all nonzero integral ideals of OK , each one occurring
|O×K | = ωK times. This proves the lemma. 
9.2.3. The remaining summations in N87(B).
Lemma 9.5. We have
N87(B) = π
6
(
2√|∆K |
)8(
hK
ωK
)6
θ0V870(B) +O(B(logB)
4 log logB),
where
V870(B) :=
∫
t1,...,t6≥1
V87(t1, . . . , t6;B) dt1 · · · dt6
and
θ0 :=
∏
p
(
1− 1
Np
)6 (
1 +
6
Np
+
1
Np2
)
. (9.16)
Proof. We start from Lemma 9.4. Applying Lemma 3.4, (6), to (9.6), we see that
V87(t1, . . . , t6;B)≪ 1
t5
· B
2/3t
2/3
5
t
1/3
1 t
1/3
3 t
2/3
4 t
2/3
6
=
B
t1 · · · t6
(
B
t21t
3
2t
2
3t4t
2
5t6
)−1/3
.
We apply Proposition 7.3 with r = 5 (the assumptions on V = V87 are satisfied by
Lemma 3.6). By Lemma 5.4, θ0 = A(θ8(I′), I′) has the desired form. 
9.2.4. The second summation over η4 in M
(84)
C (B).
Lemma 9.6. Write η′′ := (η1, η2, η3, η5, η6, η7). Moreover, let O′′ := O1∗ ×O2∗ ×
O3∗ ×O5∗ ×O6∗ ×O7∗. We have
M
(84)
C (B) =
(
2√|∆K |
)2 ∑
η′′∈O′′
A(θ8(I′), I4)V84(NI1,NI2,NI3,NI5,NI6,NI7;B)
+OC(B(logB)
3),
For t1, t2, t3, t5, t6, t7 ≥ 1,
V84(t1, t2, t3, t5, t6, t7;B) :=
π
t5
∫
(
√
t1,...,
√
t7,η8)∈R(B)
t4≥t7, ‖η8‖∞≥t7
dt4 dη8,
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with a real variable t4 and a complex variable η8.
Proof. This is similar to Lemma 9.3. Let ϑ(a) := θ8(I1, I2, I3, a, I5, I6, I7) and
g(t) := V8(NI1,NI2,NI3, t,NI5,NI6,NI7;B). Then
M
(84)
C (B) =
2√|∆K |
∑
η′′∈O′′
∑
η4∈O4∗
NI4≥NI7
ϑ(I4)g(NI4) +O(B(logB)
3). (9.17)
By Lemma 5.4 and Lemma 2.2, ϑ satisfies (6.1) with C = 0 and cθ ≪ 2ω(I2I3I5I6).
By (9.2), g(t) = 0 whenever t > t2 := B
1/2/(NI1NI2NI
1/2
3 NI
1/2
5 NI
1/2
7 ). Moreover,
applying Lemma 3.4, (2), to (9.6), we see that
g(t)≪ 1
NI5
· (BNI5)
1/2
(NI3NI26NI7)
1/2
=
B1/2
NI
1/2
3 NI
1/2
5 NI6NI
1/2
7
=: cg.
Clearly, we may assume that NI7 ≤ t2. Using the notation from Section 6 (with
a = 0), the sum over η4 in (9.17) is just S(NI7, t2), and Proposition 6.1 yields
S(NI7, t2) =
2π√|∆K |A(ϑ(a), a,OK)
∫
t≥NI7
g(t) dt
+O
(
2ω(I2I3I5I6)B1/2
NI
1/2
3 NI
1/2
5 NI6NI
1/2
7
· B
1/4
NI
1/2
1 NI
1/2
2 NI
1/4
3 NI
1/4
5 NI
1/4
7
)
.
Now π
∫
t≥NI7 g(t) dt = V84(NI1,NI2,NI3,NI5,NI6,NI7;B), so we obtain the cor-
rect main term. Let us consider the error term. Height condition (9.4) and
NI4 ≥ NI7 imply that both the sum and the integral are zero unless
NI21NI
3
2NI
2
3NI
2
5NI6NI7 ≤ B. (9.18)
Since |O×K | < ∞, we may sum over the I′′ := (I1, I2, I3, I5, I6, I7) satisfying (9.18)
instead of the η′′, so the error term is
≪
∑
I1,I2,I3,I5,I6,I7∈IK
(9.18)
2ω(I2I3I5I6)B3/4
NI
1/2
1 NI
1/2
2 NI
3/4
3 NI
3/4
5 NI6NI
3/4
7
≪
∑
I1,I2,I3,I5,I6∈IK
NIj≤B
2ω(I2I3I5I6)B
NI1NI
5/4
2 NI
5/4
3 NI
5/4
5 NI
5/4
6
≪ B(logB). 
Lemma 9.7. If I′′ runs over all six-tuples (I1, I2, I3, I5, I6, I7) of nonzero ideals of
OK , then we have
N84(B) =
(
2√|∆K |
)2∑
I′′
A(θ8(I′), I4)V84(NI1,NI2,NI3,NI5,NI6,NI7;B)
+O(B(logB)3).
Proof. This is entirely analogous to the proof of Lemma 9.4. 
9.2.5. The remaining summations in N84(B).
Lemma 9.8. We have
N84(B) = π
6
(
2√|∆K |
)8(
hK
ωK
)6
θ0V840(B) +O(B(logB)
4 log logB),
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where
V840(B) :=
∫
t1,t2,t3,t5,t6,t7≥1
V84(t1, t2, t3, t5, t6, t7;B) dt1 dt2 dt3 dt5 dt6 dt7
and θ0 is given in (9.16).
Proof. We start from Lemma 9.7. Using Lemma 3.4, (5), applied to (9.6), we have
V84(t1, t2, t3, t5, t6, t7;B)≪ 1
t5
· B
3/4t
3/4
5
t
1/2
1 t
1/4
3 t
1/2
6 t
5/4
7
=
B
t1t2t3t5t6t7
(
B
t21t
4
2t
3
3t
3
5t
2
6t
−1
7
)−1/4
.
Moreover, using (9.2) to bound t4 and (9.3) to bound η8, we have
V84(t1, t2, t3, t5, t6, t7;B)≪ 1
t5
· B
1/2
t1t2t
1/2
3 t
1/2
5 t
1/2
7
· B
t1t22t
2
3t5t
2
6
=
B
t1t2t3t5t6t7
(
B
t21t
4
2t
3
3t
3
5t
2
6t
−1
7
)1/2
.
We apply Proposition 7.3 with r = 5. Again, we evaluate θ0 = A(θ8(I′), I′) using
Lemma 5.4. 
9.2.6. Combining the summations.
Lemma 9.9. We have
NU,H(B) =
(
2√|∆K |
)8(
hK
ωK
)6
θ0V0(B) +O(B(logB)
4 log logB),
where θ0 is given in (9.16) and
V0(B) :=
∫
‖η1‖∞,...,‖η8‖∞≥1
(η1,...,η8)∈R(B)
1
‖η5‖∞
dη1 · · · dη8,
with complex variables ηi.
Proof. Similarly as in the proof of Lemma 9.2, we note that (η1, . . . , η8) ∈ R(B)
holds if and only if (|η1|, . . . , |η7|, ei arg((η3η26)/(η1η24η7))η8) ∈ R(B). Using polar co-
ordinates, we obtain
V870(B) + V840(B) = π
∫
t1,...,t7≥1, ‖η8‖∞≥t7
(
√
t1,...,
√
t7,η8)∈R(B)
1
t5
dt1 · · · dt7 dη8
= π−6
∫
‖η1‖∞,...,‖η8‖∞≥1, ‖η8‖∞≥‖η7‖∞
(η1,...,η8)∈R(B)
1
‖η5‖∞
dη1 · · · dη8 =: V˜8(B).
Therefore,
N8(B) = π
6
(
2√|∆K |
)8(
hK
ωK
)6
θ0V˜8(B) +O(B(logB)
4 log logB).
For the computation ofN7(B), we notice that our height and coprimality conditions
are symmetric with respect to swapping the indices (1, 4, 7) with (3, 6, 8). This
allows us to perform the first summation over η7 analogously to Lemma 9.2, the
second summation over η8 (resp. η6) analogously to Lemma 9.3 (resp. Lemma 9.6),
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and the remaining summations analogously to Lemma 9.5 (resp. Lemma 9.8). We
obtain
N7(B) = π
6
(
2√|∆K |
)8(
hK
ωK
)6
θ0V˜7(B) +O(B(logB)
4 log logB),
where
V˜7(B) := π
−6
∫
‖η1‖∞,...,‖η8‖∞≥1, ‖η7‖∞≥‖η8‖∞
(η1,...,η8)∈R(B)
1
‖η5‖∞
dη1 · · · dη8.
The lemma follows immediately. 
9.3. Proof of Theorem 1.1. To compare the result of Lemma 9.9 with Theorem
1.1, we introduce the conditions∥∥η21η23η4η25η6∥∥∞ ≤ B, (9.19)∥∥η21η23η4η25η6∥∥∞ ≤ B, ∥∥η21η−13 η44η−15 η−26 ∥∥∞ ≤ B, (9.20)∥∥η21η23η4η25η6∥∥∞ ≤ B, ∥∥η21η−13 η44η−15 η−26 ∥∥∞ ≤ B, ∥∥η−11 η23η−24 η−15 η46∥∥∞ ≤ B.
(9.21)
Lemma 9.10. Let ω∞ be as in Theorem 1.1, R(B) as in (9.2)–(9.6), and
V ′0(B) :=
∫
(η1,...,η8)∈R(B)
‖η1‖∞,‖η3‖∞,...,‖η6‖∞≥1
(9.21)
1
‖η5‖∞
dη1 · · · dη8.
Then 14320π
6ω∞B(logB)5 = 4V ′0(B).
Proof. Note that substituting y0 = η1η
2
4η7, y1 = η3η
2
6η8, y2 = η1η2η3η4η5η6, −(y0+
y1) = η5η9 (which are obtained using the substitutions in Section 4) in (9.10) and
cancelling out η1η3η
2
4η5η
2
6 gives Ψ(η1, . . . , η9) as in the proof of Lemma 9.1. This
motivates the following substitutions in ω∞: Let η1, η3, η4, η5, η6 ∈ C r {0} and
B ∈ R>0. Let η2, η7, η8 be complex variables. With l := (B
∥∥η1η3η24η5η26∥∥∞)1/2,
we apply the coordinate transformation y0 = l
−1/3η1η24 · η7, y1 = l−1/3η3η26 · η8,
y2 = l
−1/3η1η3η4η5η6 · η2 of Jacobi determinant
‖η1η3η4η5η6‖∞
B
1
‖η5‖∞
(9.22)
and obtain
ω∞ =
12
π
‖η1η3η4η5η6‖∞
B
∫
(η1,...,η8)∈R(B)
1
‖η5‖∞
dη2 dη7 dη8. (9.23)
An application of Lemma 8.1 with exchanged roles of η2 and η6 gives
α(S˜)(logB)5 =
1
3π5
∫
‖η1‖∞,‖η3‖∞,...,‖η6‖∞≥1
(9.21)
dη1 dη3 · · · dη6
‖η1η3 · · · η6‖∞
,
since [−KS˜] = [2E1+3E2+2E3+E4+2E5+E6], [E7] = [E2+E3−E4+E5+E6],
and [E8] = [E1 + E2 + E4 + E5 − E6]. By (8.1), we have α(S˜) = 1/4320.
The lemma follows by substituting this and (9.23) in 14320π
6ω∞B(logB)5. 
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To finish our proof, we compare V0(B) from Lemma 9.9 with V
′
0(B) from Lemma
9.10. Let
D0(B) := {(η1, . . . , η8) ∈ R(B) | ‖η1‖∞ , . . . , ‖η8‖∞ ≥ 1},
D1(B) := {(η1, . . . , η8) ∈ R(B) | ‖η1‖∞ , . . . , ‖η8‖∞ ≥ 1, (9.19)},
D2(B) := {(η1, . . . , η8) ∈ R(B) | ‖η1‖∞ , . . . , ‖η8‖∞ ≥ 1, (9.20)},
D3(B) := {(η1, . . . , η8) ∈ R(B) | ‖η1‖∞ , . . . , ‖η8‖∞ ≥ 1, (9.21)},
D4(B) := {(η1, . . . , η8) ∈ R(B) | ‖η1‖∞ , . . . , ‖η6‖∞ , ‖η8‖∞ ≥ 1, (9.21)},
D5(B) := {(η1, . . . , η8) ∈ R(B) | ‖η1‖∞ , . . . , ‖η6‖∞ ≥ 1, (9.21)},
D6(B) := {(η1, . . . , η8) ∈ R(B) | ‖η1‖∞ , ‖η3‖∞ , . . . , ‖η6‖∞ ≥ 1, (9.21)}.
Moreover, let
Vi(B) :=
∫
Di(B)
1
‖η5‖∞
dη1 · · · dη8.
Then clearly V0(B) is as in Lemma 9.9 and V6(B) = V
′
0(B). We show that, for
i = 1, . . . , 6, Vi(B) − Vi−1(B) = O(B(logB)4). This is clear for i = 1, since, by
(9.4) and t2 ≥ 1, we have D1 = D0. Moreover, using Lemma 3.4, (4), and (9.6) to
bound the integral over η7 and η8, we have
V2(B)− V1(B)≪
∫
‖η1‖∞,...,‖η6‖∞≥1‖η21η22η3η24η5‖∞≤B‖η21η−13 η44η−15 η−26 ‖∞>B
B2/3
‖η1η3η24η5η26‖1/3∞
dη1 · · · dη6 ≪ B(logB)4.
An entirely symmetric argument shows that V3(B) − V2(B) ≪ B(logB)4. Using
Lemma 3.4, (2), and (9.6) to bound the integral over η8, we obtain
V4(B)− V3(B)≪
∫
‖η1‖∞,...,‖η6‖∞≥1
‖η7‖∞<1, (9.21)‖η21η32η23η4η25η6‖∞≤B
B1/2
‖η3η5η26η7‖1/2∞
dη1 · · · dη7 ≪ B(logB)4.
Here, we first integrate over η7 and t2. Again, an analogous argument shows that
V5(B) − V4(B) ≪ B(logB)4. Finally, using Lemma 3.4, (4), and (9.6) to bound
the integral over η7 and η8, we have
V6(B)− V5(B)≪
∫
‖η1‖∞,...,‖η6‖∞≥1
0<t2<1, (9.19)
B2/3
‖η1η3η24η5η6‖1/3∞
dη1 · · · dη6 ≪ B(logB)4.
Thus, V0(B) = V
′
0 (B) + O(B(logB)
4). Using Lemma 9.9 and Lemma 9.10, this
implies Theorem 1.1.
9.4. Over Q. The following result is the analog over Q of Theorem 1.1.
Theorem 9.11. For the number of Q-rational points of bounded height on the
subset U obtained by removing the lines of S and B ≥ 3, we have
NU,H(B) = cS,HB(logB)
5 +O(B(logB)4 log logB),
where
cS,H =
1
4320
·
∏
p
(
1− 1
p
)6(
1 +
6
p
+
1
p2
)
· ω∞
with
ω∞ =
3
2
∫
max{|y0y22|,|y1y22|,|y32|,|y0y1y2|,|y0y1(y0+y1)|}≤1
dy0 dy1 dy2.
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Proof. This is similar to the case of imaginary quadratic K above, so we shall be
very brief.
The parameterization of rational points by integral points on the universal torsor
is as in Lemma 9.1, here and everywhere below with ωQ = 2, hK = 1 so that C
contains only the trivial ideal class, with Oj = Z for j = 1, . . . , 9, O1∗ = · · · =
O8∗ = Z6=0 and O9∗ = Z, and with ‖·‖∞ replaced by the ordinary absolute value
| · | on R in (9.7).
The proof of the asymptotic formula proceeds as in the imaginary quadratic
case, but using the original techniques over Q from [Der09]. In the statements of
the intermediate results, we must always replace 2/
√|∆K | by 1, complex by real
integration, π by 2, and
√
ti by ti. The computation of the main terms is always
analogous, but less technical. The estimation of the error terms is often analogous
and sometimes easier.
The main changes are as follows. For the first summation, we apply [Der09,
Proposition 2.4]. The error term 2ω(η2)+ω(η1η2η3η4) can be estimated as the second
summand of the error term in Lemma 9.2.
For the second summation over η7, we can apply [Der09, Lemma 3.1, Corol-
lary 6.9]. The error term is∑
η1,...,η6
2ω(η1η2η3η5η6) sup
|η7|>|η4|
V˜8(η1, . . . , η7;B)≪
∑
η1,...,η6
2ω(η1η2η3η5η6)B1/2 logB
|η3|1/2|η4|1/2|η5|1/2|η6|
≪
∑
η2,...,η6
2ω(η2η3η5η6)B(logB)2
|η2|5/4|η3|5/4|η4|3/2|η5|5/4|η6|5/4 ≪ B(logB)
2
where (using |η4| < |η7|)
|η1| ≤
(
B
|η22η3η34η5|
)1/4(
B
|η32η23η4η25η6|
)1/4
.
For the second summation over η4, the computation is very similar.
The remaining summations and the completion of the proof of Theorem 9.11
remain essentially unchanged. 
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