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Abstract
Appearance of adiabatic geometric phase shift in the context of non-commutative quantum
mechanics is studied using an exactly solvable model of 2D simple harmonic oscilator (SHO) in
Moyal plane, where momentum non-commutativity are also considered along with spatial noncom-
mutativity. For that we introduce a novel form of Bopp’s shift, that bridges the non-commutative
phase space operators with their effective commutative counterparts, having their dependence on
the non-commutative parameters, and study the adiabatic evolution in the Heisenberg picture.
An explicit expression for the geometric phase shift under adiabatic approximation is then found
without using any perturbative technique. Lastly, this phase is found to be related to the Han-
nay’s angle of a classically analogous system, by studying the evolution of the coherent state of
this system.
1 Introduction
Ever since M. Berry observed the occurrence of geometrical phase obtained in the adi-
abatic transport of a quantum system around a closed loop in the parameter space, the
concept of Berry phase has attracted great interest both theoretically [1, 2] as well as
experimentally [3, 4]. Particularly it has been observed in certain condensed matter
system, that this phase can give rise to effective non-commutative structure among the
coordinates and thereby impacting physics [5, 6, 7]. Besides, the occurence of non-
commutativity in the lowest Landau level in the Landau problem is quite well-known.
Apart from these effective low energy effects, there are very strong plausibility argu-
ments due to Doplicher et al. [8, 9] that these noncommutative algebra satisfied by
spatio-temporal coordinates [10], when elevated to the level of operators, can naturally
serve as a "deterrent" against gravitational collapse, associated with the localisation of
an event at the Planck scale. Here the status of the noncommutaive parameters are
more fundamental, as if they are new constants of Nature, like ~, G, c etc [11] and pos-
sibly can play a vital role in the development of a future theory of quantum gravity[12].
This aspect was also corroborated in a seperate study of low energy limit of string
theory by Seiberg-Witten [13].
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Besides this above mentioned non-commutative structure among the space-time co-
ordinates, it has also been proposed that along with the spatial components of space-
time, momentum components too can satisfy a non-commutative algebraic structure
[14, 15, 16]. This was already indicated by the reciprocity theorem proposed by Max
Born way back in 1938 [17]. In the same spirit it was observed in [18, 19] that the non-
commutative structure among the spatial and momentum components can be related
to the respective curvatures in momentum and coordinate spaces respectively. Further,
it was observed in [20] that, to maintain Bose-Einstein statistics in noncommutative
spaces one needs to introduce noncommutative momenta as well. It was also indi-
cated in the literature [21, 22, 23] that a nonrelativistic system in (2 + 1)D admitting
fractional spin can exhibit Galilean symmetry through a two-fold centrally extended
Galilean algebra, where one involves the commutator of the boost generators Ki be-
tween themselves, which is a non-vanishing constant [K1, K2] = iℏκ, and other being the
one involving boost and linear-momentum which gives the mass m: [Ki, Pj] = i~mδij ,
with other commutators taking their usual forms. Here κ can be associated with the
fractional spin of the anyons, as has been shown in [24, 25], through certain nonrela-
tivistic reduction of (2+1)D Poincare algebra iso(2, 1). A minimalistic realization of
this two-fold centrally extended algebra in terms of the covariantly transforming parti-
cle coordinate xˆi under linear/angular momenta (Pi, J) and boost Ki for zero-values of
the pair of Casimir operators, can only be provided if xˆi’s satisfy a NC algebra of the
form [xˆi, xˆj ] = iθǫij with κ = m
2θ being a constant [26]. Further, if the planar system
is now subjected to a static and uniform magnetic field B, then the momentum com-
ponents too becomes noncommutative with further deformation in [pˆ1, pˆ2] commutator
[27, 28]. In fact the sheer presence of momentum noncommutativity alone can have
nontrivial astrophysical consequences, like enhancing the Chandrasekhar mass limit for
the white dwarf stars, as has been shown by one of the authors very recently in [29].
The phase-space noncommutative structure has also been shown to emerge naturally
in certain system in an enlarged phase space analysis [30]. It is therefore quite natural
to investigate the occurrence of Berry phase, if any, in a quantum mechanical system
where both position and momentum operators satisfy noncommutative algebra. This
will then serve, in some sense, as the converse of the case, where the occurrence of
Berry phase can give rise to noncommutative algebra [5], as mentioned earlier. In order
to undertake this study in this paper, we find it convenient to consider the simplest
system of a harmonic oscilator lying in Moyal plane, where the momentum components
are also taken to be noncommutative along with the position coordinates. Further, to
compute Berry phase, we make the mass and "spring constant" to be time-dependent;
varying adiabatically with time period T . There are precedence of such studies in the
literature. For that one may cite the examples of well known Paul trap [31, 32, 33]
where the "spring constant"/frequency is time dependent and in [34, 35] where the
mass is also time dependent. In fact, our model (1) below was inspired by these pre-
vious works, although the Paul trap will not be directly applicable in our case, as it
employs a varying magnetic field. Through a detailed analysis, we shall indeed show in
this paper that occurrence of both types of non-commutativity in this quantum system
plays a vital role for the existence of non-vanishing geometric phase shift for the system.
In this context, we would like to mention that some authors [36] had also considered
similar problem earlier, though in a different system involving gravitational potential
well and found no geometric contribution in the total adiabatic phase. However, there
are certain basic differences between our considerations and their’s. First of all, their
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original system, involving gravitational potential well, was commutative in nature to be-
gin with and thereby possessed time reversal symmetry. On the other hand, it is known
that the breaking of time reversal symmetry plays a necessary (but not sufficient) role
in the existence of Berry’s phase [37, 38]. Also they introduced noncommutativity just
by substituting the commutative variables by their NC counterparts, using the inverse
of the Bopp shift (or Seiberg-Witten map in parlance of [36]). Therefore, here the oc-
curence of noncommutativity in the rewritten version, does not have any fundamental
status; rather its occurence is a bit contrived in nature. More importantly, it has been
pointed out in [39] that their particular form of non-commutative algebra and Bopp
shift is equivalent to a scaled version of (59) and its realization (60) only for the scale
factor ξ−1c as in (16). Consequently, the above mentioned Bopp shift (60) becomes very
restrictive in nature, in the sense that it provides a realization of the one parameter
(ξ) family of phase space commutation relations (59) in terms of commutative phase
space variables (60), only for a specific and critical value of ξ = ξc (61). In contrast, our
realization (62) holds for any arbitrary value of ξ. And it is only for ξ = ξc that these
two realizations are unitarily equivalent. This has been elaborated in Appendix-A. In
fact, as we show in the sequel, that the geometrical phase vanishes for that critical
value of ξ = ξc, which can be shown by using any one of the realizations (60) or (62).
And for other values of ξ 6= ξc, there is a non-vanishing geometrical phase. This can be
clearly shown by making use of our realization (62) only, which is solely responsible for
the generation of a crucial dilatation term, whose presence, as we show below, is quite
indispensable for getting the desired geometrical phase shift.
Furthermore, we would also like to point out that in the issue of Berry phase in non-
commutative space was analyzed in [40] also, albeit in absence of any momentum space
noncommutativity; only position-position noncommutativity was considered. Besides,
there the author basically computed the first order noncommutative correction, by ex-
panding the Moyal star product upto O(θ), to the already existing geometrical phase
shift. This is in quite contrast to our analysis, where we show how the presence of phase-
space noncommutativity itself can be a source for generating non-vanishing Berry phase
in an otherwise a simple quantum mechanical system, in the sense that this phase shift
does not survive when the commutative limit is taken. To the best of our knowledge,
this is the first such computation in this direction existing in literature. And this could
be accomplished only through the novel form of the Bopp shift we have introduced,
as mentioned above. Besides this, there is yet another novelty in our analysis in the
sense that, we have computed the geometric phase shift in Heisenberg picture. This
served the dual purpose as it not only enabled us to virtually read off the quantal Berry
phase (we also showed how to obtain this by using the more well-known approch of
obtaining the Berry phases through the one acquired by the state vectors after time-
evolving in Schrodinger picture) corresponding to our system-of-interest, just by looking
at the extra phase-factor occurred over and above the dynamic phase by adiabatically
transporting the ladder operators of our system Hamiltonian, but also identify the cor-
responding Hennay angle in a rather straightforward manner. It therefore helps us to
"kill two birds with one stone".
Moreover, an interrelation between the extra quantal geometric phase, apart from the
dynamical phase, in the wave function in the quantum description and the correspond-
ing angle shift at classical level was established by Berry through semiclassical torus
quantization [1]. The change of the angle was found to be related to the rate of change
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of the extra phase with respect to the quantum number of the state which is being
transported through adiabatically. This can be viewed as a manifestation of Bohr’s
correspondence principle for phases arising through adiabatic transports in the respec-
tive quantum and classical systems. However, in the present note, we shall establish
this classical correspondence by extending Berry’s analysis to non-stationary coherent
states, in the spirit of [41, 42, 43], representing localized non-spreading wave packets
which are being transported along classical trajectories.
The paper is organised as follows:
We begin by introducing in sec-II a noncommutative phase space operators where we
consider momentum space noncommutativity, along with the spatial ones of Moyal type.
Here we also compute the instantaneous energy spectrum of two dimensional harmonic
oscillator whose mass and frequency parameters are slowly varying with respect to time
by making use of a generalised non-canonical phase space transformation, which we
refer to as generalised Bopp shift (see Appendix-A), which maps the noncommutative
phase space variables to their commutative counterparts. In sec-III we find out, in
Heisenberg picture, the extra phase factor which is acquired by the creation and an-
nihilation operators under an adiabatic excursion in parameter space of the system.
We then discuss the geometric phase shift in state space of the oscillator in sec-IV
and provide a contact between quantum geometric phase shift and classical Hannay
angle in sec V. Finally, we conclude the paper in sec-VI. Lastly , in the Appendix-A
we discuss different types of Bopp shifts i.e different realisations of non-commutative
algebra and their relations with one another and in Appendix-B, apart from reviewing
some of the necessary group theoretical aspects related to our model, we show that
although the dilatation term in the Hamiltonian can apparently be transformed away
by a time-dependent unitary transformation, it nevertheless re-appears in "disguise" in
the dynamical term, albeit retaining its geometrical nature.
2 Planar Non-Commutative system
In this paper, we are basically considering a 2D harmonic oscillator on the Moyal plane,
with time-dependent coefficients P (t) , Q(t) varying adiabatically with period T :
H(t) = P (t)(pˆ21 + pˆ22) +Q(t)(xˆ21 + xˆ22) (1)
such that P (t), Q(t) > 0 and these time-dependent parameters are assumed to subsume
all other parameters like mass, frequency as mentioned in the previous section. This
model is constructed in the spirit of [31, 32, 33, 34, 35] where the plausibility of having
time dependent parameters P (t) andQ(t) in real physical system was demonstrated. We
are further assuming that the momentum components also satisfy a non-commutative
algebra [44, 45, 46, 47] in addition to the position coordinates, so that the entire non-
commutative structure takes the following form:
[xˆi, xˆj ] = iθǫij ; [pˆi, pˆj] = iηǫij ; [xˆi, pˆj ] = iℏδij ; θη < 0 (2)
Note that we need to enforce θη to be negative for consistent quantization. See for
example [48, 49] and references therein.
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In order to carry out the diagonalization, we introduce below a novel type of Bopp
shift, providing a realisation of the above algebra (2) through a linear map (xˆi, pˆj) →
(qi, pj); i, j = 1, 2 , and we refer to this as generalized Bopp’s shift (See Appendix-A for
other kinds of Bopp shift [36, 50, 39] and their relation to the one given bellow):
xˆi = qi − θ
2ℏ
ǫijpj +
√−θη
2ℏ
ǫijqj
pˆi = pi +
η
2ℏ
ǫijqj +
√−θη
2ℏ
ǫijpj ,
(3)
where qi and pi are commuting coordinates and momenta respectively satisfying the
usual Heisenberg algebra: [qi, qj] = 0 = [pi, pj ]; [qi, pj] = iℏδij and are distinguished by
the absence of over head hats. Although this transformation (65) is not a canonical
one, it nevertheless helps us in diagonalising the Hamiltonian. Substituting (3) in (1)
results in the following form of the Hamiltonian:
H(t) = α(t)(p21 + p22) + β(t)(q21 + q22) + δ(t)(piqi + qipi)− γ(t)(q1p2 − q2p1); (4)
where the time-dependent coefficients α, β, γ, δ are given by,
α(t) = P (t)
{
1− θη
4ℏ2
}
+Q(t)
(
θ
2ℏ
)2
β(t) = Q(t)
{
1− θη
4ℏ2
}
+ P (t)
( η
2ℏ
)2
γ(t) =
1
ℏ
(ηP (t) + θQ(t))
δ(t) =
(√−θη
4ℏ2
)
(ηP (t)− θQ(t))
(5)
At this stage we recognise the Hamiltonian as a combination of three terms,
H(t) = Hgho,1(t) +Hgho,2(t) +HL(t) (6)
where Hgho,i(t)′s (i=1 or 2) are like generalised time dependent harmonic oscillator
Hamiltonian along ith − direction,
Hgho,i(t) = α(t)(p2i ) + β(t)(q2i ) + δ(t)(piqi + qipi) (no sum on i) (7)
and
HL(t) = −γ(t)(q1p2 − q2p1) (8)
which is like a Zeeman term. In order to diagonalize the whole Hamiltonian, we first
need to diagonalize Hgho,i(t) of (7) for each i [51][52][53], so that these Hamiltonians
can be brought into the form Hgho,i(t) = X(t)(a†iai+1) (no sum on i). To that end we
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introduce annihilation (and corresponding creation) operators a1,a2 with the following
structure:
aj =
(
β
2ℏ
√
αβ − δ2
)1/2 [
qj +
(
δ
β
+ i
√
αβ − δ2
β
)
pj
]
; j = 1, 2 (9)
satisfying [ai,a
†
j] = δij. Note that, we have β > 0 and αβ−δ2 =
(
Pη
2ℏ
− Qθ
2ℏ
)2
+PQ > 0,
as follows from (5) and from the fact that PQ > 0. The entire Hamiltonian (4) then
takes the following form:
H(t) = ℏω
(∑
j=1,2
a
†
jaj + 1
)
+ iℏγ
(
a†
1
a2 − a
†
2
a1
)
; ω = 2
√
αβ − δ2 (10)
Noting at this stage [54], that the second non-diagonal term, is like the Jordan-Schwinger
representation of J2 angular momentum operator (
−→
J = ai
†(−→σ )ijaj), we need to carry
out another additional unitary tranformation of the following form, which can bring
the term into the exact diagonal form of J3, while retaining the diagonal form of the
first term:
[
a1
a2
]
→
[
a+
a−
]
=
1√
2
[
1 −i
i −1
] [
a1
a2
]
(11)
[ai, a
†
j ] = δij ; [ai, aj ] = 0 (i, j ∈ {+,−}) (12)
Finally the diagonalized Hamiltonian in the standard quadratic form reads,
H(t) = ℏ
∑
j=+,−
ωjaj
†aj + ℏω; ω± = ω ∓ γ. (13)
Note that here we have identified two characteristic frequencies ω± of the system.
The eigenvalue equation of this Hamiltonian is,
H(t) |n1, n2; t〉 = En1n2(t) |n1, n2; t〉 , (14)
whose solution spectrum can virtually be read-off from (13) as,
En1n2(t) = ℏω (n1 + n2 + 1)− ℏγ (n1 − n2)
|n1, n2; t〉 = (a
†
+)
n1(a†−)
n2
√
n1!
√
n2!
|0, 0; t〉 (15)
where n1, n2 are semipositive definite integers and a±(t) |0, 0; t〉 = 0. This reproduces
the spectrum obtained in [55]. Clearly the spectrum is non-degenerate and one can
safely assume that there will not be any level crossing during the adiabatic process. In
this context, we would like to point out that essentially the same system was analysed
in [44] but using Bartelomi’s realisation. One can easily check that both the algebra
and spectrum in [44] agrees with (2) and (15) respectively by making the following
simple formal replacements in (59) and (60) :
θ → ξ−1θ; η → ξ−1η; ~→ ~eff = ~ξ−1, (16)
with ξ = ξc (61).
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Finally let us write down our previous operators a1,a2 of (9) in short as,
ai = A(t)(qi + (B(t) + iC(t)) pi) ( i ∈{1,2})
where A(t) =
(
β
ℏω
)1/2
; B(t) =
δ
β
; C(t) =
ω
2β
(17)
We see that a±, a
†
± has explicit time dependence through the time dependence of
A,B,C.
3 Heisenberg evolution of Ladder operators
In this section we will solve the adiabatic evolution in Heisenberg picture to look for
the geometric phase shift. The equation of motion for a generic operator Oˆ are given
by dOˆ
dt
= 1
iℏ
[Oˆ,H] + ∂Oˆ
∂t
. Specifically, for the ladder operators, they take the following
forms:
d
dt


a+
a−
a†+
a†−

 =


X+ 0 0 Y
0 X− Y 0
0 Y ∗ X∗+ 0
Y ∗ 0 0 X∗




a+
a−
a†+
a†−


X± = A˙A ± i
(
γ ∓ 2Cβ ∓ (B˙+iC˙)
2C
)
, Y = − (B˙+iC˙)
2C
(18)
Uptill now all the expressions we have found are exact. However, here onwards we
will start considering the adiabaticity of P (t) and Q(t). Note, from the dependence
of A,B,C, α, β, γ, δ on P (t), Q(t), we anticipate that they also follow the same order
of adiabaticity as P and Q, i.e. if P˙ , Q˙ ≈ ǫ , P¨ , Q¨ ≈ ǫ2 . . ., then F˙ ≈ ǫ , F¨ ≈ ǫ2 . . .
, where F collectively stands for A,B,C, α, β, γ, δ. We won’t omit any term under
adiabatic approximation right now, but will only keep track of the order of various
terms. Eventually, it will be clear, that it is the second or higher order terms which are
ignorable [56, 57].
We can now decouple the four coupled equations occuring in (18) by taking the deriva-
tives of these equations and combining them suitably to get:
d2a+
dt2
= da+
dt
(
X+ +
Y˙
Y
+X∗−
)
+ a+
(
X˙+ − Y˙Y X+ + Y Y ∗ −X+X∗−
)
d2a−
dt2
= da−
dt
(
X− + Y˙Y +X
∗
+
)
+ a−
(
X˙− − Y˙Y X− + Y Y ∗ −X−X∗+
) (19)
We can make some important observations here, if Y ≈ ǫ, then Y˙ ≈ ǫ2 , and so Y˙
Y
≈ ǫ.
Now substituting X+, X−, Y from (18) and only retaining terms involving Y˙Y , we deduce
d2a+
dt2
=
da+
dt
(
P+
Y˙
Y
)
+ a+
(
Q− Y˙
Y
X+
)
(20)
where,
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P =
(
2
A˙
A
+ 2iγ +
C˙
C
)
Q =i
(
γ˙ − 2 d
dt
(Cβ)− γ C˙
C
− 2A˙
A
γ
)
+
{
γ2 − 4C2β2 − 2B˙β
}
+ O
(
ǫ2
) (21)
As one can check that the differential equation satisfied by a− also has a similar form.
To proceed further we now need to cast (20) into its, the so-called, normal form. To
that end, we define another time-dependent operator b(t) as,
a+(t) = b(t)e
1
2
∫
t
(
P+ Y˙
Y
)
dτ
, (22)
In terms of b(t) the equation (20) can now be re-written as ,
b¨+ b
(
P˙
2
− P
2
4
−Q
)
+ b
(
Y˙
Y
X+ − P
2
Y˙
Y
+ O
(
ǫ2
))
= 0 (23)
Now, we have Y˙
Y
= B¨+iC¨
B˙+iC˙
− C˙
C
as follows from (18). Let’s write it as
Y˙
Y
= Z + iZ˜ − C˙
C
; (24)
here both Z and Z˜≈ O (ǫ) and corresponds respectively to the real and imaginary part
of B¨+iC¨
B˙+iC˙
.
Then using the expressions of P and Q from (21) we get,
b¨+ b(U + iV ) = 0 (25)
where,
U =4C2β2 + 2B˙β + 2Z˜Cβ + O
(
ǫ2
) ≈ O (ǫ0)
V =2
d
dt
(Cβ)− 2Cβ
(
Z − C˙
C
)
+ O
(
ǫ2
) ≈ O (ǫ) (26)
Note that, since we are working in adiabatic regime, the functions U and V vary
very very slowly with time. Hence, the formula for WKB approximation for complex
potential[58] can be applied to get the general solution of the differential equation as,
b(t) = b(0)
[
C1√
|ξ(t)| exp
(∫ t
0
(iξ(τ)− φ(τ)) dτ
)
+
C2√
|ξ(t)| exp
(∫ t
0
(−iξ(τ) + φ(τ)) dτ
)]
(27)
where,
√
U + iV = ξ + iφ and (C1, C2) are arbitrary coefficients. This result can
also be derived by solving the differential equation using the method of successive
approximation and considering the adiabatic variation of U and V.
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In our case, this boils down to
ξ =
√√
U2 + V 2 + U
2
≈
√
U +
V 2
4U
≈
√
U ≈ 2Cβ + B˙β + CβZ˜
2Cβ
φ =
√√
U2 + V 2 − U
2
≈
√
V 2
4U
≈
2 d
dt
(Cβ) − 2Cβ
(
Z − C˙
C
)
4Cβ
(28)
Note that we have ignored second and higher order terms. We now observe that the
solution must satisfy the boundary condition: b(t = 0) = b(0) . Also, the periodicity
of the parameters imply
√|ξ(0)| =√|ξ(T )|. Finally, it can be observed that, only the
second term with coefficient C2 in the solution (27), yields the dynamical phase of a+
with proper sign. This will eventually be clear as we calculate a+(T ). We therefore set
C1 = 0 in (27). Now combining all these expressions, the particular solution of (23) is
obtained as:
b(T ) ≈ b(0) exp
(∫ T
0
{
−i
(
2Cβ +
B˙β + CβZ˜
2Cβ
)
+ φ
}
dτ
)
(29)
Now, we had, Y˙
Y
= Z + iZ˜ − C˙
C
. As the latter is an exact differential, we can write,∫ T
0
Y˙
Y
dτ =
∫ T
0
(
Z + iZ˜ − C˙
C
)
dτ =
∫ T
0
Zdτ + i
∫ T
0
Z˜dτ = 0 (30)
So,
∫ T
0
Zdτ =
∫ T
0
Z˜dτ = 0 , implying that, φ is also an exact differential.
Hence using (22), we can essentially drop the term involving just the exact derivatives
and then split the respective dynamical and geometric phase shifts as,
a+(T ) = a+(0) exp
(
−i
∫ T
0
(
2Cβ +
B˙β + CβZ˜
2Cβ
)
dτ +
1
2
∫ T
0
(
A˙
A
+ 2iγ +
C˙
C
+
Y˙
Y
)
dτ
)
= a+(0) exp
(
−i
∫ T
0
[
(2Cβ − γ) +
(
B˙β + CβZ˜
2Cβ
)]
dτ
) (31)
And the solution becomes,
a+(T ) = a+(0) exp
(
−i
∫ T
0
[
(2Cβ − γ) +
(
B˙
2C
)]
dτ
)
= a+(0) exp
(
− i
ℏ
∫ T
0
(ℏω − γℏ) dτ − i
∫ T
0
β
ω
d
dτ
(
δ
β
)
dτ
)
,
(32)
with the two terms in the exponent representing the dynamical and the geometrical
phases, respectively.
Finally, a close look into the decoupled evolution equation of a− in (19) tell us that, it
is similar to the one for a+, except that (+γ) is replaced by (−γ). Also, γ is entering
into the solution only through the substitution of (22). So, we get
a−(T ) = a−(0) exp
(
− i
ℏ
∫ T
0
(ℏω + γℏ) dτ − i
∫ T
0
β
ω
d
dτ
(
δ
β
)
dτ
)
, (33)
which gives the correct dynamical phase for a− .
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4 Geometric phases
Now looking at the second phase factor in the expression of both the creation and
annihilation operators a±(T ) in (32) and (33), the additional factor over and above
the dynamical phase, obtained by leading behaviour for adiabatic transport around a
closed loop Γ in time T can be identified with the Berry phase or geometric phase (
more precisely geometric phase shift ) in the Heisenberg picture. As pointed out earlier,
the result obtained here can readily be converted to the more familiar form in terms
of the phase gathered by the state vector by going over from the Heisenberg to the
Schrodinger picture. The geometric phase shift ΦG found above can be written in a
more familiar form by using the transformation d
dτ
= dR
dτ
· ∇R , where R represents a
vector in the parameter-space whose components are the time dependent. Then we can
write ΦG as a line-integral over a closed loop Γ traced out in the parameter space as τ
varies from 0 to T , i.e. a complete period so that it can be written as a functional of
Γ as,
ΦG[Γ] =
∮
Γ=∂S
β
ω
∇R
(
δ
β
)
· dR =
∫∫
S
∇R
(
β
ω
)
×∇R
(
δ
β
)
· dS, (34)
where we have made use of Stoke’s theorem in the second equality, to recast it as a
surface integral over S. Note that S stands for any surface belonging to the equivalence
class of surfaces in the parameter space having the same boundary Γ , and where
any two such surfaces can be connected by smooth deformation without encountering
any singularity. Now substituting α, β, γ, δ from (5), the geometric phase can now
be expressed in terms of our original time dependent parameters P (t), Q(t) and the
noncommutative parameters θ and η as,
ΦG[Γ] =
(√−θη
4~
)∫∫
S
∇R

 Q (1− θη4ℏ2 )+ P ( η2ℏ)2√(
P
(
η
2ℏ
)−Q ( θ
2ℏ
))2
+ PQ

×
∇R
(
P
(
η
2ℏ
)−Q ( θ
2ℏ
)
Q
(
1− θη
4ℏ2
)
+ P
(
η
2ℏ
)2
)
· dS
(35)
One can be rest assured at this stage, that the denominator never vanishes as PQ>0.
Also it is worth noting that, in the absence of either of the two types of non-commutativity
i.e. if θ or η = 0, the geometric phase vanishes. So, it is the non-commutative nature
of phase space, as a whole, alongside the geometry of the parameter space trajectory,
which plays crucial role on the appearance of geometric phase shift for this 2D harmonic
oscillator system.
Before we proceed further, let us pause for a while and make some pertinent comments:
• The reason behind the appearance of this phase can be attributed, in our case, to
the time reversal symmetry breaking of the Hamiltonian (1,4) [37, 38, 59, 60, 61].
To elaborate on this matter, we need to explain in bit detail about what we mean
by time reversal symmetry of a generic time-dependent Hamiltonian H(t) having
a set of time dependent parameters. First note that this Hamiltonian H(t) can
be regarded as a sequence of instantaneous time-independent Hamiltonians: one
for each time t and each of them being a distinct Hermitian matrix (finite or
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infinite) with real diagonal and complex off-diagonal entries, in general. Now, time
reversal symmetry refers to the instantaneous Hamiltonians H(t0), i.e. as if the
parameters are frozen at their values corresponding to that instant t = t0, which
is not time-dependent anymore. And for a time-dependent Hamiltonian being
time-reversal symmetric means that, each such instantaneous Hamiltonians in the
sequence must be real symmetric, not just complex Hermitian. In other words,
if we let a system evolve by this Hamiltonian H(t0) for some finite time interval
after t0 and then time reverse at any later time t > t0, then the corresponding
wave function is simply obtained just by complex conjugation, without touching
the set of parameters occurring there at all. This is because of the fact that the
values of the parameters are now held fixed to their respective values at time
t0 and so are affected neither by the subsequent continuous time evolution nor
under the discrete time-reversal transformation i.e. the time arguments occurring
in the parameters undergo no flipping of sign by this, which we can call more
appropriately a “ quasi-time reversal" transformation. Consequently, under this “
quasi-time reversal" transformation, the system will retrace its own history and if
that happens regardless of which instantaneous Hamiltonian of the original time-
dependent system was chosen, then we say H(t) is time-reversal symmetric. A
concrete mathematical definition of such time-reversal symmetry [37, 62] would
be:
Ξˆ Hˆ(t) Ξˆ−1 = Hˆ(t) (without any change in the sign of t)
where, the antilinear (quasi or instantaneous) time-reversal operator Ξˆ leaves all
the real time-dependent parameter(s) intact. The latter nomenclature i.e. in-
stantaneous time-reversal symmetry has been borrowed from [63], where similar
circumstances was encountered in a system involving topological insulator.
Now, in commutative plane: Hc(t) = P (t)(pˆ21+pˆ22)+Q(t)(xˆ21+xˆ22); with pˆ1, pˆ2, xˆ1, xˆ2
satisfying ordinary Heisenberg algebra. (Instantaneous or quasi) time reversal
transformation operates as: pˆi → pˆ′i = Ξˆ pˆi Ξˆ−1 = −pˆi and xˆi → xˆ′i = Ξˆ xˆi Ξˆ−1 = xˆi
, shows that the Hamiltonian is symmetric under time reversal: Ξˆ Hc(t) Ξˆ−1 =
Hc(t), as the parameters P (t) and Q(t) are not touched.
On the other hand, in the non-commutative plane, the dynamics is given by the
Hamiltonian (1) with non-commutative coordinates and momenta satisfying alge-
bra (59) or equivalently by the Hamiltonian (4) with the mathematically commut-
ing coordinates and momentum, transforming like, pi → −pi , qi → qi, under time
reversal. Hence, the Hamiltonian H(t) = α(t)(p21+ p22)+β(t)(q21 + q22)+ δ(t)(piqi+
qipi) − γ(t)(q1p2 − q2p1) is not time reversal symmetric: Ξˆ H(t) Ξˆ−1 6= H(t); the
presence of the dilatation term and the Zeeman like term breaks this symmetry[64].
Particularly, the breaking by dilatation term is primarily responsible for getting
nonvanishing Berry phase in our case. In fact it has been shown in [37, 62] that this
time reversal symmetry breaking is a necessary, but not sufficient, condition for the
appearance of non-vanishing Berry phase. And it is because of this broken time re-
versal symmetry, while considering noncommutative phase space [62, 65, 44], that
there arises the possibility of obtaining a non-vanishing geometrical phase shift in
our system of 2D SHO in noncommutative phase space.
• The Berry connection one-form A on the loop Γ that we found can be also be
directly read-off from (32) and (33) as:
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A =
β
ω
d(
δ
β
) = −α
ω
d(
δ
α
)− d[tan−1(
√
αβ
δ2
− 1)], (36)
showing that, upto a non-singular gauge transformation, the Berry connection can
also be written as
A := −α
ω
d(
δ
α
) (37)
This particular feature of this connection one-form is indeed quite gratifying as the
symmetry between α and β, the coefficients of ~p2 and ~q2 in the Hamiltonian (4),
is some how restored with this. In fact, this form of the connection one form (37)
occurred earlier in [1, 66, 67, 68], where a Hamiltonian of the same form as (4) was
used to describe 1D parametric generalized harmonic oscillator, except that there
time-dependent coefficients α, β, δ were of fundamental nature by themselves, un-
like in our case, where α, β, δ are not fundamental and rather given in terms of
more fundamental P and Q through a set of linear relations (5). Also note that any
of our time-dependent parameters α(t), β(t), δ(t), γ(t) cannot vanish for all time
t, otherwise we would have got P (t) ∝ Q(t)1 as is clear from (5). With this the
closed loop Γ will collapse to a 1D line in P,Q space thereby yielding a vanishing
geometric phase. This is particularly true for δ(t) which clearly plays a vital role
here and its origin can be traced back to (9) where ( δ
β
) occurs as the real part of
the coefficient pj ; in its absence we cannot get any geometrical phase, as is clear
from (32,33).
• Although the γ(t) occurring in the Zeeman term in (4) is required to be non-
vanishing, in order to get a non-vanishing Berry phase, it also plays another im-
portant role by allowing us to avoid the crossings of energy levels by lifting the
degeneracy, as we have mentioned already in Section 2. Despite all these, it does
not have its explicit presence in the expression of the Berry phase (34,37)(if we
ignore the relations in (5) for the time being); it rather appears in the dynamical
phases in (32,33) and corroborates the general observation made by J. Anandan
et al.[69] where the dynamical group was U(2). To understand the reason behind
all this, observe that, although the Hamiltonian H(t) (4,6) do not commute at
different times: [H(t),H(t′)] 6= 0 for t 6= t′, but being an element of the algebra
su(1, 1)⊕u(1) it splits into two commuting parts as in (80) (see Appendix B). Im-
portantly, these two terms in (80) commute with each other at different time also.
Consequently, the corresponding time evolution operator (in Schrodinger picture)
factorizes as,
U = Tˆ (e− iℏ
∫
dt[α(t)(p21+p
2
2)+β(t)(q
2
1+q
2
2)+δ(t)(piqi+qipi)])Tˆ (e iℏ
∫
dtγ(t)(q1p2−q2p1)). (38)
where Tˆ is the time-odering or chronological operator. After all, it can be easily
seen that γ(t), like ω(t), occurs in the integral as
∫ T
0
γ(t)dt, which is not a functional
of the closed loop Γ, the latter being the telltale sign of geometrical phases (34,36):
ΦG[Γ] =
∫
Γ
A.
• Finally, we would like to study the implication of the unitary equivalence between
the two forms of Bopp-shifts (60,62), as has been demonstrated in Appendix A,
in our context. To begin with, note that the geometrical phase ΦG in (35) was
1For example, γ(t) = 0 ∀t, implies from (5), that P (t) ∝ Q(t) ∀t. In fact writing more explicitly, we have P
Q
= − θ
η
.
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obtained for the scale parameter ξ, taken without loss of generality, to be ξ = 1.
For any other value of ξ, the corresponding ΦG can be obtained easily by replacing
θ → ξθ and η → ξη, i.e. make use of the Bopp shift (62). Note that ΦG remains
invariant iff ~ is also scaled to ~ → ξ~, as (62) will reduce in this case to ξ = 1,
thereby undoing the scaling operation just as in (16). At the critical point ξ = ξc
(61), however, the counterpart of the expression (35) will be absent if one makes
use of realisation (60). On the other hand, with the equivalent realisation (62) with
ξ = ξc, the counterpart of (35) will definitely be present, but it can be shown that it
loses its geometrical nature and in either case, one finds that ΦG vanishes: ΦG = 0.
This can be shown in two different but equivalent ways by taking advantage of the
above-mentioned unitary equivalence between two forms of Bopp shifts (60,62)
holding for ξ = ξc (61) only. To this end, we first employ (60) in (1) to obtain the
Hamiltonian in the following form,
H1(t) = α(1)(t)p2i + β(1)(t)q2i − γ(1)(t)ǫijqipj (39)
where,
α(1)(t) = ξc
(
P (t) +
θ2
4~2
Q(t)
)
β(1)(t) = ξc
(
Q(t) +
η2
4~2
P (t)
)
γ(1)(t) =
ξc
~
(θQ(t) + ηP (t))
(40)
This pair (39,40) of equations, are the counterparts of (4) obtained by employing
(3) in (1). Here, not only we have δ1(t) = 0 ∀t (which is the counterpart of δ(t) in
(5)), but also note the absence of any linear equation relating δ(1)(t) with P (t) and
Q(t), thereby indicating the absence of a counterpart of (35) following from (34),
in this case. Consequently, one has to make use of (36,37), or the second terms in
the exponents of (32) and (33), to find that Berry phase vanishes: ΦG = 0, in this
case.
To arrive at the same conclusion through the Bopp Shift (62), we need to write
down the corresponding expressions for α,β,γ,δ for ξ = ξc which is simply obtained
by replacing θ → ξcθ; η → ξcη in (5), as mentioned above, to get
H(2)(t) = α(2)(t)p2i + β(2)(t)q2i − γ(2)(t)ǫijqipj + δ(2)(t)(qipi + piqi) (41)
where
α(2)(t) = α(t; ξc) = P (t)
{
1− ξ
2
cθη
4ℏ2
}
+Q(t)
(
ξcθ
2ℏ
)2
β(2)(t) = β(t; ξc) = Q(t)
{
1− ξ
2
cθη
4ℏ2
}
+ P (t)
(
ξcη
2ℏ
)2
γ(2)(t) = γ(t; ξc) =
ξc
~
(ηP (t) + θQ(t))
δ(2)(t) = δ(t; ξc) =
(
ξ2c
√−θη
4ℏ2
)
(ηP (t)− θQ(t))
(42)
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Apparently the presence and non-vanishing nature of δ(2)(t) here, however, sug-
gests a non-vanishing ΦG. So, it will be difficult to demonstrate that ΦG = 0
in this case by just employing (35) here. However, it turns out that, this non-
vanishing δ(2)(t) can be eliminated by using a time-independent unitary transfor-
mation U ∈ SU(1, 1) ⊗ U(1). Indeed, by making use of the time-independent
unitary transformation (63) and the relations in (64), we readily see from (1) that
H(2)(t) = UH(1)(t)U † (43)
where the respective parameters are given in (69) and β = β1 in (71). This
indicates that U(1) part of the total dynamical symmetry group SU(1, 1)⊗ U(1)
(73) (See Appendix-B) is also fixed by this fine tuned value of β = β1 in (71);
it is not arbitrary. This, in turn, fixes all other parameters of SU(1, 1) in (69).
And this feature makes it difficult to demonstrate the vanishing of ΦG, just by
employing (35), as mentioned above. In any case, we see that the dilatation term
in (41) can be eliminated for all time t and thereby ensuring ΦG = 0. Thus, for
this particular value of ξ = ξc, the phase turns out to be integrable. Perhaps, a
more transparent way to understand it, would be to consider the following identity
α(2)(t)β(2)(t)− (δ(2)(t))2 = α(1)(t)β(1)(t) ∀t (44)
which follows trivially from (40,42) and can be regarded as a corollary of (43). This
demonstrates the invariance under the SU(1, 1) or rather SO(2, 1) = SU(1, 1)/Z2
subgroup of SU(1, 1)⊗ U(1), of the corresponding frequency (84)(See Appendix-
B): ω(t; ξc) = 2
√
α(1)(t)β(1)(t) = 2
√
α(2)(t)β(2)(t)− (δ(2)(t))2, written in terms of
either set of the parameters. This, in turn, implies that the parameters are in-
deed connected by SO(2, 1) transformation (79,84), and as has been elaborated
in Appendix B, this δ(2)(t) can be regarded as the time component of a space-like
3-vector. But now it can be eliminated for all time by a global (time-independent)
"Lorentz transformation", in (2+1)D. And finally when this SO(2, 1) transforma-
tion matrix is lifted to its covering group SU(1, 1) ( See Appendix-B), it gives
the SU(1, 1) part of the transformation matrix U ∈ SU(1, 1) ⊗ U(1) (63) (see
Appendix-A).
Since this U is time-independent, no connection term of the manner ((89) in
Appendix-B) will arise here, and for any state |Ψ(t)〉 whose time evolution is gov-
erned by H(2)(t) as i~∂t |Ψ(t)〉 = H(2)(t) |Ψ(t)〉, we have a corresponding state(
U † |Ψ(t)〉), which time-evolves by H(1)(t), as: i~∂(U†|Ψ(t)〉)
∂t
= H(1)(t) (U † |Ψ(t)〉).
And thus we are back with H(1)(t) again, where the corresponding δ(1)(t) = 0 and
the Berry connection vanishes as a result. In other words, for this critical value ξc
of the parameter ξ, it is indeed possible to transform away the dilatation term, by
subjecting the Hamiltonian H(2)(t) to a time-independent unitary transformation
H(2)(t)→ U †H(2)(t)U (43), resulting in vanishing of the Berry phase.
This analysis of course will not hold for any other values of ξ other than ξc i.e
for ξ 6= ξc. Nevertheless, here also, it is possible to eliminate the dilatation term
completely, but only by a unitary transformation W(t) ∈ SU(1, 1) (87) which is
neccessarily time-dependent. Here, unlike the the above case, it is not essential
however, to haveW(t) to be belonging to the entire product group SU(1, 1)⊗U(1);
retaining U(1) part becomes optional. Consequently the disappearance of Berry’s
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phase here is only apparent in nature [68, 70] and it gets lodged in the dynamical
part, albeit retaining its geometrical characteristics [67]. This has been elaborated
in Appendix-B.
Now returning back to our main objective, let us try to relate this geometric phase shift
obtained in Heisenberg picture, with the more familiar form of Berry phases acquired
by state vectors. For that we revert back to the Schrodinger picture. First let’s rewrite
(32) and (33) as,
a±(T ) = a±(0) exp (−iΘ±,d − iΦG) (45)
where
Θ±,d =
∫ T
0
(ℏω ∓ γℏ) ; ΦG =
∫ T
0
β
ω
d
dτ
(
δ
β
)
dτ (46)
are the dynamical and geometric phases respectively.
Let U(0, t) be the Schrodinger evolution operator of our concerned system, generated
by the Hamiltonian (4). Then, a±(t) = U †(0, t)aS±(t)U(0, t), where aS±(t) are the
ladder operators in Schrodinger picture. Note that the time dependence is not entirely
frozen here, even in this Schrodinger picture; it creeps in through the time dependent
parameters.
We can therefore write,
(
a
†
+(T )
)n1 (
a
†
−(T )
)n2
√
n1!
√
n2!
|0, 0; t = 0〉S
= U †(0, T )
(
a
†
S+(T )
)n1 (
a
†
S−(T )
)n2
√
n1!
√
n2!
U(0, T ) |0, 0; t = 0〉S
= U †(0, T )
(
a
†
S+(T )
)n1 (
a
†
S−(T )
)n2
√
n1!
√
n2!
e−iφ0,0 |0, 0; t = T 〉S
= U †(0, T ) |n1, n2; t = T 〉S e−iφ0,0
= ei(φn1,n2−φ0,0) |n1, n2; t = 0〉S
(47)
where, φn1,n2 represents the total adiabatic phase acquired by |n1, n2; t = 0〉S after evolv-
ing by H(t) over its complete period T . Further using (45) we also find,
(
a
†
+(T )
)n1 (
a
†
−(T )
)n2
√
n1!
√
n2!
|0, 0; t = 0〉S
= ein1(Θ+,d+ΦG)ein2(Θ−,d+ΦG)
(
a
†
+(0)
)n1 (
a
†
−(0)
)n2
√
n1!
√
n2!
|0, 0; t = 0〉S
= ein1(Θ+,d+ΦG)ein2(Θ−,d+ΦG) |n1, n2; t = 0〉S .
(48)
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Note that here we have made use of the fact that a±(t = 0) = aS±(t = 0). Now
comparing the above two equations (47) and (48), we get
φn1,n2 = φ0,0 + [n1(Θ+,d + ΦG) + n2(Θ−,d + ΦG)] (49)
So, the Berry phase acquired by the state |n1, n2; t = 0〉S is given by,
φ
(n1,n2)
B = φ
(0,0)
B + (n1 + n2)ΦG (50)
This kind of linear nature in the Berry phases of different eigenstates, is a general result
[71] for any Hamiltonian with equally spaced discrete spectrum. And in our case, the
total Hamiltonian (13) is partitioned into two commuting parts corresponding to a+
and a−, where each part produces its own equally spaced spectrum in their respec-
tive sub-Hilbert spaces H± and whose tensor product forms the total Hilbert space:
H = H+ ⊗H−.
Importantly, it is the difference of the Berry phases of different eigenstates, which con-
tributes in the expectation value of any operator at time t in a state obtained from any
initial state and evolving under an adiabatic Hamiltonian,
〈
Oˆ
〉
(t) =
〈
ψ(t)
∣∣∣Oˆ(t)∣∣∣ψ(t)〉,
where the ground state contribution φ
(0,0)
B cancels out. And most experiments concern-
ing Berry’s phase [72] employ this idea only. Our derivation certainly provides complete
information which, in principle, may facilitate the predictions of such cases.
5 Classical analogue: Hannay angles
We now take-up the study of classical analogue of this quantal geometric phase, namely
the Hannay angles [66]. To clinch the correspondence we will exploit the correspondence
principle of quantum mechanics with classical mechanics, using coherent states [73]
and some suitable chosen quantum operators that represents the classical action and
angle variables. For that, it will be convenient to recall the concept of instantaneous
Hamiltonians introduced in the previous section to discuss the concept of time-reversal
symmetry in our context and to interpret the time-dependent Hamiltonian H(t) (4),
whose time dependence stems from the presence of a set of time dependent parameters
α(t), β(t), δ(t) and γ(t), as a collection of infinite number of time independent planar
systems labeled by time say t0 and the set of parameters take their values to be fixed by
their respective values for time t0 as α(t0), β(t0), γ(t0), δ(t0). Left on their own, these
individual systems evolving by Hamiltonians likeH(t0), with parametric values frozen at
α(t0), β(t0), γ(t0), δ(t0), will give rise to periodic motion in their respective phase-spaces
at classical level, as we show below. In fact, each such instantaneous Hamiltonians
H(t0) can be brought to the standard form of a pair of de-coupled planar oscillators
by suitable unitary (resp. canonical) transformations of the respective quantum (resp.
classical) systems. And, this ensures the occurence of periodic motion in the phase-
spaces, facilitating the introduction of canonical action and angle variables, for each of
these classical systems corresponding to the instantaneous Hamiltonians. As one can
easily see that we can accomplish this task by introducing a set of canonically conjugate
position and momentum operators, the so-called quadrature variables, from the ladder
operators a+ and a− as,
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qˆ± =
√
ℏα
2ω±
(a†± + a±)
pˆ± =i
√
ℏω±
2α
(a†± − a±)
(51)
Utilizing (9,11), this shows qˆ± = qˆ±(q1, q2, p1, p2), pˆ± = pˆ±(q1, q2, p1, p2) are linearly
dependent on the old coordinates and momenta. At the quantum level, this can be
implemented at each such insntants t0, by suitable unitary transformations V(t0) ∈
SU(1, 1) ⊗ U(1). This is exactly like the case of W(t0) as in (87) (see Appendix B),
which helped us to eliminate just the dilatation term, without touching the Zeeman
term in H(t) (4), except that we are now eliminating the Zeeman term also. But the
explicit construction of such a V(t0) is neither easy nor required in our case, as we are
dealing with the instantaneous classical systems here. In fact, as one can easily see, at
the classical level (where phase-space variables are just c-numbers) an analogues linear
canonical transformation with the coefficients determined by the values of α, β, γ, δ at
t = t0, canonically transforms the instantaneous classical systems from {q1, q2; p1, p2}
canonical pairs to {q+, q−; p+, p−} canonical pairs. Correspondingly, we get from the
classical Hamiltonian in old phase-space variables, which is the classical counterpart of
our quantum Hamiltonian (4) at the instant t0 , the 2D decoupled harmonic oscillator
like Hamiltonian, written just in terms of new phase-space variables :
HCla(t0) =
ω2+
2α
q2+ +
α
2
p2+ +
ω2−
2α
q2− +
α
2
p2−. (52)
This is the classical counterpart of unitarily transformed Hamiltonian (4): V(t0)H(t0)V†(t0).
Now if we were to consider time-evolution in the full time-dependent system governed
by H(t), instead of just the time-independent Hamiltonians H(t0) with parameters
frozen at fixed values, we would have required to augment the unitary transformed
Hamiltonian by a suitable connection term like i~V(t)∂tV†(t), so that, the total Hamil-
tonian Htotal(t), as in (89), can govern the time evolution of the transformed states
(V(t) |Ψ(t)〉). And as shown in the case of W(t) (87) in Appendix-B, here too we can
show that the geometrical phase will occur in the dynamical phase obtained through
Htotal(t), but will retain its geometrical feature. Similarly the classical counterpart of
this Htotal(t) can be obtained by simply adding a term of the form ∂F∂t , where F is a
suitable generating function [74], to (52). In this section, we are, of course, not bothered
about this extra time-derivative term in Htotal(t), because the parameters α, β, γ, δ are
held frozen to their respective values corresponding to the instant t = t0. Besides, each
such instantaneous Hamiltonians HCla(t0) (52) in the classical case, give rise to periodic
motion in phase-space, if considered as a separate system on its own, and hence allows
us to introduce corresponding action and angle variables, as mentioned above.
Now in this classical case [73], let {C(I,R)} denotes a continuous family of periodic tra-
jectories C(I,R) in the phase space associated with the classical Hamiltonians HCla(R)
and let ω(I,R) be the angular velocity on C(I,R), where each curve is equipped with
a definite origin for angle variable v conjugated to the action variables I. Now, during
the adiabatic evolution, a point in phase space follows a trajectory of constant action,
and only the angular coordinate v(t) will evolve in time and its value at time t is given
by:
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v(t) = v(0) +
∫ t
0
ω(I,R(s))ds+∆vHI (t). (53)
This involves as an integration along the curve C(I,R(t)), and also contains, apart
from the usual dynamical contribution, a geometrical one also, the so-called Hannay’s
angle ∆vHI (t). Note that, since our classical Hamiltonian HCla(R) has two degrees of
freedom, so we expect two sets of action-angle coordinates {{Ii, vi} : i = 1, 2}.
Now let’s consider the coherent states[75, 76, 77] of our two-dimensional harmonic os-
cillator (13), which are supposed to be the best approximations to a classical state. The
coherent states analogous to [78] in this case are the tensor product of two independent
Glauber-Klauder-Sudarshan (GKS)-coherent states [77], which are simultaneous (nor-
malised) eigen states of the two mutually commuting annihilation operators a+ and
a−:
|z1, z2;R〉 = |z1(R)〉 ⊗ |z2(R)〉
a+ |z1(R)〉 =z1 |z1(R)〉
a− |z2(R)〉 =z2 |z2(R)〉
|z1, z2;R〉 =e−(|z1|
2+|z2|2)/2
∞∑
n1=0
∞∑
n2=0
zn11√
n1!
zn22√
n2!
|n1, n2;R〉
(54)
Further it has been shown in [73], that a suitable quantum operator for classical action
Ii is Iˆi(R) = ℏNˆi(R), where Nˆi(R) is the i-th number operator. with i ∈ {+,−}
in our case. Now, let Uˆi(R)’s be the unitary operators defined through their action,
Uˆ1(R) |n1, n2;R〉 = |n1 − 1, n2;R〉; Uˆ1(R) |0, n2;R〉 = 0 and similarly for Uˆ2(R). They
essentially correspond to the well known polar decompositions of the operators like a
into the so-called number Nˆ and phase operators θˆ: a± =
√
Nˆ±eiθˆ±, with Uˆi(R) can
be thought of the operator corresponding to e−iθˆi. It is also shown that the expectation
values of these operators in the state |z1, z2;R〉 are given by, Ii =
〈
Iˆi(R)
〉
= |zi|2 ℏ and〈
Uˆi(R)
〉
= ei×arg(zi), so that in the classical limit, we can identify zj =
√
Ij
ℏ
e−ivj .
And this natural relationship between the ladder operators of the quantum system
and the corresponding action and angle-like operators was the main driving motiva-
tion behind our unconventional approach to determine the Berry phases by solving the
evolution-equations of a± in Heisenberg picture, which also provides a natural frame-
work for semiclassical correspondence. In fact, the geometrical part of the phases ac-
quired by a± over a complete period of adiabatic-cycle, as found in (32,33), is precisely
the Hannay’s angle of the corresponding classical adiabatic evolution, as we identify
below. So we see that we could determine at one go, the Berry phases as well as the
Hannay’s angle from (32,33). Besides, had we taken the more conventional route we
would have required to determine the exact energy eigen-functions of the quantum sys-
tem in order to find the intended geometric phases, which is not a very easy job to
do for a generalized two-dimesional Harmonic oscillator such as (4). Hence the overall
approach we took, though was not the generic one, suited our desired goals more ap-
proprately.
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Now returning back to the original point, we now consider the following wave packet
as the initial state, which best approximates the initial conditions of the corresponding
classical adiabatic evolution,
|z1, z2;R(0)〉 = e−(|z1|
2+|z2|2)/2
∞∑
n1=0
∞∑
n2=0
zn11√
n1!
zn22√
n2!
|n1, n2;R(0)〉 (55)
and evolve it adiabatically over a complete cycle, to get, using (49)
U(0, T ) |z1, z2;R(0)〉 =e−(|z1|
2+|z2|2)/2
∞∑
n1=0
∞∑
n2=0
zn11√
n1!
zn22√
n2!
e−iφ0,0 |n1, n2;R(T )〉×
e−in1(Θ+,d+ΦG)e−in2(Θ−,d+ΦG)
=e−(|z1|
2+|z2|2)/2 × e−iφ0,0
∞∑
n1=0
∞∑
n2=0
(
z1e
−i(Θ+,d+ΦG)
)n1
√
n1!
×
(
z2e
−i(Θ−,d+ΦG)
)n1
√
n2!
|n1, n2;R(T )〉
=e−iφ0,0
∣∣z1e−i(Θ+,d+ΦG), z2e−i(Θ−,d+ΦG);R(T )〉
(56)
Therefore, up to a global phase factor, the coherent state associated with the ini-
tial Hamiltonian H(0), evolves to another coherent state |z1(T ), z2(T );R(T )〉, now
associated with the Hamiltonian H(T ) at time T, where z1(T ) = z1e−i(Θ+,d+ΦG) and
z2(T ) = z2e
−i(Θ−,d+ΦG). Thus, from the evolution of z1 and z2 in (56), through a com-
plete period of the adiabatic Hamiltonian, we can identify Θ±,d =
∫ T
0
ω±(t′)dt′, where
ωi =
1
ℏ
∂En1,n2
∂ni
(Like ∂HCla
∂Ii
), with the dynamical phases and ΦG (from (34)) with the
angular shift which was obtained classically by Hannay.
The expectation values of the new set of position-momentum i.e. the quadrature oper-
ators (51), which are now time-dependent, are found to be given by[75],
〈qˆ±〉 =
√
2ℏ/ω±Re(zi)
〈pˆ±〉 =
√
2ℏω±Im(zi)
(i=1,2 respectively)
(57)
On adopting the parametrization of z1 and z2, introduced above, the expectation values
of these phase space operators in the transported state are obtained as,
〈qˆ±〉T =
√
2Ii/ω±Cos(vi(0) + Θ±,d + ΦG)
〈pˆ±〉T =−
√
2Iiω±Sin(vi(0) + Θ±,d + ΦG),
(58)
showing that the corresponding classically canonical conjugate phase space variables i.e
the classical counterpart of quadrature operators qˆ±, pˆ± (51) undergo oscillatory mo-
tion. Thus the geometric phase ΦG, entering into the non-stationary coherent-state
through all of its stationary components i.e. the energy eigenstates, generates in the
classical limit (~→ 0 ,|zi|→ ∞ ,
√
Ii =
√
~|zi|→ finite), the angle variable conjugate to
the action Ii and are given by the phase of zi. Therefore the additional phase of zi i.e
one over and above the dynamical phase, can be identified with Hannay angle, which
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can clearly be understood from classical arguments.
Before we conclude this section, we would like to draw the attention of the reader to an
earlier work [72], where also Berry phase was computed using the Heisenberg picture.
However, in contrast to our approach, they had incorporated adiabatic approximation
right at the level of time-dependent Schrodinger equation, thereby identifying an effec-
tive adiabatic Hamiltonian Had(t) as described in [79][80], which then governs the time
evolution of adiabatic state vectors in Schrodinger picture. That also helped them to
obtain an effective Heisenberg equation of motion for any general phase-space operator,
under adiabatic approximation. On the other hand, in our approach, we worked with
the original Hamiltonian itself and only implemented adiabaticity while solving the re-
spective Heisenberg equations of motion explicitely.
Finally, to clinch the correspondence with Hannay’s angle, the authors of [72] directly
took expectation of the time-evolved quantum operator calculated in the way mentioned
above, with the initial coherent state of the system best suited for the initial conditions
of the dynamics. And finally, extracted the Hannay’s angle from the oscillatory sinu-
soidal terms, which resembles the ones we had in (57), occuring in the time-evolved
expectation-value obtained in Heisenberg-picture. This is again in contrast to our case,
as we determined the Hannay’s angle of our system using Schrodinger-picture. That is,
we calculated the time-evolved expectation value, using initial (t = 0) quantum opera-
tor and time-evolved coherent state, after a complete periodic cycle of the Hamiltonian.
On the way of course, we had to make use of our preceding findings, namely the Berry
phases calculated in Heisenberg picture. Further, while determining the Hannay’s an-
gle from time-evolved expectation, we made use of two special quantum operators [73],
which are the authentic quantum versions of the classical action and angle variables,
and thereby begetting the genuine classical correspondence with Hannay’s angle.
6 Conclusions
We have considered the system of harmonic oscillator in Moyal plane, but with the
additional feature that there is noncommutativity among momentum components also
like the spatial ones and other parameters are varying slowly with time. Although
periodicity, rather that adiabaticity, is more relevant in the computation of geometri-
cal phase, as shown by Aharanov and Anandan [81], we nevertheless find the original
adiabatic approach due to Berry convenient to execute. For that we introduce a novel
form of Bopp shift, which is more general in nature and does not involve any effective
Plank constant ~eff , as has been done in the literature . Through this Bopp shift,
we can generate a certain dilatation term involving commutative phase space variable
([qi, qj ] = 0 = [pi, pj]; [qi, pj] = iℏδij), which plays an indispensable role in generating
this geometrical i.e Berry phase.We have also provided a novel and unconventional ap-
proach to compute this geometrical phase shift initially in Heisenberg picture and then
related it with the conventional Berry phase in the Schrodinger picture. Finally, the
classical analogue of Hannay angle was also computed using Glauber-Sudarshan coher-
ent states. We finally observe that the emergent Berry phase( geometrical phase shift)
depends on both types of noncommutative parameters (θ and η) and it will vanish in
the situation if either one of these parameters were to vanish. Thus we can conclude
that, the noncommutative phase space structure induces a suitable geometry on the
circuit Γ in parameter space of the 2D time dependent harmonic oscilator system ,
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which manifests in the appearance of the associated geometrical phase shift, when a
circuital adiabatic excursion in the parameter space is considered.
We would also like to mention that, the effective commutative Hamiltonian H(t) (4),
obtained by making use of our Bopp shift (3) takes its value in su(1, 1)⊕u(1) Lie Algebra
(80) which contain terms, responsible for explicit breaking of time-reversal symmetry of
the family of instantaneous Hamiltonians H(t)’s, which is a necessary condition to get
the Berry’s phase [62, 38]. The instantaneous eigenstates of the Hamiltonians H(t) can
therefore be taken to belong to the representation space of the group SU(1, 1)⊗ U(1)
and the occurence of geometrical phase becomes inevitable in this case, as has been
shown in [82, 83]. Our result therefore corroborates this general observation. And
as long as, the noncommutative parameters θ and η can be regarded as fundamental
parameters in some appropriate energy scale, the resulting Berry phase can also be
regarded as fundamental.
Finally regarding physical models exhibiting Berry phase with phase space noncommu-
tative structures, one can perhaps envisage designing a planar system of charged anyons,
having fractional spin (related to θ) and trapped in a harmonic potential well, with a
normal magnetic field B (related to η) [84, 85, 86] and where the mass and frequency
parameters are both taken to be slowly varying as periodic functions of time. We feel
that with this, one can have some experimental demonstrations of this phenomena and
which should have some bearings in condensed matter systems [63, 87].
Last but not the least, we briefly mention some interesting directions in which our
present work can be extended. The first is to construct coherent state Euclidean path
integral [88, 89] formulation invoking adiabatic iterative prescription [90, 91] for cal-
culating non-adiabatic corrections on Berry phase in non-commutative phase space.
Apart from 2D oscillator, one also can think of other exactly integrable system where
the partition function in the coherent state path integral method can be computed so
that one can eventually obtain the Gibb’s entropy of the system and also try to make
a possible connection with von Neumann entropy[92, 93] of the system in presence of
the modified geometric phase.
The analysis presented here can perhaps also be extended to compute quantum infor-
mation metric and Berry curvature [94] from the effective action [89] corresponding
to the above mentioned path integral, so that one can try to connect some features
in noncommutative quantum mechanics with quantum information science. Of course,
any endeavor to detect the effect of noncommutativity is a challenging enterprise. In
light of the present paper, there could appear many surprises in this area. We hope to
return to some of these issues in our future work(s).
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Appendix A. On unitary equivalence of different realizations of
NC phase space algebra:
As we have already mentioned, there is yet another realisation of the whole phase-space
non-commutative algebra given in [50, 39], unlike the one used by us (3). And Berry
phase too was studied using that realisation in non-commutative phase-space, albeit in
a completely different system involving gravitational potential well [36], but was found
to vanish, where an equivalent scaled version of the realisation (60) [39] given below,
was employed. What we would like to show here is that, our realisation (62) is a more
general one in the sense that the one parameter (ξ) familty of non-commutative algebra
(59) given below and the realisation (60) occuring in [50, 39] is unitarily equivalent to
our realisation (62), only for a particular value of ξ = ξc (61) and hence will produce
same physical results for this value only. However, our realisation (62) is the only one
which persists to be valid for other values of ξ, i.e. for ξ 6= ξc also.
To demonstrate this above mentioned equivalence between the realisations (60,62) hold-
ing only for ξ = ξc (61), let’s consider the following structure of noncommutativity
among the phase space variables:
[xˆi, xˆj ] = iξθǫij ; [pˆi, pˆj] = iξηǫij; [xˆi, pˆj] = iℏδij ; θη < 0; (59)
where θ and η are constant parameters; ǫij is an anti-symmetric constant tensor and ξ
being a scaling parameter. We then introduce the commuting coordinates qi and mo-
menta pi respectively satisfying the usual Heisenberg algebra: [qi, qj] = 0 = [pi, pj]; [qi, pj]
= iℏδij . Note that in our notation, these qi’s and pi’s carry no over-head hats, in con-
trast to their noncommutative counterparts (xˆi’s and pˆi ’s).
In [50], the realisation in terms of the above qi’s and pi’s are given by the following
linear transformation:
xˆ
(1)
i =
√
ξ(qi − θ
2ℏ
ǫijpj)
pˆ
(1)
i =
√
ξ(pi +
η
2ℏ
ǫijqj),
(60)
which holds only if
ξ = ξc := (1 +
θη
4~2
)−1; 4~2 + θη > 0 (61)
But this realization of the algebra (59) is not unique [84]. Indeed, we provide below
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another possible realization of (59) in terms of another linear transformation, as
xˆ
(2)
i = qi −
ξθ
2ℏ
ǫijpj +
ξ
√−θη
2ℏ
ǫijqj
pˆ
(2)
i = pi +
ξη
2ℏ
ǫijqj +
ξ
√−θη
2ℏ
ǫijpj ,
(62)
The merit of this realization is that it is valid for any value of ξ and need not be
fixed to the value given in (61). This is unlike the one in (60). Clearly, neither of
the transformations (60) or (62) represent canonical transformations, as they change
the basic commutator algebra. It is, however, quite obvious that for the value of ξ
parameter, fine tuned to value in (61), the realizations should be unitarily equivalent.
We now construct this unitary transformation explicitly, which map the realization
(60) to the other one (62). To that end, let us make the following ansatz of the unitary
operator:
U = exp[−iσD
~
] exp[−iβL
~
] exp[−iα2~p2] exp[−iα1~q2], (63)
where D = ~q.~p+~p.~q and L = ~q∧~p are respectively the dilatation and angular momentum
operators2, and relates these two representations as,
xˆ
(2)
i = Uxˆ
(1)
i U
†, pˆ(2)i = Upˆ
(1)
i U
† (64)
Note that we have taken the parameters σ and β to be dimension-less, in contrast to the
parameters α1 and α2 which are dimensionful. Now making use of Hadamard identity
we can easily show that,
xˆ
(2)
i = Aqi − Bǫijpj + Cǫijqj +Dpi
pˆ
(2)
i = Epi + Fǫijqj +Gǫijpj −Hqi,
(65)
where
A =λ
√
ξ[cos(β) + α1θsin(β)], B =
√
ξ
λ
[(
θ
2~
− 2α1α2θ~)cos(β) + 2α2~sin(β)]
C =
√
ξλ[sin(β)− α1θcos(β)], D =
√
ξ
λ
[(
θ
2~
− 2α1α2~θ)sin(β)− 2α2~cos(β)]
E =
√
ξ
λ
[(1− 4α1α2~2)cos(β) + ηα2sin(β)], F = λ
√
ξ[
η
2~
cos(β) + 2α1~sin(β)]
G =
√
ξ
λ
[(1− 4α1α2~2)sin(β)− ηα2cos(β)], H = λ
√
ξ[
η
2~
sin(β)− 2α1~cos(β)].
λ =exp(−2σ).
(66)
2While former represents scalar operator, latter represents a pseudo scalar operator in a commutative plane and
generates appropriate transformations. It is also quite well-known that the three scalar generators (D, ~p2, ~q2) form a
closed SO(1, 2) algebra [70], while L commutes with all of them:[L, ~q2] = [L, ~p2] = [L,D] = 0.
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On the other hand , all these eight coefficients A - H in (66) can be determined easily
by comparing (65) with (62) and is provided below in two segregated clusters:
H = 0, D = 0, A = 1, C = ξ
√−θη
2~
(67)
and,
B = ξ
θ
2~
, E = 1, F =
ξη
2~
, G = ξ
√−θη
2~
(68)
The reason for this segregation is that a simple inspection suggests that we can make
use of first three equations in (67) to solve for α1, α2, and λ in terms of the single
parameter β as,
α1 =
η
4~2
tan(β)
α2 =
θ
4~2
[ tan(β)
1+ θη
4~2
tan2(β)
]
λ = [
√
ξ(cos(β) + α1θsin(β))]
−1
(69)
and then this β , can be determined by first making use of the fourth equation in (67)
to get the following quadratic equation:
ξ
4~2
(−θη) 32 tan2(β)− (θη
2~
− 2~)tan(β)− ξ
√
−θη = 0, (70)
yielding the following two roots for β:
β1 = tan
−1(
√
−θη
4~2
) β2 = −tan−1((−θη
4~2
)
3
2 ) (71)
.
It is now a matter of a lengthy but straightforward computation to verify that only
when β1 from (71) along with α1, α2, and λ from (69) are substituted to the set of
expressions of B, E,F and G in (66) they readily yield the corresponding expression
given in (68). This therefore provides an explicit demonstration of the unitary equiva-
lence of two realizations (60,62) for specific values of ξ = ξc in (61). For other values
of ξ the realisation (60) will not hold, in contrast to the realisation (62) which persists
to hold. In this sense the realisation (62) is more general and in this paper, we are
basically working with the algebra (2) and its realisation (3), which are nothing but the
equations (62,59) themselves with ξ = 1.
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Appendix B. On the dynamical symmetry group SU(1, 1)⊗U(1)
of the Hamiltonian (4) and apparent removability of the Berry
phase:
Following Wei-Norman method [95] we can readily identify the Lie algebraic structure
[96] of the Hamiltonian operator (4). To that end let us introduce the generators:
K+ =
iq2i
2
;K− =
ip2i
2
;K0 =
i(piqi + qipi)
4
; L = ǫijqipj (72)
It can now be shown quite easily that theK±, andK0 and L, satisfy the su(1, 1)⊕u(1)
Lie algebra [97]:
[K0,K±] = ±~K±; [K+,K−] = −2~K0; [K±,L] = [K0,L] = 0 (73)
where L is the u(1) generator commuting with all su(1, 1) generators. Upon exponenti-
ating in a suitable manner, like in (63), they will generate all the elements of the group
SU(1, 1)⊗ U(1).
To be more transparent, let us introduce the dimensionless generators T 1,T 2 T 0 defined
through K± and K0 as,
K+ = θ(T 1 + iT 2);K− = −η(T 1 − iT 2);T 0 = K0√−θη ; θη < 0 (74)
where θ and η are the dimension-full minimal scale factors in noncomutative phase
space, which help us to maintain consistent dimension of all SU(1,1) generators in
(72) and in terms of the dimentionless basis T µ ( where µ = 0, 1, 2), the above (73)
commutation relations take a more suggestive form as,
[T0,Ti] = i~˜ǫijTj ; [Ti,Tj ] = −i~˜ǫijT0 (i, j = 1, 2), (75)
where ~˜ = ~√−θη is the dimentionless reduced Planck’s constant. Notice at this stage
that T0 and T1 are skew hermitian like K± and K0, but T2 is hermitian.
A faithful finite 2D representation [98, 99] "Π" of this SU(1,1) is furnished by the
Pauli matrices ~σ’s as3
Π(T 0) =
~˜
2
σ3,Π(T i) = −i~˜
2
σi (76)
Using this representation, one can easily see that, any su(1,1) Lie-algebra element
AµΠ(T µ), with coefficients A
µ and µ = 0, 1, 2, takes the following trace-less form
AµΠ(T µ) =
~˜
2
(
A0 −A
A∗ −A0
)
; A = A1 + iA2 (77)
If this object is now subjected to a SU(1,1) transformation by U ∈ SU(1, 1) as
AµΠ(T µ)→ UAµΠ(T µ)U † := BµΠ(T µ), (78)
3Observe at this stage that in this finite dimensional representation, it is rather Π(T 0) which is only hermitian and
Π(T i)’s are skew-hermitian. This is a typical and peculiar feature of finite-dimesional representations of the Lie-algebra
associated with non-compact unitary groups like SU(1,1).
25
(where we could easily replace U → V ∈ SU(1, 1) ⊗ U(1), as [L,Kµ] = 0 ∀ µ.)
the resulting object in (78) will again be another su(1, 1) element with some other
coefficeient Bµ, where the trace-less ness property will be preseved along with the
determinant. Particularly, the latter i.e the preservation of determinant implies that
we must have the following identity holding:
(A1)2 + (A2)2 − (A0)2 = (B1)2 + (B2)2 − (B0)2. (79)
We immediately conclude that Aµ can be regarded as a 3-vector transforming under
Lorentz transformation SO(2,1) in (2+1)D with Ai’s and A0 may be thought of repre-
senting spatial and temporal components respectively. This connection of the Lorentz
group SO(2, 1) with its double cover SU(1, 1) or SL(2,R) is well known in the litera-
ture: SO(2, 1) = SU(1, 1)/Z2 = SL(2,R)/Z2; all of them share the same Lie algebra.
We can now apply all of these formalisms to our system Hamiltonian (4) which can
be written as a linear combination of the original infinite-dimensional representation of
SU(1, 1)⊗ U(1) group generators (72) as,
H(t) = −2i[α(t)K− + β(t)K+ + 2δ(t)K0]− γ(t)L = Hgho(t)− γ(t)L (80)
Clearly the part of Hamiltonian Hgho(t) in (7) is an su(1, 1) Lie algebra valued element.
Re-writing this in terms of generators T µ := (T 0,T 1,T 2) introduced in (74) we get
Hgho(t) = −2iAµ(t)T µ, (81)
where
Aµ(t) =

A1(t)A2(t)
A0(t)

 =

(−ηα(t) + θβ(t))i(ηα(t) + θβ(t))
(2
√−θηδ(t))

 (82)
Note that A2(t), as occurs here is purely imaginary and this ensures the Hermiticity of
Hgho(t) (81). Now if the above 3-vector Aµ(t) scaled by ~˜ as
Aµ(t)→ A˜µ(t) := ~˜Aµ(t) (83)
invariance of SO(2,1) norm of A˜µ(t) readily gives
(A˜1(t))2 + (A˜2(t))2 − (A˜0(t))2 = 4~2[α(t)β(t)− δ2(t)] = ~2ω2(t) > 0, (84)
where ω(t) > 0 in (10) is the frequency of the Hgho(t) and is invariant under the in-
stantaneous Lorentz transformation.
Further 2δ(t) ∝ A0(t) here in (82,84) can be identified with the temporal component
of the space-like 3-vector Aµ. Consequently, at any instant t = t0, the tip of the 3-
vector Aµ(t0) will lie on a 2D-hyperboloid whose tangent plane is orthogonal to A
µ and
as time evolves Aµ will trace out a trajectory (in fact a closed loop here) intersecting
this one-parameter family of such hyperboloids. Further, the space-like nature of Aµ
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implies that at the instant t = t0 we can choose a suitable SO(2,1) transformation such
that δ(t0) vanishes in this particular Lorentz frame. Obviously this needs to change
from moment to moment and therefore be time-dependent. This, on the other hand,
can be induced by subjecting the Hamiltonian Hgho(t)(80,81) a time dependent unitary
transformation belonging to the covering groupW(t) ∈ SU(1, 1) in the manner of (78).
One can, of course, consider the bigger group SU(1, 1)⊗U(1) also here, but the presence
of U(1) is quite inconsequential here and therefore optional in nature. This has to be
contrasted with (43) in section-4, where we need to choose a specific U(1) element other
than identity element.
In fact it is not very difficult to construct such a unitary operator W(t). To that end
consider an instantaneous SO(2,1) transformation Λ(t0) transforming the triplet
(α(t0), β(t0), δ(t0))→ (α′(t0), β ′(t0), δ′(t0)) := (α(t0), β ′(t0), 0) (85)
in such a manner that the coefficient of the dilatation term vanishes. Using (84), we
readily obtain
β
′
(t0) =
α(t0)β(t0)− δ2(t0)
α′(t0)
(86)
One can easily verify, at this stage, that a corresponding unitary transformation W(t)
at an arbitary time t can be constructed as,
W(t) = exp[ i
~
δ(t)
2α(t)
~q2] (87)
Under this transformation the instantaneous total Hamiltonian H(t) (6) indeed trans-
forms as
H(t)→W(t)H(t)W†(t) = α(t)p2i + (
α(t)β(t)− δ2(t)
α(t)
)q2i − γ(t)ǫijqipj (88)
eliminating the dilatation term. However, from the time dependent Schrodinger equa-
tion, one can easily recognize that (88) should not be identified as the Hamiltonian
responsible for the time evolution of the transformed instantaneous state (W(t) |Ψ(t)〉)
asW(t) itself has an explicit time dependence. Indeed, from it is not difficult to see that
the time evolution of the state (W(t) |Ψ(t)〉) is governed by the effective Hamiltonian
H˜(t), obtained by augmenting the one in (88) by a suitable "connection" term as,
H(t)→ H˜(t) =W(t)H(t)W†(t)− i~W(t) d
dt
W†(t) (89)
so that iℏ∂t(W (t) |ψ(t)〉) = H˜(t)(W (t) |ψ(t)〉) holds. This has to be contrasted with the
case involving time-independent unitary transformation U (63) (See discussion below
(44)) connecting H(1)(t) and H(2)(t) (43). Expanding this H˜(t) we obtain
H˜(t) = α(t)p2i + (
α(t)β(t)− δ2(t)− α
2
d
dt
( δ(t)
α(t)
)
α(t)
)q2i − γ(t)L = Hsho(t)− γ(t)L (90)
This is like a usual 2D harmonic oscilator Hamiltonian with just the Zeeman coupling
γ(t)L. Here we also observe that γ(t)L, Hsho(t) and H˜(t) commutes among each other,
even at different times. So, they have simultaneous instantaneous eigenstates.
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To find out the eigenstates of the system Hamiltonian (90) one may proceed and intro-
duce the annihilation (and corresponding creation) operator. This can just be obtained
by setting δ = 0 and replacing β → β˜ in (9) to get,
a˜j =
(
β˜
4α~2
) 1
4 [
qj + i
√
α
β˜
pj
]
; j = 1, 2 (91)
with β˜ = (
α(t)β(t)−δ2 (t)−α
2
d
dt
(
δ(t)
α(t)
)
α(t)
), satisfying the commutation relation [ˆ˜aj, ˆ˜a
†
k] = δjk
Accordingly, the system Hamiltonian (90) can be written as
H˜(t) = ~ω˜(t)(a˜†ja˜j + 1) + i~γ(t)ǫjka˜†ja˜k (j, k) ∈ {1, 2} (92)
where
ω˜(t) = 2
√
(α(t)β(t)− δ2(t))− α(t)
2
d
dt
(
δ(t)
α(t)
). (93)
Again introducing operators a± through time independent canonical transformation
(11) we get the Hamiltonian (92) in standard diagonal Hermitian form as,
H˜ = ~ω˜(a˜†ja˜j + 1)− ~γ(t)(a˜†+a˜+ − a˜†−a˜−); j ∈ {+,−}. (94)
The instantaneous nondegenerate eigenstates are now given by,
|n+, n−; (t)〉 =
(
a˜
†
+
)n+ (
a˜
†
−
)n−
√
n+!
√
n−!
|0, 0; (t)〉 ; a˜±(t) |0, 0; (t)〉 = 0. (95)
Note that we have written the time argument t within the parenthesis as (t) in order to
distinguish these tower of eigen states from (15) which are clearly not the same; they
are build upon different instantaneous ground states.
Correspondingly the instantaneous discrete energy-eigenvalues are given by,
En+,n−(t) = ~ω˜(n+ + n− + 1)− ~γ(t)(n+ − n−)
≃ ~(n+ + n− + 1)ω(t)
[
1− α(t)
ω(t)2
d
dt
(
δ(t)
α(t)
)
]
− ~γ(t)(n+ − n−)
(96)
where ω = 2
√
αβ − δ2 . Here it suffices to work in the first order of adiabaticity (man-
ifested through the order of time derivatives of the parameters). This is tantamount
to ignoring the higher order time derivatives of the slowly varying parameters in (93,96).
Now since H˜(t) and H(t)sho in (90) commutes with each other, they share the same
eigenspaces. Consequently, we can express an eigenstate (95) of H˜(t), as a linear of
combination of eigenstates of H(t)sho, as,
|n+, n−; (t)〉 =
∑
n1+n2=n++n−
Cn+,n−n1,n2 |n1, n2; (t)〉2Dsho (97)
where we have denoted the eigenstates of H(t)sho as
|n1, n2; (t)〉2Dsho =
(
a˜
†
1
)n1 (
a˜
†
2
)n2
√
n1!
√
n2!
|0, 0; (t)〉 (98)
28
and n1 + n2 = n+ + n−. This restriction ensures that the eigenstates to be taken
from a single eigenspace of H(t)sho [100]. Note that, Cn+,n−n1,n2 ’s are themselves time
independent, because the ladder operators diagonalising H˜(t) are derivable from the
ladder operators ofH(t)sho, using time-indepedent invertible linear transformation (11).
This also ensures that, both sets of lowering operators {a˜1, a˜2} or a˜± annihilates the
same instantaneous ground state |0, 0; (t)〉 at time t.
Since we are working in the regime where adiabatic theorem works properly, the Berry
phase for an eigenstate |n+, n−〉, if exists, would be given by:
Φ
(G)
(n+,n−)
= −i
∫
dt
〈
n+, n−; (t)
∣∣∣∣ ddt
∣∣∣∣n+, n−; (t)
〉
= −i
∫
dt
∑
n1+n2=m1+m2
=n++n−
Cn+,n−⋆m1,m2 C
n+n−
n1,n2
2D
sho 〈m1, m2(t)|
d
dt
|n1, n2; (t)〉2Dsho
(99)
Now for a pair of tuples (m1, m2) and (n1, n2) sandwiching inside the sum, there are
two possibilities: either (i) m1 = n1, m2 = n2 or (ii) m1 6= n1, m2 6= n2.
Let us consider the case of second possibility (ii) first as,
2D
sho 〈m1, m2; (t)|
d
dt
|n1, n2; (t)〉2Dsho =
(
1D
sho 〈m1(t)|
d
dt
|n1(t)〉1Dsho
)
×
(
1D
sho 〈m2(t)|n2(t)〉1Dsho
)
+
(
1D
sho 〈m2(t)|
d
dt
|n2(t)〉1Dsho
)
×
(
1D
sho 〈m1(t)|n1(t)〉1Dsho
)
= 0
(100)
Whereas for the case of first possibility (i) (m1, m2) = (n1, n2), we get,∫
dt
(
2D
sho 〈n1, n2; (t)|
d
dt
|n1, n2; (t)〉2Dsho
)
=
∫
dt
(
1D
sho 〈n1(t)|
d
dt
|n1(t)〉1Dsho
+1Dsho 〈n2(t)|
d
dt
|n2(t)〉1Dsho
)
= 0.
(101)
as this represents the Berry phase of a pair of de-coupled 1D simple harmonic oscilla-
tors which we know to have vanishing Berry phase. So Φ
(G)
n = 0, implying the total
hamiltonian H˜(t) does not produce any Berry phase by itself, apparently.
However, the total dynamical phase acquired by |n+, n−; (t)〉 after a complete cycle Γ
of time period T by the Hamitonian H˜(t), is obtained by using (96), to get:
Φn+,n−(T ) =
∫ T
0
dt
En+,n−(t)
~
=
∫ T
0
dt
[
(n+ +
1
2
)(ω + γ) + (n− +
1
2
)(ω − γ)− (n+ + n− + 1)α
ω
d
dt
(
δ
α
)]
,
(102)
agreeing with our result (49) after a gauge transformation (36). Indeed the last term,
although now occurs in the dynamical phase, it nevertheless retains its geometric char-
acter as it represents line integral of the one-form A (36) along the closed loop Γ as∫
Γ
A and therefore the resulting phase is a functional of Γ and matches exactly with the
29
Berry phase (46). This whole excercise therefore shows how one can eliminate the cru-
cial dilatation term responsible for the Berry phase through a time-dependent unitary
trasnformation to find it to reappear again in "disguise" within the dynamical part,
revealing its geometric origin, when considering the total adiabatic phase as a whole.
It should therefore show up in suitably designed interference experiments.
References
[1] M. V. Berry, “Classical adiabatic angles and quantal adiabatic phase,” Journal of Physics A:
Mathematical and General, vol. 18, pp. 15–27, jan 1985.
[2] J. Moody, A. Shapere, and F. Wilczek, “Realizations of Magnetic-Monopole Gauge Fields: Di-
atoms and Spin Precession,” Phys. Rev. Lett., vol. 56, pp. 893–896, Mar 1986.
[3] R. Y. Chiao and Y.-S. Wu, “Manifestations of Berry’s Topological Phase for the Photon,” Phys.
Rev. Lett., vol. 57, pp. 933–936, Aug 1986.
[4] A. Tomita and R. Y. Chiao, “Observation of Berry’s Topological Phase by Use of an Optical
Fiber,” Phys. Rev. Lett., vol. 57, pp. 937–940, Aug 1986.
[5] D. Xiao, J. Shi, and Q. Niu, “Berry Phase Correction to Electron Density of States in Solids,”
Phys. Rev. Lett., vol. 95, p. 137204, Sep 2005.
[6] C. Duval, Z. Horvath, P. A. Horvathy, L. Martina, and P. Stichel, “Berry phase correction to
electron density in solids and ’exotic’ dynamics,” Mod. Phys. Lett., vol. B20, pp. 373–378, 2006.
[7] P. Basu, B. Chakraborty, and S. Vaidya, “Fate of the superconducting ground state on the Moyal
plane,” Physics Letters B, vol. 690, no. 4, pp. 431 – 435, 2010.
[8] J. E. R. Sergio Doplicher, Klaus Fredenhagen, “The quantum structure of spacetime at the Planck
scale and quantum fields,” J.E. Commun.Math. Phys., vol. 172, pp. 187–220, 1995.
[9] S. Doplicher, K. Fredenhagen, and J. E. Roberts, “Spacetime quantization induced by classical
gravity,” Physics Letters B, vol. 331, no. 1, pp. 39 – 44, 1994.
[10] P. Nandi, S. K. Pal, A. N. Bose, and B. Chakraborty, “Revisiting quantum mechanics on non-
commutative space time,” Annals of Physics, vol. 386, pp. 305 – 326, 2017.
[11] P. Aschieri, M. Dimitrijevic, F. Meyer, and J. Wess, “Noncommutative geometry and gravity,”
Class. Quant. Grav., vol. 23, pp. 1883–1912, 2006.
[12] M. Welling, “Two particle quantum mechanics in (2+1) gravity using noncommuting coordi-
nates,” Class. Quant. Grav., vol. 14, pp. 3313–3326, 1997.
[13] N. Seiberg and E. Witten, “String theory and noncommutative geometry,” Journal of High Energy
Physics, vol. 1999, pp. 032–032, sep 1999.
[14] C. N. Yang, “On quantized space-time,” Phys. Rev., vol. 72, pp. 874–874, Nov 1947.
[15] S. Majid, “Hopf algebras for physics at the Planck scale,” Classical and Quantum Gravity, vol. 5,
pp. 1587–1606, dec 1988.
[16] S. Majid, “Quantum groups and Noncommutative geometry,” Journal of Mathematical Physics,
vol. 41, no. 6, pp. 3892–3942, 2000.
[17] M. Born, “A Suggestion for Unifying Quantum Theory and Relativity,” Proceedings of the Royal
Society of London. Series A. Mathematical and Physical Sciences, vol. 165, no. 921, pp. 291–303,
1938.
[18] G. Amelino-Camelia, “Challenge to macroscopic probes of quantum spacetime based on noncom-
mutative geometry,” Phys. Rev. Lett., vol. 111, p. 101301, Sep 2013.
30
[19] J. Madore, “Fuzzy physics,” Annals of Physics, vol. 219, no. 1, pp. 187 – 198, 1992.
[20] J. zu Zhang, “Fractional angular momentum in Non-Commutative spaces,” Physics Letters B,
vol. 584, no. 1, pp. 204 – 209, 2004.
[21] C. Duval and P. A. Horvathy, “On Schrodinger superalgebras,” J. Math. Phys., vol. 35, pp. 2516–
2538, 1994.
[22] S. K. Bose, “The galilean group in 2 + 1 space-times and its central extension,” Comm. Math.
Phys., vol. 169, no. 2, pp. 385–395, 1995.
[23] P. A. Horvathy, L. Martina, and P. C. Stichel, “Exotic Galilean Symmetry and Non-Commutative
Mechanics,” SIGMA, vol. 6, p. 060, 2010.
[24] F. Wilczek, “Quantum mechanics of fractional-spin particles,” Phys. Rev. Lett., vol. 49, pp. 957–
959, Oct 1982.
[25] R. Jackiw and V. P. Nair, “Anyon spin and the exotic central extension of the planar Galilei
group,” Phys. Lett., vol. B480, pp. 237–238, 2000.
[26] P. A. Horvathy and M. S. Plyushchay, “Non-relativistic anyons, exotic Galilean symmetry and
noncommutative plane,” JHEP, vol. 06, p. 033, 2002.
[27] S. Bellucci, A. Nersessian, and C. Sochichiu, “Two phases of the noncommutative quantum
mechanics,” Phys. Lett., vol. B522, pp. 345–349, 2001.
[28] P. A. Horvathy, “The Noncommutative Landau problem and the Peierls substitution,” Annals
Phys., vol. 299, pp. 128–140, 2002.
[29] S. K. Pal and P. Nandi, “Effect of dynamical noncommutativity on the limiting mass of white
dwarfs,” Phys. Lett. B, vol. 797, p. 134859, 2019.
[30] R. Banerjee, “Dissipation and noncommutativity in planar quantum mechanics,” Mod. Phys.
Lett., vol. A17, p. 631, 2002.
[31] W. Paul, “Electromagnetic traps for charged and neutral particles,” Rev. Mod. Phys., vol. 62,
pp. 531–540, Jul 1990.
[32] L. S. Brown, “Quantum motion in a paul trap,” Phys. Rev. Lett., vol. 66, pp. 527–529, Feb 1991.
[33] G. S. Agarwal and S. A. Kumar, “Exact quantum-statistical dynamics of an oscillator with time-
dependent frequency and generation of nonclassical states,” Phys. Rev. Lett., vol. 67, pp. 3665–
3668, Dec 1991.
[34] L. F. Landovitz, A. M. Levine, and W. M. Schreiber, “Time-dependent harmonic oscillators,”
Phys. Rev. A, vol. 20, pp. 1162–1168, Sep 1979.
[35] M. Sebawe Abdalla and R. K. Colegrave, “Harmonic oscillator with strongly pulsating mass
under the action of a driving force,” Phys. Rev. A, vol. 32, pp. 1958–1964, Oct 1985.
[36] C. Bastos and O. Bertolami, “The Berry Phase in the Noncommutative Gravitational Quantum
Well,” Phys. Lett.A, vol. 372, pp. 5556–5559, 2008.
[37] J. Ihm, “Broken time-reversal symmetry and Berry’s phase,” International Journal of Modern
Physics B, vol. 07, no. 11, pp. 2109–2146, 1993.
[38] J. Ihm, “Symmetry Structures and Existence Criteria of Geometric Phases ,” J. Korean Phy.
Soc, vol. 26, pp. 552–556, September 1993.
[39] O. Bertolami, J. G. Rosa, C. M. L. de Aragao, P. Castorina, and D. Zappala, “Scaling of variables
and the relation between Noncommutative parameters in Noncommutative quantum mechanics,”
Mod. Phys. Lett.A, vol. 21, pp. 795–802, 2006.
[40] S. A. Alavi, “Berry’s phase in noncommutative spaces,” Physica Scripta, vol. 67, pp. 366–368,
jan 2003.
31
[41] S. Chaturvedi, M. S. Sriram, and V. Srinivasan, “Berry’s phase for coherent states,” Journal of
Physics A: Mathematical and General, vol. 20, pp. L1071–L1075, nov 1987.
[42] J. Anandan and Y. Aharonov, “Geometry of quantum evolution,” Phys. Rev. Lett., vol. 65,
pp. 1697–1700, Oct 1990.
[43] S. K. Bose and B. Dutta-Roy, “Geometry of quantum evolution and the coherent state,” Phys.
Rev. A, vol. 43, pp. 3217–3220, Apr 1991.
[44] J. B. Geloun, S. Gangopadhyay, and F. G. Scholtz, “Harmonic oscillator in a backgroundmagnetic
field in noncommutative quantum phase-space,” EPL (Europhysics Letters), vol. 86, p. 51001,
Jun 2009.
[45] A. Chatzistavrakidis, “Phase space quantization, noncommutativity, and the gravitational field,”
Phys. Rev. D, vol. 90, p. 024038, Jul 2014.
[46] L. Gouba, “A comparative review of four formulations of noncommutative quantum mechanics,”
International Journal of Modern Physics A, vol. 31, no. 19, p. 1630025, 2016.
[47] K. P. Gnatenko and O. V. Shyiko, “Effect of noncommutativity on the spectrum of free particle
and harmonic oscillator in rotationally invariant noncommutative phase space,” Modern Physics
Letters A, vol. 33, no. 16, p. 1850091, 2018.
[48] A. Hatzinikitas and I. Smyrnakis, “The Noncommutative harmonic oscillator in more than one-
dimensions,” J. Math. Phys., vol. 43, pp. 113–125, 2002.
[49] A. Hatzinikitas and I. Smyrnakis, “Noncommutative quantization in 2-D conformal field theory,”
Phys. Lett. B, vol. 546, pp. 157–161, 2002.
[50] J.-z. Zhang, “Testing Spatial Noncommutativity via Rydberg Atoms,” Phys. Rev. Lett., vol. 93,
p. 043002, Jul 2004.
[51] J.-B. Xu and X.-C. Gao, “Squeezed states and squeezed-coherent states of the generalized time-
dependent harmonic oscillator,” Physica Scripta, vol. 54, pp. 137–139, Aug 1996.
[52] J. M. Cervero and J. D. Lejarreta, “SO(2,1)-invariant systems and the Berry phase,” Journal of
Physics A: Mathematical and General, vol. 22, pp. L663–L666, Jul 1989.
[53] M. Venkata Satyanarayana, Some studies in coherent states and squeezed coherent states. PhD
thesis, University of Madras, India, Jul 1986.
[54] B. Muthukumar and P. Mitra, “Noncommutative oscillators and the commutative limit,” Phys.
Rev. D, vol. 66, p. 027701, Jul 2002.
[55] H. O. Girotti, “Noncommutative quantum mechanics,” American Journal of Physics, vol. 72,
no. 5, pp. 608–612, 2004.
[56] D. J. Griffiths, Introduction to quantum mechanics. Prentice Hall, 1st ed., 1995.
[57] A. C. Aguiar Pinto, M. C. Nemes, J. G. Peixoto de Faria, and M. T. Thomaz, “Comment on the
adiabatic condition,” American Journal of Physics, vol. 68, no. 10, pp. 955–958, 2000.
[58] C. B. O. Mohr, “The WKB method for a complex potential,” Australian Journal of Physics -
AUST J PHYS, vol. 10, 01 1957.
[59] R. G. G. Sachs, The Physics of Time Reversal. University of Chicago Press, 1st ed., 1987.
[60] B. W. Roberts, Time, symmetry and structure: A study in the foundations of quantum theory.
PhD thesis, University of Pittsburgh, 2012.
[61] A. Bandyopadyay and D. Jana, “Dirac materials in a matrix way,” Universal Journal of Materials
Science, vol. 8(2), pp. 32–44, June 2020.
[62] J. Ihm, “Berry’s phase originated from the broken time-reversal symmetry: Theory and applica-
tion to anyon superconductivity,” Phys. Rev. Lett., vol. 67, pp. 251–254, Jul 1991.
32
[63] B. A. Bernevig and T. L. Hughes, Topological Insulators and Topological Superconductors. Prince-
ton University Press, rev. ed, ed., 2013.
[64] K. Kumar, S. Prajapat, and B. Chakraborty, “On the role of Schwinger’s su(2) generators for
Simple Harmonic Oscillator in 2D Moyal plane,” The European Physical Journal Plus, vol. 130,
12 2013.
[65] N. Datta and G. Ghosh, “Berry’s phase for anharmonic oscillators,” Phys. Rev. A, vol. 46,
pp. 5358–5362, Nov 1992.
[66] J. H. Hannay, “Angle variable holonomy in adiabatic excursion of an integrable hamiltonian,”
Journal of Physics A: Mathematical and General, vol. 18, pp. 221–230, Feb 1985.
[67] G. Giavarini, E. Gozzi, D. Rohrlich, and W. D. Thacker, “On the Removability of Berry’s Phase,”
J. Phys.A, vol. 22, pp. 3513–3529, 1989.
[68] S.N.Biswas and K.Dutta and S.R Choudhury, “ "Realization of Berry’s phase and Hannay’s
angle through canonical transformation" ,” International Journal of Modern Physics A, vol. 09,
no. 15, pp. 2603–2612, 1994.
[69] J. Anandan and L. Stodolsky, “Some geometrical considerations of berry’s phase,” Phys. Rev. D,
vol. 35, pp. 2597–2600, Apr 1987.
[70] R. Jackiw, “Three elaborations on Berry’s connection, curvature and phase,” International Jour-
nal of Modern Physics A, vol. 03, no. 02, pp. 285–297, 1988.
[71] S. Seshadri, S. Lakshmibala, and V. Balakrishnan, “Geometric phases for generalized squeezed
coherent states,” Phys. Rev. A, vol. 55, pp. 869–875, Feb 1997.
[72] Y. Brihaye and P. Kosiński, “Adiabatic approximation and Berry’s phase in the Heisenberg
picture,” Physics Letters A, vol. 195, no. 5, pp. 296 – 300, 1994.
[73] M. Maamache, J. P. Provost, and G. Vallee, “Berry’s phase, Hannay’s angle and coherent states,”
Journal of Physics A: Mathematical and General, vol. 23, pp. 5765–5775, dec 1990.
[74] S. N. Biswas and S. K. Soni, “Berry’s phase for coherent states and canonical transformation,”
Phys. Rev. A, vol. 43, pp. 5717–5719, May 1991.
[75] R. J. Glauber, “Coherent and Incoherent states of the radiation field,” Phys. Rev., vol. 131,
pp. 2766–2788, Sep 1963.
[76] J.-P. Gazeau and P. Monceau, Generalized coherent states for arbitrary quantum systems,
pp. 131–144. Dordrecht: Springer Netherlands, 2000.
[77] M. Novaes and J. P. Gazeau, “Multidimensional generalized coherent states,” Journal of Physics
A: Mathematical and General, vol. 36, pp. 199–212, dec 2002.
[78] W. Li and K. Sebastian, “The coherent states of the two-dimensional isotropic harmonic oscillator
and the classical limit of the Landau theory of a charged particle in a uniform magnetic field,”
European Journal of Physics, vol. 39, p. 045403, may 2018.
[79] A. Messiah, Quantum mechanics, vol. II. North-Holland, Amsterdam, 1970.
[80] J. Vidal and J. Wudka, “Adiabatic evolution of quantum-mechanical systems,” Phys. Rev. A,
vol. 44, pp. 5383–5389, Nov 1991.
[81] Y. Aharonov and J. Anandan, “Phase change during a cyclic quantum evolution,” Phys. Rev.
Lett., vol. 58, pp. 1593–1596, Apr 1987.
[82] B. Dutta-Roy and G. Ghosh, “A factorization property of the berry phase,” Journal of Physics
A: Mathematical and General, vol. 26, pp. 1875–1879, apr 1993.
[83] W.-M. Zhang, D. H. Feng, and R. Gilmore, “Coherent states: Theory and some applications,”
Rev. Mod. Phys., vol. 62, pp. 867–927, Oct 1990.
33
[84] V. Nair and A. Polychronakos, “Quantum mechanics on the Noncommutative plane and sphere,”
Physics Letters B, vol. 505, no. 1, pp. 267 – 274, 2001.
[85] S. Bellucci and A. Nersessian, “Phases in noncommutative quantum mechanics on
(pseudo)sphere,” Physics Letters B, vol. 542, no. 3, pp. 295 – 300, 2002.
[86] A. Smailagic and E. Spallucci, “Isotropic representation of the noncommutative 2d harmonic
oscillator,” Phys. Rev. D, vol. 65, p. 107701, Apr 2002.
[87] A. Jellal, “Orbital magnetism of a two-dimensional noncommutative confined system,” Journal
of Physics A: Mathematical and General, vol. 34, pp. 10159–10177, nov 2001.
[88] T. Kashiwa, S. Nima, and S. Sakoda, “Berry’s phase and Euclidean path integral,” Annals Phys.,
vol. 220, pp. 248–273, 1992.
[89] S. Gangopadhyay and F. G. Scholtz, “Path-integral action of a particle in the noncommutative
plane,” Phys. Rev. Lett., vol. 102, p. 241602, Jun 2009.
[90] M. V. Berry, “Quantum phase corrections from adiabatic iteration,” Proceedings of the Royal
Society of London. A. Mathematical and Physical Sciences, vol. 414, no. 1846, pp. 31–46, 1987.
[91] N. Datta, G. Ghosh, and M. H. Engineer, “Exact integrability of the two-level system: Berry’s
phase and nonadiabatic corrections,” Phys. Rev. A, vol. 40, pp. 526–529, Jul 1989.
[92] M. Srednicki, “Entropy and area,” Phys. Rev. Lett., vol. 71, pp. 666–669, Aug 1993.
[93] D. N. Kabat and M. J. Strassler, “A Comment on entropy and area,” Phys. Lett., vol. B329,
pp. 46–52, 1994.
[94] J. Alvarez-Jimenez, A. Dector, and J. D. Vergara, “Quantum Information Metric and Berry
Curvature from a Lagrangian Approach,” JHEP, vol. 03, p. 044, 2017.
[95] J. Wei and E. Norman, “Lie algebraic solution of linear differential equations,” Journal of Math-
ematical Physics, vol. 4, no. 4, pp. 575–581, 1963.
[96] F. Wolf and H. J. Korsch, “Time-evolution operators for (coupled) time-dependent oscillators
and lie algebraic structure theory,” Phys. Rev. A, vol. 37, pp. 1934–1941, Mar 1988.
[97] R. Gilmore, Lie Groups, Lie Algebras, and Some of Their Applications. Dover Publications,
1st ed., 2005.
[98] G. Dattoli, M. Richetta, and A. Torre, “Evolution of su(2) and su(1,1) states: A further mathe-
matical analysis,” Journal of Mathematical Physics, vol. 29, no. 12, pp. 2586–2588, 1988.
[99] A. Mufti, H. A. Schmitt, and M. Sargent, “Finite dimensional matrix representations as cal-
culational tools in quantum optics,” American Journal of Physics, vol. 61, no. 8, pp. 729–733,
1993.
[100] J. J. Sakurai, Modern quantum mechanics. Addison-Wesley Pub. Co, rev. ed, ed., pp. 222-223,
1994.
34
