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ABSTRACT
The bulk of the star-formation rate density peak at cosmic noon was obscured by dust. How accurately
we can assess the role of dust obscured star-formation is affected by inherent biases in our empirical
methods – both those that rely on direct dust emission and those that rely on the inferred dust
attenuation of starlight. We use a library of hydrodynamic simulations with radiative transfer to
explore these biases. We find that for IR luminous galaxies that are in rapidly quenching systems
(e.g. post-coalescence) standard luminosity-to-SFR relations can strongly overestimate the true SFRs.
We propose using the LIR/L1.6 color to both help identify such systems and provide more accurate
SFRs. Conversely, we find that the diagnostic UVJ plot misidentifies a subset of dusty star-forming
galaxies. This is due to variability in the effective attenuation curves including being much grayer
in the optical-to-near-IR regime than the Calzetti starburst law. This is in agreement with recent
observations of IR-selected galaxies at cosmic noon. Our results support the view that we need a
panchromatic approach from the rest-frame UV through the IR and SED modeling that includes
realistic SFHs and allows for variable attenuation curves if we want to fully account for dust obscured
star-formation across the epochs of greatest galaxy build-up.
1. INTRODUCTION
Extragalactic studies rely on our ability to convert ob-
servables into physical parameters of galaxies. A funda-
mental such parameter is the star-formation rate (SFR).
Indeed, a core result in extragalactic astrophysics is that
the star-formation rate density of the universe peaked at
z ∼1-3 and has since decreased by ∼10 fold (see Madau
& Dickinson 2014, for a review). This peak is known as
“cosmic noon” and it is the epoch during which the bulk
of stellar and black hole mass were build-up. However,
the precision studies that we need in order to better
understand this build-up and the subsequent decline in
overall activity, are hindered by the systematic uncer-
tainties in estimating SFRs. These uncertainties can be
as high as an order of magnitude (see e.g. Muzzin et al.
2009).
One systematic affecting the derivation of a galaxy’s
SFR is its dependence on the unknown star-formation
history (SFH). In systems such as interacting galaxies,
the SFH can be far from the simple parametrizations
typically used in SED fitting codes (e.g. Boquien et al.
2014; Sklias et al. 2017). Another systematic is that
estimating the SFR requires accounting for both dust
obscured and unobscured star-formation, which requires
knowledge of the dust attenuation curve. The later de-
pends on the unknown beyond the local Universe dust
properties (see e.g. Sajina et al. 2009) as well as the
relative star-dust geometry (e.g. Witt & Gordon 1996;
Calzetti et al. 2000; Draine & Li 2001; Seon & Draine
2016). Over the last few years, progress has been made
on both the issue of accounting for the role of the star-
formation history and a potentially variable attenuation
curve. For example, Boquien et al. (2016) have shown
promising results with adaptive composite conversion re-
lations to derive SFRs from observed FUV and IR lumi-
nosities. Their relations aim to account for the role of
older stellar populations in dust heating. New SED fit-
ting codes allow for more flexible SFH modelling (Leja
et al. 2017) which helps us understand the biases in-
herent in using simple parametrizations thereof. Com-
monly used codes such as MAGPHYS and CIGALE (da
Cunha et al. 2008; Noll et al. 2009) treat attenuation
toward the birth-clouds and in the diffuse ISM sepa-
rately, which allows for more flexible effective attenua-
tion curves. However, recent work suggests there may
need to be additional modification to allow for greater
flexibility (Charlot & Fall 2000; Lo Faro et al. 2017; Buat
et al. 2018). Both observational and theoretical studies
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2have shown that such flexibility is required since a single
attenuation curve is not appropriate for all star-forming
galaxies either locally or at high-z (e.g. Kriek & Con-
roy 2013; Chevallard et al. 2013; Battisti et al. 2017;
Lo Faro et al. 2017; Salim et al. 2018; Narayanan et al.
2018; Buat et al. 2018).
Hydrodynamic simulations of galaxies with radiative
transfer treatment allow us to test the conversion of ob-
servables into physical properties such as SFRs. Here
the star-formation histories are exactly known, as are
the intrinsic dust properites. This is highlighted in re-
cent work on relating the observable IRX-β relation (Sa-
farzadeh et al. 2017) as well as the LIR vs. instan-
taneous and 100 Myr average SFR in such simulations
(Hayward et al. 2014). In previous papers we have used
such simulations to explore how well observable diag-
nostics recover the true AGN power of galaxies (Snyder
et al. 2013; Roebuck et al. 2016). In this paper, we
examine how well observable UV through IR diagnos-
tics and SED fitting methods recover the true SFRs of
our simulations. We focus on massive, gas-rich systems
both evolving in isolation and involved in major merg-
ers. These give us a variety of star-formation histories
and overall dust levels. Our simulated galaxies approxi-
mate massive galaxies at cosmic noon and beyond which
were typically more gas-rich both intrinsically and due
to enhanced gas accretion (e.g. Tacconi et al. 2010; Yan
et al. 2010; Scoville et al. 2017).
Our paper is organized as follows. In Section 2 we
present our simulations. In Section 3 we examine how
the true SFRs of our simulated galaxies match up with
common observable diagnostics. We present a new
method for correcting the IR luminosity for the effec-
tive age of the stars heating the dust using the observed
LIR/L1.6 colors. We show that the rest-frame U-V vs.
V-J colors are not very effective at probing the evolu-
tionary stage of our simulated galaxies due to the ef-
fects of variable attenuation curves that commonly are
greyer than Calzetti curves redward of the V -band. In
Section 4, we use a toy model to further explore the ob-
served trends in effective attenuation curves. In this
Section, we also compare our results with recent obser-
vational results and discuss the caveats in our analysis.
Finally, in Section 5 we summarize our results and con-
clusions.
2. SIMULATIONS
The model library used in this analysis was generated
using the gadget-2 cosmological N -body/smoothed
particle hydrodynamics (SPH) code (Springel 2005).
These models are post-processed using the sunrise
(Jonsson 2006; Jonsson et al. 2010) radiative transfer
suite to generate panchromatic spectral energy distri-
butions (SEDs) at 10-100 Myr increments and for 7
isotropic viewing perspectives. The simulations used in
this paper were presented in previous works (see Ta-
ble 1).
2.1. Hydrodynamic Simulations
gadget-2 (Springel et al. 2001) uses a fully conser-
vative (Springel & Hernquist 2002) modified TreeSPH
(Hernquist & Katz 1989) hydrodynamics, and accounts
for radiative heating and cooling (Katz et al. 1996).
Star-formation depends on the volume-density adjusted
Kennicutt-Schmidt (KS) relation ρSFR ∼ ρ1.5gas (Kenni-
cutt 1998), normalized to produce the galaxy scale KS
relation. We use the two-phase subresolution ISM model
of (Springel & Hernquist 2003), which accounts for su-
pernovae feedback (Cox et al. 2006b). Gas particles self-
enrich (closed-box) with a yield of y ∼ 0.02 according
to the star formation rate. The distribution of age and
metalicity of the star and gas particles is calibrated to
observations (Rocha et al. 2008; Jonsson et al. 2010).
Super massive black hole (SMBH) accretion and feed-
back are done using the model of Springel et al. (2005).
Black hole sink particles begin with initial mass 105 M.
They accrete at the Eddington-limited Bondi-Hoyle
rate, where 5% of the luminous energy is returned to
the ISM as thermal feedback calibrated to the M -σ (Di
Matteo et al. 2005). The radiative efficiency is 10%
(Lbol = 0.1M˙BHc
2). Additional information on gad-
get can be found in Springel (2005).
2.2. Radiative Transfer
We perform radiative transfer using the 3D Monte
Carlo code sunrise (Jonsson 2006). Star particles are
treated as single-age stellar populations. Those present
in the initial conditions are assigned ages and metal-
licites as detailed in the works in which the simula-
tions were originally presented (see Table 1). We have
checked that SEDs are insensitive to these reasonable
variations in the assumed star formation history of the
initial stellar populations because for single-aged stel-
lar populations with age >> 100 Myr, the SED varies
slowly with time. Star particles aged > 10 Myr are as-
signed starburst99 (Leitherer et al. 1999) template
SEDs, whereas those with ages < 10 Myr are assigned
mappingsiii templates from Groves et al. (2008) that
include HII and photodissociation regions (PDRs). For
a detailed description of the mappingsiii implementa-
tion within sunrise, we refer the reader to Jonsson et al.
(2010). Black holes are assigned luminosity-dependent
AGN SED templates of Hopkins et al. (2007), which
are empirical templates based on observations of unred-
dened quasars (Richards et al. 2006).
Once the source (star and AGN) particles are set the
gadget gas-phase metal density is projected onto a 3D
octree grid initially at 200 kpc on a side. The dust
3density assumes 40% of metals are in the form of dust
(Dwek 1998), and the initial mass fraction in metals is
Z=0.01 (Snyder et al. 2013).1 We assume the Milky Way
(MW) dust model of Draine & Li (2007). As detailed
in the works in which the simulations were previously
presented, the grid refinement parameters were chosen
such that the SEDs were converged to within ∼10%; see
Jonsson et al. (2010) for more details about the grid
refinement scheme and the works listed in Table 1 for
the specific grid refinement parameters employed.
From the source particles 107 panchromatic photon
packets are propagated through the grid accounting for
absorption and scattering by dust. The radiation ab-
sorbed is re-emitted in the infrared (IR) assuming large
grains are in equilibrium. Half of the small grains are
assumed to emit thermally, the rest emit as PAHs using
Groves et al. (2008) template. This fraction is calibrated
(Jonsson et al. 2010) to match mid-IR flux ratios from
SINGS (Dale et al. 2007). The dust re-emission is also
propagated through the grid to allow for self-absorption.
The output of the simulation are UV-mm SEDs at 7
isotropic viewing angles at 10-100 Myr increments.
The viewing angles are isotropically distributed to
cover the 4pi around each simulated galaxy. We note
that this means we do not necessarily have specific
“edge-on” and “face-on” views for our isolated disk
galaxies which is known to affect the dust attenuation
(and hence colors) in disk galaxies (e.g. Wang et al.
2018). We have explored the role of viewing perspective
for one of our mergers in Snyder et al. (2013) and found
that the effect is essentially a variation in effective AV
– some lines-of-sight are dustier than others. Across the
star-formation histories of our simulated galaxies, the ef-
fective AV also changes significantly. Indeed, we found
that variation between viewing angles throughout this
paper were smaller than the trends driven by the star-
formation history. Therefore for clarity, we chose to fo-
cus on the quantities averaged over the 7 isotropic view-
ing angles such that we can concentrate on the trends
with star-formation history rather than those with view-
ing perspective.
1 Because we assume a constant-dust-to-metal ratio, gas par-
ticles contain dust regardless of their temperature (in contrast
to, e.g., Cochrane et al. (2019), who assume that gas cells with
T > 106 K contain no dust due to grain sputtering). Imposing
such a cut would make little difference because in these idealized
simulations without a hot halo or stellar feedback-driven winds,
a small fraction of the metals (and thus dust) reside in hot gas,
and due to this dust typically being located at large radii, it con-
tributes little to the overall column density along a given line of
sight. We prefer to not utilize a temperature cut for simplicity,
and because these simulations do not resolve the phase structure
of the ISM by construction. In reality, gas particles with T > 106
K would contain cold subclumps that may contain dust, so as-
suming that such particles have no dust due to sputtering would
also not be completely correct.
Table 1. Initial simulations setup
Model log(M∗/M) fgas,init Referencesa
Isolated M5 10.6 0.6 c5[H13], M5[R16]
Isolated M6 11.2 0.6 Iso. Disc[H11], M6[R16]
Isolated M7 10.3 0.8 b5[H12,H13], M7[R16]
Isolated M8 10.9 0.8 b6[H12,H13], M8[R16]
Merger M5e 10.9 0.6 M5a,b[R16]
Merger M6e 11.5 0.6 Merger[H11], M6a,b[R16]
Highly Obscured[S13]
aReferences to prior publications using these models with associated
labels (note that in R16 we tabulated the isolated disks, where
they served as progenitors for equal mass mergers; e.g. M5e is the
equal mass merger of two “M5” discs in R16). The references are:
H11 (Hayward et al. 2011); H12 (Hayward et al. 2012);
H13 (Hayward et al. 2013); S13 (Snyder et al. 2013);
H15 (Hayward & Smith 2015); and R16 (Roebuck et al. 2016).
b The initial stellar masses for the mergers are the sum of the two
progenitors using the ‘e’ orbit of (Cox et al. 2006a).
2.2.1. ISM Treatment
The ISM as described in Section 2.1 uses the two-
phase model of Springel & Hernquist (2003), where each
element contains a warm (> 105 K) and cold (< 104
K) gas component. Only a single density and “effec-
tive pressure” is evolved. Within sunrise, sub-grid dust
clumpiness is treated using one of two extreme assump-
tions. One is to assume the cold dense clouds implicit
in the Springel & Hernquist (2003) model have negli-
gible volume filling factor for the purposes of the ra-
diative transfer calculations. This assumption is here-
after referred to as multiphase-on and denoted mp-on.
The other extreme is to consider that the cold clouds
have 100% volume filling factor, so the total metal mass
from gadget-2 is used when computing the dust mass
(multiphase-off, denoted mp-off). In both cases, the
dust density is assumed to be uniform on the scale of
the SPH smoothing length.
Figure 1 illustrates the effect of the different treat-
ments on the output from the radiative transfer within
sunrise. We see that the mp-off version leads to some-
what higher AV as expected as it is the less clumpy con-
figuration (i.e. closer to a dust screen). This configura-
tion also leads to overall colder effective dust tempera-
tures. In this work we cannot fully explore the effects of
the two treatments given that we only have both versions
run for the simulation shown in Figure 1. We note how-
ever that despite the above differences, we found that
substituting the mp-on version for mp-off for this sim-
ulations in any of the subsequent plots has a negligible
effect on our conclusions. This is because the differences
between the two version in overall IR luminosity or the
shape of the attenuation curve at various timesteps are
4much smaller than the broader trends we are finding in
this paper.
Figure 1. The effect of the sunrise radiative transfer (RT)
calculation for both the mp-on and mp-off ISM treatments
(see text for detail). The dashed SED is the stellar input SED
before dust attenuation. These are all shown for the peak
dust attenuaton epoch of the M6e simulation. The mp-off
case has overall higher AV but not significantly different at-
tenuation curve. It also shows an infrared SED that is shifted
toward colder temperatures, but the overall IR luminosity is
not significantly different.
2.2.2. AGN Treatment
The default treatment of the AGN luminosity
(AGN1x) assumes the black hole accretion rate from
gadget-2 (Section 2.1). For the purposes of isolating
the stellar contribution to the SED in this analysis, we
can artificially suppress the AGN luminosity (AGN0x).
Thermal feedback from the AGN (radiative efficiency
10%, Section 2.1) is always included whether or not the
AGN luminosity is engaged.
2.3. Simulation Library
Table 1 lists the specific models we use as well as their
initial stellar mass and gas fractions. We also give ref-
erences to previous publications where these models are
discussed; see those works for full details of the initial
conditions. This library is drawn from the compilation
in Roebuck et al. (2016). Given the goals of this pa-
per, we exclude models that are not very dusty (rarely
reach AV = 1) or where the SFH sampling is too lim-
ited and/or sparse. We emphasize that the requirement
that we often reach AV > 1 leads to our simulations be-
ing gas-rich - i.e. z ∼ 3 analogues (e.g. Hayward et al.
2013). Looking at Table 1, our models are all massive
and gas-rich. They are likely to have proxies among mas-
sive dusty galaxies (especially at higher redshifts where
gas fractions were higher). The converse is not true –
our simulation library probes a limited range in initial
conditions and therefore we do not expect all observed
massive, dusty galaxies to have proxies among our sim-
ulations.
We also exclude models where the IR luminosity is
at times dominated by an AGN (see Roebuck et al.
2016, for discussion on the role of AGN in dust heat-
ing), since here we focus on the role of dust obscured
star-formation. To that effect, for the Merger M6e we
use the the runs with the AGN contribution to the SED
removed (AGN0x, Section 2.2.2). The AGN was not
explicitly removed in the isolated galaxy simulations or
the other merger simulation, but in both cases its con-
tribution is negligible as its power output is significantly
below that of the stars throughout the UV-IR regime at
all times in the simulation. We chose to keep the simula-
tions where the AGN is not explicitly removed since this
allows us to probe a wider range of properties than using
only models with AGN0× (we examined other AGN0×
models which were excluded from the final sample as
they reach AV > 1 only briefly)
2.
While building a larger more representative custom li-
brary was beyond the scope of this project, the library
used here has been shown to reproduce various galaxy
observables in previous works (see references in Table 1)
and is well-studied. This makes it a natural choice for
this pilot study. The subset of models used in this anal-
ysis are of the mp-off ISM treatment as default. We
discuss the effects of ISM treatment in Section 2.2.1 on
M6e for reference.
3. RESULTS
3.1. Star-formation histories
Figure 2 shows the star-formation histories (SFH) of
our simulations. For the mergers this is given relative
to to, the coalescence time, which is defined as the mo-
ment the two black holes merge. In each plot, we high-
light a few epochs that are representative for the SFHs
and also help indicate the direction of time evolution in
subsequent plots. These are as follows:
• The first epoch, t1, is representative of the pre-
coalescence epoch for the mergers and is placed on
top of the first passage SFR bump. We tested that
the qualitative behavior shown throughout this pa-
per is unaffected by moving this point somewhat
earlier or later. For the isolated galaxies, this point
is placed in an arbitrary early stage in each simu-
lation.
• The second epoch, t2, represents the peak SFR
for the mergers (near coalescence). For the iso-
2 This also mimics real observations, where dominant AGN
are easier to identify but sub-dominant ones are not and are likely
present to some degree in most dusty star-forming galaxy samples.
5Figure 2. Here we highlight the wide range of star formation histories covered by our simulations including both isolated
galaxies (top two rows), and major mergers (bottom row ). We show both the instantaneous SFRs (thin solid curves) and those
averaged over 100 Myrs, 〈SFR〉100Myr hereafter (thick black dots). The indicated times (t1 − t4) are described in more detail
in the text.
6Figure 3. Here we compare the simulated 100 Myr-averaged SFR for each timestep of our simulations with LIR, LFUV and
the dust-corrected LFUV,corr done following Boquien et al. (2016). For the M6e merger we also mark the four representative
timesteps from Figure 2. In all panels the cyan lines are the relations from Kennicutt & Evans (2012) with the cyan bands
representing ±3× the SFR. For the isolated disk galaxies both LIR and LFUV,corr are reasonable proxies for 〈SFR〉100Myr,
while LFUV alone is not a good proxy as these simulations have high dust obscuration (AV > 1) throughout. The mergers
follow the same trends for the early stages of the mergers (until coalescence) but strongly deviate from these relations in the
rapidly quenching post-coalescence regimes. Here stellar populations on timescales > 100Myr dominate the dust heating. Note
that for such massive, gas-rich mergers this is true even for IR-luminous stages (LIR ≈ 1011 − 1012 L).
lated galaxies, it represents a bump or a kink in
their SFH. For both isolated galaxies and merg-
ers, t = t2 marks an epoch after which the rate of
quenching (decrease of SFR) increases.
• The third epoch, t3, exemplifies this quench-
ing regime where the instantaneous SFR has de-
clined significantly since its peak but is still non-
negligible. For the isolated galaxies, this drop is
roughly 10×, whereas for the mergers where the
post-peak quenching is more rapid, this drop is
roughly 100×.
• The fourth epoch, t4, is when the level of ongoing
star-formation has reached effectively zero, but we
expect dust heating contribution from intermedi-
ate age stars. This is a classic post-starburst sys-
tem. Most isolated galaxy simulations are not run
long enough to reach this stage, so lack a t = t4
point. The exception is M8 which while not reach-
ing a negligible SFR, reaches a stage when the rate
of quenching has again decreased and the SFH has
flattened. Here t = t4 marks this new regime at
the end of the simulation.
3.2. The role of SFH in luminosity-SFR conversion
relations
Here we compare the simulated LIR
3, LFUV and the
dust-corrected LFUV,corr with the the 100Myr averaged
SFR (〈SFR〉100Myr). The values from our simulations
3 Defined as the integral of the SED over 3-1100µm.
are compared with the following relations:
log(SFR/[M/yr]) = log(LIR/[erg/s])− 43.41 (1)
log(SFR/[M/yr]) = log(LFUV /[erg/s]− 43.35 (2)
where in the case of LFUV,corr we substitute LFUV,corr
for LFUV above. The dust-corrected FUV luminosity is
given by:
LFUV,corr = LFUV + kIRLIR, (3)
where kIR is the dust correction factor which we detail
further below. These are the relations from the review
article Kennicutt & Evans (2012) (KE12 hereafter). We
refer the reader to that article for further details and
references. Some salient details however are that the
relations in KE12 assume a Kroupa IMF, same as our
simulations, and they assume a constant SFH over the
past 100 Myrs, which is not equivalent to averaging the
SFR over the past 100Myrs in our simulations in regimes
where the SFH varies rapidly (see Figure 2). For exam-
ple, Boquien et al. (2014) find that, in actively star-
forming galaxies, both the FUV and IR luminosities are
predominantly sensitive to much younger stellar popu-
lations (typically ≈10 Myrs). Using SFRs averaged over
the past 100 Myrs is a convenient quantity to compare
to standard relations here allowing us to further explore
the role of the SFH in these relations. In particular, if
the SFH is rising within the past 100 Myrs then younger
populations will dominate this average, if falling then
older populations will dominate it. Using the 100 Myr
timescale also confines us to the conventional timescales
of massive, short lived O/B stars. If the simulated IR
or dust-corrected FUV luminosities are higher than this
7100 Myr averaged SFR, then this signals the contribu-
tion of later stellar types to the dust heating.
Figure 3 (left) shows LIR vs. 〈SFR〉100Myr. During
the actively star-forming stages, our simulations tend
to fall slightly above the KE12 relation but still within
a factor of 3 (shaded region). However, in the rapidly
quenching post-coalescence stages of the mergers, sig-
nificant dust heating by intermediate-age A stars leads
to strong offsets in this relation. This heating is well
known (e.g. Hayward et al. 2014, and references therein).
However, our results highlight that this can happen at
high IR luminosities (LIRG/ULIRG regime) in massive
gas-rich systems as our M5e and M6e simulations. As
seen in Figure 2, in the quenching regime, the 100Myr-
averaged SFR exceeds the instantaneous SFR (or any
shorter timescale average) therefore would make the dis-
crepancy here worse. We tested that averaging on longer
timescales up to 500Myr at t = t4 is needed for better
agreement. Obviously in this regime, the dust is signifi-
cantly heated by older stellar populations such as A-type
stars.
Figures 3 (middle) shows LFUV vs. 〈SFR〉100Myr. Here
we find the reverse trend. During the active star-forming
regimes, the observed LFUV strongly underestimates the
SFR. However, in the less dusty post-coalescence epochs
for the mergers (both mergers drop below AV ≈ 1 just
prior to t = t3), it is a reasonable proxy for the SFR.
Figure 3 (right) shows the dust corrected FUV lumi-
nosity vs. 〈SFR〉100Myr. This correction follows Boquien
et al. (2016) who argue that kIR should not be a con-
stant as commonly assumed (see e.g. Kennicutt & Evans
2012, and references therein) but is a linear function of
the FUV-near-IR colors4. which is a proxy for sSFR.
This composite relation gives substantially better es-
timates of the true SFRs than the unobscured LFUV ,
especially for the isolated galaxies and is comparable
to LIR. However, it again overestimates the SFR for
the rapidly quenching, post-coalence stages of the merg-
ers (although performing slightly better here than LIR
alone).
3.2.1. LFUV,corr using LIR/L1.6
Since the relations from Boquien et al. (2016) are
meant to correct for SFH, it is surprising that we see this
offset in the post-coalescence stages. We believe this is
the result of the sample used in Boquien et al. (2016) be-
ing isolated star-forming disks and lacking the extremely
rapidly quenching post-coalescence stages of our ma-
jor merger simulations. To test this theory, in Figure 4
left, we compared the kIR relation computed following
4 We use their FUV-H color relation. Specifically, kIR = 0.998−
0.092(FUV −H)
Figure 4. Top: The kIR relation computed following Bo-
quien et al. (2016) and compared with the sSFR for each
timestep for each of our simulation color-coded by quench-
ing rate. The red curve is the kIR-sSFR relation from Bo-
quien et al. (2016). We find that our simulations agree
with this relation in low quenching rate regimes (including
all isolated disk galaxies), but strongly overestimate it for
high quenching rate regimes (post-coalescence in the major
merger simualtions). The clump of low quenching rate at
low sSFR represents the end stages of each merger simula-
tion. Bottom: The same plot now showing the kIR needed
in the simulations to have LFUV,corr correctly predict the
100Myr-averaged SFR. Note the roughly factor of two off-
set for the low quenching rate, isolated galaxies compared to
Boquien et al. (2016) and the drastically lower kIR in the
post-coalescence, high quenching rate regime.
Boquien et al. (2016) with the sSFR (computed using
the 100Myr-averaged SFR) for each timestep for each
of our simulation color-coded by quenching rate. This
quenching rate is defined as the ratio of the 500Myr-
averaged SFR to the 100Myr-averaged SFR. Our sim-
ulations compare well with the expected relation from
Boquien et al. (2016), in low quenching rate regimes
(including all isolated disk galaxies), but strongly over-
estimate kIR for high quenching rate regimes (post-
coalescence in the major merger simulations). In Fig-
ure 4 right we show the same plot but now with the kIR
needed to have LFUV,corr match the 100 Myr-averaged
SFR in Figure 3. We note that we have roughly a fac-
tor of two offset between this value and the Boquien-
8Figure 5. The LIR/L1.6 ratio is a good predictor of kIR,sim
with a relation described in the text.
corrected value. This likely has to do with the pre-
cise sample used here vs. the sample in Boquien et
al, their level of dustiness and the details of their re-
spective SFHs. We agree better in this regime with the
average value of 〈kIR〉 = 0.46 ± 0.12 derived by Hao
et al. (2011). As expected, in the high quenching rate,
post-coalescence regime the required kIR,sims are indeed
much lower than the corresponding kIR,Boquien, which
were not calibrated for this regime.
The kIR,sims in Figure 4 right were derived with prior
knowledge of the SFR from the simulations. We need
an observable-based means of deriving this value. In
Figure 5 we show that we have a strong LIR/L1.6 corre-
lation with kIR,sims. In particular we find that kIR =
log(LIR/L1.6)∗0.35 where any value below 0 is re-set to
zero, and any value above 1 is re-set to 1.0.
In Figure 6 we set LFUV,corr = LFUV,obs + kIRLIR us-
ing the above LIR/L1.6-based relation. We find that
now we recover the 100 Myr averaged SFR much better
than any of the relations shown in Figure 3. It should
be emphasized however, that this good agreement for
our simulations stems from the fact that we calibra-
tion our relation on these same simulations. More work
is needed to test the full range of applicability of this
method. Each method discussed here was calibrated on
particular SFHs. It may therefore be useful to com-
pare them as a means of finding galaxies in this rapidly
quenching regimes – these should have kIR,here ≈ 0 but
kIR,Boquien > 0.4.
But how can we understand this role of LIR/L1.6 in
deriving LFUV,corr? Figure 5 shows us that kIR scales
linearly with LIR/L1.6 until LIR/L1.6 ∼ 1 after which it
is essentially zero. We believe this is driven by the role
of intermediate age stars in dust heating. Such stars
are less powerful than the O/B stars associated with
recent star-formation and less of their light is dust ob-
scured. Therefore galaxies where the dust is heated by
intermediate age stars are going to have a lower IR emis-
sion relative to their stellar mass compared to galaxies
where the dust is primarily heated by younger stars.
The ‘break’ in the relation is reached when role of re-
cent star-formation in dust heating becomes negligible
relative to that of intermediate age stars (where sSFR
is below a few ×10−2[/Gyr]).
We stress however that while this relation is found
to work for our particular simulations, further study is
needed to refine it and in the process clarify the basic
physical picture discussed above.
3.2.2. UVJ diagnostic diagrams
In the previous sections, we identified that in par-
ticular, the degree of dust obscured star-formation can
be over-estimated in quenching and post-starburst sys-
tems, even though in some massive, gas-rich mergers
the luminosity in this quenching regime can still exceed
1012L i.e. a ULIRG. Indeed Sklias et al. (2017) use
the rest-frame UVJ plot to find that nearly 10% of Her-
schel galaxies are likely post-starbursts (see Section 4).
In Figure 7 we show the rest-frame U-V vs. V-J diagram
with three lines used to differentiate (non-)dusty star-
forming, post-starburst galaxies, and quiescent galaxies
(e.g. Whitaker et al. 2012; Martis et al. 2016).
We find that our simulations mostly populate the
post-starburst regime regardless of their actual evolu-
tionary stage. For simplicity in Figure 7 we only show
two cases: for the merger M6e (bottom) and isolated
disk M6 (top) simulations. These however, are repre-
sentative of the rest of our simulations. The discrepancy
between UVJ-based classification and the actual simu-
lation properties is particularly striking for the merger
M6e at t = t2 where it reaches a SFR of >3000M/yr,
with AV ≈ 2 and is at that point above the SFG main
sequence for z ∼ 2 galaxies (Rodighiero et al. 2014)
that it was designed to model (Hayward et al. 2011).
Yet this system would be classified as “quenched” on
the basis of UVJ colors alone. We note that the diag-
nostic delineations here are based on galaxy modeling
that assumes a fixed dust attenuation law (the Calzetti
starburst law). As discussed in the introduction, there
are indications in the literature this may not be appro-
priate for all dusty galaxies (indeed applying it widely
to IR selected galaxies is likely wrong given that it was
defined for UV-bright ones). In the bottom panel of Fig-
ure 7, we tested this by taking our un-attenuated colors
and applying a dust screen with Calzetti attenuation
and the measured AV values, and reproduced the stan-
dard behavior in this plot – i.e. dusty SF galaxy colors
whenever AV > 1. Therefore our effective dust atten-
uation must deviate significantly from Calzetti. In the
next section we explore this further.
We caution that while our simulations do not reach
9Figure 6. Here LFUV,corr = LFUV,obs + kIRLIR where kIR is derived from the LIR/L1.6 ratio as discussed in the text. With
this correction we arrive at good agreement between the simulated 〈SFR〉100Myr and the LFUV,corr luminosities. This is true
for both isolated disks and major merger simulations including in the rapidly quenching post-coalescence regimes. The thick
cyan line is the conversion relation from KE12 with the shaded region representing ±3× the derived SFR.
the dusty SFG regime of the UVJ plot, there are plenty
of observed samples that do (e.g. Whitaker et al. 2015;
Ma´rmol-Queralto´ et al. 2016; Straatman et al. 2016).
In Section 4, we address why we believe these observed
galaxies differ from our simulations.
3.3. Simulated attenuation curves
To estimate attenuation as a function of wavelength,
we use Aλ = −2.5 log10(Lλ/Lλ,0) where Lλ is the post
radiative transfer spectral energy distribution, and Lλ,0
is the pre-processed SED (see Figure 1 as an exam-
ple). As discussed in Section 2, the pre-processed stellar
SED includes HII regions and PDRs. This means we
are only discussing the attenuation done by the host
galaxy at scales larger than the effective gas/star par-
ticles. We normalize these by the AV values derived
for each timestep. These AV values are averaged over
the 7 isotropic viewing angles in each simulation. We
tested that the variation between the individual view-
ing angles is much smaller than the variations between
timesteps seen both in the UVJ plots and the attenua-
tion curve plots discussed here. Therefore for simplic-
ity, we chose to focus on the variations with time and
use angle-averaged values. The thus derived attenuation
curves for our fiducial epochs are shown in Figure 8.
The effective attenuation curves for the isolated disk
simulations are all consistent with attenuation curves
blueward of the V -band ranging from Calzetti-like for
the earliest t = t1 epochs to typically Milky Way-like
for the later epochs. Therefore we generally find steep-
ening slopes and increasing strength of the 2175 A˚bump
with decreasing sSFR (as is the trend with time for all of
these isolated systems). This is consistent with observa-
tionally defined trends with sSFR (e.g. Kriek & Conroy
2013; Salim et al. 2018)). We however find grayer than
Calzetti attenuation curves redward of the V − band
(with the exception of M8 t4). Indeed, existing studies
rarely address this regime, almost exclusively focusing
on the short wavelength attenuation (with the excep-
tions of Charlot & Fall 2000; Lo Faro et al. 2017; Buat
et al. 2018). Here we show the attenuation curve from
Lo Faro et al. (2017) who studied the attenuation up to
the near-IR in IR-selected galaxies at z ∼ 2. Consistent
with our results they find relatively grey attenuation in
this regime. Overall the LoFaro curve is the closest to
what we observe for our isolated disk simulations from
the u-band through the near-IR.
The effective attenuation curves for the merger simu-
lations show significantly more variation than the disk
attenuation curves – likely driven by their much more
variable star formation histories and geometries. But
the general trends identified above continue here. At-
tenuation curves are fairly flat across the wavelength
range (with a weak 2175 A˚bump) to start with and pro-
gressively steepen first blueward and then redward of
the V −band. In the post-starburst stages (t = t4), they
show standard behavior redward of V but are very steep
at shorter wavelengths.
We emphasize that in all these simulations, the input
dust model is given by Weingartner & Draine (2001)
and therefore a pure screen extinction should follow this
curve in the plots in Figure 8. The variations in the
effective attenuation we observe are unrelated to any
variations in the dust properties themselves – they are
entirely driven by relative star/dust geometry and the
SFH of the galaxies (see trends with sSFR discussed
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Figure 7. While our simulations represent dusty galax-
ies that at least in the early and up to (pre-)coalescence
stages show significant sSFR, they nonetheless never reach
the dusty star-formation locus in the diagnostic UVJ plot
preferring instead the post-starburst locus. For clarity we
only show one disk and one merger simulation – they ex-
emplify the behavior of the rest. Each point is the aver-
aged over viewing angle. The solid lines distinguish star-
forming galaxies from post-starburst and quiescent galaxies
(Whitaker et al. 2012; Martis et al. 2016). The dashed line
represents AV = 1 and separates non-dusty from dusty star
forming galaxies (based on Martis et al. 2016).
above). In the Discussion we use a toy model to explore
further these trends in effective attenuation curves. Our
conclusions, confirming earlier results (see e.g. Lo Faro
et al. 2017, and references therein), in that these trends
can be understood by allowing for differential attenu-
ation towards the younger stars vs. toward the older
stars (i.e. birth cloud attenuation and diffuse ISM at-
tenuation). SED fitting codes (e.g. MAGPHYS and
CIGALE) that allows for such differential attenuation
are likely to do better than ones that assume a single
dust screen.
4. DISCUSSION
4.1. Toy model dust attenuation
In this section, we present our toy models that help us
understand the variability in the observed attenuation
curves observed in our simulations. Beforehand however
it is worth reiterating some key trends we discovered in
our simulations. We observed that in regime of strong
star-formation as in the early stages of the isolated disks
or gas-rich mergers, we have attenuation curves that are
greyer than Calzetti in the near-IR regime but broadly
consistent with Calzetti shorterward than the V-band
(this is consistent with the findings of Lo Faro et al.
(2017). Peaks in SFR that follow steadier star-formation
(e.g. coalescence regime in the gas-rich mergers) lead to
steepening shortward of V and remain grey redward of
V . The curves tend to steepen overall with decreasing
sSFR and decreasing AV . In our toy model we aim to
understand all these trends.
In Figure 9, we explore the effect of combining an un-
obscured older population with obscured younger pop-
ulation. We use the Maraston (2005) models selecting
two models with exponentially declining star-formation
histories, where τ denotes the e-folding time. All models
we use have solar metallicity and a Kroupa IMF. The
‘young’ model has τ = 0.1 Gyr and an age of 10 Myrs.
The ‘old’ model has τ = 0.5 Gyr and an age of 1 Gyr. In
this case, we take the young and old population to have
a 1:1 ratio in stellar mass.The young population is sub-
ject to strong screen extinction (with AV =10 assuming
a MW-type dust). Such AV values are not seen in whole
galaxies (but see below for the effective AV ); however,
are reasonable for the dust screen in front of actively
star-forming regions alone. The old population has no
dust attenuation applied to it. In this model we assume
the stellar mass in the young and old component is the
same. Note that in this scenario, somewhat counter-
intuitively, the older population dominates the observed
UV/optical, whereas the younger population dominates
the near-IR. We sum the two components before and
after dust extinction and compute the effective attenu-
ation curve between them. We find attenuation greyer
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Figure 8. Effective attenuation curves for the isolated disk galaxies (top two rows) and the major mergers (bottom row). We
show these for the representative time epochs from Figure 2. For comparison, we overlay the Calzetti et al. (2000), the Lo Faro
et al. (2017), the Salim et al. (2018) empirical attenuation curves, as well as the MW-like extinction curve (Weingartner &
Draine 2001), which is the input dust model for our simulations. In the dusty epochs of each simulation we find flatter than
Calzetti optical-to-NIR attenuation consistent with Lo Faro et al. (2017), while blueward of the V -band the attenuation curves
are similar to Calzetti. In the less dusty obscured epochs (where AV < 1) the attenuation curves steepen considerably in both
regimes.
than the input MW extinction curve – consistent with
Calzetti in the U to V and with LoFaro in the V to near-
IR regime. We note that the effective AV for this toy
model is ≈2.5.
In Figure 9 bottom-left, we show that this behavior is
sensitive to the amount of attenuation toward the young
component. The Calzetti or Milky Way laws are repro-
duced in the optical to near-IR regime if the attenuation
toward the younger stars is lower than AV ≈ 3 (as one
would expect in UV-selected starbursts). Significant at-
tenuation toward the younger population coupled with
significant older population present results in greyer
than Calzetti curves in the near-IR although very simi-
lar to Calzetti (considering the U-V color alone) in the
regime blueward of the V − band. Since our simulations
also start off with a significant in-situ older stellar popu-
lations and we model them at epochs when they also un-
dergo significant dust-obscured star-formation this trend
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Figure 9. Top-left: An observed SED containing a dusty young population and an unobscured older stellar population (see text
for details). Top-right: The effective attenuation in this case is greyer than Calzetti in the optical/near-IR regime. Bottom-left:
The effective attenuation curve in the toy model with varying AV on the young dusty component (as indicated in the legend).
Bottom-right: The same for different mass ratios between the young and old components (as indicated in the legend). Here we
assume a fixed AV,young = 10. In the bottom two panels, the dot-dashed curve represents a MW-like dust extinction and the
black dots represent the Lo Faro et al. (2017) attenuation curve.
is at least in qualitative agreement.
In Figure 9 bottom-right, we show the same model but
with varying young-to-old population stellar mass ratios.
This is a very rough proxy for varying the SFH in this
model. We tested this by also exploring toy models with
intermediate age populations. We find whenever the
contribution of the young-to-old stars is below the 1:1
mass ratio than the attenuation curves are steeper than
Calzetti blueward of the V-band, just as observed in our
simulation – see e.g. Figure 8 M6e panel. Recall that
M6e starts off with an in-situ stellar mass of 1011.5M
(Table 1.
These toy models are simplistic and do not cover the
full parameter space. They do however serve to exem-
plify how we can explain the variability in attenuation
curves as a combination of differential attenuation and
the specifics of the SFH. A more detailed study of the
way in which SFH or relative geometry affect the result-
ing attenuation curves is beyond the scope of this paper.
The fact that we see comparable behavior in our simu-
lations which have much more complexity and a range
of SFHs suggests that other factors are to a large extend
secondary. The core driver of this greyer than Calzetti
attenuation curves toward the near-IR appears to be
the combination of an older relatively unobscured stellar
population and a younger heavily obscured one. Indeed,
this is likely the case for many if not most dusty star-
forming galaxies at cosmic noon. Our results re-enforce
the conclusion that adopting a fixed Calzetti attenua-
tion for such systems will likely result in severe errors in
the derived stellar population parameters. For example
Lo Faro et al. (2017) show that using this more flexible
attenuation curve treatment results in stellar masses on
average a factor of 3 higher than using a fixed Calzetti
attenuation curve (up to 10× for some extreme cases).
4.2. Comparison with observations
4.2.1. IR-luminous post-starburst galaxies?
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Figure 10. Comparing the rest-frame UVJ colors distribution of our simulations to those of observed z ∼ 2− 4 galaxies, color-
coded by AV and sSFR shows us that our simulations are neither as dusty (high AV ) for nor as ‘bursty’ (high sSFR) as the
observed sample. These observed galaxies show that the dusty star-forming galaxies regime in the UVJ plot is dominated by
extreme AV > 2 galaxies (these are typically found at z ∼ 2− 3), while the most strongly starbursting dusty galaxies (sSFR&3
Gyr; typically at z > 3 in this sample) are found in the non-dusty star-forming galaxies locus, pushing toward the post-starburst
and quiescent regimes as the sSFR drops. Our simulations agree with these trends in the regimes where these parameters
overlap. Left panels: The UVJ colors of UltraVISTA galaxies from Martis et al. 2019 (in press). Right panel: The UVJ colors
of all our simulations where we have AV > 1. We also added Gaussian errors of 0.2 to both colors. Note that we reproduce the
trend with sSFR already noted in Martis et al. Our simulated colors overlap with the observed distribution modulo the fact
that we do not reach as high sSFR as in our simulated library as the real galaxies in this sample.
While earlier studies have already pointed out the role
of intermediate age stars in dust heating (Hayward et al.
2014), this has generally been thought of as an issue
for lower IR luminosities (typically LIR < 10
10L). In
our simulations we find cases of gas-rich massive galaxy
mergers where LIR > 10
12L (i.e. ULIRGs) in a regime
where the instantaneous SFR is negligible (see in par-
ticular the mergers M5e and M6e). Do such systems
exist in reality and how much of an issue are they for
the broader population of dusty IR-luminous galaxies at
cosmic noon? Using a UV through far-IR SED fitting
analysis of a large sample of GOODS-Herschel z ∼ 2
galaxies, Sklias et al. (2017) find∼7% of the total sample
are consistent with such rapidly declining SFHs where
the true SFR is an order of magnitude or more below
that inferred from the Kennicutt relations even using
SFRIR+UV . This just under 10% of the Herschel galax-
ies estimate is a small but non-negligible part of the
whole population. It is in line with conclusions that
the typical dusty IR-luminous galaxy at cosmic noon is
probably not associated with a major merger (in our
simulations such rapid quenching is associated with ma-
jor mergers) but rather the normal mode star formation
in largely isolated disks (e.g. Rodighiero et al. 2011).
This of course, coupled with a steep stellar mass func-
tion, explains the relatively low fraction of Herschel
ULIRGs that are post-starburts. Using the difference
between the SFR derived using say the Boquien et al.
method and our proposed LIR/L1.6 method can help
identify such systems relatively cheaply in large samples.
Seeing their fraction in different mass bins would be a
means of identifying the role of rapidly quenching sys-
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tems (potentially post-coalescence mergers) as a func-
tion of mass. This requires cosmic noon samples that
reach below the confusion-limited Herschel-samples, for
example the upcoming LMT Toltec surveys5.
4.2.2. UVJ trends – observed vs. simulated
The Herschel z ∼ 2 sample of Sklias et al. (2017),
the 24µm-selected z ∼ 2 galaxies of Lo Faro et al.
(2017), and many other studies all do find that dusty
IR-luminous systems at z ∼ 2 do largely populate the
dusty SFG part of the UVJ diagram. This is despite
indications of effects of varaible SFHs and variable dust
attenuation (recall that Lo Faro et al. (2017) find greyer
than Calzetti attenuation in the V-J regime). So why
do our simulations lack any galaxies in the dusty star-
forming galaxies part of the UVJ plot?
To help us understand this behavior, we want to com-
pare our simuations more carefully with the recent paper
Martis et al. (2019, in press). This analysis presents a
sample of z > 1, log(M∗/M) > 10.5, and AV > 1
galaxies drawn from the COSMOS UltraVISTA cata-
log (parameters based on MAGPHYS SED fits). This
is a good comparison sample as all our simulations are
high mass (log(M∗/M) > 10.5) and here we will focus
only on the timesteps in our simulations library where
AV > 1 – to approximate the Martis et al. selection.
The AV for this observed sample is the MAGPHYS out-
put of this quantity. It is the effective attenuation at the
V-band computed by comparing the SEDs before any
dust attenuation and after (including both birthcloud
and diffuse ISM attenuation).
Martis et al. explore the behavior of their galaxies in
the UVJ plot and indeed find some dusty star-forming
galaxies that do not lie where expected in this plot due
to differential attenuation (the difference between birth-
cloud and ISM attenuation). In Figure 10 we compare
the UVJ plot distribution of their galaxies and our sim-
ulations color-coded both by AV and by sSFR.
In the top panels we highlight the trend with AV .
Relative to the nominal line differentiating dusty star-
forming galaxies from non-dusty star-forming galaxies
and quiescent galaxies, the whole distribution for the ob-
served galaxies is shifted toward bluer V-J colors consis-
tent with greyer effective attenuation in the V-J regime.
While there have plenty of galaxies in the dusty star-
forming range, they are predominantly AV > 2 not
AV > 1. Our simulations rarely reach that high values of
AV , typically being being AV ≈ 1− 2. The lack of very
high AV ’s in our simulations may be explained by the
fact that for star particles with age < 10 Myr, the input
stellar SED includes both the Starburst99 model and its
5 For more details see http://toltec.astro.umass.edu/
processing through MAPPINGSIII which includes birth-
cloud attenuation. This additional attenuation is not
accounted for in our analysis where we derive AV based
on the ratio of the SEDs pre- and post-radiative transfer,
see Figure 1. On the other hand, our simulations are far
from the dust screen model for host galaxy attenuation
as in MAGPHYS for example. It is worth noting that
even without resolving the stellar birthclouds, they are
composed of SPH gas/dust particles which are concen-
trated in areas of enhanced star-formation activity. Dif-
ferential attenuation is therefore still taking place thus
accounting for the greying of the effective attenuation
curve (an effect first described in Witt & Gordon 1996).
Therefore this comparison is still useful is telling us that
the qualitative behavior of the observed galaxies sample
is consistent with our results – with bluer than expected
V-J colors suggesting greyer than Calzetti attenuation
curves in this range.
In the bottom panels of Figure 10, we plot the same
data now color-coded by sSFR. We find a general trend
of incresing sSFR toward bluer colors and vice versa.
This is again as expected from differential attenuation
which resulting in greying of the effective dust atten-
uation curves. In particular, we find a population of
very blue dusty galaxies (predominantly in the range
z = 3− 4) that fall in the non-dusty star-forming galax-
ies regime. This trend among the observed galaxies is
reproduced by the simulated galaxies modulo differences
in the relative frequencies in different parts of the dia-
gram due to selection effects – our particular simula-
tions library is biased toward somewhat less extremely
dusty and lower sSFR systems than the observed sam-
ple. These trends need to be investigated using the more
representative populations of cosmic noon galaxies in
cosmological simulations – this investigation however is
beyond the scope of this paper. For example, Narayanan
et al. (2018) looked at the variability in the dust at-
tenuation curve in Illustris galaxies and found largely
Calzetti-like curves by z ∼ 6 (consistent with relatively
low dust obscuration and high sSFR), and show a large
variability at lower redshifts (especially z < 3) (consis-
tent the combined effects of star-formation history and
differential attenuation as explored in our toy model).
They however only focused on the short wavelength part
of the attenuation curve and did not explore its behavior
out to the near-IR which is critical for the UVJ plot.
4.3. Caveats
The analysis of this paper is based on simulations and
therefore the conclusions herein are contingent on the ac-
curacy of the assumptions embedded in our simulations
(see e.g. Popping et al. 2017, and references therein).
These are particularly uncertain when it comes to the
multiphase ISM geometry and making more realistic
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simulations in this regard is needed. As discussed in
Section 2, we find the trends to be the same between
the mp-on and mp-off treatments. We do not how-
ever have this variation for our entire library precluding
a more in-depth analysis. These variations are funda-
mentally only crude approximations to the real ISM of
galaxies.
Our results are based on idealized simulations where
the galaxies cosmological environment is neglected. By
contrast, Narayanan et al. (2018) use a combination of
zoom-in simulations (similar to this work) as well as
a 25 Mpc3 box cosmological simulation to examine in
particular the variability in UV slope and 2175A˚ bump
strength. This level analysis but extending to the near-
IR and explicitly addressing the UVJ colors of galaxies
is needed. As shown above, our particular simulation li-
brary is neither as dusty nor as ‘bursty’ (i.e. high sSFR)
as typical observed samples of dusty massive galaxies at
cosmic noon.
In this paper we also do not explore the effects of
different dust composition – we assume MW-like dust
throughout. This helps us highlight the variability in
the attenuation curve that is due to factors independent
of the actual dust properties. However, in Safarzadeh
et al. (2017), these are shown to be non-negligible when
it comes for example to the observed IRX values. Our
analysis therefore highlights how differential attenuation
and different star-formation histories can lead to signif-
icant observed variability of the attenuation curve (and
hence UVJ colors) even for the same dust model.
5. SUMMARY & CONCLUSIONS
It is common to consider that a direct measure of dust
emission (i.e. total IR luminosity) is the best proxy
for the dust obscured star-formation, especially for IR
luminous systems. However, direct detection of dust
emission is strongly limited by the confusion of existing
far-IR instruments, so we rely on its indirect assessment
from constraints on dust attenuation in shorter wave-
length data. For example, the role of dust obscured
star-formation in larger galaxy samples as a function of
stellar mass and redshift is assessed using the UVJ diag-
nostic plots (e.g. Whitaker et al. 2012; Straatman et al.
2016; Martis et al. 2016), where galaxies are assumed
to follow the same Calzetti dust attenuation curve. In
this paper, we use hydrodynamic simulations with ra-
diative transfer to examine how well can we recover the
simulated dust obscured star-formation using both the
direct dust emission and the indirect UVJ plot. Our
conclusions are as follows:
• The total IR luminosity is not a good proxy for
SFR in regimes when the galaxies are rapidly
quenching or post-starburst. This regime can
reach LIR ∼ 1012L for extreme systems. IR-
luminosity-based methods of estimating the role of
dust obscured star-formation in a given population
are an overestimate due to the role of intermediate-
age stars in dust heating.
• Composite FUV+IR relations (as in Boquien et al.
2016) do work much better at recovering the true
SFR, but again are an overestimate in rapidly
quenching regimes as expected post-coalescence in
major mergers. We find this can be corrected by
using the LIR/L1.6 ratio.
• Our simulations fail to populate the dusty star-
forming galaxy regime of the UVJ plot. This is due
to variable attenuation curves that in particular
are much grayer in the optical-to-nearIR regime
than the Calzetti curve (in agreement with Lo Faro
et al. 2017).
• A comparison with observed samples suggests the
galaxies that do populate the dusty SFG part of
the UVJ plot are likely a particular sub-set of all
dusty star-forming galaxies – one that is not rep-
resented in our limited simulations library. There-
fore, UVJ-based methods of estimating the role of
dust obscured star-formation in a particular pop-
ulation are an underestimate due to the effects of
variable dust attenuation curves.
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