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We investigate the presence of vortex configurations in generalized Maxwell-Chern-Simons models
with nonminimal coupling, in which we introduce a function that modifies the dynamical term of
the scalar field in the Lagrangian. We first follow a route already considered in previous works to
develop the Bogomol’nyi procedure, and, in this context, we use the first order equations to obtain
a vortex with a novel behavior at its core. We then go further and introduce a novel procedure
to develop the Bogomol’nyi methodology. It supports distinct first order equations, and we then
investigate another model, in which the vortex may engender inversion of the magnetic flux, an
effect with no precedents in the study of vortices within the nonminimal context.
I. INTRODUCTION
Vortices are defect structures that appear in high en-
ergy physics in (2, 1) flat spacetime dimensions. The first
relativistic model that support such configurations was
suggested by Nielsen and Olesen in Ref. [1] in 1973, with
the action of a complex scalar field minimally coupled
to a gauge field under a U(1) symmetry, with the stan-
dard covariant derivative. An interesting feature of these
structures is the absence of electric charge and the quan-
tised character of the magnetic flux. The equations of
motion that describe vortex configurations are of second
order and by minimising the energy of the system, Bogo-
mol’nyi found first order equations compatible with them
in Ref. [2].
The model proposed in Ref. [1] has the dynamics of
the gauge field controlled by a Maxwell term. Neverthe-
less, one can exchange it for the Chern-Simons term, as
suggested in Refs. [3–5]. The vortex configurations with
topological nature in this model are electrically charged,
such that the electric charge and the magnetic flux are
both quantised. Vortices in models with both Maxwell
and Chern-Simons terms were considered in Ref. [6]. In
this case, considering the scenario in which the fields are
minimally coupled, in order to develop the Bogomol’nyi
procedure, one must add a neutral field [7, 8]. Even so,
one cannot obtain a set of first order equations that com-
pletely describes the problem.
Since we are working with planar systems, we can
add an anomalous magnetic moment contribution to the
covariant devivative, making the coupling between the
gauge and scalar fields nonminimal. The point is that
the dual of Fµν is a vector in (2, 1) spacetime dimensions,
that is, Fµ = (1/2)ǫµνλF
νλ, where Fµν = ∂µAν − ∂νAµ,
with Aµ standing for the gauge field; thus, we can change
the covariant derivate from its minimal coupling form
Dµ = ∂µ + ieAµ the the nonminimal coupling described
by Dµ = ∂µ + ieAµ − iqFµ [9, 10]. This possibility was
considered before in Refs. [11–13] as a way to circum-
vent the presence of the additional neutral field that ap-
peared in [7, 8]: in Ref. [11] the author considered a
nonminimal coupling, with the inclusion of an anoma-
lous magnetic contribution. By doing so, he was able to
obtain a set of first order equations that completely solve
the equations of motion. However, the solutions engen-
dered the nontopological character. For this reason, in
Refs. [12, 13] another line of investigation was considered,
with the addition of a generalized magnetic permeability
and a function to control the anomalous magnetic con-
tribution, both depending only on the scalar field. When
these functions are constrained in a specific manner, it is
possible to develop the Bogomol’nyi procedure and ob-
tain first order equations. In this model, the form of
the aforementioned functions may lead to nontopological
and/or topological configurations whose charge is pro-
portional to the magnetic flux. The physical properties
of planar systems have a long history, and interesting
lines of investigations concerning fractional statistics and
anyons appeared before, for instance, in [14, 15] and in
references therein.
The presence of nonminimal coupling may be used to
get the Chern-Simons term by spontaneous symmetry
breaking in a Maxwell-Higgs model [16]. Over the years,
in the context of models with nonminimal coupling be-
tween the scalar and the gauge field, several works ap-
peared in the literature; see Refs. [17–28]. In particular,
in Ref. [19], vortex configurations were investigated in
model with non-Abelian fields. Their associated mag-
netic flux is not quantised due to their nontopological
nature. However, both the electric charge and angular
momentum are quantised. In Refs. [20, 24, 26], nonrel-
ativistic models were studied, and in Refs. [23, 27, 28],
the authors investigated vortices in O(3)-sigma models,
which may support both topological and non-topological
profile.
In this paper, we investigate a generalized model, with
the dynamical term of the scalar field containing a func-
tion of the scalar field in the nonminimal coupling. This
is explained in the next section, where we calculate some
properties of the model, such as the equations of mo-
tion, the current and the energy momentum tensor. We
then focus on developing a first order formalism to de-
scribe the vortex configurations of interest in Sec. III. In
Sec. III A, we follow a path similar to the one suggested
in Refs. [12, 13] and develop the Bogomol’nyi procedure
for this case by minimising the energy of the system. We
2provide an example to illustrate how the aforementioned
function that drives the dynamical term of the scalar field
plays a role in the profile of the solutions. In Sec. III B,
we introduce a novel procedure to get a first order for-
malism for the model. We provide two examples that
present novel physical features in the considered scenario,
such as the absence of the monotonic behavior of the so-
lutions and magnetic flux inversion, an effect that ap-
peared before in other contexts, in particular in the case
of fractional vortices in two-component superconductors
[29], and also in models with breaking of the Lorentz in-
variance [30]. We conclude the investigation in Sec. IV,
where we comment on the main results obtained in the
work and on several possibilities of investigations related
to the presence of the generalized nonminimal coupling
considered in the present study.
II. THE MODEL
We consider a gauge field and a complex scalar field
in (2, 1) flat spacetime dimensions, with metric ηµν =
diag(+,−,−) and action S = ∫ d3xL, where the La-
grange density is
L =− 1
4
P (|ϕ|)FµνFµν + κ
4
ǫλµνAλFµν
+M(|ϕ|)DµϕDµϕ− V (|ϕ|).
(1)
As one knows, vortices in models that support the U(1)
symmetry usually arise with the presence of the min-
imal coupling with the gauge field in the derivative
Dµ = ∂µ+ieAµ; see Refs. [1, 3–5, 31]. Here, we deal with
generalized models with nonminimal coupling, in which
the dual electromagnetic field appears in the derivative,
in the new form Dµ = ∂µ + ieAµ − iqG(|ϕ|)Fµ, with the
function G(|ϕ|) in principle arbitrary. P (|ϕ|) denotes a
generalized magnetic permeability, M(|ϕ|) drives the dy-
namical term of the scalar field and V (|ϕ|) represents
the potential. Despite the general form of the above La-
grange density, the model support a U(1) local symmetry.
We work with natural units (~ = c = 1) and the di-
mension of the quantities involved are: [xµ] = ξ1, [ϕ] =
[Aµ] = [e] = ξ
− 12 , [κ] = ξ−1, [q] = ξ
1
2 , [V (|ϕ|)] = ξ−3,
where ξ is the dimension of energy. The three functions
G(|ϕ|), P (|ϕ|) and M(|ϕ|) are dimensionless.
The equations of motion of the fields ϕ and Aµ associ-
ated to the Lagrange density (1) are
Dµ (M(|ϕ|)Dµϕ) + ϕ
2|ϕ|
(
1
2
P|ϕ|FµF
µ −M|ϕ|DµϕDµϕ
− q
e
G|ϕ|FµJ
µ + V|ϕ|
)
= 0, (2a)
ǫλµν∂µ
(
P (|ϕ|)Fλ − q
e
G(|ϕ|)Jλ
)
− Jν + κF ν = 0, (2b)
where the current is defined as
Jµ = ieM(|ϕ|)(ϕDµϕ− ϕDµϕ), (3)
and we use the notation G|ϕ| = ∂G/∂|ϕ|, V|ϕ| = ∂V/∂|ϕ|
and so on. For convenience, we write the fields as
ϕ = |ϕ|eiΛ and Aµ = A˜µ − 1
e
∂µΛ, (4)
with Λ = Λ(xµ). By doing so, the current in Eq. (3)
takes the form
Jµ = −2e|ϕ|2M(|ϕ|)
(
eA˜µ − qG(|ϕ|)Fµ
)
. (5)
The energy momentum tensor has the form
Tµν =
(
P − 2q2|ϕ|2G2M)(FµFν − 1
2
ηµνFλF
λ
)
+M
(
2ℜ(DµϕDνϕ)− ηµνDλϕDλϕ
)
+ ηµνV,
(6)
where ℜ(z) denotes the real part of z. In particular, the
energy density, defined as ρ ≡ T00, has the form
ρ =
(
P − 2q2|ϕ|2G2M)(F 20 − 12FλFλ
)
+M
(
2|D0ϕ|2 −DλϕDλϕ
)
+ V,
(7)
To investigate the presence of vortex configurations in
the model described by the Lagrange density (1), we take
static fields and
ϕ = g(r)einθ , A0 = h(r) and A =
θˆ
er
(n− a(r)),
(8)
where (r, θ) are the polar coordinates and n =
±1,±2,±3, ... is the vorticity. Here, a(r) is dimensionless
and [g(r)] = [h(r)] = ξ−
1
2 . To obtain vortex configura-
tions with finite, single-valued fields at the origin, we
impose the boundary conditions
a(0) = n, g(0) = 0 and h(0) = h0, (9)
where h0 is, in principle, a real finite parameter whose
value depends on the specific model. For the functions
involved in the transformation (4), we must have
|ϕ| = g(r) e A˜ = − θˆ
er
a(r). (10)
One may be also interested in the electric field, E =
(Ex, Ey), and magnetic field, B. For fields in the form
(8), one can show that Ei = F i0 and B = −F 12 are given
by
E = −h′ rˆ and B = − a
′
er
. (11)
By integrating the above magnetic field, one gets the
magnetic flux, which depend on the boundary condi-
tions associated to the specific model defined by G(|ϕ|),
M(|ϕ|), P (|ϕ|) and V (|ϕ|).
3The equation of motion (2a) with the fields given by
(8) takes the form
1
r
(rMg′)
′
+
(
1
4
P|ϕ| − q2g2GMG|ϕ|
)(
h′
2 − a
′2
e2r2
)
+ g
(
M +
1
2
gM|ϕ|
)((
eh− qGa
′
er
)2
−
(a
r
− qGh′
)2)
+ qg2MG|ϕ|
(
ah′
r
− ha
′
r
)
− 1
2
(
M|ϕ|g
′2 + V|ϕ|
)
= 0.
(12)
Similarly, from Eq. (2b), one gets two equations of mo-
tion. They are the version of Gauss’ and Ampe`re’s laws
for the present model. They are respectively given by
1
r
((
P − 2q2g2G2M) rh′ + 2qg2GMa)′ (13a)
−
(
1− 2qe
κ
g2GM
)
κa′
er
− 2e2g2Mh = 0,((
P − 2q2g2G2M) a′
er
+ 2qeg2GMh
)′
(13b)
−
(
1− 2qe
κ
g2GM
)
κh′ − 2eg
2Ma
r
= 0.
The charge density, J0, comes from the definition of
the current Jµ in Eq. (3); it is written as
J0 = −2eg2M
(
eh− qGa
′
er
)
=
1
r
((
1− 2qe
κ
g2GM
)
κa
e
− (P − 2q2g2G2M)rh′)′ ,
(14)
where we have used Eq. (13a) to get the expression in the
latter line. The integration of the above charge density
gives the charge of the vortex configuration. It depends
on the boundary values of the solutions, which are con-
trolled by G(|ϕ|), M(|ϕ|), P (|ϕ|) and V (|ϕ|) that define
the model.
The energy density with the fields in the form (8)
comes from Eq. (7); it is given by
ρ =
1
2
(
P (g)− 2q2g2G2(g)M(g))(h′2 + a′2
e2r2
)
+M(g)
(
a2g2
r2
+ e2g2h2 + g′
2
)
+ V (g).
(15)
The equations of motion (12) and (13) that govern the
fields are differential equations of second order with cou-
plings between the functions. So, to simplify the prob-
lem, it is of interest to find first order equations compat-
ible with the aforementioned equations.
III. FIRST ORDER FORMALISM
In this Section we focus on the first order formalism,
that is, on the presence of first order differential equa-
tions that solve the equations of motion of the model.
In Refs. [11–13], the authors found first order equations
for models with M(|ϕ|) = 1 and specific conditions for
P (|ϕ|) and G(|ϕ|). Here, in Sec. reffirstcase we extend
the method to our generalized model described by the
Lagrange density in Eq. (1). And later, in Sec. III B we
introduce a novel possibility, which arises under distinct
conditions and leads to new first order equations that
induce the presence of new vortex configurations.
A. FIRST CASE
The first possibility to find differential equations of the
first order type, compatible with the equations of mo-
tion (12) and (13), is to consider a generalization of the
trick firstly implemented in [11] and then generalized in
Refs. [12, 13], considering the inclusion of a function that
drives the generalized magnetic permeability, with the
Lagrange density in the form (1) under the conditions
M(|ϕ|) = 1, P (|ϕ|) = G(|ϕ|) and q = e/κ. In this sec-
tion, we make an extension of his suggestion and take a
general M(|ϕ|) and
P (|ϕ|) = qκ
e
G(|ϕ|), (16)
so q is not constrained to e and κ. In this case, the
Lagrange density in Eq. (1) becomes
L =− qκ
4e
G(|ϕ|)FµνFµν + κ
4
ǫλµνAλFµν
+M(|ϕ|)DµϕDµϕ− V (|ϕ|),
(17)
and the equation of motion (2b) take the form
ǫµνλ∂µ
(q
e
G(|ϕ|) (κFλ − Jλ)
)
+ κF ν − Jν = 0. (18)
This equation is compatible with Jµ = κFµ. We remark
here that, in this case, the charge density is related to the
magnetic field by J0 = κF 0 = −κB. Thus, the charge
can be written in terms of the magnetic flux, as
Q = −κΦ. (19)
By using Eq. (4), we have
κFµ = −2e
2A˜µ|ϕ|2M(|ϕ|)
f(|ϕ|) , (20)
with
f(|ϕ|) = 1− 2qe
κ
|ϕ|2G(|ϕ|)M(|ϕ|). (21)
Notice Eq. (20) must be considered with Eq. (2a) under
the condition (16), which is of second order. To simplify
the problem, we develop the Bogomol’nyi procedure for
4this case. The expression in Eq. (20) allows us to show
that the energy density in Eq. (7) becomes
ρ =M(|ϕ|)
[
(∂0|ϕ|)2 + (∂1|ϕ|)2 + (∂2|ϕ|)2
+
e2A˜21|ϕ|2
f(|ϕ|) +
e2A˜22|ϕ|2
f(|ϕ|)
]
+
κ2F 20 f(|ϕ|)
4e2|ϕ|2M(|ϕ|) + V (|ϕ|).
(22)
We then introduce the notation ∂± = ∂1 ± i∂2 e A˜± =
A˜1 ± iA˜2 and write the above expression as
ρ =M(|ϕ|)
(
(∂0|ϕ|)2 +
∣∣∣∣∣∂±|ϕ|+ ieA˜±|ϕ|√f(|ϕ|)
∣∣∣∣∣
2)
+
κ2f(|ϕ|)
4e2|ϕ|2M(|ϕ|)
(
F0 ± 2e
κ
|ϕ|
√
V (|ϕ|)M(|ϕ|)
f(|ϕ|)
)2
± 2e|ϕ|M(|ϕ|)ǫ
ijA˜j∂i|ϕ|√
f(|ϕ|) ∓
κ
e
√
V (|ϕ|)f(|ϕ|)
|ϕ|2M(|ϕ|) ǫ
ij∂iA˜j .
(23)
To write the latter three contributions as a single deriva-
tive in the above expression, we impose the constraint
d
d|ϕ|
(√
V (|ϕ|)f(|ϕ|)
|ϕ|2M(|ϕ|)
)
= −2e
2|ϕ|M(|ϕ|)
κ
√
f(|ϕ|) . (24)
It is satisfied by the potential
V (|ϕ|) = 4e
4|ϕ|2M(|ϕ|)
κ2f(|ϕ|)
(∫
d|ϕ| |ϕ|M(|ϕ|)√
f(|ϕ|)
)2
. (25)
Notice we have an indefinite integral in the above expres-
sion, so an integration constant will appear in the pro-
cess. The energy is then given by integrating the energy
density in the plane, which we denote by Σ.
E =
∫
Σ
d2x
(
M(|ϕ|)
(
(∂0|ϕ|)2 +
∣∣∣∣∣∂±|ϕ|+ ieA˜±|ϕ|√f(|ϕ|)
∣∣∣∣∣
2)
+
κ2f(|ϕ|)
4e2|ϕ|2M(|ϕ|)
(
F0 ± 2e
κ
|ϕ|
√
V (|ϕ|)M(|ϕ|)
f(|ϕ|)
)2
∓ κ
e
ǫij∂i
(
A˜j
√
V (|ϕ|)f(|ϕ|)
|ϕ|2M(|ϕ|)
))
.
(26)
Since the squared terms in the integral are non negative,
the energy is bounded
E ≥ EB = κ
e
∣∣∣∣∣
∫
Σ
d2x ǫij∂i
(
A˜j
√
V (|ϕ|)f(|ϕ|)
|ϕ|2M(|ϕ|)
)∣∣∣∣∣ , (27)
where the potential must obey Eq. (25). If the solutions
satisfy the first order equations
∂0|ϕ| = 0, (28a)
∂±|ϕ|+ ieA˜±|ϕ|√
f(|ϕ|) = 0, (28b)
F0 ± 2e
κ
|ϕ|
√
V (|ϕ|)M(|ϕ|)
f(|ϕ|) = 0, (28c)
then the energy is minimized to E = EB. The first order
equation (28a), in particular, is satisfied by static con-
figurations. In this case, A0 = A˜0 and Eq. (20) leads to
A0 = ± 1
e|ϕ|
√
V (|ϕ|)f(|ϕ|)
M(|ϕ|) , (29)
with the potential obeying Eq. (25). We remark that this
first order formalism was developed without requiring ϕ
and Aµ to obey specific expressions. We now show how
it works for fields with the specific form in Eq. (8), as
it gives a simpler view of the problem. In this case, the
equation (20) that arises from Jµ = κFµ leads to
κa′
er
+
2e2g2M(g)h
f(g)
= 0, (30a)
κh′ +
2eg2M(g)a
rf(g)
= 0, (30b)
where
f(g) = 1− 2qe
κ
g2G(g)M(g) (31)
is a non negative function. The equation of motion for
the scalar field (12) becomes
1
r
(rMg′)
′
+
g
f2
(
M +
1
2
gM|ϕ| +
qe
κ
g3M2G|ϕ|
)
×
(
e2h2 − a
2
r2
)
− 1
2
(
M|ϕ|g
′2 + V|ϕ|
)
= 0.
(32)
By using Eqs. (30) to eliminate h and h′, one can show
that the energy density in Eq. (15) simplifies to
ρ =M(g)
(
g′
2
+
a2g2
r2f(g)
)
+
κ2f(g)a′
2
4e4r2g2M(g)
+V (g). (33)
So, one must solve Eqs. (30) and (32) to calculate the so-
lutions and then substitute them in the above expression
to find the corresponding energy density. Nevertheless,
we only have two first order equations, Eqs. (30). Thus,
since we have three functions to calculate: a(r), g(r) and
h(r), we need an additional first order equation to fulfill
our purpose. To solve this issue, we develop the Bogo-
mol’nyi procedure for our model in Eq. (17) under the
5condition Jµ = κFµ. The above energy density can be
written in the form
ρ =M(g)
(
g′ ∓ ag
r
√
f(g)
)2
+
κ2f(g)
4e2g2M(g)
(
a′
er
± 2eg
κ
√
M(g)V (g)
f(g)
)2
∓ 1
r
(
κ
e2g
√
V (g)f(g)
M(g)
a′ − 2gM(g)√
f(g)
g′a
)
.
(34)
To make the latter term become a total derivative, we
impose the constraint
d
dg
(√
V f
g2M
)
= −2e
2gM
κ
√
f
. (35)
By solving it, one shows that
V (g) =
4e4g2M
κ2f
(∫
dg
gM√
f
)2
, (36)
where f is as in Eq. (31). These results are compatible
with Eqs. (24) and (25). If the potential has the above
form, one can write the energy density as
ρ =M(g)
(
g′ ∓ ag
r
√
f(g)
)2
+
κ2f(g)
4e2g2M(g)
×
(
a′
er
± 2eg
κ
√
M(g)V (g)
f(g)
)2
± 1
r
W ′,
(37)
where W =W (a, g) is an auxiliary function given by
W (a, g) = − κa
e2g
√
V (g)f(g)
M(g)
= 2a
∫
dg
gM(g)√
f(g)
.
(38)
We have used Eq. (36) to get the above Eq. (38). Since
the integral of the energy density in Eq. (37) gives the
energy, one can see the energy is bounded
E ≥ EB = 2π |W (a(∞), g(∞)) −W (a(0), g(0))| . (39)
Notice that, differently from what occurs in the general
procedure Eq. (27), we can show there is a surface term
that gives the energy, given by W (a, g).
The configurations with minimum energy appear when
we take the squared terms equal to zero. In this case, we
get the first order equations
g′ = ±ag
r
1√
f
, (40a)
− a
′
er
= ±2eg
κ
√
MV
f
(40b)
= ∓4e
3g2M
κ2f
(∫
dg
gM√
f
)
.
We emphasize here the presence of the function f in
Eq. (40a). In models with minimal coupling, we only get
this equation with f = 1, i.e., g′ = ag/r, which only leads
to an integer power law behavior near the origin for g(r)
(see Ref. [31]). Since we now have a general f in the form
(31), we may consider functions G(g) and M(g) to ob-
tain distinct behaviors around the origin. Furthermore,
the above first order equation (40b) allows us to conclude
that a(r) is a monotonically decreasing/increasing func-
tion for the upper/lower sign. For topological solutions,
we have that g(r) is monotonically increasing, connect-
ing g = 0 and g = v, and both a(r) and a′(r) does not
change its sign, oppositely as we will see in the models
of the next section. In the case of nontopological solu-
tions, the sign a′(r) is constant, but a(r) changes along
its path, so g(r) increases up to a maximum value and
then smoothly decreases towards g = 0.
If the solutions obey these first order equations, the en-
ergy is minimized to E = EB , with EB given by Eq. (39).
By solving the above equations, one can find h through
Eq. (30a) combined with the latter equation given above.
We then have
h = ± 1
eg
√
V f
M
= ∓2e
κ
(∫
dg
gM√
f
)
.
(41)
The equations (40) and (41) are compatible with
Eqs. (28) and (29). For models with G(g), M(g) and
V (g) obeying the constraint (35), i.e., for potentials in
the form (36), the equations (40) and the above one com-
pletely solve the problem. To find a(r) and g(r), one must
solve the first order equations (40). The remaining solu-
tion, h(r), is found by substituting g(r) in Eq. (41); it
has the same sign of the vorticity. We note that the up-
per signs represent configurations with positive vorticity
and the lower ones do it for negative vorticity. They are
related by the changes a(r)→ −a(r) and h(r)→ −h(r);
g(r) remains the same in both scenarios. For simplicity,
we only work with positive vorticity here.
We now illustrate our procedure with a generalization
of the models considered by in [11] and [12, 13], given by
G(g) =
κ
2qe
1−M2(g) (1− αg2)1−γ
g2M(g)
, (42)
where α and γ are parameters such that α has the dimen-
sion of energy and γ is dimensionless. From Eq. (31),
we obtain f(g) = M2(g)
(
1− αg2)1−γ . Notice that, in
principle, M(g) is arbitrary, restricted only by the non-
negative character of the energy density. For the above
function, by taking M = 1, α = 1/v2 and γ = 0,
one recovers the model in Ref. [11], in which G(g) =
κ/(2qev2). On the other hand, by taking M = 1 and
α = 1/v2, one gets the model in Refs. [12, 13], where
G(g) = κ(1 − (1 − g2/v2)1−γ)/(2qeg2). For a general
M(g), the above equation can be substituted in Eq. (36)
6to obtain the potential
V (g) =
4e4g2
(
1− αg2)γ−1
κ2α2 (1 + γ)
2
M(g)
(
C − (1− αg2) γ+12 )2 .
(43)
Here, C is an integration constant. Assuming M(g) does
not modify the minimum g = v of the potential, we have
to be careful with the sign of α. We deal with α > 0, by
taking α = 1/v2. In this case, the above potential does
not need a C 6= 0 to support symmetry breaking. So,
for simplicity, we take C = 0. By doing this, the above
expression simplifies, becoming
V (g) =
4e4v4g2
κ2 (1 + γ)2M(g)
(
1− g
2
v2
)2γ
. (44)
To find the solutions, one must solve the first order equa-
tions (40), which, in this model, can be written as
g′ =
ag
rM(g)
(
1− g
2
v2
) γ−1
2
, (45a)
− a
′
er
=
4e3v2g2
κ2(1 + γ)M(g)
(
1− g
2
v2
) 3γ−1
2
. (45b)
Notice one must suggest a function M(g) to obtain the
solutions. The function h(r) in Eq. (41) is given in terms
of the known g(r) as
h(r) =
2ev2
κ (1 + γ)
(
1− g
2(r)
v2
) γ+1
2
. (46)
At the origin, since g(0) = 0, we have h(0) =
2ev2/ (κ(1 + γ)). Note that h does not depend explicitly
on M(g). However, M(g) modifies the profile of g(r),
which must be substituted in the above equation. More-
over, the electric field depends on M(g), since it is given
by Eq. (11).
The auxiliary function in Eq. (38) takes the form
W (a, g) = − 2v
2a
(1 + γ)
(
1− g
2
v2
) γ+1
2
. (47)
So, the energy does not depend onM(g), since it depends
only on the boundary values of a(r) and g(r), with E =
EB, where EB is as in Eq. (39). On the other hand, the
energy density is modified byM(g), because this function
changes the solutions a(r) and g(r) such that the energy
density is changed. This can be straightforwardly seen
by writing the energy density in Eq. (33) in terms of the
solutions a(r) and g(r), in the form
ρ =
2g2
M(g)
(
1− g
2
v2
)γ−1
×
(
a2
r2
+
4e4v4
κ2 (1 + γ)
2
(
1− g
2
v2
)γ+1)
,
(48)
where we have used the first order equations (45).
Notice that one must solve Eqs. (45) and substitute the
solutions in the above equation to calculate the energy
density. However, one must be careful to take the ap-
propriate boundary conditions as they are related to the
topological or nontopological nature of the vortex config-
urations. So, we review the simplest case, which appears
for M = 1 and was studied in Refs. [11–13]. In particu-
lar, in Ref. [11], as M = 1 and γ = 0, the energy density
becomes
ρ = 2g2
(
a2
r2
(
1− g
2
v2
)−1
+
4e4v4
κ2
)
. (49)
Hence, to ensure the finiteness of the energy, one must
impose a(∞)→ a∞ and g(∞)→ 0. This means that the
vortex solutions found by Torres engender nontopological
character. The model investigated in [11] was generalized
in Refs. [12, 13], with the inclusion of a generalized mag-
netic permeability driven by the scalar field. For M = 1
and γ = 1, one recovers the pure Chern-Simons model,
with the energy density given by
ρ = 2g2
(
a2
r2
+
e4v4
κ2
(
1− g
2
v2
)2)
, (50)
which was studied in Refs. [3–5] and may lead to topo-
logical (a(∞) → 0 and g(∞) → v), or non topological
(a(∞) → a∞ and g(∞) → 0) solutions. For M = 1 and
γ > 1, one can see from Eq. (48) that topological solu-
tions are supported by the model, i.e., a(∞) → a∞ and
g(∞) → v. Surprisingly, the very same model support
nontopological solutions, a(∞) → a∞ and g(∞) → 0,
since the global factor g2 goes to zero and protects the
energy against divergences. By using Eqs. (47) and (39)
one can show that, in this case, the topological solutions
has energy E = 4πv2n/(1+γ), whilst the nontopological
solutions engender energy E = 4πv2(n− a∞)/(1 + γ).
We now show that our model with M 6= 1 support
vortex configurations. Considering the function G(g) in
Eq. (42), one can take, for instance,
M(g) =
(
1− g
2
v2
)σ−1
2
, (51)
where σ is a dimensionless parameter. This makes the
first order equations (45) become
g′ =
ag
r
(
1− g
2
v2
) γ−σ
2
, (52a)
− a
′
er
=
4e3v2g2
κ2(1 + γ)
(
1− g
2
v2
) 3γ−σ
2
. (52b)
Notice that, for σ 6= γ, the above equations are similar
to the ones found in Refs. [12, 13]. A particular case is
σ = γ, in which G(g) = 0, such that the Maxwell and the
dual field Fµ term in the derivative D that governs the
7non-minimal coupling vanish, so the gauge and scalar
fields are minimally coupled and we get a model that
falls in the class of generalized pure Chern-Simons models
investigated in Ref. [32].
As we commented before, the function M(g) in
Eq. (51) support solutions with similar behavior to the
ones found in Refs. [12, 13]. Next, we introduce a func-
tion that leads to novel vortex configurations, with
M(g) =
(
λ+ (1− λ)g
2
v2
)(
1− g
2
v2
) γ−1
2
, (53)
where λ is a dimensionless parameter such that λ ∈ (0, 1].
Notice that λ = 1 recovers Eq. (51) with σ = γ. For a
general λ, we get from Eq. (42) that
G(g) =
κ
2qe
1− (λ+ (1− λ)g2/v2)2
g2 (λ+ (1− λ)g2/v2)
(
1− g
2
v2
) 1−γ
2
.
(54)
One must take into account that this function also drives
the generalized magnetic permeability, P (g), since they
are related as in Eq. (16). We remark that, differently
from what occurs in the models in Refs. [11–13], the
above function is non-negative in the interval where the
topological solutions exists, g ∈ [0, v]. Notice λ = γ = 1
recovers the standard pure Chern-Simons model [3–5].
The potential in Eq. (44) takes the form
V (g) =
4e4v4g2
κ2 (1 + γ)
2
(
λ+ (1− λ)g
2
v2
)−1(
1− g
2
v2
) 3γ+1
2
.
(55)
Its minima are located at g = 0 and g = v. The first
order equations (45) are
g′ =
ag
r
(
λ+ (1− λ)g
2
v2
)−1
, (56a)
− a
′
er
=
4e3v2g2
κ2(1 + γ)
(
λ+ (1− λ)g
2
v2
)−1(
1− g
2
v2
)γ
.
(56b)
We now investigate the behavior of the solutions near
the origin. For r ≈ 0, one can take a(r) = n− ao(r) and
g(r) = go(r) for small ao and go to show that the above
equations lead to
ao(r) ∝ r
2(n+λ)
λ and go(r) ∝ r nλ . (57)
Notice that the presence of λ in the power of these func-
tions occurs due to the factor
(
λ+ (1− λ)g2/v2)−1 in
Eq. (56a). So, since λ is a real positive parameter, we
get a real number in the power of r. To find h(r), one
must solve the above first order equations and substi-
tute the known g(r) in Eq. (46). The energy density in
Eq. (48) becomes
ρ = 2g2
(
λ+ (1− λ)g
2
v2
)−1(
1− g
2
v2
) γ−1
2
×
(
a2
r2
+
4e4v4
κ2 (1 + γ)
2
(
1− g
2
v2
)γ+1)
.
(58)
FIG. 1: The solutions a(r) and g(r) of Eq. (56) (left) and the
function h(r) in Eq. (46) (right) for e = κ = q = v = n =
γ = 1 and λ = 0.01, 0.25, 0.5, 0.75 and 1. The thickness of the
lines decreases with λ, and the dashed line represents λ = 1,
which is the pure Chern-Simons model.
FIG. 2: The intensity of the electric (left) and the magnetic
(right) fields in Eq. (11) for the solutions of Eq. (56) with
e = κ = q = v = n = γ = 1 and λ = 0.01, 0.25, 0.5, 0.75 and
1. The thickness of the lines decreases with λ, and the dashed
line represents λ = 1, which is the pure Chern-Simons model.
We see from the above equation that the model support
finite energy nontopological and topological solutions for
γ ≥ 1. Here, we only deal with topological solutions,
such that a(∞) = 0 and g(∞) = v. From Eqs. (47) and
(39), it is straightforward to show that the energy of the
topological solutions is given by E = 4π|n|v2/(1 + γ).
Moreover, by integrating the magnetic field in Eq. (11),
one can show the flux is Φ = 2πn/e, so both the magnetic
flux and the charge in Eq. (19) are quantized.
We then use numerical procedures to solve the involved
first order equations and find the profiles of a(r), g(r)
and h(r). They can be seen in Fig. 1, where we plot these
functions for e = κ = q = v = n = γ = 1 and some values
of λ. One can see that, as λ decreases, the plateau that
appears in each one of the solutions becomes wider. No-
tice that, even though the solutions behave distinctively
near the origin, the tail of the solutions are very simi-
lar for the several values of λ. By using these solutions,
we calculate the associated electric and magnetic fields,
and the energy density. These quantities are displayed
in Figs. 2 and 3. Notice that they have a hole around
the origin, whose deepness and width become larger as λ
decreases.
Notice the results in Figs. 1, 2 and 3 are for α = 1/v2 >
0 and C = 0 in Eq. (43). One may also obtain well de-
fined vortex configurations for C 6= 0; this will be ex-
plored in the next section, in which we present a new
manner to develop a first order formalism for models de-
8FIG. 3: The energy density in Eq. (58) for the solutions
of Eq. (56) with e = κ = q = v = n = γ = 1 and
λ = 0.01, 0.25, 0.5, 0.75 and 1. The thickness of the lines de-
creases with λ, and the dashed line represents λ = 1, which
is the pure Chern-Simons model.
scribed by the Lagrange density in Eq. (1).
B. SECOND CASE
In the previous section, we have dealt with the first
order formalism that can be developed under the con-
dition Jµ = κFµ for the Lagrange density in Eq. (1), a
generalization of the models investigated in Refs. [11–13].
We, however, have found a distinct pathway that leads
us to first order equations compatible with the equations
of motion (12) and (13) for the model in Eq. (1). Instead
of constraining P (|ϕ|) and G(|ϕ|) as in the previous case,
the trick here is to take
P (|ϕ|) = 2q2|ϕ|2G2(|ϕ|)M(|ϕ|), (59)
which makes the Lagrange density in Eq. (1) become
L = −q
2
2
|ϕ|2G2(|ϕ|)M(|ϕ|)FµνFµν
+
κ
4
ǫλµνAλFµν +M(|ϕ|)DµϕDµϕ− V (|ϕ|).
(60)
One can expand the above expression to show that the
Maxwell term vanishes and the Lagrangian density can
be written as
L = κ
4
ǫλµν
(
Aλ+
2iq
κ
G(|ϕ|)M(|ϕ|)(ϕDλϕ− ϕDλϕ))Fµν
+M(|ϕ|)DµϕDµϕ− V (|ϕ|),
(61)
which is a generalization of the Chern-Simons model in-
vestigated in Ref. [33].
The equation of motion for the gauge field (2b) with
Eq. (4) becomes
κǫλµν∂µ
(
A˜λ
√
f(|ϕ|)
)
=
2e2A˜ν |ϕ|2M(|ϕ|)√
f(|ϕ|) , (62)
where
f(|ϕ|) = 1− 4qe
κ
|ϕ|2G(|ϕ|)M(|ϕ|). (63)
To calculate the solutions, one must solve Eq. (62) and
(2a) under the condition (59). Even though Eq. (62) is of
first order, one can see that Eq. (2a) is of second order.
In order to get first order equations that describe the
system, we develop the Bogomol’nyi procedure, similarly
as it was done in the previous case in Sec. III A. The
condition (59) makes the energy density in Eq. (7) to
become
ρ =M(|ϕ|) (2|D0ϕ|2 −DλϕDλϕ)+ V (|ϕ|). (64)
By setting ν = 0 in Eq. (62), one gets an expression for
A˜0, which we use in the above equation to obtain
ρ =M(|ϕ|)
[
(∂0|ϕ|)2 + (∂1|ϕ|)2 + (∂2|ϕ|)2
+ e2A˜21|ϕ|2 + e2A˜22|ϕ|2
]
+
κ2f(|ϕ|)
4e2|ϕ|2M(|ϕ|)
×
(
ǫij∂i
(
A˜j
√
f(|ϕ|)
))2
+ V (|ϕ|).
(65)
It can be rewritten in the form
ρ =M(|ϕ|)
(
(∂0|ϕ|)2 +
∣∣∣∂±|ϕ|+ ieA˜±|ϕ|∣∣∣2)
+
κ2f(|ϕ|)
4e2|ϕ|2M(|ϕ|)
(
ǫij∂i
(
A˜j
√
f(|ϕ|)
)
± 2e
κ
|ϕ|
√
V (|ϕ|)M(|ϕ|)
f(|ϕ|)
)2
± 2e|ϕ|M(|ϕ|)ǫijA˜j∂i|ϕ|
∓ κ
e
√
V (|ϕ|)f(|ϕ|)
|ϕ|2M(|ϕ|) ǫ
ij∂i
(
A˜j
√
f(|ϕ|)
)
.
(66)
By using the constraint in Eq. (24) with f(|ϕ|) given as
in Eq. (63), we have
E =
∫
Σ
d2x
(
M(|ϕ|)
(
(∂0|ϕ|)2 +
∣∣∣∂±|ϕ|+ ieA˜±|ϕ|∣∣∣2)
+
κ2f(|ϕ|)
4e2|ϕ|2M(|ϕ|)
(
ǫij∂i
(
A˜j
√
f(|ϕ|)
)
± 2e
κ
|ϕ|
√
V (|ϕ|)M(|ϕ|)
f(|ϕ|)
)2
∓ κ
e
ǫij∂i
(
A˜jf(|ϕ|)
√
V (|ϕ|)
|ϕ|2M(|ϕ|)
))
.
(67)
Similarly to the previous case investigated in Sec. III A,
the energy is bounded, that is,
E ≥ EB = κ
e
∣∣∣∣∣
∫
Σ
d2x ǫij∂i
(
A˜jf(|ϕ|)
√
V (|ϕ|)
|ϕ|2M(|ϕ|)
)∣∣∣∣∣ .
(68)
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∂0|ϕ| = 0, (69a)
∂±|ϕ|+ ieA˜±|ϕ| = 0, (69b)
∂i
(
ǫijA˜j
√
f(|ϕ|)
)
± 2e
κ
|ϕ|
√
V (|ϕ|)M(|ϕ|)
f(|ϕ|) = 0, (69c)
then the energy is minimized to E = EB. To comply
with Eq. (69a), we consider static configurations. In this
case, we get from Eq. (62) that
A0 = ± 1
e|ϕ|
√
V (|ϕ|)
M(|ϕ|) . (70)
Notice the results in Eqs. (62)-(70) are obtained without
suggesting the form of the fields. We then consider the
fields in the form (8). This makes the charge density (14)
with the condition in Eq. (59) to be
J0 =
κ
er
((
1− 2qe
κ
g2GM
)
a
)′
. (71)
So, it is not proportional to the magnetic field as the case
in the previous section, and we cannot ensure the charge
is related to the magnetic flux. Since the charge depends
on the boundary conditions, we will work it out in the
examples.
To get a clearer view of the procedure, we develop
the first order formalism with the fields in the form (8).
In this case, Gauss’ and Ampe`re’s laws are given by
Eq. (62), that is
κfa′
er
− 2qa
r
(
g2GM
)
g
g′ + 2e2g2Mh = 0, (72a)
κfh′ − 2qeh (g2GM)
g
g′ +
2eg2Ma
r
= 0, (72b)
where f is henceforth given by the expression
f(g) = 1− 4qe
κ
g2G(g)M(g). (73)
We emphasize this definition is different from the one of
the previous case, in Eq. (31). Note the equations of
motion (72) related to the gauge field are of first order.
Nevertheless, they are not enough to solve the problem
since we must calculate three functions: a(r), g(r) and
h(r). The third equation is given by (12), which simplifies
to
1
r
(rMg′)
′
+
g
f
(
M +
1
2
gM|ϕ| +
2qe
κ
g3M2G|ϕ|
)
×
(
e2h2 − a
2
r2
)
− 1
2
(
V|ϕ| +M|ϕ|g
′2
)
= 0.
(74)
Notice, however, that the above equation of motion is of
second order. Thus, we need to find additional conditions
to obtain first order equations that solves the problem.
Similarly as in case investigated in the previous section,
we develop the Bogomol’nyi procedure here. To do so,
we write the energy density in Eq. (15) for the constraint
in Eq. (59):
ρ =M(g)
(
e2g2h2 + g′
2
+
a2g2
r2
)
+ V (g). (75)
To eliminate h, we use Eq. (72a) in the above equation
to get
ρ=M(g)
(
g′
2
+
a2g2
r2
)
+
κ2f(g)
4e4r2g2M(g)
(
a
√
f(g)
)′2
+V (g).
(76)
One can show the above equation can be written as
ρ =M(g)
(
g′ ∓ ag
r
)2
+
κ2f(g)
4e2g2M(g)
(
1
er
(
a
√
f(g)
)′
± 2eg
κ
√
M(g)V (g)
f(g)
)2
∓ 1
r
(
κ
e2g
√
V (g)f(g)
M(g)
(
a
√
f(g)
)′
− 2gM(g)g′a
)
.
(77)
To make the latter term become a total derivative, we
impose the constraint in Eq. (35), whose solution is given
by the potential in Eq. (36). We emphasize, however,
that the function f is now given by Eq. (73). So, one
may think that the potential here must have the same
form of the one in the previous section, but this is not
true because the function f is different. In this case, we
can write the energy density as
ρ =M(g)
(
g′ ∓ ag
r
)2
+
κ2f(g)
4e2g2M(g)
×
(
1
er
(
a
√
f(g)
)′
± 2eg
κ
√
M(g)V (g)
f(g)
)2
± 1
r
W ′,
(78)
where W =W (a, g) is an auxiliary function given by
W (a, g) = −κaf(g)
e2g
√
V (g)
M(g)
= 2a
√
f(g)
(∫
dg
gM(g)√
f(g)
)
,
(79)
here we have used the expression in Eq. (36) for the po-
tential. By integrating the energy density in Eq. (78), one
gets that the energy is bounded exactly as in Eq. (39)
with W given as in the above equation. Notice the
function W (a, g) is associated to a surface term that
comes from the integration and appears only for fields
in the form (8), differently from the general procedure
in Eq. (68). The energy is minimized to E = EB if the
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following first order equations are satisfied
g′ = ±ag
r
, (80a)
− a
′
er
= ± g
f
(
fga
2
2er2
+
2e
κ
√
MV
)
(80b)
= ± g
f
(
fga
2
2er2
− 4e
3gM
κ2
√
f
(∫
dg
gM√
f
))
.
Notice the above first order equation (80a) is different
from (40a) since its right side presents only a linear term
in g. Surprisingly, Eq. (80a) is the very same which arises
in the first order formalism for vortices in models with
minimal coupling [31], so the function g(r) near the origin
is always a power-law function, in the form
g(r) ∝ r|n|. (81)
On the other hand, the first order equation (80b) presents
two terms, with one of them depending on a2, oppositely
from Eq. (40b), in which the right side shows only g and
r. Depending on the sign of fg, the term in a
2 may com-
pete with the other one. This is interesting, because, as
we will show next, brings novel configurations to light; it
does not appear in the usual approach taken in Refs. [11–
13] nor in models with minimal coupling in the form in-
vestigated in Ref. [31], in which a′/(er) is equal to a
function of g. Furthermore, since the behavior of g(r)
near the origin is given by the above equation, one can
show that, in this regime, the function f must behave as
fg/f ∝ gm/|n|−1, with m > 2, to make the magnetic field
B = −a′/(er) be finite. The function h(r) is obtained
from Eq. (72a)
h = ± 1
eg
√
V
M
= ∓ 2e
κ
√
f
(∫
dg
gM√
f
)
.
(82)
We emphasize this first order formalism is compatible
with Eqs. (62)-(70). In the above equations (80) and (82),
the upper/lower sign describes configurations with posi-
tive/negative vorticity. One can relate these possibilities
by making the changes a(r)→ −a(r) and h(r)→ −h(r).
For simplicity, we only deal with positive vorticity.
Since we are now dealing with novel first order equa-
tions, we investigate a simple model, with
G(g) =
κ
4qe
1−M2(g) (1− αg2)1−γ
g2M(g)
, (83)
so the function that controls the magnetic permeability
is given by Eq. (59), which reads
P (g) =
κ2
8e2
(
1−M2(g) (1− αg2)1−γ)2
g2M(g)
. (84)
Here, α is a parameter with the dimension of energy and
γ ≥ 1 is a dimensionless parameter. In this model, one
obtains from Eq. (73) that f(g) = M2(g)
(
1− αg2)1−γ .
This makes the potential in Eq. (36) be written as
V (g) =
4e4g2
(
1− αg2)γ−1
κ2α2 (1 + γ)2M(g)
(
C − (1− αg2) γ+12 )2 ,
(85)
where C is an integration constant. Similarly to the case
investigated in the previous section, we first consider C =
0 and α = 1/v2. Notice the specific model investigated in
Ref. [33] is recovered forM(g) = (1− g2/v2)2 and γ = 3.
We then consider a new model, with
M(g) =
(
1 + λ
g2
v2
)σ
2
(
1− g
2
v2
) γ−1
2
, (86)
where λ is a non negative dimensionless parameter. The
above potential in Eq. (85) simplifies to
V (g) =
4e4v4g2
κ2 (1 + γ)
2
(
1 + λ
g2
v2
)−σ2(
1− g
2
v2
) 3γ+1
2
. (87)
Its minima are located at g = 0 and g = v. We must solve
Eqs. (80) with the upper signs. Note, however, that the
first order equation (80a) does not change withM(g) and
G(g). On the other hand, the first order equation (80b)
takes the form
− a
′
er
=
σλa2g2
ev2r2
(
1 + λ
g2
v2
)−1
+
4e3v2g2
κ2 (γ + 1)
(
1 + λ
g2
v2
)−σ(
1− g
2
v2
)γ
.
(88)
By knowing the solutions, one can calculate h(r) from
Eq. (82), which leads us to
h(r) =
2ev2
κ (1 + γ)
(
1 + λ
g2(r)
v2
)− σ2(
1− g
2(r)
v2
) γ+1
2
.
(89)
At the origin r = 0, since g(0) = 0, we have h(0) =
2ev2/ (κ(1 + γ)). To check if this function has critical
points outside the origin, we take the derivative of the
above expression with respect to r. Since g′ > 0, we take
hg = 0, which leads us to
g˜ = v
√
1
λ
λσ + γ + 1
σ − (γ + 1) . (90)
If 0 < g˜ < v, the solution h(r) presents a critical point.
By using this argument, one can show that this function
supports a global maximum for σ < 0 and λ > λc, with
λc =
γ + 1
|σ| , (91)
which leads to an internal structure in the the electric
field. The auxiliary function W (a, g) is calculated from
Eq. (79); it has the form
W (a, g) = − 2v
2a
(1 + γ)
(
1 + λ
g2
v2
)σ
2
(
1− g
2
v2
) γ+1
2
. (92)
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The energy density is calculated from Eq. (76). We make
use of the first order equations (80a) and (88) to get the
expression
ρ = 2g2
(
1− g
2
v2
) γ−1
2
(
1 + λ
g2
v2
)− σ2
×
(
a2
r2
(
1 + λ
g2
v2
)σ
+
e4v4
κ2 (1 + γ)
2
(
1− g
2
v2
)γ+1)
.
(93)
To find the above energy density, one must solve the
first order equations (80a) and (88), and then substitute
the solutions in the above expression. In order to calcu-
late the solutions, though, one must be careful with the
boundary conditions, which are associated to the topo-
logical character of the vortex. From the above equation,
we see that the energy is finite for topological solutions,
in which a(∞)→ 0 and g(∞)→ v, and also for nontopo-
logical solutions, with a(∞)→ a∞ and g(∞)→ 0.
For simplicity, we only calculate topological solutions
here. By using Eqs. (92) and (39), one can use the afore-
mentioned boundary conditions to show their energy is
E = 4π|n|v2/(1 + γ). Moreover, by integrating the mag-
netic field in Eq. (11), one can see that the flux associated
to topological solutions is Φ = 2πn/e. The charge den-
sity in Eq. (71) becomes
J0 =
κ
2er
(
a+ a
(
1 + λ
g2
v2
)σ)′
. (94)
By integrating it, one can show that Q = −2πnκ/e. No-
tice both Q and E are quantized and also, even though
we have J0 6= −κB, the charge is proportional to the
flux: Q = −κΦ.
Unfortunately, we were not able to calculate the ana-
lytical solutions of Eqs. (80a) and (88). So, we use nu-
merical procedures and display the profiles of a(r), g(r)
and h(r) for e = κ = q = v = n = γ = 1 and some
values of σ and λ in Fig. 4. We see that, for σ < 0,
a(r) is not monotonically decreasing: it increases near
the origin until a maximum at amax > n, and then de-
creases towards zero. This behavior appeared before in
Ref. [33], in a minimally coupled model with an specific
modification in the Chern-Simons term. A similar be-
havior occurs in the function h(r). The solution g(r),
although presents changes in the sign of its second deriva-
tive, always increases in the interval [0, v]. We plot the
electric and magnetic fields in Fig. 5. The electric field
may change its sign for λ > λc, where λc is as in Eq. (91).
For the magnetic field, the flip on its sign, which is an
evidence of a magnetic flux inversion, occurs for any pos-
itive value of λ. This feature, although appears in the
scenario of Lorentz violation in minimally coupled mod-
els (see Ref. [30]), is novel in models with nonminimal
coupling. It is also of interest in condensed matter, and
has appeared before in the study of fractional vortices in
two-component superconductors [29].
We can show that, by numerical integration for pos-
itive vorticity, the total flux is positive and quantized,
FIG. 4: The solutions a(r) and g(r) of Eqs. (80a) and (88)
(left) and the function h(r) in Eq. (89) (right) for e = κ = q =
v = n = γ = 1, σ = −1 (top) and 1 (bottom), λ = 1, 2, 3, 4.
The dashed lines represent the case λ = 0 and thickness of
the lines increases with λ.
FIG. 5: The intensity of the electric (left) and the magnetic
(right) fields in Eq. (11) for the solutions of Eqs. (80a) and
(88) with e = κ = q = v = n = γ = 1, σ = −1 (top) and 1
(bottom), and hoiyλ = 1, 2, 3, 4. The dashed lines represent
the case λ = 0 and thickness of the lines increases with λ.
Φ = 2πn/e. The energy density and the charge density
can be seen in Fig. 6. Notice that the energy density
presents a hole around the origin that gets deeper as λ
increases. The charge density has a peak that gets taller
as λ increases. The case σ > 0 leads to topological so-
lutions with the usual monotonic behavior. However, as
λ increases, the hole in the center of both the magnetic
field and energy density vanish, becoming a maximum.
Moreover, the parameter λ modifies the behavior of the
charge density, which may present a change in its sign.
We now consider a distinct possibility for Eq. (85), in
which α ≤ 0. So, we choose α = −β2, where β is a
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FIG. 6: The energy density in Eq. (93) (left) and the charge
density in Eq. (94) (right) for the solutions of Eqs. (80a) and
(88) with e = κ = q = v = n = γ = 1, σ = −1 (top) and 1
(bottom), λ = 1, 2, 3, 4. The dashed lines represent the case
λ = 0 and thickness of the lines increases with λ.
parameter with the dimension of square root of energy.
We consider M(|ϕ|) = 1, as in the models studied in
Refs. [12, 13]. In this situation, however, we cannot take
C = 0 as before because we would not have the proper
set of minima that are connected by the solution g(r)
with topological nature. In this situation, to ensure the
potential presents a set of minima at g = v, we take
C = (1 + β2v2)
γ+1
2 . The potential in Eq. (85) takes the
form
V (g) =
4e4g2
(
1 + β2g2
)γ−1
κ2β4 (1 + γ)
2
×
((
1 + β2v2
) γ+1
2 − (1 + β2g2) γ+12 )2 , (95)
For γ = 1, we get the well-known sixth-order power law
potential V (g) = e4g2
(
v2 − g2)2 /κ2 that is found in the
study of pure Chern-Simons models with minimal cou-
pling [3–5].
In the first order equations (80), only Eq. (80b) changes
with the above potential, becoming
− a
′
er
=
g2
1 + β2g2
(
− β
2(γ − 1)a2
er2
+
4e3
(
1 + β2g2
) 3γ−1
2
β2κ2 (γ + 1)
×
((
1 + β2v2
) γ+1
2 − (1 + β2g2) γ+12 )).
(96)
By knowing the solutions a(r) and g(r), one may cal-
culate the function h(r) that comes from Eq. (82), such
that
h(r) =
2e
(
1 + β2g2
) γ−1
2
κβ2 (1 + γ)
×
((
1 + β2v2
) γ+1
2 − (1 + β2g2) γ+12 ) . (97)
So, we have h(0) = 2e
(
1 + β2v2
) γ+1
2
/(
κβ2(1 + γ)
)
. As
in the previous example, we check if the function h(r)
supports a global maximum at some point. By taking
hg = 0, we get
g˜ =
1
β
√
(1 + β2v2)
(
γ − 1
2γ
) 2
γ+1
− 1. (98)
So, for values of β and γ that lead to 0 < g˜ < v, the
function h(r) present null derivative, defining a point of
maximum. This condition is attained for β > βc, with
βc =
1
v
√(
2γ
γ − 1
) 2
γ+1
− 1. (99)
For β in the aforementioned range, the electric field en-
gender a change of sign due to the existence of a maxi-
mum in h.
The auxiliary function W (a, g) in Eq. (79) takes the
form
W (a, g) = −2a
(
1 + β2g2
) 1−γ
2
β2 (1 + γ)
×
((
1 + β2v2
) γ+1
2 − (1 + β2g2) γ+12 ) . (100)
One can combine Eqs. (76), (80a) and (96) to show that
the energy density can be written as
ρ = 2g2
(
a2
r2
+
4e2
(
1 + β2g2
)γ−1
κ2β4 (1 + γ)
2
×
((
1 + β2v2
) γ+1
2 − (1 + β2g2) γ+12 )2). (101)
We can see the above energy density leads to finite energy
for both topological and nontopological solutions. As be-
fore, we only deal with topological configurations, which
require a(∞) → 0 and g(∞) → v to attain the finite
character of the energy. These boundary conditions may
be used with Eqs. (100) and (39) to show that the topo-
logical solutions have energy E = 4π|n|((1 + β2v2) γ+12 −
1)/(β2(γ + 1)). Differently from the previous example,
one can integrate the magnetic field in Eq. (11) to show
the magnetic flux is quantised regardless the values of the
parameter γ, such that Φ = 2πn/e. The charge density
in Eq. (71) takes the form
J0 =
κ
2er
(
a+ a
(
1 + β2 g2
)1−γ)′
. (102)
13
FIG. 7: The solutions a(r) and g(r) of Eqs. (80a) and (96)
(left) and the function h(r) in Eq. (97) (right) for e = κ = q =
v = n = 1, γ = 3 and β2 = 0.5, 1, 1.5 and 2. The thickness of
the lines increases with β.
By integrating the above expression, one can show the
topological solutions engender charge Q = −2πκn/e.
We were not able to find the analytical solutions of the
first order equations (80a) and (96). So, we use numeri-
cal methods and plot the profiles of a(r), g(r) and h(r) in
Fig. 7 for e = κ = q = v = n = 1, γ = 3 and some values
of β. Notice that, similarly to the previous model, we see
that a(r) is not monotonically decreasing as usual. Near
the origin, it increases as r gets larger, until it reaches a
maximum value and then starts decreasing towards the
boundary condition. This behavior becomes more evi-
dent as one increases β. As we have commented before,
the behavior of g(r) for configurations with n = 1 near
the origin is g(r) ∝ r (see Eq. (81)). However, we see
that, as β increases, the change in the second derivative
along its path becomes more visible, presenting an in-
flection point. Regarding the function h(r), as we have
explained above, it has a minimum at r 6= 0 for β > βc,
with βc as in Eq. (99).
By making use of the aforementioned solutions, we also
plot the corresponding electric and magnetic fields (11)
in Fig. 8. Notice the magnetic field is negative around
the origin, with a valley getting deeper as β increases.
This means that the vortex engender a magnetic flux
inversion. Notwithstanding that, the total flux is positive
and quantized, given by Φ = 2πn/e. In the electric field,
the inversion of sign occurs only for β > βc, with βc
as in Eq. (99). The energy density (101) and the charge
density (102) are plotted in Fig. 9. Notice that the charge
density may also engender a change of sign, depending
on the β chosen, whilst the energy density is always non
negative.
IV. CONCLUSION
In this paper, we have investigated vortex configu-
rations in a class of generalized Maxwell-Chern-Simons
models with a complex scalar field nonminimally cou-
pled to the gauge field. The general model is described
by the Lagrange density (1), which, in addition to the
potential V (|ϕ|), presents the functions P (|ϕ|) that con-
trols a generalized magnetic permeability, M(|ϕ|) which
FIG. 8: The intensity of the electric (left) and the magnetic
(right) fields in Eq. (11) for the solutions of Eqs. (80a) and
(96) with e = κ = q = v = n = 1, γ = 3 and β2 = 0.5, 1, 1.5
and 2. The thickness of the lines increases with β.
FIG. 9: The energy density in Eq. (101) (left) and the charge
density in Eq. (102) (right) for the solutions of Eqs. (80a) and
(96) with e = κ = q = v = n = 1, γ = 3 and β2 = 0.5, 1, 1.5
and 2. The thickness of the lines increases with β.
was not introduced in previous works and drives the dy-
namical term of the scalar field, and G(|ϕ|), that controls
the term that gives rise to the nonminimal coupling. The
main properties are calculated, such as the equations of
motion, the current and the energy-momentum tensor.
By considering static configurations with the fields given
as in Eq. (8), we show the equations of motion are of
second order. In order to simplify the problem, we fo-
cused on developing a first order formalism to describe
the configurations of interest.
First, we have followed the suggestion described in
Refs. [11–13], considering the condition Jµ = κFµ, which
imposes a constraint between P (|ϕ|) and G(|ϕ|). In
this situation, we showed the electric charge is related
to the magnetic flux. Then, we developed the Bogo-
mol’nyi procedure for the model, which allowed us to
find first order equations whose solutions minimizes the
energy of the system and are compatible with the equa-
tions of motion. By taking specific functions G(|ϕ|) and
M(|ϕ|), we introduced a novel model that modifies the
behavior of the g(r) near the origin, which engenders a
plateau whose width is controlled by a parameter in the
function M(|ϕ|). Moreover, oppositely to the model in
Ref. [12, 13], the magnetic permeability is non negative.
This model support magnetic and electric fields, and the
energy density with a ringlike shape whose internal ra-
dius is governed by the aforementioned parameter.
We have also introduced a novel manner to obtain a
first order formalism, in which P (|ϕ|) is constrained by
G(|ϕ|) and M(|ϕ|). In this case, the Bogomol’nyi proce-
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dure is also developed. So, we get minimal energy con-
figurations that comes from first order equations com-
patible with the equations of motion. Interestingly, the
first order equation (80a) is the very same of the one
that arises in the study of vortices in models with min-
imal coupling, such as the ones in Refs. [1–5, 31]. So,
near the origin, there is only one possible behavior for
g, in the form g(r ≈ 0) ∝ r|n|. On the other hand, the
first order equation (80b) brings a novel feature to the
problem: the presence of a term with a(r). This new
term competes with the one that depends on the poten-
tial and may causes significant changes in the profile of
a(r). We then provided specific examples in which a(r)
is not monotonically decreasing and both the magnetic
and electric fields may present a change of sign. Even
though a magnetic flux inversion occurs, the total flux
is positive. Moreover, these unusual features does not
modify the positiveness of the energy density, such that
the energy is positive.
There are several distinct possibilities of extending the
present work, among them the case of vortices controlled
by non Abelian gauge symmetries [34], the presence of
magnetic monopoles with Abelian charges [35], the case
of nonrelativistic dynamics [20, 26, 36] and the study of
vortices in Bose-Einstein condensates [37, 38].
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