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Abstract: The application of Boundary Value Methods to several classes of
Diﬀerential Equations requires the solution of large dimension and sparse lin-
ear systems having (block) quasi-Toeplitz coeﬃcient matrices. This has natu-
rally suggested the use of Krylov subspace methods in combination with well
known preconditioners suitable for Toeplitz matrices. However, the behaviour
of such methods is closely related to the continuous problem (in the simplest
case the system to be solved depends on a complex parameter) and some as-
pects need to be carefully studied in order to determine the eﬀectiveness of
these preconditioners and even their compatibility with some basic concepts
in this area. Considerations about the choice of an optimal preconditioner are
also presented.
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1 Introduction
Boundary Value Methods (BVMs) are a relatively recent class of methods for the numeri-
cal treatment of a wide variety of diﬀerential equations (IVPs, BVPs, DAEs, PDEs) (see
for example [2,3,7,10–13,17]). Their application transforms a continuous diﬀerential
problem of dimension m into a discrete one of dimension mn, represented by a system
of the form
(An ⊗ Im)Y − h(Bn ⊗ Im)F(Y ) = δ. (1)
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The matrices An, Bn are square of dimension n, δ is a known vector of length mn,
Im is the identity matrix of dimension m, Y = [y1,...,yn]T is a block vector of length
mn whose components yi ∈ IR
m are approximations to the true solution at given mesh
points. The vector F(Y ) = [f(y1),...,f(yn)]T contains the evaluations over yi of a
function f : IR
m → IR
m which is typically deﬁned by the continuous problem, while
the step-length h depends on n and the time integration interval. For instance, choosing
δ = −a0 ⊗ Imy0 + hb0 ⊗Imf(t0,y0) (a0 and b0 are vectors of length n), the system (1)
may be considered as the discrete counterpart of the IVP
 
y′(t) = f(y), t ∈ [t0,t0 + T],
y(t0) = y0,
(2)
where now h = T/n. By deﬁnition BVMs give to the matrices An and Bn a banded
quasi Toeplitz structure with bandwidth k independent of n. Applied to the problem (2)
they take the form
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while a0 =
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. The i-th
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conditions. Its coeﬃcients αi, βi, i = 0,...,k are determined imposing that yi is an
approximation of order p to the true solution y(ti). In such a case p is also the order of
the BVM, and the local truncation error assumes the form
τ(h) ≡ An ˆ Y − hBnF(ˆ Y ) + a0 ⊗ Imy0 − hb0 ⊗ Imf(t0,y0) = hp+1G(ξ), (3)
where ˆ Y = [y(t1),...,y(tn)]T is the vector of evaluations of the true solution y(t) of
(2) at the internal mesh times ti and G(ξ) = [c1y(p+1)(ξ1),...,cny(p+1)(ξn)]T, with ci
the error constant of the i-th formula. The ﬁrst k1 − 1 and the ﬁnal k2 components of
(1) are called respectively initial and ﬁnal methods, and they cause the loss of Toeplitz
structure which is instead conferred by the main method in the remaining rows. We
remark that similar arguments are also valid for the other class of evolutionary problems
to which BVMs have been applied.
The system (1) is nonlinear if f is so and its solution Y is therefore obtained as the
limit of a sequence of vectors Y k computed as solution of suitable linear systems. Here
we suppose to linearize (1) in a neighborhood of its solution according to a simpliﬁed
Newton iteration that gives rise to the scheme
(An ⊗ Im − hBn ⊗ Jk)
 
Y
k+1 − Y
k 
= G(Y
k), (4)
where G(Y k) = δ − (An ⊗ Im)Y k + h(Bn ⊗ Im)F(Y k) and Jk is the Jacobian of f(y)
evaluated at a suitable component of the current vector Y k (in the simplest case Jk
is independent of k). We observe that a similar system as (4) is to be solved when
the continuous problem is linear and autonomous, namely f(y) = Jy + b. In this
paper we are interested in analysing the properties of some Krylov subspace methods
(see [14]) such as GMRES or BICGSTAB as applied to such linear systems subject to
preconditioning and hence, until the convergence of the procedure (4) will be considered,
it is reasonable to conﬁne our analysis to linear problems only. The block quasi-Toeplitz
and banded structure of the matrix Mn = (An ⊗ Im − hBn ⊗ J), has suggested the use
of preconditioners that normally work well when applied to Toeplitz or block Toeplitz
matrices. In [8] the authors compare the eﬃciency of some preconditioning techniques
showing, on the basis of their experiments, that good results, in terms of computational
complexity, is achieved considering the block circulant preconditioner Sn = CA
n ⊗ Im −
hCB
n ⊗ J, where CA
n and CB
n are the Strang circulant preconditioners generated by the
main method [15]:
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and analogously for CB
n , with βi instead of αi (for simplicity, Sn will also be referred to
as the Strang preconditioner).
For a convergent BVM (p ≥ 1), one has from (3),
k  
i=0
αi = 0 and hence CA
n e = 0,
with e = [1,...,1]T. It follows that CA
n is singular for all values of n and this causes the
singularity of the preconditioner Sn when det(J) = 0. Indeed, if x ∈ IR
m −{0} is such
that Jx = 0, one also has SnX = 0, with X = e ⊗ x. It is not diﬃcult to realize that
this fact produces undesirable eﬀects also when det(J) ≃ 0 due to a bad conditioning
of the matrix Sn. Despite the good behaviour presented in [8] (which has favourably
impressed the present authors), other elements must be considered that show how the
use of Sn as preconditioner of Mn could be unappropriate in several cases. A comparison
of preconditioners in terms of their conditioning is in our case indispensable but not new
(see for example [16]); in [5,6] the present problem is outlined and solved by P-circulant
preconditioners.
In Sections 2 and 3 we weigh up in more details the pros and cons of this strategy and
propose (Section 4) a modiﬁcation in Sn that prevents a number of drawbacks. Lately
(Section 5), we also introduce a modiﬁcation in the method itself that allow to the Strang
preconditioner to work well when det(J) = 0. The properties of all these preconditioners
are analysed to show their eﬀectiveness.
2 Circulant Preconditioners for BVMs
As seen for the Strang preconditioner, in general a circulant matrix is a Toeplitz matrix
(that is its entries are constant along diagonals) for which the last entry in each row is the
ﬁrst one in the subsequent row. Multiplication of a circulant matrix of dimension n by
a vector requires only O(nlog(n)) arithmetic operations if the Fast Fourier Transform
(FFT) is performed. A circulant matrix C is in fact similar to a diagonal matrix D via
a Fourier transformation matrix V . More precisely we have C = V DV H, where the
diagonal matrix D = diag(d1,...,dn) contains the eigenvalues of C and the Fourier
matrix V = {vjk} has elements (i is the imaginary unit):
vjk =
1
√
n
e
2πi
n jk, j, k = 0,...,n − 1. (5)
A consequence of (5) is that
 C  = max
j
|dj|,  C
−1  =
1
min
j
|dj|
and  (C) =
max
j
|dj|
min
j
|dj|
,
where here and in the rest of the paper     will denote the 2-norm and  (C) =  C  C−1 
is the conditioning number (in 2-norm) of C. Concerning the basic properties of circulant
matrices that we will exploit during our discussion, we refer to [9].
To account for the choice of Sn as preconditioner of the matrix Mn, it is suﬃcient to
observe that the preconditioned matrix Pn may be recast as
Pn ≡ S
−1
n Mn = Inm + S
−1
n En,NONLINEAR DYNAMICS AND SYSTEMS THEORY, 1(1) (2001) 59–79 63
with En = Mn − Sn. Since the rank of En is at most km, it follows that, for n large,
most of the eigenvalues of Pn coincide with 1, which allows fast convergence of iterative
methods like GMRES or BICGSTAB. However the other eigenvalues of Pn also play a
role that cannot be neglected. For example, it is not possible to bound them inside a ﬁnite
region of the complex plane independently of the function f, a circumstance that may
be critical when dealing with some classes of problems. To go into the question we will
consider, here and in the rest of the paper, a class of BVMs called Generalized Backward
Diﬀerentiation Formulae (GBDFs) over which a test problem will be performed and
mathematical results will be derived. In passing, we emphasize that similar considerations
may be easily extended to other classes of methods. The k-step GBDF is deﬁned by
choosing Bn as the identity matrix In, b0 ≡ e1 = (1,0,...,0)T, the index k1 = ν
according to the formula
ν =
 
(k + 2)/2, for even k,
(k + 1)/2, for odd k,
(6)
and all the coeﬃcients αi in order that the formula has the highest possible order p = k.
As test problem we consider the linear pendulum system
y
′ =
 
0 1
−ω2 0
 
y (7)
in the time interval [0,2π] and study the numerical solution obtained by the order 5
GBDF for diﬀerent values of the frequency ω/(2π) and dimension n = 100 (the stepsize
is therefore h = 2π/100).
The behaviour of this simple problem is also typical of more general dynamical systems
in a neighborhood of marginally stable equilibrium points or even in a small time interval
during which an equilibrium point loses or acquires stability due to the occurrence of a
Hopf bifurcation.
The linear system originated by the BVM is solved by the GMRES routine of MAT-
LAB using 10−12 as control of the relative residual and the Strang preconditioner Sn as
input parameter. To state the ineﬃciency of Sn for small values of |hdet(J)|, we set
ω = 10−m, m = 1,2,...,8 and consider, for each value of the frequency, the number of
iterations needed to get the numerical solution; this in fact is proportional to the overall
cost of the algorithm (numbers of ﬂoating point operations).
Figure 2.1 shows an unexpected increase of the computational cost while ω decreases
(the smaller the frequency the easier the numerical treatment of the problem should be).
The reason of that may be understood looking at the three columns of Table 2.1 that
report the conditioning numbers (in 2-norm) of the matrices Mn, Sn and Pn. It is seen
that while the conditioning of the GBDF formula (the matrix Mn) stays constant inde-
pendently of ω, the same is not true for the Strang preconditioner Sn and consequently
for the preconditioned matrix Pn. They are indeed proportional to 1/ω2 and as ω de-
creases, the use of ﬁnite precision arithmetic causes a drop in the convergence properties
of GMRES and a loss of accuracy in the results. For instance the error is 1.5   10−12 at
ω = 10−1 and 5.7 10−1 at ω = 10−8. Such problems also occur ﬁxing a small value for
ω and decreasing the stepsize h = 2π/n. In such a case the global error should decrease
as O(hp) but once again, since  (Sn) is proportional to n, loss of accuracy is experienced.
A modiﬁed Strang preconditioner ¯ Sn, to be deﬁned in the sequel, has also been used
with the same set of parameters. The ﬁfth and sixth columns of Table 2.1 tell us that64 F. IAVERNARO AND D. TRIGIANTE
Figure 2.1. Computational cost of GMRES applied to problem (7).
the conditioning of ¯ Sn and ¯ Pn ≡ ¯ S−1
n Mn is comparable to that of Mn and what’s more,
they are independent of ω which make ¯ Sn suitable for small values of the frequency. A
diﬀerent but more appealing approach consists in modifying the GBDF formula via a
similarity transformation (see Section 5). The new matrix   Mn generates a nonsingular
circulant matrix   Sn even if h det(J) = 0. Figure 2.1 and the conditioning of   Mn,   Sn
and   Pn ≡   S−1
n   Mn in Table 2.1 prove the good behaviour of this technique.
Table 2.1. Comparison of conditioning numbers
of the matrices Mn, Sn, Pn, ¯ Sn, ¯ Pn,   Mn,   Sn,   Pn.
ω µ(Mn) µ(Sn) µ(Pn) µ(¯ Sn) µ( ¯ Pn) µ(  Mn) µ(  Sn) µ(   Pn)
10−1 3.3 · 103 2.6 · 103 4.3 · 105 7.6 · 102 1.2 · 105 1.7 · 103 7.6 · 102 6.2 · 104
5 · 10−2 3.4 · 103 2.6 · 104 4.5 · 106 1.0 · 103 1.7 · 105 1.8 · 103 1.0 · 103 8.9 · 104
10−2 3.4 · 103 2.6 · 105 4.5 · 107 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104
5 · 10−3 3.4 · 103 2.6 · 106 4.5 · 108 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104
10−3 3.4 · 103 2.6 · 107 4.5 · 109 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104
5 · 10−4 3.4 · 103 2.6 · 108 4.5 · 1010 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104
10−4 3.4 · 103 2.6 · 109 4.5 · 1011 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104
5 · 10−5 3.4 · 103 2.6 · 1010 4.5 · 1012 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104
10−5 3.4 · 103 2.6 · 1011 4.5 · 1013 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104
5 · 10−6 3.4 · 103 2.6 · 1012 4.5 · 1014 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104
10−6 3.4 · 103 2.6 · 1013 4.5 · 1015 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104
5 · 10−7 3.4 · 103 2.6 · 1014 4.5 · 1016 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104
10−7 3.4 · 103 2.5 · 1015 4.3 · 1017 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104
5 · 10−8 3.4 · 103 1.6 · 1017 1.5 · 1019 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104
10−8 3.4 · 103 1.8 · 1016 1.5 · 1021 1.0 · 103 1.8 · 105 1.8 · 103 1.0 · 103 9.3 · 104NONLINEAR DYNAMICS AND SYSTEMS THEORY, 1(1) (2001) 59–79 65
In the next section the dependence of the conditioning of Pn on both the problem and
the dimension n is analysed. It is custom in numerical analysis, to carry out the study
of the discrete problem as applied to the scalar test equation
y′ = λy, λ ∈ I C. (8)
This approach reduces the complexity of calculus and may be easily generalized to the
vector case in many cases of interest (for example when the system has a complete set
of eigenfunctions).
3 Preconditioning and Conditioning
The discrete problem corresponding to (8) has dimension n and is now deﬁned for the
GBDFs by the matrix Mn = An − hλIn, with h = T/n. From the arbitrariness of λ, it
follows that it is not a restriction to consider T = 1.
Of particular interest in the following is the main method of the GBDF, deﬁned by
the polynomial pair (ρ,σ):
ρ(z) =
k  
j=0
αjzj, σ(z) = zν.
A link between the method and the algebraic properties of the preconditioner is in
the function g(z) = ρ(z)/σ(z) which generates the boundary locus of the former when
evaluated at z = eiθ, θ ∈ [0,2π] (i is the imaginary unit), and represents the symbol of
the latter apart from a translation of size −λ/n in the complex plane. Figure 3.1 reports
the boundary loci of the main method of GBDFs up to the order 7. These curves also
approximate the boundaries of the A-stability regions of the methods when n is large
and state that GBDFs are indeed A-stable methods.
A necessary condition for A-stability is that all the eigenvalues of the matrix Mn have
positive real part, when λ ∈ I C
−, where I C
− is the left half of the complex plane. It
follows that the solution of the equivalent method identiﬁed by the matrix Pn = S−1
n Mn
will retain all the stability properties of the original one if none of the eigenvalues of
Sn lies in I C
− when λ ∈ I C
−. However the eigenvalues of the circulant matrix Sn are
g(e(2πi/n)j)+λ/n, j = 0,...,n−1, and since Re(g(eiθ)) ≥ 0 they actually have nonneg-
ative real part. Unfortunately the matrix Sn has d1 = λ/n as eigenvalue of minimum
real part and consequently d1 = 0 if λ = 0. Taking into account that the conditioning
number of a circulant matrix is the ratio between the maximum and minimum modulus
of its eigenvalues, it follows that  (Sn) behaves at least as O(n/λ). This means that,
although both  (Mn) and  (Sn) are proportional to their dimension n, the latter cannot
be bounded from below by a quantity independent of the problem: despite Mn, the pre-
conditioner Sn may become ill conditioned if λ ≃ 0. In Figure 3.2, the location of the
eigenvalues of Mn and Sn is displayed for n = 80, λ = −1 and order p = 5. We see that
all the eigenvalues of Mn (except two) are inside the region delimited by the boundary
locus and away from zero (see [4] for a characterization of the asymptotic spectra of
banded quasi-Toeplitz matrices), whereas the eigenvalues of Sn place themselves on the
boundary locus which in turn passes near zero for small values of λ/n.66 F. IAVERNARO AND D. TRIGIANTE
Figure 3.1. Boundary loci of the main formulae of GBDFs up to the order 7.
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From the relation
 (Sn) =  (MnM
−1
n Sn) =  (MnP
−1
n ) ≤  (Mn) (Pn)
it follows that  (Pn) ≥  (Sn)/ (Mn) and the same considerations hold true for the pre-
conditioned matrix Pn. As seen above for the pendulum problem, the possible dangerous
eﬀects of that, are the loss of accuracy in the numerical computation and the weakening
of the convergence properties of the iteration procedure used to determine the solution
of the linear system.
As concerns nonlinear dynamical systems, the overall integration interval is usually
partitioned into adjacent subintervals in each of which a scheme of the form (4), based
on the Newton method, is performed to get the solution. It is then clear that analogous
problems may be encountered in the convergence properties of (4) when det(Jk) ≃ 0
and Sn is used as preconditioner.
For the sake of simplicity, we shall suppose in the following λ ∈ (−ǫ,0], ǫ > 0. The
restriction to the real case makes the calculation easier and, using a continuity argument,
it describes as well the behaviour of the complex problem in a neighborhood of zero, which
is the primary objective of the present analysis. In the rest of the paper the matrix Mn
will therefore assume the expression
Mn = An +
|λ|
n
In, (9)
and since CB
n = In, to simplify the notation Cn will stand for CA
n .
4 A Modiﬁed Strang Preconditioner
We focus now our attention to the conditioning of the preconditioned matrix Pn =
S−1
n Mn. The ﬁnal purpose is to introduce a family of preconditioners depending on a
real parameter γ in order that for the new preconditoned matrix ¯ Pn(γ) the inequality
 ( ¯ Pn(γ)) ≤ c (Mn) (10)
may hold true with the constant c ≥ 1 independent of n and of moderate size. To begin,
we introduce the family of preconditioners
Sn(γ) = Cn + γ/nIn,
and the associated preconditioned matrices
Pn(γ) = (Sn(γ)−1)Mn,
which will be related later on to the family ¯ Pn(γ).
Lemma 4.1 For the main method (ρ,σ) of a GBDF of order p ≥ 1, the functions
ϕ(θ) = Re(g(eiθ)) and ξ(θ) = Im(g(eiθ)) satisfy:
(a) ϕ(θ) =
 
O(θp+2), if p is even,
O(θp+1), if p is odd;
(b) ξ(θ) =
 
θ + O(θp+1), if p is even,
θ + O(θp+2), if p is odd.68 F. IAVERNARO AND D. TRIGIANTE
Proof The order conditions for the main method of a p order GBDF are:
k  
j=0
jsαj = sνs−1, s = 0,...,p, (11)
where ν is as in (6). For s = 0,1,..., deﬁne the quantities
cs =
k  
j=0
(j − ν)sαj.
The p+1 independent conditions (11) are seen to be equivalent to the following ones:
c0 = 0, c1 = 1, cs = 0, s = 2,...,p. (12)
Indeed, by direct comparison, c0 = 0 and c1 = 1 are equivalent to (11) for s = 0,1.
Consider now s ∈ {2,...,p}. We have
cs =
k  
j=0
(j − ν)sαj =
k  
j=0
αj
s  
t=0
(−1)s−t
 
s
t
 
jtνs−t =
s  
t=0
(−1)s−tνs−t
 
s
t
  k  
j=0
jtαj
=
s  
t=0
(−1)
s−tν
s−t
 
s
t
 
tν
t−1 =
s  
t=0
(−1)
s−t
 
s
t
 
tν
s−1 = ν
s−1
s  
t=1
(−1)
s−t
 
s
t
 
t.
Exploiting the equality  
s
t
 
t =
 
s − 1
t − 1
 
s,
it follows that
cs = sνs−1
s  
t=1
(−1)s−t
 
s − 1
t − 1
 
= sνs−1
s  
t=0
(−1)s−t−1
 
s − 1
t
 
= sνs−1(1 − 1)s−1 = 0.
The assertion follows considering that the Taylor expansion of ϕ(θ) and ξ(θ) in a
neighborhood of zero are respectively
ϕ(θ) =
k  
j=0
αj cos(j − ν)θ =
k  
j=0
αj
∞  
n=0
(−1)
n (j − ν)2n
(2n)!
θ
2n =
∞  
n=0
(−1)n
(2n)!
c2nθ
2n,
and
ξ(θ) =
k  
j=0
αj sin(j − ν)θ =
∞  
n=0
(−1)n
(2n + 1)!
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Figure 4.1. Error in the estimation (14) (left), and a plot of the function R(γ) (right).
Lemma 4.2 Consider the family of circulant matrices Sn(γ) = Cn + γ/nIn, with γ
a positive parameter and denote by dj the eigenvalues of Sn(γ) deﬁned as
dj =
γ
n
+ g
 
e
2πi
n j 
, j = 0,...,n − 1. (13)
For n suﬃciently large, the following estimation holds true:
1
n2
n  
j=0
1
|dj|2 ≃
i
2πγ
 
Ψ
 
−
i
2π
γ
 
− Ψ
 
i
2π
γ
  
−
1
γ2, (14)
where Ψ is the digamma function (i is the imaginary unit).
Proof The increase of the dimension n reduces the shift of the boundary locus of the
method (ρ,σ) of a term γ/n and, as Figures 3.1, 3.2 and formula (13) suggest, gives rise
to the accumulation of a number of eigenvalues, proportional to n, into a neighborhood
of the origin. All of these eigenvalues (say ±di, i = 1,...,c(n), by the symmetry of the
distribution), will provide the signiﬁcative contribution to the sum in the left hand side
of (14) and therefore neglecting the remaining terms will not produce a consistent error.
The neighborhood may be chosen so that in the expressions (a) and (b) of Lemma 4.1
we can also neglect the higher order terms. Under these assumptions we have
n  
j=0
1
|dj|2 =
n  
j=0
1
 γ
n + ϕ
 
2π
n j
  2
+ ξ2 
2π
n j
 
≃ 2
c(n)  
j=0
1
 γ
n
 2
+
 2π
n
 2
j2
−
n2
γ2 ≤ 2n
2
∞  
j=0
1
γ2 +
 
2π
 2
j2
−
n2
γ2.
(15)
The assertion follows noting that the last series converges to half the ﬁrst term in the
right hand side of (14).
To check for the reliability of the estimation (14) we report in Figure 4.1 the relative
error of the computed values that the expressions in its left and right hand side assume
in a wide range of values of γ of interest.
A plot of the function
R(γ) ≡
 
i
2πγ
 
Ψ
 
−
i
2π
γ
 
− Ψ
 
i
2π
γ
  
−
1
γ2
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Figure 4.2. Structures of the error matrix En (left) and of a matrix Q ∈ H (right).
is also reported. This function is strictly decreasing for γ ≥ 0 and its range is (0,∞);
furthermore the principal part in its Laurent expansion is 1/γ. It will be used in the
sequel to obtain the main result of this approach.
In the proof of the main result, expressed by Theorem 4.1, the structure of the error
matrix En = An − Cn plays an important role. For a GBDF of order p, En has rank p
and its nonzero elements are located in the four corners as sketched in Figure 4.2 for the
case p = 6 and n = 20. It is easy to realize that the 2-norm of En remains constant for
n ≥ 2p + 1; such constant has been computed and reported in Table 4.1 for the GBDFs
up to the order 9. Multiplication of a square matrix Wn of dimension n by En satisﬁes
the property WnEn = W ∗
nEn, where W ∗
n has all zero columns apart from the ﬁrst ν and
the last p − ν ones that agree with those of Wn. The asterisk upon a generic square
matrix will assume hereafter the same meaning as for W ∗
n.
Table 4.1. Norm of the matrix En for p = 1,...,9 and n ≥ 2p + 1.
p 1 2 3 4 5 6 7 8 9
 En  1 2.62 2.90 4.17 7.59 11.69 19.76 32.51 55.55
For reasons that will be clear in the sequel, we are interested in investigating some
properties of the set of square matrices of dimension n
H =
 
Q | Q = I + W, W has zero columns except the ﬁrst r and the last s ones
 
,
deﬁned by the integers r and s, r + s ≤ n. A picture of how an element of H looks like
is in Figure 4.2 in the case n = 20, r = 5, s = 6. It is easy to verify that the product
of two matrices in H belongs to H. This also holds true for the inverse, as the following
lemma states.
Lemma 4.3 The inverse of a nonsingular matrix Q ∈ H belongs to H.
Proof We refer to the partition of Q by means of the blocks Qij given in Figure 4.2
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omitted), and consider a matrix H ∈ H:
Q =


Q11 0 Q12
Q21 I Q22
Q31 0 Q32


n×n
, H =


H11 0 H12
H21 I H22
H31 0 H32


n×n
.
The condition QH = I is expressed in terms of the blocks Qij and Hij by means of
the following six equations:

          
          
Q11H11 + Q12H31 = I,
Q11H12 + Q12H32 = 0,
Q21H11 + H21 + Q22H31 = 0,
Q21H12 + H22 + Q22H32 = 0,
Q31H11 + Q32H31 = 0,
Q31H12 + Q32H32 = I.
(16)
The ﬁrst two and the last two equations may be recast as ˜ Q ˜ H = I, where
˜ Q =
 
Q11 Q12
Q31 Q32
 
, and ˜ H =
 
H11 H12
H31 H32
 
.
Since det( ˜ Q) = det(Q), from the invertibility of Q we conclude that the blocks H11,
H12, H31 and H32 are uniquely determined from the relation ˜ H = ˜ Q−1. The remaining
blocks H21 and H22, come from the third and the fourth equations in (16).
We recall (see for example [7]) that a polynomial p(z) =
k  
j=0
zk is of type (s,u,l) (s,u
and l are integers such that k = s + u + l), if it has s zeros with modulus smaller than
1, u zeros with unit modulus and l zeros with modulus larger than 1.
Lemma 4.4 Consider the matrix Mn = An + |λ|/nIn. Constants η > 0 and 0 <
ζ < 1 independent of n and λ exist such that the following two statements hold true:
(a) The matrix |M−1
n |, whose entries are the absolute values of the corresponding
ones in M−1
n satisﬁes the componentwise bound
|M−1
n | ≤ η(In + Ωn + ∆T
n), (17)
where
Ωn =

 



0 0 ... 0
1 0
...
. . .
. . .
...
... 0
1
... 1 0

 



n×n
, ∆n =


 



0 0 ... 0
ζ 0
...
. . .
. . .
...
... 0
ζn−1 ... ζ 0


 



n×n
;
(b)  M−1
n  ∞,  M−1
n  1,  M−1
n   ≤ ηn.72 F. IAVERNARO AND D. TRIGIANTE
Proof (a). The starting point is Theorem 4 in [1] which states the analogous result
for Toeplitz matrices. More explicitly, let Tn be the Toeplitz matrix with associated
symbol g(z) + |λ|/n. From A-stability of GBDFs, its characteristic polynomial p(z) =
zν(g(z) + |λ|/m) (of degree k), turns out to be of type (ν,0,k − ν) for |λ|  = 0 and of
type (ν − 1,1,k − ν) if |λ| = 0. As a result of the above mentioned theorem, a bound,
uniform with respect to λ, of the form (17) holds true for Tn, and is attained at λ = 0.
The residual matrix Rn = Mn−Tn diﬀers from the zero matrix in the (ν −1)×p upper
left block and in the (p−ν)×(p+1) lower right one. In terms of Tn and Rn, the matrix
M−1
n is recast as
M−1
n = (In + T −1
n Rn)−1T −1
n . (18)
The matrix Qn ≡ (In + T −1
n Rn) belongs to H; using Lemma 4.3, we have also that
Hn ≡ (In + T −1
n Rn)−1 ∈ H. Hence, considering (18), the assertion will follow if we
prove that the entries of Hn are bounded with respect to n and λ. This is true for the
matrix Qn, as a direct consequence of its deﬁnition. As concerns Hn, we will see this
in the simpler case Q12 = 0; this does not represent a loss of generality since actually
Q12 = O(σn) for some σ ∈ (0,1) (the elements of Q12 are in fact combinations of
entries of the upper right corresponding block in T −1
n ) and a continuity argument may
be considered. Exploiting the results presented in [1], it is possible to deduce that the
blocks Q11, Q31 and Q32 essentially remain the same independently of the dimension
n (actually they are exponentially convergent as n tends to inﬁnity). Consequently the
blocks H11 = Q
−1
11 , H12 = 0, H32 = Q
−1
32 and H31 = −Q
−1
32 Q31Q
−1
11 also have bounded
coeﬃcients. Finally, equations three and four in (16) lead to the same conclusions for
the coeﬃcients in the blocks H21 and H22.
(b). The bound of the norm of the inverse of Mn is a consequence of (17):
 M
−1
n  ∞ =  |M
−1
n | ∞ ≤ ηn,
 M
−1
n  1 =  |M
−1
n | 1 ≤ ηn,
 M−1
n   ≤
 
 M
−1
n  ∞ M
−1
n  1 ≤ ηn.
A consequence of this lemma is that, as mentioned in Section 3, the matrix Mn is
weakly well conditioned, uniformly with respect to λ, that is  (Mn) ≤ cn, with c > 0
independent of n and λ. This is in general not the case when the Strang preconditioner
is used, unless some adjustment is introduced. The following theorem, that reports the
main result, is in this direction.
Theorem 4.1 The conditioning of the preconditioned matrix Pn(γ) = Sn(γ)−1Mn,
with Sn(γ) = Cn + γ/nIn, satisﬁes:
 (Pn(γ)) ≤ p2η En 2 R(γ)n, (19)
where η is a positive constant independent of n and γ.
Proof An upper bound for the quantities  Sn(γ)−1Mn  and  M−1
n Sn(γ)  is derived
in the two following steps.
Step 1. From
Sn(γ)−1Mn = Sn(γ)−1
 
Sn(γ)+En +
|λ| − γ
n
In
 
= Sn(γ)−1En +In +
|λ| − γ
n
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we deduce
 Sn(γ)
−1Mn  ≤  Sn(γ)
−1En  +
 
 
 
 In +
|λ| − γ
n
Sn(γ)
−1
 
 
 
 .
We separately analyse the two terms in the right hand side. Introducing the decom-
position Cn = VnDnV H
n in the ﬁrst one yields
 Sn(γ)−1En  ≤  (Cn +
γ
n In)−1En  =  Vn(Dn +
γ
n In)−1V H
n En 
=  (Dn +
γ
n In)−1(V H
n )∗En  ≤  En  (Dn +
γ
n In)−1(V H
n )∗ 
=  En  max
 y =1
 (Dn +
γ
n In)−1(V H
n )∗y 
=  En  max
 y =1
 y1z1 +     + yνzν + yn−p+ν+1zn−p+ν+1 +     + ynzn 
≤ p En  max{ z1 ,..., zν , zn−p+ν+1 ,..., zn },
where, zi, i ∈ {1,...,ν,n − p + ν + 1,...,n} are the nonzero columns of (Dn +
γ
n In)−1(V H
n )∗. From (5) we deduce that these columns have constant norm
 zi  =
1
√
n
 
n  
j=0
1
|dj|2
 1/2
.
Hence Lemma 4.2 leads to
 Sn(γ)−1En  ≤ p En R(γ)
√
n.
For the second term we have
 
 
 
 In +
|λ| − γ
n
Sn(γ)
−1
 
 
 
  ≤ 1 +
||λ| − γ|
n
 Sn(γ)
−1  = 1 +
||λ| − γ|
γ
. (20)
Since this term is bounded with respect to n, and γ is a ﬁxed positive constant, for
large n we can assume
 Sn(γ)−1Mn  ≤ p En R(γ)
√
n. (21)
Step 2. Observe that
M
−1
n Sn(γ) = −M
−1
n En + In +
γ − |λ|
n
M
−1
n ,
and consequently
 M−1
n Sn(γ)  ≤  M−1
n En  +
 
 
   In +
γ − |λ|
n
M−1
n
 
 
   . (22)
Proceeding analogously as in step 1, we obtain
 M
−1
n En  =  (M
−1
n )
∗En  ≤  (M
−1
n )
∗  En 
≤  En  max{ w1 ,..., wν , wn−p+ν+1 ,..., wn },74 F. IAVERNARO AND D. TRIGIANTE
where now wi are the non-null columns of (M−1
n )∗. Exploiting point (a) of Lemma 4.4,
we deduce that
 M−1
n En  ≤ pη En 
√
n.
Point (b) of Lemma 4.4 is invoked to state that
 
 
 
 In +
γ − |λ|
n
M−1
n
 
 
 
  ≤ 1 + |γ − |λ||η, (23)
thus for large n we can write
 M
−1
n Sn(γ)  ≤ pη En 
√
n. (24)
The bound (19) is ﬁnally derived by combining formulae (21) and (24).
Two applications of this result are now discussed in points A1 and A2; they may be
considered as corollaries of Theorem 4.1 corresponding to two diﬀerent choices of the
parameter γ.
A1. The Strang preconditioner is obtained choosing γ = |λ| and the associated pre-
conditioned matrix Pn, deﬁned in Section 2, is consequently Pn = Pn(|λ|) (ob-
serve that in this case the bounds (20) and (23) become independent of γ and η).
Considering (19) and the behaviour of the function R(|λ|) we conclude that this
preconditioner performs well when |λ| is far oﬀ zero. On the contrary, for small
values of |λ| we have R(|λ|) ≃ 1/|λ| and the right hand side of (19) reduces to
O(1/|λ|) showing that, as actually happens in the applications, the conditioning
of Pn may arbitrarily increase.
A2. Consider now the family of preconditioners ¯ Sn(γ) = Sn(|λ| + γ), γ ≥ 0; the
corresponding preconditioned matrices are ¯ Pn(γ) = Pn(|λ|+γ). The choice γ =
0 leads back to the case reported in A1. We are rather interested in comparing
the conditioning numbers of the two matrices ¯ Pn(γ) and Mn and in particular to
solve the inequality (10) which, considering (19) is certainly fulﬁlled for all values
of γ that satisfy
R(γ + |λ|) ≤
c
p2η En 2
 (Mn)
n
. (25)
Taking into account that  (Mn) = O(n) and that R(γ) strictly decreases to
zero as γ tends to inﬁnity, we see that (25) has solutions γ ∈ [¯ γ(c,|λ|),∞) for
some ¯ γ(c,|λ|) > 0.
The approach presented in A2 proves that a control of the conditioning during the
preconditioning procedure is in principle possible, but two question about the setting up
of the technique must be addressed:
(i) the dependence of ¯ γ(c,|λ|) on |λ| should be removed because for more general
problems of the form (4), it requires information about the location of the eigen-
values of J;
(ii) the determination of ¯ γ(c,|λ|) is impracticable, unless the quantities η and
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The problem pointed out in (i) is easily overcome restricting the analysis to the case
λ = 0 and extending, by continuity, the results to the interval |λ| ∈ (−ǫ,0) for some
positive ǫ suﬃciently small. As seen above, the choice of the Strang preconditioner
represents the worst possible case when the conditioning of the problem is considered.
Of particular interest is therefore the number γ∗(c) = ¯ γ(c,0), which is the solution of
the equation
R(γ) =
c
p2η En 2
 (An)
n
. (26)
The question raised in point (ii) is conveniently solved as follows. Instead of searching
approximations of η and  (Mn)/n, we go back to step 2 of Theorem 4.1. From (22),
where now Mn = An, we can assume
 A−1
n Sn(γ)  ≤  A−1
n En ,
and therefore, without going into the inspection of this last term, we can simply conclude
that
 (Pn(γ)) ≤ p En R(γ) A−1
n En n.
Now observe that the quantity
χ(p) =
√
n A−1
n En 
 (An)
, (27)
only depends on the particular GBDF used (namely on p) and therefore may be estimated
and tabulated (see Table 4.2).
Table 4.2. Values of χ(p) for p = 1,...,9.
p 1 2 3 4 5 6 7 8 9
χ(p) ≃ 0.79 2.3 1.7 2.4 1.8 2.8 1.3 1.4 0.50
On the basis of these considerations, equation (26) may be replaced by the following
one
R(γ) =
c
pχ(p) En 
, (28)
where now all the quantities displayed in the right hand side are available. It is useful to
notice that γ∗(c), as solution of (28), turns out to be decreasing with respect to c (see
also Figure 4.1).
The numbers c and γ∗(c), which are in a one to one correspondence, are related re-
spectively to conditioning and preconditioning properties of our problem and a pertinent
question is what the best choice of c (or equivalently γ∗(c)) should be, namely how to
deﬁne our optimal preconditioner.
If the preconditioner ¯ Sn(γ) is demanded to optimize the clustering rate of the eigen-
values of the preconditioned matrix ¯ Pn(γ), then γ∗(c) = 0 (the Strang preconditioner)
would be the best choice because ¯ Pn(0) has almost all of its eigenvalues exactly centered
in 1. However γ∗(c) = 0, gives also c = ∞ and the control of the conditioning over the
preconditioned matrix is completely loss.
On the other hand, from the point of view of the conditioning, the best choice would
be c = 1, because if so, the conditioning of the preconditioned system would not become76 F. IAVERNARO AND D. TRIGIANTE
worse than that of the original one. In such a case however the cluster around 1 becomes
wide and a slowing down in the convergence speed is noticed.
However if, as it should be, the optimality is linked to the property of the precon-
ditioner of minimizing the algorithm cost, we deduce that we cannot deﬁne optimal
neither the Strang preconditioner nor the preconditioner ¯ S(γ∗(1)); the best choice is
rather obtained for an intermediate value of γ ∈ (0,γ∗(1)). We experienced that choos-
ing c = 10j, with small value of the integer j, provides the right compromise. In the
example of Section 2 for example we chose γ∗(c) = 1 and, considering Tables 4.1 and 4.2,
the corresponding value of c is
c = 5   χ(5)   R(1)   7.59 ≃ 71,
which is the maximum ampliﬁcation factor of  (Mn) for small values of the eigenvalues.
Indeed from Table 2.1, we get
 (Mn) ≃ 3.4   103, c    (Mn) ≃ 2.4   105,  ( ¯ Pn) = 1.8   105,
in agreement with the obtained results of the test problem in Section 2.
5 The Strang Preconditioner on a Modiﬁed GBDF
The ill conditioning of the Strang preconditioner for λ = 0, is generated by the consis-
tency condition
k  
i=0
αi = 0. In the previous section we overcame the problem introducing
a modiﬁcation in the preconditioner. An alternative is to modify the coeﬃcients that
deﬁne the method. In details we consider hereafter the approach used in [10] to deduce
the global contractivity of GBDFs. In that paper, the authors proved that
min
−π≤θ<π
Re
 
ρ(e
1
n+iθ)
σ(e
1
n+iθ)
 
≥
s
n
, (29)
with s a positive constant independent of n (see Lemma 1.2 and Theorem 5.1). The
modiﬁed symbol ˆ g(z) = g(e1/nz) is generated by the matrix   An deﬁned by a similarity
transformation of An:
  An = LnAn(Ln)−1, Ln =





e− 1
n
e− 2
n
...
e−1





n×n
.
In details, the matrix Ln operates as follows: the original linear system (4) for a GBDF
(Bn = In), is equivalent to
(Ln⊗Im)(An⊗Im−hIn⊗J)(Ln⊗Im)
−1(Ln⊗Im)(Y
k+1−Y
k) = (Ln⊗Im)G(Y
k). (30)
Introducing the change of variables Zk = (Ln ⊗ Im)Y k, and considering that
(Ln ⊗ Im)(An ⊗ Im)(Ln ⊗ Im)
−1 = (LnAn(Ln)
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and
(Ln ⊗ Im)(In ⊗ J)(Ln ⊗ Im)−1 = (LnIn(Ln)−1) ⊗ J = In ⊗ J,
the equation (30) becomes
(   An ⊗ Im − hIn ⊗ Im)(Zk+1 − Zk) = (Ln ⊗ Im)G((Ln ⊗ Im)−1Zk).
The matrix   Mn ≡ (   An ⊗Im −hIn ⊗Im) is therefore similar to Mn via the similarity
transformation (Ln ⊗ Im). Taking into account that  (Ln) < e, the conditioning of
  Mn is close to that of Mn. However, contrary to what happens for Mn, the Strang
circulant preconditioner   Sn associated to   Mn preserves a good conditioning. The lower
bound (29) states in fact that even if h det(J) = 0,   Sn is nonsingular and weakly
well conditioned. As for the modiﬁed Strang preconditioner, we are now interested in
studying the conditioning of the preconditioned matrix   Pn =   S−1
n   Mn in the scalar case
(J = −|λ|). The novelty that will make  (   Pn) independent of |λ| is expressed in the
following lemma that is the analogue of Lemma 4.1 for the function ˆ g(z).
Lemma 5.1 For the modiﬁed GBDF of order p ≥ 1, the functions ˆ ϕ(ρ,θ) =
Re(g(eρ+iθ)) and ˆ ξ(ρ,θ) = Im(g(eρ+iθ)), ρ, θ ∈ IR, satisfy in a neighborhood of the
origin:
(a) ˆ ϕ(ρ,θ) = ρ + higher order terms;
(b) ˆ ξ(ρ,θ) = θ + higher order terms.
Proof The Taylor expansion of ˆ ϕ(ρ,θ) and ˆ ξ(ρ,θ) about (0,0) are respectively
ˆ ϕ(ρ,θ) =
k  
j=0
αje
(j−ν)ρ cos(j − ν)θ =
k  
j=0
αj
∞  
s=0
(j − ν)s
s!
ρ
s
∞  
n=0
(−1)
n(j − ν)2n
(2n)!
θ
2n
=
∞  
n=0
(−1)n
(2n)!
∞  
s=0
1
s!
c2n+sθ2nρs,
and
ˆ ξ(ρ,θ) =
k  
j=0
αje
(j−ν)ρ sin(j − ν)θ =
∞  
n=0
(−1)n
(2n + 1)!
∞  
s=0
1
s!
c2n+s+1θ
2n+1ρ
s,
where the coeﬃcients cj were deﬁned in Lemma 4.1. From this expressions and (12) we
get the assertion.
Deﬁne now   Cn as the Strang preconditioner of   An. The proof of Lemma 4.2 remains
the same for the circulant matrix   Sn =   Cn + |λ|/nIn except that, due to (a) of the
previous lemma, the new term ˆ ϕ(1/n,2πj/n) can not longer be neglected as ϕ(2πj/n)
in (15), rather it must be replaced by 1/n. As a consequence, the result expressed by
Lemma 4.2 holds as well in this case provided that γ is replaced by 1+|λ|. To conclude,
observing that    M−1
n   ≤ e M−1
n   and denoting by   En =   Mn −   Sn, we can reformulate
Theorem 4.1 as follows.78 F. IAVERNARO AND D. TRIGIANTE
Theorem 5.1 The conditioning of the preconditioned matrix   Pn =   S−1
n   Mn satisﬁes:
 (   Pn) ≤ ep
2η   En 
2 R(1 + |λ|)n, (31)
where η is a positive constant independent of n and |λ|.
The bound (31) proves that   Pn is weakly well conditioned and non increasing for
λ ≃ 0 (in particular for |λ| = 0 we get R(1) ≃ 1.08).
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