Accurate prediction of melting points of ILs is important both from the fundamental point of view and from the practical perspective for screening ILs with low melting points and broadening their utilization in a wider temperature range. In this work, we present an ab initio approach to calculate melting points of ILs with known crystal structures and illustrate its application for a series of 11 ILs containing imidazolium/pyrrolidinium cations and halide/polyatomic fluoro-containing anions. The melting point is determined as a temperature at which the Gibbs free energy of fusion is zero. The Gibbs free energy of fusion can be expressed through the use of the Born-Fajans-Haber cycle via the lattice free energy of forming a solid IL from gaseous phase ions and the sum of the solvation free energies of ions comprising IL. Dispersion-corrected density functional theory (DFT) involving (semi)local (PBE-D3) and hybrid exchange-correlation (HSE06-D3) functionals is applied to estimate the lattice enthalpy, entropy, and free energy. However, there is no correlation of the computed lattice energies with molecular volume for ILs containing halide anions. Moreover, entropies of solid ILs follow two different linear relationships with molecular volume for halides and polyatomic fluoro-containing anions. Continuous progress in predicting crystal structures of organic salts with halide anions will be a key factor for successful prediction of melting points with no prior knowledge of the crystal structure.
Introduction
Ionic liquids (ILs) have been studies for use in organic synthesis, catalysis, separations, and electrochemical applications.
1,2 Such great interest in ILs is motivated by their unique physiochemical properties, including low melting points, negligible vapour pressure, high conductivity, and superior electrochemical and thermal stability. 1, 2 In recent years, due to their excellent behaviour to induce extremely high charge densities at the interface with strongly correlated materials by a small applied bias, ILs have begun to serve as gate dielectrics of field effect transistors. [3] [4] [5] The extensive use of ILs promotes the development of novel ILs tailored to the specific application. However, due to many different combinations of organic cations and anions the number of potential ILs is huge. It is time and cost consuming to select an IL for the particular application with experimental methods. Therefore, developing theoretical methods that can accurately predict properties of ILs is essential for the accelerated discovery and rational design of new ILs with desirable properties.
Low melting points enable the application of ionic liquids as solvents, electrolytes, and liquid gate dielectrics. For example, a bias driven formation of very thin electric double layers at the liquid/complex oxide interface at lower temperatures can allow the access to critical phase transition spaces that are currently inaccessible with traditional solid-solid field effect transistors. [3] [4] [5] Computer-aided screening of new ILs can play a critical role in significantly reducing the experimental effort to identify unique cation/anion combinations yielding ILs with low melting points. However, because of the complex influence of intermolecular forces on the stability of the solid and the liquid phase, melting points of ionic liquids are notoriously difficult to predict. While several methods with a varying degree of complexity, extent of parameterization, the range of applicability, and basis in fundamental thermodynamics have been proposed over the years for calculating the melting temperatures of ILs, according to Valderrama, 6 ''it is a myth that, with the present experimental data and knowledge we have of ILs, we can obtain accurate and generalized correlations and estimation methods for determining melting temperatures of ILs''. Chemical homology, group contribution methods, quantitative structure-property relationship, and artificial neutral network [6] [7] [8] [9] [10] constitute a range of empirical methods available to estimate melting points of ILs. These models rely on the availability and accuracy of experimental melting temperatures for predefined types of ILs. The limits of applicability of such models depend on the size of the available experimental datasets, within which each model is developed. For example, in the framework of the group contribution method, additional cations are typically formed by adding methylene groups to parent cations, while each anion forms a separate group. This illustrates the limitation of the model to describe the properties of more exotic ILs incorporating a new cationic or anionic species.
Classical molecular dynamics (MD) simulations have been widely used to study the structural, thermodynamic, and transport properties of ILs, [11] [12] [13] [14] [15] [16] [17] although the melting points have been more difficult to predict. 16, 18 The free energy based pseudo-supercritical path (PSCP) method, developed by Maginn and co-workers, 16 was shown to be the most reliable and robust approach for the computation of melting points of ILs. As with any classical MD simulation, one must be concerned about the availability and the quality of the available force field. While the predominant number of classical MD simulations of ILs employs pair-wise nonpolarizable potentials, it was shown by Borodin 18 that in order to provide an accurate description of both thermodynamic and transport properties of ILs, the many-body polarizable interactions should be included. 6 ]. 19 Ab initio MD simulations can overcome some of the limitations of the empirical potential models, wherein polarization and charge transfer effects are treated implicitly. Currently, however, such simulations are restricted to a small number of ion pairs and short simulation times, which is insufficient to calculate quantities, such as melting temperature, via the free-energy based methods. Direct calculations of the ion-pair binding energies and lattice energies have failed to rationalize the melting temperatures of ILs, raising the question whether the sole consideration of interaction energies is adequate to explain the melting process. 17, 20, 21 At the melting temperature the solid and liquid phase are in equilibrium, suggesting a simple thermodynamic approach to relate the Gibbs free energy of fusion from the solid to the molten phase to the melting temperature of IL. The approach for predicting melting temperatures of ILs based on the properties of isolated ions was developed by Krossing et al. 22 Enthalpy and entropy of an ionic lattice was deduced through correlations with the formula-unit volume of individual cations and anions using the volume-based thermodynamics (VBT) approach, originally formulated by Mallouk et al. 23 and further developed by Jenkins et al. 24, 25 for inorganic salts. The approach has been applied for a set of 14 aprotic ionic liquids with known dielectric constants using the COSMO solvation model to determine single ion solvation free energies. The major limitation of the VBT method is that it only takes into account the long-range electrostatic interactions, but breaks down in the presence of specific interactions, such as the p-p stacking, hydrogen bonding, etc. For example, applying Krossing method 22 to protic ILs failed to yield any correlation with the experimental melting temperatures. 20 In the subsequent work, 26, 27 the original approach was refined to treat a much broader selection of ILs via the introduction of additional molecular descriptors and presented in two formulations containing five and nine empirical parameters. The approach has proven to be useful in predicting melting points, but because it is based on the VBT approximation, it has not been extended for ILs containing strongly coordinated ions, such as halides and protic groups. A different methodology for predicting melting temperatures based on the analysis of the potential energy surfaces (PESs) using the model of anharmonic oscillator for ion pairs of ILs was proposed by Zvereva et al. 28 This approach allowed the rationalization and correlation of melting temperatures with computed characteristics of PESs of ILs comprising ions that do not form strong and cooperative hydrogen bonds. However, it is not applicable for ILs containing halides, which cannot be regarded as consisting of distinct ion pairs. A brief overview of several melting temperature prediction methods indicates that each of them has a limited range of applicability defined by the set of ILs used to parameterize the model and the necessity to have the experimental melting temperatures to obtain generalized correlations. To the best of the authors' knowledge, there have been no theoretical studies to estimate melting temperatures from lattice enthalpies, lattice entropies, and ion solvation free energies calculated directly using density functional theory (DFT) based methods. In what follows, we present a straightforward approach for predicting melting temperatures of ILs using a combination of the dispersion corrected generalized gradient approximation (GGA) PBE-D3 29 and hybrid HSE06-D3 30,31 exchange-correlation functionals for solid state calculations and a generic IL solvation model (SMD-GIL) of Cramer, Truhlar, and co-workers 32 for modeling liquid phase thermodynamics. The important finding of this work is that with no empirical parameters, beyond those used in the underlying theoretical methods for the gas phase, solution phase, and solid state calculations, the best model is not only capable of capturing the trends in melting points upon variation of alkyl substituents in organic cations and anion species, but also well suited to provide estimation of the absolute melting points with accuracy comparable to that obtained with empirical and semiempirical prediction models. Being a purely theoretical melting temperature prediction method, it has a greater potential to be applicable for a wide range of ILs, but with the drawback of prior knowledge of the crystal structure. However, with the rapid advancement of the crystal structure prediction methods for organic compounds, we might expect a continuous progress in determining suitable starting crystal structure geometry based on purely the computed-aided structure elucidation.
Methodology
Here, we adopt a methodology based on the Born-Fajans-Haber cycle, originally developed by Krossing and co-workers, 22 in the context of the VBT method. The melting point (T m ) is determined as a temperature at which the solid and the liquid (molten) phase are in equilibrium, i.e., the Gibbs free energy of fusion is zero, DG fus = 0. According to the Born-Fajans-Haber cycle shown in Fig. 1 , DG fus is given by DG latt at a given temperature T and pressure P is defined as
where DH latt , DS latt , DU latt and DV are the lattice enthalpy, entropy, internal energy and volume change, respectively, and R is the ideal gas constant. The PDV term in the enthalpy for solids is generally negligible at ordinary pressures, whereas PDV = RT for each gaseous species, making up the À2RT term in eqn (3). The lattice internal energy, DU latt , can be written as a sum of two parts: the lattice potential energy, DU 0 , and the internal thermal energy change, DU therm , i.e.,
DU 0 can be expressed as
where E X total and E X ZPE (X = C g + , A g À , and [C][A] s ) are the total energies and zero-point vibrational energies of cations and anions in the gas phase and solids, respectively. Z is the number of formula units included in the unit cell. Likewise, DU therm and DS latt were estimated from the differences between the sum of the corresponding quantities of gas-phase ions and the solid phase using rigid-rotor harmonic-oscillator approximation. 33 All three translational, rotational, and vibrational contributions to the internal energy and entropy were included for the gas-phase ions, while only the vibrational contribution was considered for the solids. Additionally, three acoustic modes of solids were approximated by a 3RT term per ion at high temperature limit. 34 Full details of computing DG latt are given in the ESI ‡ section. The right arm of Fig. 1 , DG o-l solv , can be written as
where m 
The latter term is the free energy change of 1 mol of an ideal gas from 1 atm (
Computational methods
DFT calculations of the lattice Gibbs free energies were performed using the Vienna Ab-initio Simulation Package (VASP). [35] [36] [37] The valence electronic states were expanded on the basis of plane waves, and the core-valence interaction was described through the Projector Augmented Wave (PAW) approach. The Perdew-BurkeErnzerhof (PBE) 29 generalized gradient approximation (GGA) functional and a plane wave kinetic energy cutoff of 1000 eV for the basis set were employed. For the bulk calculations, the Brillouin zone was sampled using a Monkhorst-Pack k-point View Article Online mesh of 2 Â 2 Â 2 for most ILs, resulting in less than 0.01 eV change in the total energy compared to 4 Â 4 Â 4. The k-point mesh of 1 was used for cell dimensions with the lattice constant larger than 15 Å. The two-body dispersion interactions in ILs were included using the DFT-D3 method of Grimme 38 implemented in VASP. Additionally, the single-point energy three-body dispersion term was computed using the DFT-D3 code. 39 The convergence threshold on forces for each atom was set to 0.01 eV Å À1 and 0.005 eV Å À1 in optimizing the solid and gas-phase structures, respectively. For charged systems, the leading monopole-monopole and quadrupole-monopole correction terms for the electrostatic interaction energy between the images of charged supercells were included. 40 Given the size of the unit cell (containing from 68 to 144 atoms), the phonon frequencies were calculated at the Gamma point only. Additionally, single-point energy calculations on the PBE-D3 optimized geometries were performed with the Heyd-Scuseria-Ernzerhof 06 (HSE06) hybrid functional, 38, 41 which partially reduces the self-interaction error due to inclusion of the exact Hartree-Fock exchange and offers improved accuracy in describing the interaction between the charged fragments. 42, 43 The computed DU 0 and DG fus will be written with the superscripts PBE-D3 and HSE06-D3 to indicate the applied DFT method.
The solvation free energies of ions were computed using a generic IL SMD solvation model (SMD-GIL) of Cramer, Truhlar, and co-workers. 32 Using the gas-phase geometries, solvation calculations were performed at the M06-2X/6-31+G(d,p) level of theory, as implemented in Gaussian 09. 44 This model takes into account several macroscopic solvent descriptors that were averaged over 8 to 10 ILs, for which the experimental data are available. These solvent descriptors and their generic values are given as follows: the dielectric constant of solvent (e = 11.5), the index of refraction (n = 1.43), the macroscopic surface tension (g = 61.24 cal mol À1 Å À2 ), and Abraham's hydrogen bond acidity P a
for the solvent when treated as a solute. The other two solvent descriptors are the fraction of non-hydrogen atoms that are aromatic carbon atoms (f) and the fraction of non-hydrogen atoms that are electronegative halogen atoms (c). They are determined by the molecular structure of IL ions and for the ILs considered in this work are listed in Table 1 . Using a generic set of parameters, the solvation free energies of 344 neutral solutes in 11 different ionic liquids were accurately estimated, 32 with a mean unsigned error of 0.43 kcal mol
À1
. The choice of the atomic radii that determine the van der Waals envelope of the solute is critical for getting accurate results with implicit solvation models. Since the atomic radii for Cl and Br are optimized for neutral molecules, the computed solvation free energies of the halide ions could be underestimated. Indeed, the predicted difference in the solvation free energies between Cl À and Br À in a generic IL is 47.1 kJ mol
, which is significantly larger than the experimental difference between the two ions in two protic solvents, H 2 O and CH 3 OH, and two aprotic solvents, CH 3 CN and DMSO. 45 To match the average experimental free energy difference of 12.6 kJ mol À1 for the two ions in aprotic solvents, we corrected the solvation free energy of Br À by À34.5 kJ mol À1 . 47 significantly different from the generic dielectric constant (e = 11.5) employed in our work, which can cause a larger error in melting point prediction. 25 We will return to the question of sensitivity of the results to the dielectric constant change at the end of this section. The resulting 11 ILs contain three cation series: 1,3-dimethyimidazolium (C n mim + ), 1,2,3-trimethyimidazolium (C n mmim + ) and pyrrolidinium (C n mpyr + ), where n is the number of carbon atoms in the alkyl chain. Together with these cations, the studied Ils contain two halide anions, Cl À and Br À , and three polyatomic fluorocontaining anions, PF 6 À , BF 4 À , and Tf 2 N À .
Results and discussion

Ionic liquids selection
Crystal structures of ILs
Pictorial views of unit cells of ILs investigated in this work are shown in Fig. 2 . In the case when several polymorphs exist, the structure with the lowest energy is given. The effect of inclusion the dispersion correction on the lattice parameters of ILs can be seen from Table 2 , which shows the mean absolute error (MAE) and the mean relative error (MRE) with respect to experimental values. The performance of PBE and PBE-D3 for predicting the molecular volume, V m , (unit cell volume per formula unit) for specific IL is also illustrated in Fig. 3 . Other details involving lattice parameters for all ILs are provided in the ESI ‡ section (Table S1 ). Comparison with the experimental data indicates that the PBE functional significantly overestimates the lattice parameters of ILs, with the relative error for V m being 8-15%. In contrast, the PBE-D3 method on average slightly underestimates the lattice parameters, with the percent errors for V m less than 4%. Taking into account a small expansion of the lattice due to vibrations (by at most 2%), the agreement between the computational results using the PBE-D3 method and experiment is excellent. In addition to molecular volumes, we have also estimated the degree of similarity between the experimental and calculated crystal structures by superimposing these structures and calculating the root-mean-square deviation (RMSD) of the atomic displacements for the non-hydrogen atoms. 
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The PBE-D3 method (the mean RMSD of 0.13 Å) significantly outperforms the PBE method (the mean RMSD of 0.43 Å) in predicting the structural data, reinforcing the results obtained for the lattice constants and volumes. Therefore, the PBE-D3 method along with the HSE06-D3 single-point energies on PBE-D3 optimized geometries was applied for the subsequent evaluation of lattice enthalpies and entropies.
Lattice enthalpies, DH latt
Lattice enthalpies have been determined by subtraction the sum of the enthalpies of the isolated ionic species from the enthalpy of the crystal lattice. As ILs are composed of oppositely charged ions, the electrostatic attraction is the dominant contribution to the net lattice energy. There has been a tremendous progress in predicting molecular crystals and ranking of polymorph composed of neutral molecules with dispersion-corrected GGA DFT. 31, [48] [49] [50] However, because of the self-interaction error, GGA DFT tend to overdelocalize the charge, resulting in the fractional charge transfer for organic salts. 51, 52 To alleviate this problem,
we have used the HSE06-D3 functional, which includes a 25% fraction of exact exchange. A comparison of the net charges on each fragment using Bader analysis 53, 54 ( Table 3 ) indeed shows that ion charges are closer to the formal charge of AE1 with the HSE06-D3 functional. This leads to a higher electrostatic attraction and, consequently, to more negative DU 0 values obtained with the HSE06-D3 functional (on average by 12.6 kJ mol
À1
) in comparison with the PBE-D3 functional. The results, Table 3 , also emphasize the importance of the dispersion correction that can be 12-25% of DU HSE06-D3 0
. As expected, the magnitude of the dispersion interaction increases with the number and length of the alkyl groups and the size of an anion.
In general, crystal structures of halide-based ILs exhibit much higher absolute DU 0 compared to the crystal structures containing a polyatomic fluoro-containing anion. These differences can be rationalized through combination of long-range and shortrange interactions in the solid state. The long-range electrostatic interaction is determined by ion density and packing in the crystal lattice, which can be conveniently represented by the Madelung constant. With the EUGEN method 55 Having calculated the lattice potential energies, DU 0 , of ILs, it is instructive to examine if there is any correlation between DU 0 the molecular volume, V m . A volume-based thermodynamic (VBT) approach has become a popular tool for predicting physical properties of ionic solids from molecular volumes or densities. A correlation between DU 0 and the inverse cube root of V m , originally developed by Mallouk et al. 23 and expanded by Jenkins, Glasser, and co-workers, 22 ,24,25,56-58 for predicting thermodynamic data across an extended range of inorganic compounds, for 1 : 1 salts has the form
where a and b are empirically derived parameters. The same empirical model was applied for organic salts 56 and ILs, 57,58 but a subsequent comparison with the experimental DU 0 revealed the need for a specific parametrization of eqn (9) over a a The two cell angles are fixed at a = b = 901. Fig. 3 The PBE and PBE-D3 relative errors of the molecular volume (V m ) for 11 ILs, denoted by red and black colors, respectively. Fig. 4 (a) reveals that only for ILs with a polyatomic anion there is a monotonic decrease in lattice potential energy with increasing volume, e.g.,
but any correlation of DU 0 with V m for halide-based ILs is essentially nonexistent. Therefore, the VBT approach is expected to break down for ILs containing halides, requiring the use of more accurate and advanced DFT methods for this type of ILs.
Lattice entropies, DS latt
To evaluate the lattice free energy, both enthalpic and entropic terms are needed. The formation of an ordered salt from gasphase ions yields a substantial positive, destabilizing TDS latt contribution, resulting in a substantially less negative DG latt compared to DH latt . As follows from Fig. 4(b 24 In the absence of more directly obtained parameters, the average values of the linear correlation constants for ionic solids and organic liquids were used to approximate the absolute entropies of ILs. 59 The standard absolute entropies of solid ILs, S 298:15 C ½ ½A s , estimated at the Gamma point within the harmonic approximation are given in Fig. 4(c) . Interestingly, the absolute entropies of ILs with the monatomic anion and the polyatomic anion follow different linear relations with molecular volume. Halide-based ILs held together by stronger interionic forces exhibit consistently smaller entropies. The results underscore that there are intrinsic differences within two groups of ILs that are not accounted for by the correlation with molecular volume alone. The fitted equations of absolute entropies (J mol À1 K
À1
) with volume (in nm 3 ) at different temperatures take the form
where the superscripts following the S refer to the type of an anion. These equations might be applicable to other members of 
Solvation free energies, DG o-l solv
The right arm of the thermodynamic cycle depicted in Fig. 1 , for the difference in the ion concentrations in two phases. The latter term can be estimated directly by expressing c, the molar concentration of ions in liquid IL, either in terms of the known density and molar mass or the known/predicted molecular volume. In the present work, it was approximated based on the experimental molecular volume in the solid state listed in Table 2 The ion solvation free energies were estimated using a generic ionic liquid implicit solvation model, SMD-GIL, 32 developed for predicting free energies of solvation of organic solutes. Since the solvation model was fitted to reproduce the experimental data at standard conditions, only the solvation free energies at T = 298.15 K are available. This model can provide the upper and lower bound of DG
Þat temperatures lower and higher than 298.15 K, respectively. The temperature dependence of the self-solvation free energy of a tight-ion-pair of IL can, in principle, be included in the framework of the statistical mechanical COSMO-RS approach 61, 62 that will be the subject of future studies. Another limitation of the current model is the use of a generic dielectric constant e = 11.5 averaged over 10 ILs. The effect of using a different e when it is available for the IL under consideration on the predicted DG
Þ and melting temperatures will be discussed in the next section. The calculated sum of the solvation free energies of the two ions for each ionic liquid at 298.15 K is shown in Fig. 4(e) . The large negative value of the free energy of solvation is what is expected for ILs formed by the combination of oppositely charged species. The results show two groupings of data, one for halide-containing ILs with stronger solvation and another for the polyatomic anioncontaining ILs with weaker solvation. This is not surprising given a smaller size and a higher charge density of halides compared to bulkier BF 4 À , PF 6 À , and Tf 2 N À anions with delocalized electronic charge density.
Fusion free energies, DG fus , and melting temperatures, T m
An accurate prediction of the free energies of fusion, DG fus , is far from straightforward, with errors arising from the offset of two large terms (see eqn (1)), the lattice free energy, ÀDG latt and the solvation free energy, DG o-l solv . Therefore, it could be challenging to compute the absolute T m values from DG fus , with a predictable degree of accuracy using the approach embodied in Fig. 1 without a proper calibration of a theoretical model. Fig. 4(f) shows the variation of DG fus , computed with the HSE06-D3 functional as a function of temperature T. As expected, DG fus is positive at lower T and negative at higher T. The point at which DG fus = 0 determines the melting temperature. Table 4 provides a comparison of the predicted and the experimental melting temperatures of the studied ILs. The SMD-GIL solvation model at the M06-2X/6-31+G(d,p) level was used to calculate DG o-l solv and the two PBE-D3 and HSE06-D3 density functionals were employed to calculate DG latt . Of these two approaches, the HSE06-D3 method is more accurate at predicting absolute melting points, with the MAE of 30.5 K and the MRE of 8.5%, as compared with 65.9 K and 18%, respectively, for the PBE-D3 calculations, with respect to the average experimental values. 8 The analysis of the results in Table 4 indicates that the HSE06-D3 method is very successful in predicting T m for ILs the halide-based ILs, which are highly problematic for the VBT approach, [22] [23] [24] [25] 56, 57 but the calculated T m of ILs with polyatomic anions are systematically underestimated by an average of 35 K. This systematic deviation of the computed T m could be due to deficiencies in the applied density functional theory, solvation model, or both. For example, adding a constant term of 10.8 kJ mol À1 to DG fus can compensate a large part of the error, reducing the MAE and MRE to 13.9 K and 4.0%, respectively. For ease of visualization, the performance of the HSE06-D3 method for predicting the melting temperatures of the studied ILs is presented in Fig. 5 . A correlation of computed and experimental melting points is shown in the ESI ‡ section (Fig. S1) . Given various approximations, particularly the use of the polarizable dielectric continuum model in these calculations, the results demonstrate promising performance for a heterogeneous set of ILs. Several trends in computed T m identified for a given set of ILs are fully consistent with the experimental data. Various contributions to DG fus at T = 298.15 K that can help to Table 4 Comparison of the computed melting temperatures (K) with the average experimental data collected in ref. 8 . The lattice free energies are calculated using the PBE-D3 and HSE06-D3. The VBT results refer to the melting points predicted based on eqn (10) 4 ]. This trend can be interpreted in terms of a more dramatic decrease in the stability of the crystalline phase compared to the liquid phase as halides are replaced by larger anions. In addition to the lower lattice enthalpy, a larger increase in the entropy penalty for forming a crystal from isolated ions in the gas phase is also a contributing factor to a lower lattice free energy with polyatomic anions. that is not counterbalanced by the same degree of decrease in ÀDG latt , which is only 7.5 kJ mol À1 .
As follows from the foregoing discussion, the developed approach is quite successful at predicting melting points of ILs, but it is not without limitations. There is a question whether the polarizable dielectric continuum solvent model can capture the solvation thermodynamics in ILs. The SMD solvation was specifically parameterized for ILs and was applied successfully for predicting free energies of solvation of neutral solutes in ILs. Without any further modifications, except for the Br À anion (see Section 3), this model has been used in the present work to calculate the solvation free energies of monovalent ionic solutes. A close agreement between the predicted and experimental melting points of ILs suggests reasonable description of ion solvation, at least on the relative basis over the range studied here. Including the ion pairs or larger aggregates explicitly is one possible strategy to improve the accuracy of solvation calculations for ions in ILs.
Since the necessary solvent parameters are often not available for a given IL, solvation calculations were carried out using the generic set of solvent-independent parameters, except for two descriptors that are fully determined by the molecular structure of IL ions (see Section 3). It is reasonable to assume that if solvent parameters are close to the average generic values than the performance of the solvation model by using either set of parameters will be similar. However, for ILs showing a large variation of parameters from the averaged values, it is anticipated that the variation in DG
Þwill be substantial. As the dielectric constant is one of the parameters greatly affecting the solvation free energy, we will illustrate the sensitivity of DG o-l solv and T m to a change in e by replacing the generic dielectric constant e = 11.5 with the experimental ones. For Table 4 also lists the melting points calculated using the VBT approach, as described elsewhere. 22 A description of the computational protocol based on eqn (10)- (12) is provided in the ESI ‡ section. The results verify that the VBT approach is only applicable for ILs containing spherical or large polyatomic anion, but fails completely for ILs containing halide anions. Therefore, we had to rely on the existing crystal structures for making the assessment of the lattice free energy for halidecontaining ILs. Since information on crystal structure is not available for the majority of ILs, the proposed protocol is not yet suitable for high-throughput prediction of melting points. However, with a fast pace of progress in developing in silico tools for crystal structure prediction of organic materials given only the structural formula, we expect the successful prediction of the lowest energy polymorphs for the unit cell size considered in this work can soon become feasible.
In this work we have tested the efficacy of one of the evolutionary methods, USPEX, developed by Oganov and co-workers [64] [65] [66] for crystal structure prediction. [C 1 mim][Cl] was chosen based on the smallest unit cell containing 68 atoms. With USPEX input of 4 ion pairs, unit cell parameters 5% larger than experimental values, completely random orientation of ions and random space group, and the number of 40 structures in each generation, the calculations were set up to run up to 30 generations (a total 1200 structure optimizations). Although the experimental crystal structure was not found, the best-computed structure was only 4 kJ mol À1 higher in energy (per ion pair) than the experimental structure. This difference in energy results in the error of the computed melting point of only 13.85 K, which is within the predictive accuracy of the best model. However, the method can quickly become prohibitively expensive as the system size increases due to increasing cost of DFT calculations and the exponential grows of the number of local minima. Nevertheless, with the rapid development of the efficient algorithms for crystal structure prediction and the DFT methods for accurate ranking of the likely polymorphs, as well as increasing computer power, crystal structure prediction with 4100 atoms in the unit cell could become more affordable in the near future.
Conclusions
Significant research efforts are directed toward the identification of ILs with the extended low temperature window of the liquid range desirable for various applications. However, a reliable prediction of melting points remains a difficult challenge. In this work, we have established a computational protocol for the prediction of melting points of ILs by evaluating the stability of ILs in the crystalline and molten states using density functional theory. The stabilization of ions in the periodic lattice and the molten state was calculated using the plane-wave based periodic DFT and the SMD-generic-IL solvation model, respectively. The most reliable prediction of melting points was obtained using the HSE06 hybrid functional augmented with the DFT-D3 dispersion correction term. The mean absolute error is 30.5 K and the mean relative error is 8.5% for 11 ILs consisting of imidazolium or pyrrolidinium cations and halide or polyatomic fluoro-containing anions. The results verify that this method is capable of quantitatively reproducing the variations in melting points by changing the length of the alkyl groups on the cation and replacing one anion by another. The proposed method is essentially parameter-free beyond the approximations made for computing lattice free energies and ion solvation free energies. Therefore, it has the advantage over the other approaches for the estimation of melting points of ILs reported in the literature in that it is not limited to the types of ions considered in this work and potentially applicable to a wide range of ILs. The results of this work emphasize that unlike ILs containing spherical or large anions, the lattice energy of which can be approximated using the volume-based thermodynamic approach, prior knowledge of crystal structure is required to make accurate determination of the latticed energy for IL containing halide anions. The use of the generic dielectric constants in the SMDgeneric-IL model implies that if the actual dielectric constant is significantly different from the generic value, it is preferred that the experimental dielectric constant is used whenever available to obtain more reliable predictions. With the development of crystal structure prediction algorithms and more accurate description of ion solvation in IL medium by including ion pairs or larger aggregates explicitly in the quantum chemical model, we might expect continuous progress towards fully ab initio prediction of melting points for a wide range of ILs with no experimental input.
