Abstract. This paper is devoted to the proof of the convergence properties of a class of finite difference schemes applied to nonlinear complex reaction-diffusion equations. We investigate the accuracy of the numerical solution considering implicit and semi-implicit discretizations. To illustrate the theoretical results we present some numerical examples computed with a semi-implicit scheme applied to a nonlinear equation.
(x, t, v) = D R (x, t, v) + iD I (x, t, v) and nonconstant complex reaction term F (x, t, v) = F R (x, t, v) + iF I (x, t, v), where D R (x, t, v), D I (x, t, v), F R (x, t, v), F I (x, t, v) are real functions dependent on v.
We need to assume that
and that there exists a constant L > 0 such that
Inequalities (1.1) and (1.2) can easily be shown to hold for the diffusion coefficient in [2, 6, 20] . We define the initial boundary value problem for the unknown complex function u = u R + iu I , (1.3) ∂u ∂t (
x, t) = ∇ · (D(x, t, u)∇u(x, t)) + F (x, t, u), (x, t) ∈ Q,
under the initial condition where ∂u ∂ν denotes the derivative in the direction of the exterior normal to Γ. For the reaction term we will consider the decomposition
where F L is a linear operator with respect to v,
v) = f (x, t) + A(x, t)v(x, t).
We assume that the problem is well posed, in the sense that it admits a unique solution (in the classical or the weak sense) and it depends continuously on the data.
The present paper focuses on deriving convergence results for a class of finite difference schemes for (1.3)-(1.4), with (1.5) or (1.6), in one and two dimensions. We first note that expression (1.3) involves both Schrödinger type equations and parabolic equations and includes the possibility of having a source term, a linear reaction term, a nonlinear reaction term, or none of them (see (1.7) ).
In the theory of heat conduction and chemical diffusion processes, if the thermal conductivity depends on the unknown function, the temperature distribution in a bounded medium is governed by this initial-boundary value problem, where F represents the reaction mechanisms [28] . Diffusion processes are also commonly used in image processing as, for example, in noise removal, inpainting, stereo vision, or optical flow (see, e.g., [6, 9, 20, 21, 25, 27, 30, 31, 34] ). In particular, nonlinear complex diffusion proved to be successfully applied in medical imaging despeckling and denoising [17, 27] . Although diverse numerical schemes have been implemented to approximately solve the resulting mathematical model, no formal mathematical analysis has been yet carried out in order to gather the properties of approximate solutions such as error estimates and rates of convergence.
In [2] the authors studied the stability of a one parameter class of finite difference schemes for the nonlinear complex diffusion equation. Both explicit and implicit schemes were considered. In [3] the authors analyzed the stability of implicit and semiimplicit finite difference schemes for nonlinear complex reaction-diffusion processes. In image denoising, the stability proof in [2] is important for the cases where the resolution of the used image is fixed. However, in the cases where it is possible to increase the resolution of the image from previously acquired ones, it is also important to establish convergence results for the filtering process.
The numerical analysis of finite difference schemes for nonlinear diffusion and reaction-diffusion equations has been investigated extensively and is widely documented in the literature (see, e.g., [23, 28] ). The convergence of finite difference methods for systems of nonlinear reaction-diffusion equations with real variables was studied in [22] . For the complex case, we mention [29] , where the authors consider the analysis of conservative schemes for a coupled nonlinear Schrödinger system. To the best of our knowledge there is no rigorous proof of the convergence of finite difference schemes for (1.3). Writing this equation as a system in the variables u R and u I , we obtain a particular reaction-diffusion system of real variables. We did not find in the literature convergence estimates for similar systems. This paper fills this gap in the theory of finite difference schemes applied to the considered problem.
For the sake of clarity, we restrict the approach to the case of domains which in two dimensions are a union of rectangles. It is well known that numerical schemes applied to boundary value problems on domains with re-entrance corners may suffer from a global loss of accuracy caused by the influence of corner singularities. In order to regain the full order of convergence, one common strategy is to use a systematic mesh refinement near the corner points [10, 11] . Alternative strategies can be found in, e.g., [7, 13, 19, 33] . In this paper we assume that the exact solution is smooth enough, and so this pollution effect is not an issue.
The paper is organized as follows. In section 2 we describe the implicit and semiimplicit numerical methods simultaneously by embedding them into a one-parameter family of finite difference schemes. The core section of this paper is section 3, where the rigorous proof of convergence is presented, taking into account the influence of the regularity of the solution on the error estimate. In the last section some numerical experiments are shown to illustrate the theoretical analysis. The paper ends with an appendix with the proof of some technical lemmata.
Numerical method. Let us construct a nonequidistant rectangular grid,
We define the space grid by
We associate each grid point x j with the coordinate j = (j 1 , . . . , j d ). Let (h k,j k ) 0≤j k ≤N k −1 be a vector of mesh-sizes (i.e., positive numbers) in the kth spatial coordinate direction, k = 1, . . . , d. We denote by h the maximal mesh-size. Points halfway between two adjacent grid points are denoted by
where e k is the unit vector in the kth direction. We will also use the notation
The grid R h is assumed to be such that the vertices ofΩ are in Γ h .
For the temporal interval we consider the mesh 
and
For the formulation of the finite difference approximations, we use the centered finite difference quotients in the kth spatial direction, 
and either
in the case of homogeneous Dirichlet boundary conditions (1.5), or
in the case of homogeneous Neumann boundary conditions (1.6), where ν k represents the kth component of the normal vector ν. In (2.1) we consider
where, as, e.g., in [24] ,
2)e k ) ⊂ Ω and |ω j | the measure of ω j , and
Note that the cases μ = 0 and μ = 1 correspond to a semi-implicit and an implicit discretization, respectively. In the semi-implicit case, the diffusion coefficient and the nonlinear part of the reaction term are treated explicitly.
Convergence.
The main result of this paper is Theorem 3.1. Estimates for the difference between the pointwise restriction of the exact solution on the discretization nodes and the finite difference solution are proved. The key idea is to start by finding a variational system for the error. We obtain error estimates using the Bramble-Hilbert lemma (see Lemma A.1 in the appendix) in order to derive the highest possible accuracy assuming the minimum hypothesis on the smoothness of the exact solution.
To provide a proper functional setting, we need to define spaces involving timedependent functions [16] . Let X denote a Banach space with norm . X . In what follows, X is shorthand for any of the usual Sobolev spaces W s,p (Ω) (which we also denote by
In what follows, · h will denote the discrete L 2 norm, which will be specified later in this section. In the next theorem, D(u) and F NL (u) denote the functions on the variables x and t, D(x, t, u(x, t)) and F NL (x, t, u(x, t)).
Theorem 3.1. Let the weak solution u of (1. 
If (1.1) and (1.2) hold, and
where R h u denotes the pointwise restriction of the function u to the space grid Ω h .
We will prove the convergence for the bidimensional case. For the proof we follow some arguments taken from [4, 5, 15, 18] . In what follows, C denotes a generic positive constant.
We first note that, as a result of Taylor expansion about t m+1 ,
, and, for any sufficiently smooth function g(t),
Let us consider the numerical method (2.1)-(2.2) assuming Neumann boundary conditions. For Dirichlet boundary conditions the proof follows the same steps.
We rewrite (2.1)-(2.2), (2.4) as a system by separating the real and imaginary parts, U R and U I , respectively, of the main variable U = (U 0 , . . . , U N ). We shall then study the convergence of the family of finite difference schemes:
with initial condition
and homogeneous Neumann boundary conditions
We start by introducing some notation related to the space domain. For each
) and | j | the measure of j . The discrete inner products, for the two-dimensional (2D) case, are
Their correspondent norms are denoted by . h , . h *
1
, and . h * 2 , respectively.
Multiplying both members of the first and second equations of (3.6) by E m+1 R and E m+1 I , respectively, according to the discrete inner product (3.7), using (3.4), and taking into account the boundary conditions, we obtain
In order to provide the desired bounds, we start by deducing that x 2 ) and x j = (x j1 , x j2 ). We will consider the contribution of each rectangle j , which we subdivide into four congruent subrectangles R 1 , R 2 , R 3 , R 4 such that P i is the common vertex of the region j and R i , i = 1, . . . , 4, respectively, that is,
Integrating both sides of (1.3) over | j |, multiplying in both members the contribution of R i by E(P i , t m+1 ), and using integration and a summation by parts, we may conclude that
where the expressions for T 1 , . . . , T 9 are defined in what follows. In the previous bound we took into account the boundary conditions, the fact that E 0 h = 0, and (3.9) and (3.10).
In (3.12)
which is the contribution of the region j to T 1 and T 2 , given, respectively, by
In order to introduce T 4 , we start by defining the line segments S
The terms T 5 , T 6 , and T 7 are analogous to T 4 replacing D R , u R , and E R by D I , u I , and E R for T 5 ; by D I , u R , and E I for T 6 ; and by D R , u I , and E I for T 7 .
Finally,
Let us start by estimating T 1 . First, note the equality
,
) Pi . We apply this equality to 4T 1 ( j ) and study the behavior of the four resulting sums T 1a ( j ), T 1b ( j ), T 1c ( j ), and T 1d ( j ). Using the inequality (A.1) of Lemma A.2, we obtain
, and then
We can write T 1b ( j ) in the form
and we obtain
Using inequality (A.2) of Lemma A.2, we get
and then
The other sums, T 1c ( j ) and T 1d ( j ), can be bounded in the same way as T 1b ( j ). Summing the contribution of all the rectangles in the domain, we obtain
and then using the inequality ab ≤ εa 2 + 1 4ε b 2 for all a, b ∈ R and ε > 0, we get
where is an arbitrary positive constant. Likewise we obtain an analogous estimate for T 2 .
For T 3 we have
Let us now obtain an estimate for T 4 . We split T 4 into several terms, |T 4 
where we used the notation
Analogously, we define T 4a2 and T 4b2 which have the natural correspondence to T 4a1 and T 4b1 with respect to the space variable x 2 . Next, we will derive in detail the bounds for T 4a1 and T 4b1 . Provided the assumption u(t) ∈ H 3 (Ω) holds, we can use the Sobolev embedding theorem [1] to conclude that the norm u(t) W 1,∞ (Ω) is bounded and that the embedding H 3 (Ω) → C 1 (Ω) is continuous. If we only assume the regularity u(t) ∈ H 2 (Ω), this argument does not hold in two dimensions. In this case we use L 2 -embedding theorems for traces [1] .
In the case μ = 1, T 4a1 = 0. In the case μ = 0, by (3.1) and (3.5), we get
The trace theorems (see, e.g., section 2.1.3 of [26] ) provide the bound
By the Cauchy-Schwarz inequality, it follows that
In order to estimate T 4b1 , we first consider that u(t) ∈ H 2 (Ω) ∩ W 1,∞ (Ω). Using the inequality (A.3) of Lemma A.2, we deduce that (3.14) and, since D R is Lipschitz continuous with respect to the third component, from (3.1) we obtain
From the inequality (A.4) of Lemma A.2 and (1.2) we get
Collecting the estimates (3.14), (3.15), and (3.16) and applying the Cauchy-Schwarz inequality, we get
Let us now assume that u(t) ∈ H 3 (Ω). The estimates (3.14) and (3.16) do not recover the desired order of convergence. Hence we have to exploit the alternating behavior in the x 2 -direction using the approach from [15, Lemma 5.2] . With the aid of inequality (A.5) of Lemma A.2, we get
The estimates for T 5 , T 6 , and T 7 are obtained in an analogous way. We write T 8 in the form |T 8 | = |T 8a + T 8b |, with
According to (2.6),
To estimate T 8a note that
and, using the same type of analysis as for T 1 ,
From the previous inequalities we conclude that
We write T 8b in the form
Using (3.2), we have
In the case μ = 1,
and, in the case μ = 0, by (3.2) and (3.5),
From (3.17) and (3.18) and using the same type of analysis as for T 1 , we get
.
For T 9 we use the same type of analysis as for T 8 . Considering all the contributions, we apply the discrete version of Gronwall's lemma (see, e.g., [14, 32] ) to obtain the convergence estimate (3.3) for the 2D case.
Remark 1. If we consider, in the numerical method, (2.6) replaced by
we must assume that the source f has the same regularity restrictions as the linear part of the reactive term A to obtain the order of convergence established in Theorem 3.1.
Numerical results.
In this section, we will illustrate the theoretical results for convergence for the semi-implicit method (that is, m = 1 and μ = 0) for both Dirichlet and Neumann boundary conditions and also considering reactive and nonreactive source terms. We will discritize the reactive term using (3.19) instead of (2.6).
Dirichlet case without reactive term. Let us consider the equation
with initial condition given by
and homogeneous Dirichlet boundary conditions. Given two constants α, β ∈ C, for
For the following, we will consider α = −2−2i, β = 1+1i. We also note that in this case f does not depend on u. In the following examples we will consider reactive terms, that is, source terms f that depend on the solution u.
To illustrate the linear numerical order of convergence in time, we will consider constant spatial step sizes h 1 = h 2 and step in time Δt. Moreover, we will successively halve the spatial step sizes h 1 , h 2 and step in time Δt. One gets the ap-
for u(π/2, π/2, T ) = −0.05632 − 0.12306i on the central point (π/2, π/2) of the spatial domain at the final time T = 1, given in Table 1 . We note that
Moreover, the order of convergence p can be approximated by where E n and E n+1 are the errors considering Δt = 1/2 n , h 1 = h 2 = π/2 n+1 , n = 0, 1, . . . . Similar results are obtained for the numerical convergence using the discrete L 2 norm of the error u(., ., T )− U M h , as presented in Table 2 . As expected, the numerical orders of convergence tend to 1.
To illustrate the quadratic numerical order of convergence in space, we will again consider constant spatial step sizes h 1 = h 2 and step in time Δt. Moreover, we will successively halve the spatial step sizes h 1 , h 2 , while we will successively divide by 4 the step in time Δt. The results are shown in Table 3 for pointwise convergence and in Table 4 for the error measured with the discrete L 2 norm. As expected, the numerical order of convergence tends to 2.
Neumann case with reactive term in L-shaped domain. Let us consider the equation
and homogeneous Neumann boundary conditions. Again, given two constants α, β ∈ C, for 
Again, we will consider α = −2 − 2i, β = 1 + 1i.
To illustrate the linear numerical order of convergence in time, we will consider constant spatial step sizes h 1 = h 2 and step in time Δt. Moreover, we will halve the spatial step sizes h 1 , h 2 and step in time Δt. The results are shown in Table 5 for pointwise convergence. Similar results are obtained for the numerical convergence using the discrete norm, as presented in Table 6 . The numerical orders of convergence tend to 1.
To illustrate the quadratic numerical order of convergence in space, we will consider constant spatial step sizes h 1 = h 2 and step in time Δt. Moreover, we will halve the spatial step sizes h 1 , h 2 , while we will divide by 4 the step in time Δt. The results are shown in Table 7 for pointwise convergence and in Table 8 for the discrete norm. The numerical order of convergence is approximately 2, as expected. In Figure 1 we show the approximation and its errors at T = 1, with the last considered set of step sizes h 1 = h 2 = π/64 and step in time Δt = 1/4096.
Neumann case with reactive Lipschitz term and nonuniform mesh.
Let us consider the equation
and homogeneous Neumann boundary conditions. Given two constants α, β ∈ C for 
Again, we will consider α = −4 − 4i, β = 1 + 1i.
In order to numerically illustrate the linear convergence order in time, we randomly choose M in the set {20,21, . . . ,100} with uniform distribution. We then define N 1 and N 2 randomly and independently, with normal distribution of mean M and standard deviation 2. N 1 and N 2 are then rounded to the closest integer greater than or equal to 2. In this way, N 1 and N 2 vary (almost) linearly with respect to M . Then, we randomly and independently define the points
by a uniform distribution in [0, π] . We proceed similarly with time, randomly defining the instants by a uniform distribution in [0, 1]. We then solve the problem with the defined mesh and calculate the error in the discrete L 2 norm. The plot of the logarithm of this error depending on the logarithm of the maximum step in time considered for 300 different meshes is given in Figure 2 (left). The numerical convergence rate is approximated by the slope of the linear regression line, which is 1.0047. As expected, it is close to 1.
In order to numerically illustrate the quadratic convergence order in space, we randomly choose N 1 in the set {15,16, . . . ,60} with uniform distribution. We then set N 2 randomly with a normal distribution with mean N 1 and standard deviation 2. We set N 2 to the closest integer greater than or equal to 2. In order to show the quadratic order, we force M to grow by a factor of 4 each time that the minimum of N 1 and N 2 doubles. In this way, we choose M randomly by a normal distribution with mean and standard variation 2. We then solve the problem with the defined mesh and calculate the error in the discrete L 2 norm. The plot of the logarithm of this error depending on the logarithm of the maximum spatial step sizes for 300 different meshes is given in Figure 2 (right). The numerical convergence rate is approximated by the slope of the linear regression line, which is 1.9540. As expected, it is close to 2. This example shows that the numerical orders of convergence are not affected by either a Lipschitz reactive term or nonuniform meshes, as already shown theoretically.
Appendix A. Technical lemmata. The following lemmata are technical tools needed to derive the convergence estimates. They are a consequence of the Bramble- Hilbert lemma (see, e.g., [8, 12] 1)×(0,1) ) . The proof using the points P 2 , P 3 , and P 4 follows the same steps.
We obtain the estimates (A.3), (A.4), and (A.5) in a similar way, defining functionals λ that vanish for polynomials of degree 0, for (A.3) and (A.4), and polynomials of degree 1, for (A.5). We transform j into the unit square and apply the BrambleHilbert lemma.
