We report on the results of a multiwavelength monitoring campaign of the bright, nearby Seyfert galaxy, Ark 120 using a ∼50-day observing programme with Swift and a ∼4-month co-ordinated ground-based observing campaign, predominantly using the Skynet Robotic Telescope Network. We find Ark 120 to be variable at all optical, UV, and X-ray wavelengths, with the variability observed to be well-correlated between wavelength bands on short timescales. We perform cross-correlation analysis across all available wavelength bands, detecting time delays between emission in the X-ray band and the Swift V, B and UVW1 bands. In each case, we find that the longer-wavelength emission is delayed with respect to the shorterwavelength emission. Within our measurement uncertainties, the time delays are consistent with the τ ∼ λ 4/3 relation, as predicted by a disc reprocessing scenario. The measured lag centroids are τ cent = 11.90 ± 7.33, 10.80 ± 4.08, and 10.60 ± 2.87 days between the X-ray and V, B, and UVW1 bands, respectively. These time delays are longer than those expected from standard accretion theory and, as such, Ark 120 may be another example of an active galaxy whose accretion disc appears to exist on a larger scale than predicted by the standard thin-disc model. Additionally, we detect further inter-band time delays: most notably between the ground-based I and B bands (τ cent = 3.46 ± 0.86 days), and between both the Swift XRT and UVW1 bands and the I band (τ cent = 12.34 ± 4.83 and 2.69 ± 2.05 days, respectively), highlighting the importance of co-ordinated ground-based optical observations.
INTRODUCTION
The energy output of active galactic nuclei (AGN) is thought to be dominated by the accretion of material onto a supermassive black hole (SMBH; Shakura & Sunyaev 1973) . Here, the accreting material forms a disc which is considered to be geometrically-thin and optically-thick with thermal emission from the inner regions peaking in the ultraviolet (UV) wavelength band. While dependent on the precise properties of the accretion flow, the UV emission arises from material typically located ∼10-1 000 gravitational radii (rg = GM/c 2 ) from the SMBH. Now, while AGN are generally observed to emit light across the whole of the electromagnetic spectrum, both thermal and non-thermal components of emission make up the broad-band spectral energy distribution (SED). Of particular interest is emission in the X-ray band, where the X-rays are thought to arise from inverse-Compton scattering of thermal UV photons produced in the disc. This scattering is likely caused by a 'corona' of electrons, which are believed to be hot (T ∼ 10 9 K) and optically-thin in nature. The corona is expected to lie close to the SMBH (perhaps within a few tens of rg; Haardt & Maraschi 1993) and produces a power-law-like continuum of X-rays. The vast energy release from the accretion process is responsible for heating both the disc and the corona. In turn, via illumination, the disc can be further heated. However, as the fraction of released energy that heats the corona is not well known, it is not currently clear to what extent external or internal process dominate the heating of the disc.
One issue that arises when studying AGN with the current generation of observatories is that we are unable to directly resolve their innermost regions. This is because i) AGN are highly compact sources, and ii) we can only observe them at great distances. Nevertheless, we can use alternative methods to indirectly infer information about the dominant physical processes in these systems. Thus, we can improve our understanding of the structures and geometries that AGN are composed of. Of particular interest are variability studies. In principle, these powerful techniques enable us to map out the structure of the accretion flow, which is expected to have a stratified temperature structure with the hotter, UV-emitting regions closer in and the cooler, optically-emitting regions farther out. In many AGN, strongly variable UV emission is observed. On short timescales (e.g. ∼days-weeks), the UV emission is less variable than the emission in the X-ray band (Mushotzky et al. 1993 ). However, a correlation between the UV and X-ray variability may be expected if the respective emission regions are both modulated by the local accretion flow. Within this framework, two mechanisms in which the variability may be coupled are favoured in the literature -(i) Compton up-scattering of UV photons to X-rays by the hot corona (e.g. Haardt & Maraschi 1991) , and (ii) thermal reprocessing of X-ray photons in the accretion disc (Guilbert & Rees 1998) . In either case, the observed time delays are determined by the light-crossing time between the two respective emission sites. Meanwhile, on much longer timescales (i.e. ≫ months), highamplitude variations are typically observed to be larger in the optical band than in the X-ray band (e.g. NGC 5548: Uttley et al. 2003; MR 2251 −178: Arévalo et al. 2008 . This is a strong sign that, on longer timescales, the optical emission drives the X-ray variations with propagating local accretion rate (ṁacc) fluctuations serving as a strong candidate for this process.
In order to enhance our understanding of the connection between various emission components, we can analyze the correlated variable components of emission in distinct wavelength bands. Correlated variability on short timescales has been observed between the optical, UV and X-ray bands in a number of type-1 Seyfert galaxies. Examples include MR 2251−178 (Arévalo et al. 2008) , Mrk 79 ), NGC 3783 (Arévalo et al. 2009 ), NGC 4051 (Alston et al. 2013 ), NGC 5548 (McHardy et al. 2014 Edelson et al. 2015) and Ark 120 (Lobban et al. 2018) . The observed correlated variability is typically discussed within the framework of disc reprocessing, which could allow us to constrain the temperature structure of the disc and test predictive models, including the standard α-disc model (Shakura & Sunyaev 1973) . In this context, primary X-rays, which are produced in the corona, illuminate the accretion disc and are reprocessed. This results in the production of UV and optical photons, whose production is delayed with respect to the X-rays. This additional portion of variable emission will have a time delay, τ , which is governed by the light-crossing time between the respective emission sites. As such, large-amplitude X-ray variations may be expected to produce delayed emission, which is both wavelength-dependent and smaller in amplitude. These variable components of optical and UV emission will be superimposed on the more dominant fraction of optical/UV emission, which may be "intrinsic" (e.g. produced by internal viscous heating). However, on the timescales relevant to the disc reprocessing model, additional intrinsic emission is expected to be relatively constant.
In the case of a standard geometrically-thin, optically-thick accretion disc, the disc will be hotter at inner radii and cooler towards outer radii. The temperature will be dependent upon black hole mass (∝ M −1/4 ⊙ ) and Eddington ratio [∝ (Ṁ /Ṁ Edd ) 1/4 ; see equation 3.20 of Peterson 1997] . Combining this with Wien's law (λmax = 2.9 × 10 7 /T ) provides an estimate on the emissionweighted radius in a given wavelength band. Assuming that the time delays are then governed by the light-crossing time then yields the expected relation: τ ∼ λ 4/3 (Cackett et al. 2007 ). Note that this relation is expected to hold whether the disc is heated internally or externally.
However, the predictions of the reprocessing scenario have been challenged by some recent results. Crucially, measured time lags have implied that the physical separations between emitting regions are larger than one might expect from considering standard accretion disc models (e.g. Cackett et al. 2007; Edelson et al. 2015) . In essence, at any given radius, discs appear to be hotter than predicted in the Shakura & Sunyaev (1973) case, and so to find the expected temperature, one must move out to larger radii, hence resulting in observing longer lags. For instance, in NGC 5548, Edelson et al. (2015) measure a disc size of ∼0.35 ±0.05 lightdays at 1 367 Å which is significantly larger than expected from standard disc models. Similar results have also arisen from independent microlensing studies (Q 2237+0305: Mosquera et al. 2013) with suggestions that disc sizes are up to a factor of ∼4 larger than expected (Morgan et al. 2010) . Additionally, Jiang et al. (2017) studied lags in a sample of 240 quasars in the Pan-STARRS Medium Deep Fields, also finding g to r-, i-, and z-band lags ∼2-3 times larger than predicted. This has led to suggestions by some authors (e.g. Gardner & Done 2017) that the observed UV and optical lags do not, in fact, originate in the accretion disc itself. Instead, the suggestion is that they may arise from reprocessing of the far UV emission by optically-thick clouds via bound-free transitions in the inner broad line region (BLR) -see Korista & Goad (2001) . The fact that bound-free UV continuum emission in the BLR is contributing to the observed lags is supported by the discovery of a marked excess in the 3 000-4 000 Å lag spectrum in NGC 4395 (Cackett et al. 2018) . Alternatively, improvements in accretion disc models (e.g. inhomogeneous discs: Dexter & Agol 2011 may also help to resolve these issues. Given the potential challenges posed to standard accretion theory by these multiwavelength campaigns, it is important to continue to characterise the accretion discs of a comprehensive sample of AGN covering a wide range of black hole masses, Eddington ratios and various other source parameters.
In this paper, we focus on Ark 120, a nearby Seyfert galaxy (z = 0.0327; Osterbrock & Phillips 1977) . Assuming standard cosmological parameters (i.e. H0 = 71 km s −1 ; Ω∆ = 0.73; ΩM = 0.27), Ark 120 resides at a distance of 142 Mpc. Meanwhile, studies using the reverberation-mapping technique show that the mass of the central SMBH is MBH = 1.5 ± 0.2 × 10 8 M⊙ (Peterson et al. 2004) , which is relatively high in terms of reverberation-mapped AGN. Ark 120 forms part of the subclass of AGN known as 'bare' AGN and is the X-ray-brightest of its type (F 0.3−10 keV ∼ 7 × 10 −11 erg cm −2 s −1 ). Vaughan et al. (2004) analyzed high-resolution grating data using XMM-Newton (Jansen et al. 2001) and found that the column density, NH, of any line-of-sight warm absorber in Ark 120 is a factor of 10 or more lower than in typical type-1 Seyfert galaxies (also see Reeves et al. 2016) . Therefore, Ark 120 provides us with one of the clearest views of the regions closest to the central SMBH. However, we do note that in Reeves et al. (2016) , our analysis of long-exposure, high signal-to-noise observations using high-resolution grating spectra with XMM-Newton and Chandra discovered a number of ionized emission lines in the soft X-ray band. We interpreted these as originating from an X-ray-emitting constituent of the optical-UV BLR on sub-pc scales and, as such, they are likely suggestive of significant columns of highly-ionized X-ray-emitting material existing outside of our line-of-sight. We also note that the prominent Fe Kα emission line at 6.4 keV -which is resolved by the Chandra grating -has a full-width at half-maximum of 4 700 +2 700 −1 500 km s −1 , consistent with originating in the BLR .
Ark 120 is a source which is consistently bright at optical / UV / X-ray wavelengths (although we note a pronounced drop in the X-ray flux in 2013; Matt et al. 2014) , while displaying strong wavelength-dependent variability (e.g. Gliozzi et al. 2017 ). In Lobban et al. (2018) , we analyzed a ∼6-month monitoring campaign of Ark 120 with the Neil Gehrels Swift Observatory (hereafter: Swift; Gehrels et al. 2004 ). By analyzing cross-correlation functions (CCFs), we were able to detect a significant time delay between the X-ray emission and the Swift U-band (effective wavelength: 3 465 Å). Using the interpolated correlation function (ICF) and Monte-Carlo simulations, we found a delay of τ = 2.4 ± 1.8 days. This value is consistent with the expected radial separation of ∼300 rg between the two emission sites with a lightcrossing time of ∼2 light-days, assuming a standard α-disc. Curiously, this raises the question of whether there is any contamination from the BLR continuum in this measurement -and, if not, why not for this source? Here, we report on a new 50-day monitoring campaign of Ark 120 using Swift and additional ground-based observations, primarily using the Skynet Robotic Telescope Network 1 .
OBSERVATIONS AND DATA REDUCTION
Here, we describe the observations and subsequent data reduction. 1 https://skynet.unc.edu/
Swift
Ark 120 was observed with Swift over a ∼50-day period from 2017-12-05 to 2018-01-24 (obsID: 00010379XXX). In total, Swift performed 45 observations on a roughly daily basis, each with an exposure typically ∼1 ks in length. In this paper, data from two of Swift's instruments are used: the X-ray Telescope (XRT; Burrows et al. 2005 ) and the co-aligned Ultraviolet/Optical Telescope (UVOT; Roming et al. 2005 ).
The XRT
Given the brightness of Ark 120, all XRT data were acquired in "windowed timing" (WT) mode, providing 1-D imaging data at the orientation of the roll angle of the spacecraft. We used the online XRT "products builder" 2 (Evans et al. 2009 ) to extract useful counts. The purpose of the products builder is to perform all necessary processing and calibration, accounting for additional systematics arising from uncertainties on the source position in WT mode 3 . The result is a series of spectra and light curves which have been calibrated and background-subtracted. Observational constraints mean that the target source is not always observable by Swift. Consequently, observations are occasionally split up into 'snapshots' (i.e. with fractional exposure = 1) 4 . In our Ark 120 monitoring campaign, we obtained 48 useful snapshots across the 45 XRT observations. 47 of our snapshots have exposure times > 100 s. Across the full ∼50-day monitoring campaign, the total useful XRT exposure was 39.8 ks, with a time-averaged corrected count rate of 0.98 ± 0.01 ct s −1 and a flux of ∼3.2 ×10 −11 erg cm −2 s −1 from 0.3-10 keV. We also note that pile-up is not expected to be an issue given that the WT-mode observed count rate is ≪ 100 ct s −1 (see Romano et al. 2006 ).
The UVOT
The UVOT provides simultaneous coverage in the UV/optical bands in a 17' × 17' field. The available wavelength range is possibly as wide as ∼1 700-6 500 Å. During each pointing, we acquired data with the V, B and UVW1 filters. Their peak effective wavelengths are 5 468, 4 329 and 2 600 Å, respectively. Visual inspections of the UVOT images reveals that the observations were steady, totalling 37, 42 and 42 usable frames for the V, B and UVW1 filters, respectively. The total respective exposures are ∼4.4, 5.2 and 28.2 ks, while the respective time-averaged corrected count rates are 30.98 ± 0.12 (mag ∼ 14.2) 5 , 62.06 ± 0.15 (mag ∼ 14.6) and 46.36 ± 0.05 ct s −1 (mag ∼ 13.3). Source counts we extracted using the HEASOFT 6 (v.6.24) task UVOTSOURCE. This uses the latest version of the calibration database (CALDB) to perform aperture photometry, correcting for scaled background subtraction, coincidence loss, etc. We used a 5 arcsec source extraction radius. Meanwhile, background counts were extracted from a larger circular region in an area of blank sky separate from the source.
As first pointed out by Edelson et al. (2015) , 'dropouts' occasionally occur in Swift UVOT light curves, likely arising from localized regions of low sensitivity on the detector (also see Breeveld 2016) . The effect is more pronounced for the UV filters than the optical filters. Edelson et al. (2019) provide a list of detector regions responsible for these dropouts. We cross-checked these detector regions with our source position for each observation and find that none of our Swift pointings is affected by dropouts in this campaign. The weighted mean flux densities in the three UVOT bands are found to be: V = 8.01 mJy (weighted standard deviation, σ = 0.25 mJy), B = 5.80 mJy (σ = 0.21 mJy), and UVW1 = 4.40 mJy (σ = 0.19 mJy).
Co-ordinated ground-based optical observations
Co-ordinated monitoring of Ark 120 in the optical band was performed with several ground-based telescopes located on five continents. However, the majority of data were gathered with the Skynet Robotic Telescope Network. All telescopes we used are equipped with CCD detectors and sets of wide-band filters. Due to redundancy of the telescopes, we were able to secure observations almost daily, covering the period between 2017-12-06 and 2018-04-12 (the end of the 2017/18 observing season). Data were taken primarily with the B and I filters but, on a few nights, the target was also observed using the V and R filters. Using the Johnson-Cousins UBVRI photometric system, the effective central wavelengths for the U, B, V, R, and I filters are, respectively: 3 656, 4 353, 5 477, 6 349, and 8 797 Å. We note that some data have been excluded from further analysis after their quality inspection. The details about the telescopes we used for this campaign are listed in Table 1 .
The calibration of raw images (i.e. bias, dark and flat-field correction) acquired with the Skynet telescopes was done with the network pipeline software. Meanwhile, for those images acquired at other sites, this was performed using the IMAGE REDUCTION & ANALYSIS FACILITY (IRAF) 7 . We extracted magnitudes of stars using the C-MUNIPACK package 8 . Differential photometry was performed with the aperture method by a single person (UP-S) to ensure uniformity in the results. The final differential photometry results were independently checked with the PHOT IRAF routine by a second person (JK). We have used the same comparison (Ra: 05 h 16 m 13.9 s , Dec: −00 • 09 ′ 03 ′′ ) and control (TYC 4752-1081-1, Ra: 05 h 16 m 26.231 s , Dec: −00 • 09 ′ 04. ′′ 79) stars for all observations. We chose the radius of apertures separately for images acquired with each telescope, based on the pixel scale of each individual instrument. Such an approach provided the same angular size, leading to the most reliable results. Finally, the R-band data acquired with the 1 m telescope was reduced following standard procedures for image reduction, including bias, dark current and flat field corrections performed with IRAF. The images were also cosmic-ray corrected and astrometry was performed using the index files from Astrometry.net (Lang et al. 2010) .
RESULTS
Here, we summarize the results of our Ark 120 monitoring campaign. Table 1 . An observation log for our co-ordinated ground-based monitoring campaign of Ark 120 detailing the name and location of the observatory, the number of observing nights, and the telescope and filters used.
Light curves
We begin by showing the light curves of Ark 120. In Fig. 1 , we plot the four ∼50-day Swift light curves: broad-band 0.3-10 keV XRT (black circles), UVOT UVW1 (blue diamonds), UVOT B (green squares) and UVOT V (red crosses). We overlay each possible pair of light curves for visual comparison across six panels. It is clear that variability is detected in all four wavelength bands, with a pronounced drop in flux occurring around the middle of the observation and lasting for around 20 days before recovering at the end of the observation. Meanwhile, the X-rays appear to display stronger variability, with a hint of the onset of the drop in flux occurring in the X-ray band prior to the longer-wavelength bands. We attempt to quantify the strength of the variability by computing the 'excess variance', which accounts for the measurement uncertainties, which are expected to contribute to the total observed variance. This method of calculating the intrinsic source variance is explored in Nandra et al. (1997) , Edelson et al. (2002) and Vaughan et al. (2003) . To summarize, the excess variance is calculated as: σ 2 XS = S 2 − σ 2 err . Here, S 2 represents the sample variance, and is defined as:
where xi is the observed measurement value, x is its arithmetic mean and N is the total number of measurements. Meanwhile, σ 2 err represents the mean square error and is defined as: σ 2 err = (1/N ) N i=1 σ 2 err,i , where σerr is the measurement uncertainty. We can then use the excess variance to calculate the fractional root mean square variability: Fvar = (σ 2 XS /x 2 ). This can be expressed as a per cent. A description of the method for estimating the uncertainty on Fvar is given in appendix B of Vaughan et al. (2003) . In the regime where the variability is well-detected (i.e. S 2 ≫ σ 2 err ), this can be estimated as: err(Fvar) ≈ (σ 2 err /N ) · (1/x). Applying the above method to the broad-band 0.3-10 keV XRT data allows us to estimate the fractional variability to be Fvar = 29.4 ± 1.3 per cent. Meanwhile, as expected, as we move towards longer wavelengths, the strength of the observed variability on the timescale probed here diminishes: UVOT UVW1: Fvar = 3.8 ± 0.3 per cent; UVOT B: Fvar = 2.8 ± 0.4 per cent; UVOT V: Fvar = 1.8 ± 0.5 per cent.
We briefly investigated the energy-dependence of the X-ray variability by splitting the XRT data into two separate bands: 0.3-1 keV (a 'soft' band) and 1-10 keV (a 'hard' band). While signifi- cant variability is detected in both bands, we find that the soft band displays slightly stronger variability, with Fvar = 36.1 ± 2.1 per cent, compared to Fvar = 26.5 ± 1.3 per cent in the hard band. This is likely due to variations in a prominent steep component of the soft excess (see Lobban et al. 2018; Porquet et al. 2018) . We searched for a correlation between the two bands by plotting the observed count rates against one another, as shown in Fig. 2 . The two bands appear to show a strong positive correlation, which we confirm by computing the Pearson correlation coefficient 9 , R = 0.796 (p-value < 10 −5 ). We also fitted a straight line function to the data of the form: S = aH + b, where S and H refer to the soft and hard bands, respectively, a is the slope and b is the offset. We find a bestfitting slope of a = 0.76±0.03 with an offset of b = −0.07±0.02.
Owing to the substantial scatter present in the data, however, the fit statistic is poor: χ 2 = 327 for 46 degrees of freedom (d.o.f.). Given the strong correlation between the two bands, we proceed to use the entire 0.3-10 keV XRT bandpass for the remainder of the paper.
In Fig. 3 , we plot the count rates from the Swift snapshots from all XRT and UVOT bandpasses against one another. Given the simultaneity of these measurements, these 'flux-flux' plots effectively measure the correlation where the time delay approaches zero (τ ≈ 0; i.e. the offsets between the XRT and UVOT start/stop times are effectively zero in comparison to the sampling time). In Section 3.2, we then investigate the wavelength-dependent variability of the source as a function of time delay. The upper three panels of Fig. 3 plot the 0.3-10 keV XRT data against the three UVOT 9 The Pearson correlation coefficient is defined as:
, where x and y refer to the values of the two datasets. The correlation coefficient takes a value between r = −1 and r = +1, where −1 implies a perfectly linear negative correlation, +1 implies a perfectly linear positive correlation and a value of 0 implies zero correlation. light curves. A positive linear correlation is generally observed, although it is observed to be weak, likely due to the enhanced small-timescale variability observed in the X-ray band compared to the longer-wavelength bands observed by the UVOT. Again, we test the linearity of the correlation by fitting straight-line functions. To summarize: XRT vs UVW1: r = 0.374 (p = 0.019), Table 2 . Meanwhile, much tighter positive linear correlations are observed between the various UVOT bands. Again, to summarize (also see Table 2 
The tighter constraints and increased robustness of the correlations between the UVW1, B and V bands is likely a result of the lack of short-term variability observed at these longer-wavelength bands relative to the X-rays.
We now introduce the Ark 120 data from our accompanying, overlapping ground-based monitoring programme. We acquired well-sampled data with a long baseline in two wavelength bands: B and I. The light curves are shown in Figs 4 and 5. In both cases, we overlay the Swift UVOT light curves for a visual comparison. The ground-based B-band monitoring shows strong variability over the ∼96-day period with a measured fractional variability of Fvar = 3.8 ± 0.2 per cent. Unfortunately, the B-band monitoring campaign did not commence until ∼32 days after the start of the Swift campaign and, as such, only overlaps by ∼18 days. Nevertheless, the sharp dip in the light curve appears to be very well matched with the Swift V, B and UVW1 light curves. Meanwhile, the ground-based I-band light curve has a longer ∼129-day baseline, overlapping with the entirety of the Swift campaign. The I-band variability is suppressed somewhat compared to its B-band ground-based counterpart, with Fvar = 1.1±0.1 per cent, although the variability in the light curve again appears to track the variations in the Swift wavelength bands. Finally, we also show the R-and Vband light curves in the lowermost panels of Figs 4 and 5. However, we do not use these in the subsequent correlation analysis due to the sporadic nature of the sampling.
Cross-correlation functions
Having presented the light curves and quantified their variability, we now proceed to search for any long time delays between the emission between various wavelength bands. The standard method for estimating correlations between two time series is to compute the cross-correlation function (CCF; Box & Jenkins 1976) . In this generalized approach to linear correlation analysis, one measures correlation coefficients between two time series, allowing for a linear time shift between them. In essence, this provides a measure of the strength of the correlation, r, for a given shift in time, τ . However, when computing the CCF, a primary requirement is that the two time series be evenly sampled in time. Such even sampling is often difficult to achieve in astronomy, and is not the case with our combined Swift and ground-based monitoring campaign. As such, we can approximate the CCF by turning to the discrete correlation function (DCF; Edelson & Krolik 1988) . By using the DCF, we can measure the correlation between sets of data pairs (xi, yj ), where each given pair has a time lag: ∆τij = tj −ti (where t corresponds to the middle of the given time bin). Then, we collect the complete set of unbinned discrete correlations (with the lags associated with each pair):
where ex is the error on the measurement for any given data point in time series, x. We then bin this over the range: τ −∆τ /2 ∆τij < τ + ∆τ /2 and, finally, average over the total number of pairs of measurements that fall within each bin:
Note that the arithmetic means and variances used in equation 1 may be calculated either 'globally' or 'locally'. In the former case, one uses the mean and variance obtained from the entire population, whereas in the latter case, these are computed from only the data points contributing to that given lag bin. We have applied both methods to our analysis presented here, but find no significant difference in the results obtained. In the case of equation 2, we also note that the correlation coefficient, r, takes a value between −1 (implying a perfect negative correlation) and +1 (implying a perfect positive correlation). A value of r = 0 would signify that the data are completely uncorrelated.
We firstly focus on the Swift campaign. In the case of our CCF estimates presented here, we use the mean count rates from each stable UVOT exposure and available XRT (0.3-10 keV) snapshot. We set the time value, t, at the mid-point of each exposure bin. Now, while the Swift campaign is ∼50 days in length, when moving towards longer lags, fewer data pairs are available to contribute to the DCF. As such, the certainty on the DCF estimates at longer lags becomes greatly reduced. Additionally, as discussed in Press (1978) , the presence of light curves affected by "red-noise" can significantly impact lag measurements typically greater than ∼1/3-1/2 of the total duration of the light curve. Consequently, we compute and show the DCFs over the range −25 < τ < +25 days. We compute DCFs using time bin sizes of ∆τ = 1 and ∆τ = 2 days (although we only show the ∆τ = 1 day DCFs in the plots for clarity). Note that ∆τ = 1 day roughly equals the observed sampling rate of the Swift campaign. We also ensure that there are > 25 flux pairs per bin.
We begin by computing the DCFs between the X-rays and the three available UVOT bands; i.e. XRT vs V, XRT vs B and XRT vs UVW1. The 1-day DCFs (∆τ = 1 day) are shown in Fig. 6 (upper panel: black circles). Note that a positive lag indicates that the first wavelength band is leading the second wavelength band. In this instance, this means the shorter wavelength emission (i.e. X-rays) leading the emission at longer wavelengths.
The three time series are moderately positively correlated at zero lag (±0.5 days): XRT vs V: r = 0.240 ± 0.155; XRT vs B: r = 0.340 ± 0.138; XRT vs UVW1: r = 0.418 ± 0.130. The DCFs appear to have a strong (and relatively broad) positive skew in all three cases, actually peaking in the +∆τ regime: XRT vs V: τ peak = 14 ± 0.5 days (r = 0.704 ± 0.178); XRT vs B: τ peak = 13 ± 0.5 days (r = 0.847 ± 0.065); XRT vs UVW1: τ peak = 12 ± 0.5 days (r = 0.846 ± 0.103). These DCF values are tabulated in Table 3 , along with the results of computing the DCF using ∆τ = 2 days, which are consistent with the 1-day DCFs within the uncertainties. We did also estimate the DCF centroids, which we calculated from the mean of all data points with r values falling within 0.8 × r peak . We performed a similar approach in Lobban et al. (2018) ; see also Gliozzi et al. (2017) . For the XRT vs V, B and UVW1 cases, we find τcent ∼ 13.25, 10.73 and 10.23 days for the ∆τ = 1 day DCFs, respectively. Again, these are listed in Table 3 .
In addition to calculating the DCF, we also used the interpolated correlation function (ICF; Gaskell & Sparke 1986; White & Peterson 1994) . When computing the ICF, we perform linear interpolation between consecutive data points in the first light curve in such a way that we achieve regular sampling. Comparing the interpolated data points with the real values in the second light curve then allows us to measure the CCF for any arbitrary lag, τ . We then perform the reverse process by interpolating over the second light curve and using those values with the real values from the first light curve. Finally, we average the results and calculate the linear correlation coefficient by:
We then repeat this process over a wide range of lags and find the value of τ for which r(ICF) is maximized. Here, we use time bins of width ∆τ = 0.5 days as this is approximately half of the observed sampling rate in the Swift light curves. This is because a resolution / accuracy can be achieved that is greater than the typical sampling rate, assuming that the functions involved are relatively smooth, as appears to be the case in Ark 120 (see Peterson 2001) . We show the XRT vs UVOT ICFs in Fig. 6 (upper panel: red diamonds), where it is clear that the 1-day DCFs and 0.5-day ICFs match up well.
Meanwhile, uncertainties on the ICF lags are estimated using the combined flux randomisation ('FR') and random subset selection ('RSS') methods, described in Peterson et al. (1998) . The purpose of this method is to modify the data points making up the individual light curves and recalculating r(ICF) N times (here, N = 10 000) in order to build up a distribution of lag values. We use FR to randomly deviate each data point assuming a Gaussian distribution of the uncertainties on the count rate / flux (σ a,b = e a,b ). Meanwhile, we use RSS to randomly draw data points from the light curves, reducing the sample size by a factor of up to ∼1/e ≈ 0.37. This technique is similar to "bootstrapping" methods and is used to test for any sensitivity of the CCF to individual points in the light curve.
Based on our ICF results, the ICF peaks at r = +0.734 between the XRT and V bands, with a lag of τ peak = 10.20 ± 10.81 days (centroid, τcent = 11.90 ± 7.33 days). Between the XRT and B bands, the peak correlation coefficient is r = +0.799, with a lag of τ peak = 10.59 ± 5.62 days (τcent = 10.80 ± 4.08 days). Meanwhile, between the XRT and UVW1 bands, we find r = +0.825, with a lag of τ peak = 10.36 ± 5.64 days (τcent = 10.60 ± 2.87 days). We summarize these results in Table 3. In addition, Fig. 6 (lower panel) also shows the distribution of the centroid of the peaks for each pair of wavelength bands, which we calculate using all the points whose values fall within r > 0.8r peak . Finally, we also show the 90 per cent confidence intervals (based on our 10 000 simulations) via the vertical dashed red lines. While the uncertainties on the peak lags / centroids are large, they do suggest a non-zero solution in all three cases, which is indicative of the shorter-wavelength emission (X-rays) systematically leading the longer-wavelength emission (V, B, UVW1). We note that, while the uncertainties on the peak time lag in the X-ray vs V case are so large that they are consistent with zero, we do find a positive non-zero solution for the lag centroid.
Moving on from the X-rays, we also compute CCFs between the various Swift UVOT bands: UVW1 vs V, UVW1 vs B and B vs V. In all three cases, the light curves appear to be well-correlated at zero lag: r = +0.698 ± 0.136, r = +0.871 ± 0.107 and r = +0.543 ± 0.145, respectively. In the first case (UVW1 vs V), we find that the 1-day DCF peaks at τ peak = −1 ± 0.5 days (r = +0.712 ± 0.139), although the moderate positive skew leads to a centroid estimate of τcent ∼ 1.67 days. Meanwhile, both the UVW1 vs B and B vs V DCFs peak at τ peak = 0 ± 0.5 days: τcent ∼ 0.89 days and τcent ∼ 3.67 days, respectively. The values are summarized in Table 3 and the DCFs are shown in Fig. 7 (upper panels: black circles). We did also compute DCFs with ∆τ = 2 days (see Table 3 ) -again, the results are consistent with those acquired using a 1-day bin width.
In terms of the ICFs (Fig. 7 ; upper panels: red diamonds), we find a peak at r = +0.742 between the UVW1 and V bands, with a lag of τ peak = −1.23 ± 8.40 days (centroid, τcent = 0.27 ± 5.97 days). Between the UVW1 and B bands, the peak correlation coefficient is r = +0.893, with a lag of τ peak = 0.71 ± 2.64 days (τcent = 0.68±2.35 days). Meanwhile, between the B and V bands, we find r = +0.656, with a lag of τ peak = 1.26 ± 8.66 days (τcent = 0.49 ± 7.54 days). We summarize these results in Table 3 , while the lower panel of Fig. 7 shows the distribution of the centroid of the peaks. It is clear that the peak lags between the various UVOT wavelength bands are all consistent with zero and so we do not detect any significant time lag.
Finally, we also compute CCFs utilizing data from the longer ground-based monitoring campaign. We firstly compare the Bband with the I-band. According to the DCF (∆τ = 1 day), the two bands are only weakly positively correlated at zero lag, with r = +0.263 ± 0.034, with the peak lag occurring at τ peak = 2 ± 0.5 days (r = +0.598 ± 0.031), with an estimated peak centroid of τcent ∼ 3 days. As with our other DCFs, these results are consistent with a DCF using ∆τ = 2 days. The DCF is shown in Fig. 8 (upper-left panel: black circles) and the results are summarized in Table 3 . Moving on to the ICF, we find a peak correlation coefficient of r = +0.647, corresponding to a peak lag of τ peak = 4.17 ± 4.11 days, with a peak centroid of τcent = 3.46 ± 0.86 days. The ICF is shown in the upper-left panel of Fig. 8 (red diamonds) , while the peak centroid distribution is shown in the lower-left panel. These ICF results suggest a detection of a positive lag with the shorter-wavelength emission (B-band) leading the longer-wavelength emission (I-band).
Given that our ground-based I-band data overlap with the entirety of our Swift light curves, we also compute CCFs between our ground-based monitoring and Swift bands. Although our 0.3-10 keV XRT vs I-band CCFs are noisy, we do find a strong positive skew, despite the weak correlation at zero lag (r = +0.201 ± 0.070). As with our previous CCFs involving the X-ray emission, the estimated peaks of the lag and centroid from the DCF are large: τ peak = 9 ± 0.5 and τcent ∼ 8.2 days. In terms of the ICF, we find the correlation to peak at τ peak = 12.33 ± 5.03 days with r = +0.527. The peak centroid is τcent = 12.34 ± 4.83 days. This, again, is suggestive of the X-rays leading longer-wavelength emission with a long time delay. We also note a tentative detection of a time delay comparing the Swift UVW1 data with the I band.
Here, we find that the 1-day DCF peaks at τ peak = 1 ± 0.5 days (r = +0.618 ± 0.075) with τcent ∼ 3.75 days. Meanwhile, the ICF suggests a peak lag of τ peak = 2.63±2.45 days (r = +0.588) with a peak centroid of τcent = 2.69 ± 2.05 days. Comparing the Swift B-and V-band data with our ground-based coverage, however, does not yield a detection of a lag. From the ICF, in the B Figure 7 . The estimated CCFs obtained using the Swift UVOT data. From left to right, we show the CCFs comparing the UVW1 vs V, UVW1 vs B and B vs V light curves, respectively. Upper panels: the DCFs (black circles), where ∆τ = 1 day, and the ICFs (red diamonds), where ∆τ = 0.5 days. Lower panels: the distribution of the centroid peaks obtained from the ICF analysis for each of the three cases. The 90 per cent confidence intervals (based on 10 000 simulations) are shown by the dashed vertical red lines. See Section 3.2 for details. vs I case: τ peak = 1.29 ± 2.98 days (r = +0.558) and τcent = 1.33 ± 2.77 days. In terms of V vs I: τ peak = 1.85 ± 5.11 days (r = +0.507) and τcent = 1.86 ± 4.96 days. In the former case, the 90 per cent confidence intervals on the peak of the centroid are −2.76 − 6.05 days, while, in the latter case, they are −8.26 − 6.76 days. So, while the best-fitting values are all positive (i.e. suggestive of shorter-wavelength emission leading longerwavelength emission), they remain consistent with zero within our uncertainty estimates. Our combined Swift + ground-based CCFs where we detect a lag are shown in Fig. 8 (middle panels: XRT vs I; right panel: UVW1 vs I). The results, along with the Swift B-and V-band cases, are summarized in Table 3 . We note that, due to the sporadic sampling of the ground-based R-and B-band data, neither the DCF nor ICF allow us to obtain any useful or significant correlations using these data. Nevertheless, these lag detections with regard to our overlapping I-band light curves serve to highlight the importance of co-ordinated ground-based optical observations.
DISCUSSION
We have presented the multiwavelength variability results from a combined Swift + ground-based monitoring campaign of the variable Seyfert 1 active galaxy, Ark 120. In Section 3.1, we presented the X-ray and UV light curves. We find the general trend to be that the shorter-wavelength emission (i.e. X-rays) is more highly variable (varying by a factor of ∼3 on timescales of ∼weeks), although significant variability is also observed at longer wavelengths (e.g. V, B, UVW1), with observed variations on the scale of up to ∼10 per cent on the timescale of roughly a week. The more suppressed variability towards longer wavelengths (e.g. V-and B-bands) may be an expected consequence of increased light dilution from the host galaxy. In contrast, the shorter-wavelength emission (e.g. UVW1) arises from regions much closer to the peak of the 'big blue bump' in the spectral energy distribution, where one may expect to observe a higher amplitude of intrinsic variability on relatively shorter timescales. The host-galaxy contribution in Ark 120 is estimated by Porquet et al. (2019) following a flux-variation gradient method proposed by Choloniewski (1981) using XMM-Newton data (also see Winkler et al. 1992; Winkler 1997; Glass 2004; Sakata et al. 2010) . The resultant estimates of the flux contribution in the central extraction aperture are: V (5 430 Å) = 56 ± 4 per cent, B (4 500 Å) = 17 ± 5 per cent, U (3 440 Å) = 15 ± 7 per cent. 10 . Assuming quasi-constant host-galaxy components of emission at these flux levels and that they are at a roughly similar level in the corresponding Swift UVOT filters would raise the Fvar measurements of the Figure 8 . The estimated CCFs obtained using data from both ground-based telescopes and Swift in the cases where we detect a lag. From left to right, we show the CCFs comparing the ground-based B-vs I-band data, the Swift XRT vs I-band data, and the Swift UVW1 vs ground-based I-band data, respectively. Upper panels: the DCFs (black circles), where ∆τ = 1 day, and the ICFs (red diamonds), where ∆τ = 0.5 days. Lower panels: the distribution of the centroid peaks obtained from the ICF analysis for each of the three cases. The 90 per cent confidence intervals (based on 10 000 simulations) are shown by the dashed vertical red lines. See Section 3.2 for details.
Bands
1-day DCF 2-day DCF 0.5-day ICF τ peak τcent r (DCF) τ peak τcent r (DCF) τ peak τcent r (ICF) (days) (days) Table 3 . The CCF results for our monitoring campaign of Ark 120, as described in Section 3.2. The τ peak and corresponding r values refer to where the DCFs / ICFs peak. Meanwhile, the range of τ lag values for the DCF merely denotes the bin width.
B-and V-band emission arising from the central AGN from those measured in Section 3.1 to around ∼3.3 and ∼4.2 per cent, respectively.
We find clear linear positive correlations between the three UVOT bands assuming roughly zero time delay (τ ≈ 0), which are significant at the > 99 per cent level. Meanwhile, the X-rays are observed to roughly correlate with these variations, although with significantly larger levels of scatter due to the higher level of intrinsic variability in the 0.3-10 keV band. These results are qualitatively similar to those reported in Edelson et al. (2019) based on the four most intensively-sampled AGN with Swift. In Section 3.2, we searched for time-dependent inter-band correlations by calculating DCFs and ICFs. Our 1-day and 2-day DCFs typically show strong correlations between the X-ray and UVOT bands. The X-ray vs UVOT DCFs typically peak at τ > 10 days, while the DCFs between the V, B and UVW1 bands typically peak at around τ ∼ 0 days. All the DCFs appear to be positively skewed, leading to positive estimates for the peak centroids. We also estimate the ICFs (∆τ = 0.5 days) for each pair of wavelength bands and estimate the error on the time lag and centroid by performing Monte Carlo simulations. We find that, within the uncertainties, the UVOT UVW1 vs V, UVW1 vs B and B vs V ICFs are all consistent with peaking at zero lag. As such, we do not claim any detection of an inter-band time delay in these cases. However, we do find a positive lag between the X-rays and the V, B and UVW1 bands: τcent = 11.90 ± 7.33 days (τ peak = 10.20 ± 10.81), τcent = 10.80 ± 4.08 days (τ peak = 10.59 ± 5.62) and τcent = 10.60 ± 2.87 days (τ peak = 10.36 ± 5.64 days), respectively. The uncertainties in the X-ray vs V case are very large due to a lower variability-to-noise ratio, although the lag centroid is still found to take on a positive value. Nevertheless, we do exercise caution in interpreting the XRT-to-UVOT lags given that we only sampled one major minimum in our Swift light curves. Meanwhile, we also find tentative evidence of a lag based on our ground-based monitoring, with the B-band leading the I-band with an estimated time lag of τcent = 3.46 ± 0.86 days (τ peak = 4.17 ± 4.11 days). This is consistent with the B-to-I-band lag found by Sergeev et al. (2005) with data obtained at the Crimean Astrophysical Observatory, who find τ peak = 3.04 +1.33 −1.81 days and τcent = 3.79 +2.52 −1.64 days. Additionally, by combining Swift data with our ground-based observations, we also find evidence of lags between the Swift XRT / UVOT UVW1 bands and the ground-based I band with τcent = 12.34 ± 4.83 days (τ peak = 12.33 ± 5.03 days) and τcent = 2.69 ± 2.05 days (τ peak = 2.63 ± 2.45 days), respectively.
Numerous type-1 Seyfert galaxies have displayed evidence for short-timescale correlations between the X-ray, UV and optical bands (e.g. MR 2251−178: Arévalo et al. 2008; Mrk 79: Breedt et al. 2009; NGC 3783: Arévalo et al. 2009; NGC 4051: Breedt et al. 2010; Alston et al. 2013; NGC 5548: McHardy et al. 2014; Edelson et al. 2015) . Such correlations are routinely interpreted in terms of a disc-reprocessing scenario. Here, UV and optical photons are produced via the reprocessing of incident X-ray photons illuminating the accretion disc. While the bulk of the optical / UV emission may be expected to be 'intrinsic' to the source (e.g. arising via internal viscous heating), this is expected to remain steady on long timescales. Conversely, an additional component of observed emission may be variable, if originating via reprocessing of the primary X-rays. Such a scenario would produce a natural time delay between the X-rays and the UV / optical photons, determined by the light-crossing time between the emission sites. In the case of an optically-thick disc, the emission at longer wavelengths should be delayed with respect to the shorter-wavelength emission with the expected relation: τ ∝ λ 4/3 (Cackett et al. 2007) .
In a disc reprocessing scenario, we can estimate the location of the reprocessing sites for the case of Ark 120. Assuming a standard, optically-thick accretion disc (α = 0.1; H/R = 0.01; a central, compact X-ray source at 6 rg above the mid-plane) with L/L Edd = 0.1 and MBH = 1.5 × 10 8 M⊙ (Peterson et al. 2004) , we can use Peterson (1997) (equations 3.20 and 3.21) to estimate emission-weighted radii for the wavelength bands used here (also see Edelson et al. 2015) . We can estimate the temperature of the disc at a given radius using Wien's Law: λmax = 2.9 × 10 7 /T , where λ is the peak effective wavelength measured in Å and T is the temperature in units of Kelvin, K. In the case of the three Swift UVOT filters used here, the peak effective wavelengths translate into the following temperatures: V (5 486 Å): 5 304 K; B (4 329 Å): 6 699 K; UVW1 (2 600 Å): 11 154 K. The temperature-radius dependence is then given by:
where the temperature at a given radius, T (r), is measured in Kelvin,Ṁ /Ṁ Edd is the mass accretion rate compared to the Eddington rate, M8 is the mass of the central black hole in units of 10 8 M⊙, and r/RS is the radius from the central black hole in units of the Schwarzschild radius (RS = 2GM/c 2 ). In the case of the Swift V, B and UVW1 filters, this yields distances of 236.7, 173.7 and 88.0 RS, respectively. Assuming the Schwarzschild radius for Ark 120 is RS = 4.5 × 10 13 cm, this translates to respective radii from the central X-ray producing region of 1.1 × 10 16 , 7.7 × 10 15 and 3.9 × 10 15 cm. Assuming that the lags are dominated by the light-crossing time, we can express these in units of light-days: X-rays-to-V: 4.1; X-rays-to-B: 3.0; X-rays-to-UVW1: 1.5 light-days. In contrast, we note that the viscous timescale for the disc in Ark 120 would be on a timescale of > 10 3 years (or at least ∼days-weeks if the disc is geometrically thick; also see Porquet et al. 2019) . The predicted distances are listed in Table 4 alongside the measured time delays from our correlation functions for comparison. We also include the X-ray-to-U-band lag from our analysis in Lobban et al. (2018) . We note that our predicted α-disc lags are based on Wien's Law -however, using a more realistic flux-weighted radius (assuming that T ∝ R −3/4 ; Shakura & Sunyaev 1973) actually predicts lags that are a factor of a few smaller (also see Table 4 and Edelson et al. 2019 equation 1) . Finally, we consider the energetics of the reprocessing model and find consistency with the absolute change in our observed UV / Xray luminosities. While the X-ray variations are a factor of ∼12-15 larger than those in the UV band, they are also ∼6-8 times weaker in luminosity. Therefore, the large variations in the X-ray band are enough to drive the smaller variations in the higher-luminosity UV band.
Meanwhile, in the case of the ground-based monitoring, the expected distances of the material producing emission in the B (4 353 Å) and I (8 797 Å) bands are 174.8 and 446.2 RS from the central black hole, respectively. This translates to radii of 7.9×10 15 and 2.0 × 10 16 cm, respectively, yielding light-crossing times of 3.0 and 7.8 light-days from the central black hole and a distance of 4.8 light-days between the two sites. This and the expected time delays from the combined Swift + ground-based analysis are also listed in Table 4 .
It is clear that our measured time delays using just the Swift UVOT filters are consistent within the uncertainties with the predictions from standard accretion theory. However, unlike the Xray-to-UVOT cases, these time delays are also consistent with zero. We cannot rule out the contribution of any opposite-direction lag (i.e. longer-wavelength-to-shorter-wavelength) potentially smearing out the centroid of the CCF, although the physical origin of such a mechanism that may be responsible for this on the timescales probed here remains unclear. In any case, our measurement uncertainties on the lag centroids in these bands are large. So, although theyâȂŹre consistent with zero, theyâȂŹre also still consistent with the predicted lags from a standard disc model. However, in the case of the X-ray-to-V, X-ray-to-B, X-ray-to-UVW1, and Xray-to-I CCFs, our measured time lags are significantly larger than predicted (by a factor of up to a few). We note that these differ from the results described in Lobban et al. (2018) in which we find that the U-band (3 465 Å) emission lags behind the X-ray emission in Table 4 . A comparison of the estimated radial distances of the UV-/opticalproducing regions from the central black hole assuming a standard α-disc model with the measured time delays (based on peak centroids) from our cross-correlation functions. The α-disc values are calculated using Wien's Law while the values in parentheses are calculated using the flux-weighted radius approach. * This value is taken from our Swift analysis described in Lobban et al. (2018) .
Ark 120 with an average delay of τ = 2.6 ± 1.4 days (consistent with the value predicted by the standard thin-disc model). While we see no evidence to suggest that the behaviour of the AGN is significantly different in this campaign compared to the one analyzed in Lobban et al. (2018) , the shorter baseline (∼50 days versus ∼150 days) means that we sample fewer turning points in the light curve, which likely leads to the much larger uncertainties in our lag measurements presented here.
In studies of this nature, it is common practice to plot the inter-band time delay as a function of central wavelength (e.g. see Edelson et al. 2015 Edelson et al. , 2017 Edelson et al. , 2019 . We show this in Fig. 9 where we use the ground-based I-band filter (8 797 Å) as the reference band. As the standard thin-disc model predicts a relation between time delay and wavelength of τ ∝ λ 4/3 (Cackett et al. 2007 ), we tested this by comparing the data to a function of the form: τ = τ0[(λ/λ0) 4/3 − 1]. Here, λ0 = 8 797 Å, corresponding to the effective wavelength of the I band. As the I-band autocorrelation function is, by default, zero, we exclude this datapoint from the fit, although we do show it on the plot for visualisation. As our campaign only affords us five data points, we do not fit for the slope, which we instead keep fixed at a value of 4/3. We do, however, allow the normalization, τ0, to vary. The fit is shown by the red dashed line. The fit is acceptable (χ 2 /d.o.f. = 3.27/4) with a best-fitting value for the normalization of τ0 = 5.3 ± 1.2. Therefore, despite our larger-than-expected time delays relative to the X-ray band, we cannot rule out a divergence from the τ ∝ λ 4/3 relation predicted by reprocessing models from a standard thin disc. However, we stress that our measurement uncertainties are large and that we can only fit over five data points. As such, we exercise caution in interpreting the results.
In an analysis of NGC 4593, Cackett et al. (2018) find an excess in their wavelength-dependent lag continuum at around ∼3 600 Å. They attribute this to bound-free H emission from the diffuse continuum in high-density BLR clouds, as per the picture presented in Korista & Goad (2001) . However, in the case of NGC 4395, the effect seems to be localised around the Balmer jump at ∼3 646 Å, whereas we observe longer-than-expected time delays from emission at ∼2 600, ∼4 329, ∼5 468, and ∼8 797 Å with Figure 9 . Our measured time delays from our Swift + ground-based monitoring campaign as a function of wavelength. We use the I-band filter as the reference band and, as the autocorrelation function of this band is, by default, zero, we omit this datapoint from the fit, but merely show it for visualisation (blue star) as this is the point at which the fit is forced to pass through zero on the y axis. The two B-band data points correspond to the Swift UVOT and ground-based filters: Swift data are shown as black circles while the ground-based B-band data point is shown as a green star. The dashed red line shows a fit of the form τ = τ 0 [(λ/λ 0 ) 4/3 − 1], where we allow the normalization, τ 0 , to vary. Although our measurement uncertainties are large, the fit is formally consistent with the predicted τ ∝ λ 4/3 relation from standard thin-disc theory.
respect to the X-rays. An alternative suggestion may be that the UVW1-, B-, V-, and I-band emission regions are situated more cospatially than standard thin-disc accretion models suggest. Additionally, we should also consider the precision in our measurements when estimating predicted time delays. For example, in an analysis of Mkn 509, Pozo Nuñez et al. (2019) find that the discrepancy in their observed vs predicted time delays may arise from an underestimation of the black hole mass based on the assumed geometry-scaling factor of the BLR. In the case of Mkn 509, they find that, through modelling Hα light curves, their larger scaling factor results in a black hole mass ∼5-6 times more massive than previously reported in the literature, consistent with their observed time delays. In the case of Ark 120, in order to scale the size of the accretion disc to match the observed X-ray-to-UVW1 time delay would require the black hole mass to be scaled to MBH ∼ 1.8 − 4.1 × 10 9 M⊙ or MBH ∼ 7.1 − 16.2 × 10 9 M⊙ depending on whether Wien's Law or the flux-weighted radius is used and assuming our adopted value ofṀ /Ṁ Edd = 0.1. This corresponds to an increase of tens-to-hundred times the currently reported reverberation-mapped value of ∼1.5 ×10 8 M⊙.
A number of other recent results have posed challenges for standard disc-reprocessing scenarios with continuum reverberation studies suggesting that accretion discs are larger than predicted by standard accretion theory (i.e. the thin disc model) -i.e. at given radii, discs are hotter than predicted by Shakura & Sunyaev (1973) and finding the expected temperature requires moving out to larger radii, and hence observing longer lags. In particular, the 'AGN STORM' campaign on NGC 5548 has implied that the accretion disc is ∼3 times larger than predicted (McHardy et al. 2014; Edelson et al. 2015; Fausnaugh et al. 2016) . In addition to the AGN STORM campaign, a series of studies on other AGN have come to similar conclusions -e.g. NGC 2617 (Shappee et al. 2014) , NGC 6814 (Troyer et al. 2016) , NGC 3516 (Noda et al. 2016) and Fairall 9 (Pal et al. 2017 ). In addition, Buisson et al. (2017) analyzed a sample of 21 AGN with Swift and find that the UV lags generally appear to be longer than expected for a thin disc (also see Jiang et al. 2017 ). Furthermore, independent microlensing studies have also implied that discs are larger than expected (possibly by up to a factor of ∼4; Morgan et al. 2010; Mosquera et al. 2013 ). In the case of NGC 4593, Cackett et al. (2018) discovered a marked excess in their high-resolution lag spectrum in the 3 000-4 000 Å range, coinciding with the Balmer jump (3 646 Å). This implies that the effects of bound-free UV continuum emission in the BLR are strongly contributing to the observed lags. Indeed, Gardner & Done (2017) have also argued that the observed optical and UV lags do not originate in the accretion disc but instead are due to reprocessing of the far UV emission by optically-thick clouds in the inner BLR (also see Edelson et al. 2019 for more discussion on such physical models). In the case of our Ark 120 campaign, one might expect such a scenario to moderately impact the UVW1 band (2 600 Å) but less so the B, V, and I bands -however, we detect larger-than-predicted lags in all of these bands relative to the Xrays. As such, it may be the case that Ark 120 is another example of an AGN whose accretion disc appears to exist on a larger scale than predicted by the standard thin-disc model. Given our detection here of larger-than-expected X-ray-to-UV lags, Ark 120 remains an appropriate target for a more comprehensive monitoring campaign (i.e. with Swift) in order to sample the multiwavelength variability more extensively flux and in time.
SUMMARY
To summarize, we have analyzed a multiwavelength monitoring campaign of Ark 120 -a bright, nearby Seyfert galaxy. We used co-ordinated observations using the Swift satellite (∼50 days) and a series of ground-based observatories, covering roughly 4 months, and primarily using the Skynet Robotic Telescope Network. We find well-correlated variability at optical, UV and X-ray wavelengths and, by performing cross-correlation analysis, measure time delays between various emission bands. In particular, we find that the Swift V, B and UVW1 bands and the ground-based I band are all delayed with respect to the X-ray emission, with measured lag centroids of 11.90 ± 7.33, 10.80 ± 4.08, 10.60 ± 2.87, and 12.34 ± 4.83 days, respectively. These are energetically consistent with a disc reprocessing scenario, but the measured time delays are observed to be longer than those predicted by standard accretion theory. Therefore, Ark 120 may be another example of an active galaxy whose accretion disc appears to exist on a larger scale than predicted by the standard thin-disc model. Additionally, via our ground-based monitoring, we detect further inter-band time delays between the I and B bands (τcent = 3.46 ± 0.86 days), highlighting the importance of co-ordinated optical observations. As such, Ark 120 will be the target of a proposed future longer, simultaneous, co-ordinated, multiwavelength BLR-/accretion-disc-mapping campaign.
