Pawlak's attribute dependency degree model is applicable to feature selection in pattern recognition. However, the dependency degrees given by the model are often inadequately computed as a result of the indiscernibility relation. This paper discusses an improvement to Pawlak's model and presents a new attribute dependency function. The proposed model is based on decision-relative discernibility matrices and measures how many times condition attributes are used to determine the decision value by referring to the matrix. The proposed dependency degree is computed by considering the two cases that two decision values are equal or unequal. A feature of the proposed model is that attribute dependency degrees have significant properties related to those of Armstrong's axioms. An advantage of the proposed model is that data efficiency is considered in the computation of dependency degrees. It is shown through examples that the proposed model is able to compute dependency degrees more strictly than Pawlak's model.
Introduction
In pattern recognition [14] , reducing dimensionality is often carried out as data preprocessing to improve recognition accuracy. This process is known as feature selection. When data include nominal or categorical values, the rough set approach [25] [26] [27] is useful and is applied to feature selection in terms of the reduct and core [2, 12, 15, 34] . Pawlak [23] proposed a mathematical model, called the partial dependency of attributes [20] , to compute, by means of an indiscernibility relation, to what degree a set of attributes (dimensions) depends on another set of attributes. In addition, algebraic properties of Pawlak's model are discussed in [8, 21, 22, 24, [28] [29] [30] . However, as Düntsch and Gediga [9] pointed out, Pawlak's model is inadequate in the computation of the dependency degree. The problem arises when an attribute contributes to the determination of another attribute's value, yet its dependency degree is given as 0. The details are explained in the next section.
Several attribute dependency models are related to Pawlak's model. Bhatt and Gopal [3] proposed a dependency degree model by means of fuzzy-rough set approximation [7] . This model is an extension of Pawlak's model and is applicable to real-valued data. The underlying notion of the model is, however, essentially the same as Pawlak's model and thus the problem mentioned above still arises. Chen et al. [5] also suggested a model based on fuzzy-rough sets, in which dependency degrees are computed according to a fuzzy T-similarity relation. However, this model behaves like Pawlak's model when the fuzzy T-similarity relation is crisp, giving rise once again to the problem described above. Hu et al. [13] presented a distance-based rough set model and dependency function, which is similar to that proposed by Pawlak. Sakai and Okuma [31, 32] proposed an attribute dependency degree computation algorithm for non-deterministic decision tables [16, 17, 19] (including set-valued data [11] and interval-valued data [18, 35, 36] ). This algorithm requires two threshold values, which, if not input properly, result in the dependency degrees being computed incorrectly. Moreover, determining the proper thresholds is not discussed. Ziarko [39, 40] proposed an attribute dependency model, called the k-dependency function, in terms of probability. This model requires a target set for rough set approximation and dependency degrees are computed based on the selected target set. Determining a proper target set is not discussed in [39, 40] . Despite all these models, the problem discussed in [9] is no closer to being solved. This paper presents a new attribute dependency function based on decision-relative discernibility matrices [33] instead of the indiscernibility relation. The rest of this paper is organized as follows. The problem with Pawlak's model is explained in Section 2, while the new model is presented in Section 3. In Section 4, three examples are given to verify the behavior of both the proposed model and Pawlak's model. Section 5 provides a discussion based on the results of the examples, while conclusions are given in Section 6.
Problem
Pawlak's attribute dependency model [27] is described below. Let DT ¼ ðU; C [ DÞ be a decision table, where U is a set of objects, C is a set of condition attributes, and D is a set of decision attributes. Given x as an object of U, the values of x on c and x on d are given as cðxÞ and dðxÞ, respectively, where c 2 C and D ¼ fdg. A subset of C is denoted by B, where B # C. The indiscernibility relation for two objects x and y is defined by xIðBÞy, if and only if cðxÞ ¼ cðyÞ for every c 2 B, where x 2 U and y 2 U. In other words, IðBÞ is called an equivalence relation. Quotient sets of U by an indiscernibility relation, or by B, are called the family of equivalence classes or the blocks of the partition, denoted by U=IðBÞ or U=B.
The partition U=B containing x is denoted by BðxÞ. Let cðB; DÞ be an attribute dependency degree that represents to what degree D depends on B:
where X # U and jUj is the cardinal number of U. Eq. (2) is called the positive region; that is, the set of objects that are certainly classified as members of U=D using B. Eq. (3) is called the lower approximation BðXÞ; that is, the set of objects that are certainly classified into X using B.
Skowron proposed the decision-relative discernibility matrix [28] . Let aðx; yÞ be an entry in a decision-relative discern- According to Skowron's concept of the discernibility matrix [33] , a minimum subset of C called a reduct is computed from the discernibility matrix given above. A reduct of C is represented by C 0 and a collection of all reducts is represented by REDðCÞ, where 8C 0 # C and 8C 0 2 REDðCÞ. The core, the intersection of all reducts, is given by [9] pointed out that Pawlak's model, as defined above, is inadequate. This can be explained with reference to Table 1 , which gives a decision table consisting of eight objects, two condition attributes, c 1 ; c 2 , and one decision attribute d. When Pawlak's model is applied to this decision table, it is given that cðfc 1 g; fdgÞ ¼ 0 and cðfc 2 g; fdgÞ ¼ 0. The results are obtained by the following steps: Table 1 Düntsch's decision table [9] . 
No positive regions Pos fc 1 g ðfdgÞ and Pos fc 2 g ðfdgÞ are obtained from this operation. Note that six of the eight objects in U can be classified using the following decision rules based on c 1 : ðc 1 ðxÞ ¼ 0Þ ) ðdðxÞ ¼ 0Þ and ðc 1 ðxÞ ¼ 1Þ ) ðdðxÞ ¼ 1Þ. In contrast, fewer objects in U can be classified using only c 2 . It seems that d is more dependent on c 1 than c 2 , but Pawlak's model gives cðfc 1 g; fdgÞ ¼ cðfc 2 g; fdgÞ.
Thus this paper discusses whether Pawlak's model can be improved. The next section presents the new attribute dependency function from a different perspective.
Proposal

New definition
Definition 1. Assume a decision table DT, a set of objects U ¼ fx 1 ; x 2 ; . . . ; x n g, and a condition-attribute set B, where B # C and D ¼ fdg. The degree of attribute dependency of B related to D is defined as:
where
NEðDÞ
i; j ¼ 1; 2; . . . ; n Note that decision-relative discernibility matrices are symmetric. The proposed model focuses on the lower triangle of the matrix, although diagonal entries are not considered.
The proposed model measures how many times condition attributes of B are used for attribute reduction. Decisionrelative discernibility matrices are convenient for counting these. The number of entries in the lower triangle of a decision-relative discernibility matrix is equal to CombðjUj; 2Þ. Note that Combðn; rÞ is the number of ways of choosing r distinct objects from n objects, where their order is not important. In this case, two distinct objects are chosen from jUj for discernibility inspection. All the entries under consideration are classified into either NEðDÞ or NUðDÞ, using the following criterion:
For this reason, it is known that jNEðDÞj þ jNUðDÞj ¼ CombðjUj; 2Þ and NEðDÞ \ NUðDÞ ¼ ;. This is the meaning of Eqs. (8) and (9) .
The proposed model measures how many times the condition attributes of B contribute to determining the values of D in terms of the following aspects (see also Table 2) : Table 2 Cases to be considered for given values in a decision table.
Case
dðxÞ vs. dðyÞ cðxÞ vs. cðyÞ Usage within the proposed model Table 2 indicates that condition attributes of B do not discern two objects with the same decision class. When two decision values are equal, such that dðx i Þ ¼ dðx j Þ and x i -x j , determining the decision value is more efficient if two condition-attribute values are also equal, such that cðx i Þ ¼ cðx j Þ. Eq. (6) represents the number of entries to which this situation is applicable. Aspect 2. Case 2 of Table 2 indicates that condition attributes of B discern two objects with different decision classes.
When two decision values and condition-attribute values are not equal, such that dðx i Þdðx j Þ and cðx i Þcðx j Þ, the condition-attribute of B contributes to determining the decision value. Eq. (7) represents the number of entries to which this situation is applicable. Don't care. Case 3 of Table 2 is included in Case 1, while Case 4 implies inconsistency. For these reasons, the proposed model considers only Cases 1 and 2.
From the above, it is known that jFEðBÞj þ jFUðBÞj 6 CombðjUj; 2Þ and FEðBÞ \ FUðBÞ ¼ ;. The proposed attribute dependency model incorporates two ratios as shown in Eq. (5): jFEðBÞj jNEðDÞj is the dependency degree when dðx i Þ ¼ dðx j Þ, and jFUðBÞj jNUðDÞj is the dependency degree when dðx i Þdðx j Þ. Note that both ratios may be 1. The proposed dependency degree is finally computed by taking the mean of the two ratios. If a weight parameter b is introduced instead of the mean, Eq. (5) becomes
where 0 6 b 6 1.
Properties
Definition 2. Based on Pawlak [27] and Yao [38] , the following are defined for the proposed model:
( Definitions (2-1), (2-2), and (2-3) are followed by the definitions presented by Pawlak [27] . Each definition can be represented mathematically: B ! D in (2-1), B 9 D in (2-2), and B! cðB;DÞ D in (2-3).
Definition (2-4) is a specific form of Yao's preference relation [38] , which can be mathematically represented by B 1 0 D B 2 . This preference relation holds transitivity for sets of condition attributes. Definition (2-5) corresponds to Yao's indifference relation [38] , which can be mathematically represented by
In addition to these definitions, attribute dependency degrees computed by the proposed model hold the following properties:
(1) 0 6 cðB; DÞ 6 1 for any B # C, where B -;.
The second property is trivial and associated with Armstrong's axiom of reflexivity [10] in functional dependencies [6] . The third property is associated with Armstrong's axiom of augmentation and is important for discussing the relationship between the dependency degree, reducts and core [37] . This needs to be proved. Proof. It is obvious that jB 1 j 6 jB 1 [ B 2 j for any B 1 and B 2 . In this case, the set B 2 influences jFEðB 1 Þj and jFUðB 1 Þj when B 2 is added to B 1 . This means that it is possible for jFEðB 1 Þj and jFUðB 1 Þj to increase. In other words, both jFEðB 1 [ B 2 Þj and jFUðB 1 [ B 2 Þj are never smaller than jFEðB 1 Þj and jFUðB 1 Þj, respectively, since there is neither subtraction nor division in the conditions of Eqs. (6) and (7) . For this reason, it holds true that jB 1 j 6 jB 1 According to the third property, attribute reduction aims to remove redundant condition attributes, whilst keeping the dependency degree as high as possible.
Examples
Application of the proposed model to Düntsch's decision table
The proposed model has been applied to Table 1 , giving the following decision-relative discernibility matrix:
From this decision-relative discernibility matrix, it is given that jNEðfdgÞj ¼ 12; jNUðfdgÞj ¼ 16; jFUðfc 1 gÞj ¼ 10; jFUðfc 2 gÞj ¼ 10, and jFUðfc 1 ; c 2 gÞj ¼ 16. Note that CombðjUj; 2Þ ¼ Combð8; 2Þ ¼ jNEðDÞj þ jNUðDÞj ¼ 28. From Table 1 , it is given that: By means of Eq. (5), the attribute dependency degrees are given as follows:
The results of the computation are summarized in Table 3 .
Example for verifying data efficiency
Let us consider Tables 4 and 5, both of which consist of six objects, two condition attributes, and one decision attribute. The difference between the two decision tables is that c 2 ðx 3 Þ ¼ 4 in Table 4 whereas c 2 ðx 3 Þ ¼ 2 in Table 5 . Note that c 2 in Table 5 classifies all the objects perfectly. When both the proposed model and Pawlak's model are applied to Tables 4 and 5, the attribute dependency degrees are as given in Tables 6 and 7 , respectively. , a benchmark dataset in machine learning. The status of the data is given in Table 8 : the decision table consists of 5644 objects 1 , 22 condition attributes and 1 decision attribute. Attribute dependency degrees are computed by the two models and are verified using a statistical approach. The steps carried out in the verification are the following:
Step 1. Compute all reducts of the Mushroom Data using the Rough Set Exploration System (RSES 2 [4] ). The RSES is a tool for analyzing data in terms of Rough Set Theory and can extract reducts with a graphical, user-friendly implementation. 3 Step 2. For each condition-attribute, investigate the number of times it appears in the reducts computed. The number represented by FreðBÞ is an important measure for evaluating condition attributes. The greater FreðBÞ, the more indispensable is the set of condition attributes B. If B is a core then FreðBÞ is equal to the number of reducts computed. If FreðBÞ ¼ 0 then B is not included in any reduct, which means that such a set of condition attributes is dispensable in a decision table. FreðBÞ vs. Pawlak's cðB; fdgÞ, and FreðBÞ vs. the proposed cðB; fdgÞ. If a pair is consistent, the relationship between the two values should be proportional. For example, FreðBÞ increases as cðB; fdgÞ increases, while FreðBÞ decreases as cðB; fdgÞ decreases. From a statistical perspective, the rank-correlation coefficient for the pair should be positive and statistically significant. In addition to the verification described above, attribute dependency degrees are computed for some reducts to confirm the behavior of the proposed model.
Results
All the reducts and FreðBÞ values have been computed using the RSES as shown in Fig. 1 . The software extracted 156 reducts from the Mushroom Data. Table 9 displays a summary of FreðBÞ, Pawlak's cðB; fdgÞ and the proposed cðB; fdgÞ.
The results of the two rank-correlation tests are summarized in Table 10 , where S and z are statistics values, q is Spearman's rank-correlation coefficient, and s is Kendall's rank-correlation coefficient. Table 11 shows the attribute dependency degrees with respect to 30 of the 156 reducts. 
Discussion
The proposed model has been applied to Düntsch's decision table. As seen from Table 3 , the problem discussed in Section 2 is improved using the proposed model: d is more dependent on c 1 than c 2 since cðfc 2 g; fdgÞ < cðfc 1 g; fdgÞ. Additionally, the third property given in Section 3.2 is consistent such that cðfc 1 g; fdgÞ 6 cðfc 1 ; c 2 g; fdgÞ and cðfc 2 g; fdgÞ 6 cðfc 1 ; c 2 g; fdgÞ.
The proposed model has also been applied to two similar decision tables as shown in Tables 4 and 5. From Tables 6 and 7 , the preference order between the condition attributes is fc 1 g0 D fc 2 g¼ D fc 1 ; c 2 g. Additionally, the third property given in Section 3.2 is consistent such that cðfc 1 g; DÞ 6 cðfc 1 ; c 2 g; DÞ and cðfc 2 g; DÞ 6 cðfc 1 ; c 2 g; DÞ. From Tables 6 and 7, it is notable that cðfc 2 g; DÞ and cðfc 1 ; c 2 g; DÞ differ. The reason for this is that c 2 in Table 5 is able to classify all the objects with fewer decision rules. The decision rules on c 2 taken from Table 5 are:
whereas the decision rules taken from Table 4 are:
It can be seen that the c 2 in Table 5 classifies the objects more efficiently. Therefore, cðfc 2 g; DÞ in Table 7 is greater than that in Table 6 . In contrast, cðfc 2 g; DÞ computed by Pawlak's model is the same for both Tables 6 and 7 . The proposed attribute dependency model is able to take into account the efficiency of data (or decision rules), unlike Pawlak's model.
In this paper, the term ''data efficiency" means the degree to which a constraint [10] defined in the functional dependency is satisfied. For x 2 U; y 2 U; c 2 C, and d 2 D, this constraint implies that if cðxÞ ¼ cðyÞ is satisfied, then dðxÞ ¼ dðyÞ must also be satisfied. The constraint is associated with Eqs. (6) and (8) in the proposed model. A condition-attribute set B is more efficient if the constraint is satisfied to a greater degree, i.e., FEðBÞ is greater.
The proposed model has been applied to a large decision table known as the Mushroom Data and statistical rankcorrelation tests have been applied to the attribute dependency degrees computed. According to Table 10 , negative rank-correlation coefficients were obtained between the FreðBÞ and Pawlak's cðB; fdgÞ. Additionally, the p-values computed have no statistical significance. In contrast, positive rank-correlation coefficients were obtained between the FreðBÞ and the proposed cðB; fdgÞ, although both the Spearman and Kendall coefficients have weak significance. The results suggest that the proposed model is more consistent than Pawlak's model. In fact, Pawlak's model gives cðfc 22 g; fdgÞ ¼ 0, despite the fact that c 22 is mostly used in the reducts as shown in Table 9 .
According to Table 11 , Pawlak's model gives cðB; fdgÞ ¼ 1 for each reduct. In contrast, the proposed model gives different values. The reason is that the proposed model considers data efficiency, as explained previously. Within Table 11 , reduct fc 4 ; c 5 ; c 17 ; c 22 g is the most efficient reduct to discern all the objects since cðB; fdgÞ ¼ 0:999741. It is rare that cðB; fdgÞ ¼ 1 using the proposed model, even if B is a reduct. The proposed model is related to Principal Component Analysis (PCA) and Independent Component Analysis (ICA). While PCA and ICA are given for real-valued data, the proposed model is applicable to nominal-valued data. If the original data are real values, PCA or ICA can be applied to the real-valued data, or the proposed model can be applied to the data after some form of discretization [28] .
Conclusion
In this paper, a new attribute dependency degree model based on decision-relative discernibility matrices has been proposed. It has been shown through examples that the proposed model is able to compute dependency degrees more strictly than Pawlak's model. A feature of the proposed model is that attribute dependency degrees have significant properties related to those of Armstrong's axioms. An advantage of the proposed model is that data efficiency is considered in the computation of dependency degrees.
Future work includes improving the proposed model further since the p-value computed in the example did not reach the confidence level ÃðÃ : p < 0:05Þ. There may be a more appropriate way of computing attribute dependency degrees.
