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博士論文 2013年度（平成 25年度）
信頼度付き実空間情報共有基盤に関する研究
内容梗概
近年のインターネットの展開により、従来の形式のコンピュータだけでなく小
型機器とくにセンサ機器が多数接続され、天候情報等の環境情報や渋滞情報等の
交通情報など実空間情報の共有が行われるようになってきている。そこで本研究
では、センサノード等が生成する実空間情報に対して専門家の「知恵」を活用し
た情報の信頼性指標を付与し共有する事で、情報の正誤や精度を解釈可能とする
実空間情報共有基盤を提案している。この信頼性指標を本論文では「信頼度」と
呼び、信頼度を用いる事で専門的な知識を持たない利用者でも実空間情報を共有
し利活用しやすい環境を構築する事を目指している。従来の実空間情報共有基盤
では基盤全体で同一のセンサが用いられたり、設置環境の統一や高価で耐久性の
高いセンサが用いられたりする事で、得られた値の解釈を安定して行う事が可能
であった。また、基盤を運用する管理ドメインが単一であり、統一の取れた機器
の管理が可能となり、センサの障害検知やデータの管理が容易であった。しかし、
近年インターネットにセンサが接続された事によって、精度の高いセンサだけで
なく、簡便で安価なセンサを多数設置するなど様々な種類のセンサが利用される
ようになってきている。また、センサを運用する管理ドメインもさまざまで、そ
の設置環境は多様となってきている。センサの数が増加し、より詳細な情報が一
般の利用者でも活用できるようになったという利点がある一方で、耐故障性の低
い安価なセンサの障害検知、さまざまな設置環境に基づく値の構成、値の解釈の
ための知識の提供など、これらの情報を利活用するための支援機構が必要となっ
ている。
このような背景から、情報の利活用を促進するため実空間情報共有基盤で情報
の信頼性を評価する統一的な指標として「信頼度」を付与し共有する事を提案し
ている。情報を利活用するためには正しい情報である事が前提となる。そのため
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情報の信頼性指標は情報を解釈し利活用する上で基本となる値である。これまで
専門家は暗黙的に情報を専門知に基づいて評価し解釈していた。本研究ではこの
専門家が暗黙的に行っていた処理を自動で行い、評価結果を「信頼度」という指
数で示す事で専門家以外の利活用を支援する事を目標としている。本論文では、
目標を達成するため情報の信頼性を表す「信頼度」を定義し、信頼度を生成する
仕組みの構築を行った。また、構築した仕組みを実環境で用い信頼度付き実空間
情報共有モデルの検証をしている。
さらに信頼度の応用例として、センサの障害通知機構を構築している。イン
ターネットを用いたセンサネットワークでは、センサの運用組織が複数存在して
おり、障害情報を対応する運用組織に通知するだけでなく、そのセンサ情報を活
用する利用者に通知しなければならない。そこで、信頼度を元に必要とする管理
者や利用者に障害情報を通知する障害通知機構を構築している。提案機構は実空
間情報が信頼度という機械にも解釈可能な数値として提供されている事で実現可
能であり、本研究で提案している信頼度付き実空間情報共有モデルの有用性を示
唆している。
キーワード
実空間情報, 情報管理, 運用, センサネットワーク, 障害検知
慶應義塾大学大学院　メディアデザイン研究科
山内　正人
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Abstract of Doctor's Thesis of Academic Year 2013
A study of real space information sharing infrastructure
with Reliability
Abstract
Many small sensors are connecting to the Internet and sensor data sharing
systems are constructed. Small sensors are collecting real space situation. For
example, environment information for weather information, trac information for
trac congestion status are collected by sensor data sharing system. Real space
data is made up of value which is generated by sensor, some meta data(unit
of value, geographical location, etc.), and time stamp. In case of real space
unit(Celsius) of temperature are constructed by value, altitude, longitude, lati-
tude, Celsius, date and time.
But these kinds of data are just sequences of numbers without meanings of
data. It needs a special knowledge to understand meanings of data. It causes a
diculty to use the data because of user can not know the data is correct or not.
This research proposes to add "Reliability" to the data shared in real space
information sharing systems so that users without special knowledge can utilize
the sensor data more eectively.
It can imagine many kinds of application using real space data. Incase of
making a heat island map using real space data, it needs a special knowledge
to make. Existing sharing system is using same high end sensors and system is
constructed by a single organization. This decrease a diculty of developing an
application because of it does not need to consider sensor error, sensor installa-
tion environment, etc. But in recent years, many kinds of sensor are connecting
to the Internet and real space data sharing system is constructed by multiple
parties. It increase number of data, but on the other hands, it increase diculty
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to understand the data. It means real space data sharing system need support
to understand tone of shared data and utilize the data.
An expert is understanding real space data tacitly using special knowledge.
They can understand data is correct or not tacitly. This study develops tacitly
processing of expert automaticaly and show a result as \Reliability". This paper
denes a \Reliability" and describe a mechanism to generate a \Reliability".
Also this paper shows evaluation of real space information sharing model with
\Reliability" using proposed system.
This study also proposes a sensor error notication mechanism for application
of \Reliability". Recent sensor networks operated by muti domain. In this type
of sensor networks, It have to notify to sensor networks operation institute and
user of sensor networks. Therefor, This study propose a sensor error notication
mechanism based on \Reliability". This mechanism realized that data which
proposed system provide with \Reliability" can understand by machine. In other
word, real space information sharing model with reliability suggest a benecial
eect.
Keywords:
Real space information, Information management, Operation, Sensor Netwrok,
Fault Detection
Graduate School of Media Design, Keio University
Masato Yamanoouchi
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第1章
は じ め に
近年のインターネットの展開により、従来の形式のコンピュータだけでなく小
型機器とくにセンサ機器が多数接続され、天候情報などの環境情報や渋滞情報等
の交通情報など実空間情報の共有が行われるようになってきている。しかし、こ
れらの情報の多くは単なる数値の羅列であり、得られる数値に対する説明情報と
なるメタ情報が不足しており、専門的な知識を持たない利用者にはその解釈が難
しい状況となっている。実空間情報の利用者は対象となる情報に対する専門知識
は有していないが、活用に必要となる専門知識は有している人を想定している。
例えば実空間情報共有基盤で共有されている気象情報を利用する場合、利用者で
あるアプリケーション開発者は気象に関する専門知識は有していないが、アプリ
ケーションを開発するためのプログラミングに関する知識は有しており、共有基
盤から情報を自動で取得し応用するアプリケーションの開発は行える。他にも気
象情報を利用して商品の需要予測を行う専門家は、気象に関する専門知識は有し
ていないが気象と商品需要の関係性に関する専門知識は有している。これらの想
定される実空間情報の利用者は対象とする気象情報に関する専門知識は有してい
ない。例えば利用する際に気圧と降雨の関係等を考慮して情報が確からしい事を
確認した上で利活用出来る利用者は少ない。一方で気象予報士や気象の分析官等
の気象の専門家は共有された情報を確からしい情報であるか精査した上で天気予
報等へ利用している。これまでは情報の収集から利活用まで一貫して行われてき
た。気象を専門とする組織や企業が気象観測網を構築し組織内で共有し、情報を
精査した上で天気予報等へ利活用していた。しかし近年は実空間情報共有基盤が
登場し、情報の収集・共有と利活用が一貫して行われないケースが出てきており、
実空間情報を利活用するためには利活用する対象の情報に関する専門知識も必要
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となっている。この様な専門知識を有している利用者は限られており、情報の確
からしさを精査する処理がおざなりなっている。そのため情報の確からしさを精
査した上で利活用されているアプリケーションは少ない。
2014年現在「Big data」や「Internet of Things」等に代表されるように実空間
の膨大な情報を収集し利活用する事でより高度なサービスの提供が可能と言われ
ている。しかし、その基盤は情報を収集・共有するのみにとどまっており、利用
者が正しく情報を解釈し利活用するためには利用する情報に関する専門知識も習
得する必要があり、応用するための知識があれば手軽に利活用できる環境となっ
ていない。図 1.1に目指す環境を示す。これまでは実空間情報の生成元で生成さ
れた「生成位置、生成時刻、値」がそのまま実空間情報で共有され利用者へ提供
されていた。そのため、利活用するためには利用者が利用する情報及びその応用
方法ともに精通している必要があった。一方本研究では生成された「生成位置、
生成時刻、値」に対して実空間情報共有基盤で情報の信頼性指標を付与し利用者
へ提供する事で、利用者は応用方法の専門知識のみで利活用が可能となる。応用
方法の専門知識のみで利活用が可能となると実空間情報を利活用するための障壁
が下がり新たな分野からのアプリケーション開発者参入も見込まれる。また実空
間情報を知活用したアプリケーションが増加する事で、アプリケーションを通し
て実空間情報を利用する利用者も増加する。この事から本研究によって実空間情
報の利活用分野における新たな研究フィールドが開け、実空間情報の利活用促進
に貢献する。この分野の成長を促進するためには、手軽に信頼性が担保されてい
る情報を利用者が利用できる環境が必要である。
そこで本研究では、センサノード等が生成する実空間情報に対して専門家の
「知恵」を活用した情報の信頼性指標を付与し共有する事で、情報の正誤や精度
を解釈可能とする実空間情報共有基盤を提案している。この信頼性指標を本論文
では「信頼度」と呼び、信頼度を用いる事で専門的な知識を持たない利用者でも
実空間情報を共有し利活用しやすい環境を構築する事を目指している。なお「実
空間情報」とは、センサ等が生成する情報で、センサが生成する数値または数値
列及び単位等のメタ情報、その情報が生成された位置情報と時刻情報で構成され
る。例えば、気温センサからは気温に相当する数値列、その単位である「℃」、気
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図 1.1 本研究が目指す環境
温の測定された場所及び時刻を示す緯度・経度等の位置情報、時刻情報が実空間
情報として生成される。
これらの実空間情報を共有し利活用する事で、例えばヒートアイランドマップ
といった情報を構成する事が可能となるが、こうした情報を活用するためにはそ
の情報を解釈するための知識が必要である。従来の実空間情報共有基盤では基盤
全体で同一のセンサが用いられたり、設置環境の統一や高価で耐久性の高いセン
サが用いられたりする事で、得られた値の解釈を安定して行う事が可能であった。
また、基盤を運用する管理ドメインが単一であり、統一の取れた機器の管理が可
能となり、センサの障害検知やデータの管理が容易であった。しかし、近年イン
ターネットにセンサが接続され事によって、精度の高いセンサだけでなく、簡便
で安価なセンサを多数設置するなど様々な種類のセンサが利用されるようになっ
てきている。また、センサを運用する管理ドメインもさまざまで、その設置環境
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は多様となってきている。センサの数が増加し、より詳細な情報が一般の利用者
でも活用できるようになったという利点がある一方で、耐故障性の低い安価なセ
ンサの障害検知、さまざまな設置環境に基づく値の構成、値の解釈のための知識
の提供など、これらの情報を利活用するための支援機構が必要となっている。
このような背景から、情報の利活用を促進するため実空間情報共有基盤で情報
の信頼性を評価する統一的な指標として「信頼度」を付与し共有する事を提案し
ている。これまで専門家は暗黙的に情報を専門知に基づいて評価し解釈していた。
本研究ではこの専門家が暗黙的に行っていた処理を自動で行い、評価結果を「信
頼度」という指数で示す事で専門家以外の利活用を支援する事を目標としている。
本論文では、目標を達成するため情報の信頼性を表す「信頼度」を定義し、信頼
度を生成する仕組みの構築を行った。また、構築した仕組みを実環境で用い信頼
度付き実空間情報共有モデルの検証している。ここでは、実空間情報として環境
情報を対象とし、環境情報に対する信頼度を生成する仕組みを用いてモデルの検
証を行った。専門家は情報の正確性を評価する際に情報の生成過程において障害
が発生していないかを見ている。そこで、生成された環境情報に対して障害検知
を行い過去の同環境における障害不発生率によって信頼度を附与する方法を導入
している。信頼度は専門外の人にも解釈を容易とするため、「事象の不発生率」を
基にした指標とした。これにより、実空間情報に対する信頼度を生成でき、実空
間情報と共に信頼度を対として共有する事が可能となっている。
さらに信頼度の応用例として、センサの障害通知機構を構築している。イン
ターネットを用いたセンサネットワークでは、センサの運用組織が複数存在して
おり、障害情報を対応する運用組織に通知するだけでなく、そのセンサ情報を活
用する利用者に通知しなければならない。そこで、信頼度を元に必要とする管理
者や利用者に障害情報を通知する障害通知機構を構築している。提案機構は実空
間情報が信頼度というにより機械にも解釈可能な数値として提供されている事で
実現可能であり、本研究で提案している信頼度付き実空間情報共有モデルの有用
性を示唆している。また、必要とする人へ障害が即時通知され、これまで認識が
困難であった値の障害を速やかに知る事で値を活用する側においても情報の利用
が容易になっている。
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地球環境スキャニングプロジェクトでは測定結果が専門家によって検証され収
集した情報の信頼性が担保している。その結果として、収集された情報を安心し
て広く一般においても利活用できるようになっている。一方で、測定結果の専門
家による検証が常に必要であり、規模性において課題が多い。本論文で提案して
いる信頼度を導入した実空間情報共有基盤を活用する事で、専門家による検証に
相当する情報が附与され、広く一般の利用者が実空間情報を利活用できるように
なると考えられる。また、安価なセンサを多数設置する事、異なる管理ドメイン
に属するセンサの情報を活用可能など、より広い範囲での実空間情報の利活用が
可能となる事が示唆される。
本論文では 2章において信頼度付き実空間情報共有基盤の要素を分解し、各要
素を解説、定義するとともに信頼度付き実空間情報共有基盤が必要である現状に
ついて述べる。3章では信頼度付き情報共有モデルがどうあるべきかを既存の実
空間情報共有モデルを基に議論する。また、提案している実空間情報共有モデル
を実現する上で解決すべき課題についても述べる。4章ではこれまでの信頼度の
定義や実空間情報の事例を基に実空間情報共有基盤における信頼度がどうあるべ
きか議論する。また、信頼度を生成する上で考慮すべき要素についても議論し信
頼度を定義する。5章では様々な設置環境へ設置された様々な種類の機器が混在
する実空間情報共有基盤へ適用可能な信頼度を生成する仕組みについて述べる。
6章で信頼度を用いた応用として構築した障害通知機構を例に信頼度付き実空間
情報共有モデルの有用性について述べる。7章で本論文の全体考察を行い、8章
で本研究をまとめる。
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第2章
信頼度付き実空間情報共有基盤
本章では信頼度付き実空間情報共有基盤の要素を分解し、各要素を解説、定義
するとともに信頼度付き実空間情報共有基盤が必要である現状について述べる。
2.1. 実空間情報
実空間情報は位置と時刻に強く関係する情報である。例えば渋滞情報は何 km
渋滞しているという情報だけではなく、「いつ」、「どこで」起こっている事象か
が重要である。この様な情報は他に天候情報や規制情報等様々な情報がある。表
2.1に実空間情報の例をまとめる。スマートフォンやセンサ機器等の小型機器の
普及によりこの様な実空間情報が容易に取得出来るようになった。例えば車には
150以上のセンサが搭載されており [1]逐次車の状態に関する情報が取得されてい
る。例えば加速度センサを用いて車の挙動を観測しており、高速で走行時に左右
へのブレが大きくなると運転手へ注意を促す機能等へ利用されている。
表 2.1 実空間情報の例
実空間情報 情報例
交通情報 渋滞情報、規制情報、所要時間情報、列車運行情報
環境情報 天気情報、天候情報、気温情報、放射線量情報
イベント情報 事故情報、事件情報、目撃情報
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2.2. 情報共有基盤と実空間情報共有基盤
インターネットの発達とともに情報を共有する風潮が生まれ、情報を共有する
基盤が構築されてきた。当初は知人やグループ内などの小さいコミュニティでの
ファイル共有が多かった。インターネットの帯域増加と共にコミュニティは大き
くなって行き、世界中の開発者とソースコードの共有 [2, 3]やビデオクリップの
共有 [4]等様々な情報が世界中で共有されるようになってきている。そこで知人
のみならず他人とも様々な情報が共有可能な基盤サービスが多く登場してきてい
る。この様に情報をアップロード可能であり、またその情報へのアクセス手段を
提供している基盤システム、サービスを情報共有基盤とする。また、実空間情報
を対象とした情報共有基盤を実空間情報共有基盤とする。
2.3. 既存の実空間情報共有基盤
小型センサ技術の進歩やスマートフォンの普及によってインターネットへ接続
されたセンサが増加している。当初スマートフォンに搭載されたセンサはスマー
トフォン内で閉じた使用を想定されていた。しかし、情報共有基盤の登場によりイ
ンターネットへ接続されたセンサから情報を集めてくる事で様々な用途へ有用と
なるというコンセプトのもと情報共有基盤へ実空間情報が集められるようになっ
た。地理情報システム (GIS)[5]や地域気象観測システム (AMeDAS)[6]では空間
の情報や気象の情報が収集され、災害状況の確認や気象予報等に活用されている。
これらの事例は単一の管理ドメインによって収集、管理されている。情報量をさら
に拡充するためには単一の管理ドメインでは予算等の関係で限界がある。そのた
め、実空間情報共有基盤を一般へ公開する事で、一般の人や複数の管理ドメイン
からの情報を統合する基盤も登場してきている。例えば Safecast[7]は 2011年 3月
11日に発生した東日本大震災で被災した地域を中心とした放射線量情報を収集す
る基盤を構築し公開している。Safecastのデータは公開されており自由に取得・活
用可能である。Safecastで収集されたデータの表示アプリケーション例を図 2.1に
示す。例では Safecastで収集されたデータを地図上に放射線の強さに応じて色分
けし表示している。一方で情報量の増加に比例し、情報処理に関する負荷も増加す
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る。そのため、既存の多くの実空間情報共有基盤では情報が生成された位置と時刻
及びその値のみが共有されている。Safecastにおいても公開されている表示アプリ
ケーションの基となる情報は< CapturedT ime >;< Latitude >;< Longitude >
;< V alue >;< Unit >;< LocationName >;< DeviceID >;< MD5Sum >;<
Height >;< Surface >;< Radiation >;< UploadedT ime >;< LoaderID >
である。公開されているデータの例を図 2.2に示す。分類すると情報の生成位
置に関する情報である < Latitude >;< Longitude >;< LocationName >;<
Height >、生成時刻に関する情報である< CaputuredT ime >、値に関する情報
である< V alue >;< Radiation >;< Unit > である。その他にも観測機器の識
別子である< DeviceID >や情報が共有された時刻< UploadedT ime >等も付
与されているが基本的には情報が生成された位置、時間とその値のみが共有され
ている事がわかる。
図 2.1 Safecastで収集されているデータのアプリケーション例
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図 2.2 Safecastで公開されているCSVデータ
センサ等の機器ではなくユーザが生成した交通機関の遅延情報を収集し、共有
するジョルダンライブ！[8]がある。ユーザが「A電鉄B線 10分の遅れ」といった
情報を投稿でき、リアルタイムに共有する事で即時的に交通機関の遅延情報を共
有するサービスである。投稿された交通機関の遅延情報例を図 2.3に示す。ジョ
ルダンライブ！では情報の発信時刻とともに交通網がどの様な状態であるかの詳
細を文字情報で表示している。またユーザが情報をアップロードするための投稿
画面を図 2.4に示す。図 2.3及び図 2.4を見ると情報の生成時刻、情報の対象と
なる位置情報である路線名、その値である遅延状況や詳細な情報が表示されてお
り、投稿画面も同様の情報しか投稿出来ない事がわかる。ジョルダンライブでは
実空間情報共有基盤から直接情報へのアクセスを提供していないが前述の状況を
踏まえると情報の生成時刻、位置情報、値のみが格納され共有されていると推測
できる。
9
図 2.3 ジョルダンライブ！で公開されているデータ例
2.4. 実空間情報を用いたアプリケーション
実空間情報共有基盤において実空間情報が収集され共有されている環境を背
景に、その情報を活用する試みも行われている。例えば車メーカー各社はテレマ
ティクスサービスの開発を行っている [9, 10, 11]。テレマティクスサービスは自
動車向けの次世代情報提供サービスの総称であり、機能は各社異なっているが自
社の車の速度を収集し、セントラルサーバで処理する事で渋滞情報へ変換し渋滞
情報を提供するサービスは各社行っている。HONDA internaviでの渋滞情報表示
例を図 2.5に示す。青の破線は順調に車が流れている事を示しており橙の破線が
混雑、赤の破線が渋滞している区間を示している。従来のナビゲーションシステ
ムは道路に設置されたセンサからの情報を基に渋滞情報を作成 [12]しているが、
センサの設置されていない区間や側道の渋滞を取得する事が困難であった。一方
10
図 2.4 ジョルダンライブ！への情報投稿　 (引用元:http://www.jorudan.co.jp/
pr/jlive/)
でテレマティクスサービスを用いると自社の車が走行している場所の渋滞情報を
作成出来るため、これまで難しかったセンサの設置されていない区間等でも渋滞
情報を提供する事が可能になった。しかしテレマティクスサービスの搭載された
車へ乗った事がある人は感じると思うが、混雑や渋滞が発生していると表示され
ていても実際には発生していない場合も多くある。これは各地を走行する車の台
数のばらつき等が原因であると考えられる。道路を走行する車の台数が多いと数
台に特異な状況が発生したとしても平滑化されるため問題ないが、台数が少ない
と救急車を優先するために退避・徐行等を行った場合渋滞と誤認識される可能性
がある。これは例えば情報の収集、共有をHONDAが行っており、その情報を提
示するカーナビゲーションシステムはカーナビゲーションを製造している他社が
行っているためである事が考えられる。HONDAから提供されるデータに何台の
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情報から生成した渋滞情報かといった情報の信頼性に関わるメタ情報が提供され
ていればカーナビゲーションメーカーの知見も導入する事が可能となる。
図 2.5 internaviでの渋滞情報 (引用元:http://www.honda.co.jp/internavi/
pocket/)
2.3節で述べたジョルダンライブ！でもジョルダン株式会社が独自に図 2.3で示
した表示アプリケーションを提供している。しかし、このアプリケーションは投稿
された情報を表示しているだけであり、投稿される情報が誤情報であった場合表
示アプリケーションの利用者は誤った情報を受け取る事になる。表示アプリケー
ションで誤情報を制御する事も考えられるが、プログラミングの知識のみならず
投稿された情報から誤情報を選別するための専門知識が全てのアプリケーション
開発者に必要となる。プログラミングと交通情報の誤情報を選別するための専門
知識は関連した分野ではないため、両方の専門知識を併せ持つ利用者は少ない。
また、アプリケーションの開発者にとって交通情報の誤情報を選別するための専
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門知識はその後も汎用的に使える知識ではないため、ひとつのアプリケーション
を開発するためのみに習得するのはコストが高い。情報のエンドユーザが判断す
る事も考えられるが、情報の溢れた現代において全ての情報を全ての人が判断す
る事は困難でありシステム側で支援する仕組みが必要である事は明らかである。
これまで筆者らはセンサの情報を用いて家庭菜園を支援するシステムを構築し
た [13]。このシステムは初心者が家庭菜園を行う際に、上級者の育成方法や環境
に関する情報を参照できるように土壌水分量や気温等の環境情報を提示する機能
がある。一部の情報はXivley[14]等の外部の実空間情報共有基盤を用いて構築し
たが、中にはコンピュータが自動生成したダミーデータや測定環境の影響等で測
定値がおかしい情報が多く混入していたため、独自にそれらの情報を排除する仕
組みが必要であった。Xivleyは世界に存在するモノやデバイス、建築物、環境な
どからセンサで読み取ったデータをリアルタイムに共有可能な基盤となっている。
Xivleyはデータの基盤へのアップロードや基盤からの読み出しに関するAPIが公
開されており誰でもデータのアップロード、読み出しが可能となっている。Xivley
へアップロードされたデータの例を図 2.6に示す。例ではロンドンの一般家庭に
おいて簡易温度計を用いて計測された温度を定期的にアップロードしており、温
度の情報をリアルタイムにグラフ化している。また図 2.7にXivleyで提供されて
いるデータの例を示す。Xivleyの情報はXML形式で構造化されており、図 2.7を
見ると生成位置、生成時刻とその値以外にも屋内か屋外かといった設置環境に関
する情報も含まれておりこれらの情報を用いてアプリケーションで誤情報を一部
選別する事も可能である。しかしこれらの環境情報は Xivleyへセンサを登録す
る際に併せてセンサの設置者が登録する情報でありジョルダンライブ！同様誤情
報が登録される可能性がある。また、登録時は屋内に機器を設置していたため屋
内で登録したもののその後屋外へ機器を移動し、登録変更を行わないといって事
も考えられる。そのため実空間情報にメタ情報が付与されているだけではアプリ
ケーションで誤情報を選別する方法は機能しない。
2.3節で述べた Safecastは地球環境スキャニングプロジェクト [15]と共同で放
射線量に関する共有基盤を構築している。Safecastと地球環境スキャニングプロ
ジェクトの概要図を図 2.8に示す。Safecast/地球環境スキャニングプロジェクト
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図 2.6 Xivleyへアップロードされたデータの例
では各計測機器をキャリブレーションしているとともに収集された情報を精査し
ている。そのため図 2.2で示したように提供されている情報は生成された位置、
時刻とその値のみであるが、システム側で放射能や放射線の専門家の知恵を用い
て信頼できる情報となっている。これよってYahoo!等の第三者が地球環境スキャ
ニングプロジェクトで提供されている情報を用いた応用を行っている。図 2.9に
地球環境スキャニングプロジェクトが提供している放射線情報を用いたYahoo!の
アプリケーションを示す。
気象庁では地域気象観測網 (AMeDAS)[6]を構築し天気予報等に用いている。ま
た、AMeDASで観測された気温や降雨等の気象情報はリアルタイムではないもの
の一般に提供されており、購買予測や流通経路の設定等様々な分野へ応用されて
いる。この事例も Safecast/地球環境スキャニングプロジェクト同様にAMeDAS
で収集した気象情報を天気予報士や気象庁の分析官等の専門家がこれまでの経
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験や知見を生かし、情報を精査している。そのため提供されている情報は気象に
関する専門家が情報の確からしさについて担保しており、情報を応用する利用者
は情報が確かである事を前提に応用方法に関する専門知識のみで情報を利活用出
来る。
2.5. 信頼度付き実空間情報共有基盤
実空間情報の利活用を促進するためには、利用するために専門知識を必要とせ
ず手軽に利用できる環境が重要である。これまでに述べてきた事例より実空間情
報を利用者が習熟している専門知識のみで利用するためには、情報の確からしさ
が担保されている事が重要である。情報の確からしさを担保するためには、情報
の生成元からの自己申告では確からしさの情報が誤情報となる危険性があり機能
しない。またアプリケーションで確からしさを担保するためにはアプリケーショ
ン開発者が扱う実空間情報に対する専門知識に習熟している必要があり、手軽に
利用できる環境とはならない。
そこで本研究では実空間情報共有基盤において情報の確からしさに関する統一
的な指標「信頼度」を実空間情報に付与し共有する情報共有モデルを提案し、実
空間情報共有基盤において信頼度を付与して共有する事が実空間情報の利活用促
進に繋がるか検証する。また、本研究で提案しているモデルを適用し、実空間情
報に対して信頼度の付いた情報を扱う実空間情報共有基盤を信頼度付き実空間情
報共有基盤とする。信頼度付き実空間情報共有基盤を図 2.10に示す。これまでの
実空間情報共有基盤では実空間情報の生成元で生成された位置、時刻、値が実空
間情報共有基盤を通して利用者へ提供されていた。しかし、提案モデルでは生成
された実空間情報の生成位置、時刻とその値は実空間情報共有基盤で信頼度を付
与し利用者へ提供される。
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図 2.7 Xivleyで提供されているデータの例
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図 2.8 Safecastと地球環境スキャニングプロジェクトの概要図　 (引用元:http:
//scanningtheearth.org/?page_id=23)
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図 2.9 地球環境スキャニングプロジェクトの応用例
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信頼度付き実空間情報共有基盤
天気予報 道路の保守管理 アプリケーション服装提案アプリケーション
情報の
生成元
情報の
生成元
情報の
生成元
情報の
生成元
情報の
生成元
生成位置、生成時間、値
生成位置、生成時間、値、信頼度
図 2.10 信頼度付き実空間情報基盤
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第3章
情報共有モデル
本章では前節で述べた信頼度付き情報共有モデルがどうあるべきかを既存の実
空間情報共有モデルを基に議論する。また、提案している情報共有モデルを実現
する上で解決すべき課題についても述べる。
3.1. これまでの実空間情報共有モデル
紀元前 4千年紀に文字が発明されて以降、生成された実空間情報は管理者の目
的にしたがって利用されてきた。例えば気象観測ノートも百葉箱等で観測された
気温や湿度などの情報を書きとめ、百葉箱の管理者の目的である天気予報や気象
観測等を行うために使用されてきた。言い換えると天気予報や気象観測等を行う
ために百葉箱を設置し管理していた。
インターネット等の通信ネットワークが誕生した事で実空間情報共有基盤の構
築が行われてきた。実空間情報共有基盤では温度計や湿度計などのセンシング機
器やスマートフォン等の小型機器をネットワークに繋げる事で自動的に環境や物
の状況等の実空間情報を収集する。また、これまで人手では困難であった規模の
実空間情報が迅速に収集、共有が可能となった。例えばリアルタイムに各地の天
候を把握する事は困難であったが、カメラ等がネットワークに接続されカメラで
撮影される画像を収集可能となった事でリアルタイムに各地の空や降雨状態を把
握する事が可能となった。これまでの実空間情報共有基盤における情報共有モデ
ルを図 3.1に示す。これまでは情報の利用者が実空間情報の生成機器を設置し、
生成された実空間情報を管理していた。例えば天気予報を行う組織がその目的に
沿った機器を設置し情報を収集、管理していた。道路を管理する組織は保守管理
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や凍結、渋滞情報を提供するためにセンサ等の小型機器を設置し情報を収集、管
理していた。この様にこれまでは実空間情報の生成から利用までを単一の管理ド
メインで行っており管理ドメイン内で閉じた情報共有がなされていた。2章で述べ
たAMeDASや internavi等はこの実空間情報共有モデルで情報共有されている。
この情報共有モデルでは、設置する機器の選定や機器の設置環境の設定、収集さ
れた情報の精査が統一的に行え、管理が容易に行える。設置する機器を同一の機
器に統一する事で、機器の仕様が同一となり取得できる情報の性質や特性に関す
る知見が溜まりやすく、障害の発見や発生時の対処が容易になる。トラブルを軽
減するため、高価で耐故障性の高い機器を導入する事も可能である。また機器が
統一されている事で、収集を精査する際にも機器の仕様の違い等を考慮する必要
無く行える。
単一の管理ドメインが独立して実空間情報共有基盤を構築する事で、障害の軽
減や障害検知など管理が容易に行える。しかし、単一の管理ドメインで構築する
と費用負担等から規模性に限界が出てくる。
実空間情報生成元
気象情報共有基盤１
天気予報
実空間情報生成元
気象情報共有基盤２
道路の保守管理
実空間情報生成元
気象情報共有基盤３
レジャー情報
図 3.1 これまでの実空間情報共有モデル
3.2. 現状の実空間情報共有モデル
インターネット関連技術や小型機器の進歩により近年実空間情報共有モデルの
様相が変わりつつある。図 3.3に現状の実空間情報共有モデルを示す。図 3.1で示
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したモデルと違い単一の実空間情報共有基盤を複数の管理ドメイン・個人が共用
している。そのため、多くの実空間情報を収集可能であり、データマイニングの
事例等から様々な分野へ収集された情報を利活用可能となると言われている。例
えば AMeDASではこれまで約 20km四方に 1か所観測所があり、気象情報を観
測、収集していた。しかし 1km四方ごとの気象情報を収集可能となると、これま
でより高精度な天気予報やピンポイントの天気予報が行える。これまでの実空間
情報共有モデルでは各共有基盤の情報は相互に共有されず、また仕様も公開され
ていないため異なるシステムでは同じ場所に同じ実空間情報を取得する機器を設
置する必要があった。図 3.2に同一地点に同様の機器が設置されている例を示す。
これはインドのハイデラバード近郊にあるGitam大学に設置されている気象セン
サである。気象観測システムAとして左側に示した機器は風向、風速、気温、湿
度、気圧そして右側に雨量を計測する機器が配置され収集された情報は気象観測
システムAに送られている。一方気象観測システムBとして示した機器も気象観
測システムA同様、風向、風速、気温、湿度、気圧、雨量を計測しており、収集
された情報は気象観測システムBに送られている。この様にこれまでの実空間情
報共有モデルでは同一地点でも収集している管理ドメインやシステムが異なると
同様の機器を設置する必要があったが、図 3.3で示した情報共有モデルでは単一
の情報共有基盤を共用できるため、同一地点に同様の機器を設置する必要が無く
なり、他の場所へ設置が行える。
この事から機器の設置地点数が増加し、情報量が飛躍的に増加する。またその
膨大な情報量を生かし、より高度なサービスが行えると言われており 2章で紹介
したXivleyはこのモデルで情報共有を行っている。
この情報共有モデルでは複数の管理ドメインや個人から情報を収集するため設
置する機器の統一や機器の設置環境の統一を行う事は困難である。そのため、耐
故障性の低い安価なセンサや様々な設置環境に設置されたセンサ等が繋がる可能
性がある。また、これまでの情報共有モデルではセンサ等の情報を生成する機器
と実空間情報共有基盤及び実空間情報の利活用を統一的に行っていたがこの情報
共有モデルでは情報を生成する機器、実空間情報共有基盤、実空間情報の利用者
がそれぞれ異なっている。そのため情報の管理が難しく、また共有されている実
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気象観測システムA
気象観測システムB
図 3.2 同一地点への機器設置
空間情報の解釈も一般利用者には難しい。
Safecastは情報が利用できるよう公開されており、また情報をアップロード出来
るようAPIが公開されているため一見図 3.3で示したモデルに見えるが、Safecast
外で計測された情報は公開されておらず、図 3.1で示したモデルと図 3.3で示した
モデルのハイブリッド型と言える。図 3.4に Safecastでの情報共有モデルを示す。
Safecastでは一般からの放射線量情報もアップロード可能になっているが、アッ
プロードされた情報は Safecastの専門家が Safecastで収集した情報を精査する際
に参考として用いるのみで一般には公開されていない。公開されている情報は統
一された専門的な機器を用いて訓練された Safecastのスタッフが計測した情報の
みである。
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実空間情報生成元
実空間情報共有基盤
天気予報
実空間情報生成元
道路の保守管理
実空間情報生成元
レジャー情報服装提案アプリケーション
図 3.3 現状の実空間情報共有モデル
Safecast 情報共有基盤
アプリケーション
Safecastでの計測情報
アプリケーション アプリケーションアプリケーション
計測情報 計測情報
図 3.4 Safecastでの情報共有モデル
3.3. 提案情報共有モデル
これまでに述べてきた情報共有モデルを表 3.1にまとめる。図 3.1で示した情
報共有モデルでは、統一した機器や環境で情報が生成されているため、障害の軽
減や障害検知など管理が容易に行え情報の信頼性が安定して確保されている。図
3.4で示した情報共有モデルも統一した機器や環境での情報生成のため、信頼性
が安定して確保可能である。また、一般の計測も取り込んだ上で情報を精査する
ため、情報の信頼性は非常に安定している。一方で単一の管理ドメインで情報を
収集しているため、予算やマンパワー等から収集出来る情報量に限界がある。ま
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表 3.1 これまでのモデルと提案モデルの関係性
情報量 情報の信頼性 利活用
図 3.1 × ○ 　△
図 3.4 × ○ 　△
図 3.3 ○ × 　○
提案モデル ○ 　○　 　○
た、誤情報と判断された情報は共有されないため利活用方法に制約がある。例え
ば誤情報を用いてセンサ等の機器の故障予測を行う場合、情報が共有されていな
いため行う事が出来ない。
図 3.3で示した情報共有モデルは一般からの情報も取り込めるため、共有され
る情報量は飛躍的に増加する。共有されている詳細な情報を用いる事でこれまで
は難しかった利活用方法が行える可能性がある。一方で統一した管理が難しいた
め安価で耐故障性の低い機器や設置環境が統一されず情報の信頼性を安定して確
保する事が困難である。
以上の事から既存の実空間情報共有モデルにおける問題を図 3.5に示す。詳細
な実空間の利活用を行うため、複数の管理ドメインが混在する実空間情報共有基
盤が構築されつつあるものの、管理ドメイン毎に簡便な管理又は厳密な管理、簡
易な設置又は厳密な設置が行われているか利用者にはわからない。そのため、利
用者は利活用する情報がどのような情報か不明であり、利活用を困難にしている。
また、各情報に対してメタ情報が付与されている場合もあるが、利用者が真に必
要としているのはその情報の確からしさ等、その情報がどのような情報であるか
を解釈出来る事である。管理状況や設置状況がメタ情報として付与されているだ
けでは一般の利用者には不足である。従来は専門家が暗黙的に管理状況や設置状
況等からその情報がどのような情報かを判断し利活用していた。
提案情報共有モデルを図 3.6に示す。提案情報共有モデルでは図 3.3で示した
情報共有モデルと同様一般の人からの情報を取り込め、その情報は利用者へ提供
される。2章での議論より実空間情報共有基盤で信頼性を確保し信頼度を付与す
25
気象庁
実空間情報共有基盤
国土交通省 江崎 浩
引用元：http://www.pref.shimane.lg.jp/masuda_kendo/jigyou/ijikanri/引用元：http://www.jma-net.go.jp/kanazawa/mame/amedas/amedas.html
図 3.5 既存の実空間情報共有モデルにおける問題のまとめ
る。実空間情報共有基盤では取り込まれた実空間情報に対して専門家の知恵を活
用可能な機構を用いる事で信頼度を生成し実空間情報と共に共有する。誤情報の
可能性の高い情報も含め取り込まれた全ての情報が流通するが、各情報に信頼度
が付与されているため利用者はその情報が正しい情報かを容易に解釈し利活用す
る事が可能となる。図 3.1や図 3.4で示した情報共有モデルでは実空間情報共有
基盤で基盤の管理者の意図で誤情報と思われるものは共有しない等の選別処理が
行われていた。それと比較すると利用者は利用する際に情報を選別する必要があ
るが、一般の利用者でも解釈可能な信頼度という情報が付与されているため、選
別処理は容易に行える。また、全ての情報が揃っているため様々な用途へ利用者
の判断で利活用する事が可能である。
提案情報共有モデルを実現するための課題を図 3.7に示す。図中に示した課題
について以下にまとめる。
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実空間情報生成元
信頼度付き実空間情報共有基盤
天気予報
実空間情報生成元
道路の保守管理
実空間情報生成元
レジャー情報服装提案アプリケーション
図 3.6 提案実空間情報共有モデル
 　信頼度の定義
これまでにも故障率や稼働率を基にした各状況における信頼度が定義され
てきた [16, 17, 18]。実空間情報を利用したアプリケーションは様々なもの
が考えられ、それらの基礎的な指標として汎用的に利用できる必要がある。
4章において、これまでの定義や実空間情報の実事例を基に実空間情報共有
基盤における信頼度がどうあるべきか議論する。また信頼度を生成する上
で考慮すべき要素についても議論し信頼度を定義する。
 信頼度を生成する仕組み
4章で定義した信頼度を生成するための仕組みが必要となる。図 3.1で述べ
たモデルにおいては単一の管理ドメインで管理しており、統一の取れた機
器の管理が可能であり、センサの障害検知やデータの管理が容易であった。
この様なモデルにおける信頼性を確保する仕組みはこれまでも多く研究さ
れている [19, 20, 21, 22]。これらの手法は図 3.1で述べたモデルが特定の測
定環境や特定の機器等適用範囲を狭く限定できるため適用可能となってい
る。また Safecastに代表されるハイブリッドモデルも情報の収集は統一さ
れた機器や測定方法で行われているため前述の仕組みが適用可能である。
しかし一般の人が実空間情報をアップロード可能な実空間情報共有基盤で
は安価で耐故障性の低いものや、精度の低いもの等様々な種類の機器が接
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を促進する上で有用か？
図 3.7 提案モデルを実現するための課題
続する可能性がある。また実空間情報の測定環境も様々な場所が想定され、
前述した研究の手法ではそれらのパラメータを設定出来ないため適用が困
難である。一部の取り組みでは人手での精査を行っているシステムもある
が情報量が多く人手での精査も困難である。そこで一般の人が実空間情報
をアップロード可能な実空間情報共有基盤へ適用可能な信頼性を確保する
方法、またその方法で出力された結果を信頼度へ変換する仕組みについて
考える必要がある。5章において、様々な設置環境へ設置された様々な種類
の機器が混在する実空間情報共有基盤へ適用可能な信頼度を生成する仕組
みについて述べる。
 信頼度付き情報共有モデルの有用性
SafecastやAMeDASは情報が精査されており、公開されている情報は信頼
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性が確保された情報となっている。しかし、この方法は情報に信頼性が確保
されており利活用しやすいものの、誤情報は共有されていない。一方、提
案している信頼度付き実空間情報共有モデルでは情報の信頼性に関する指
標を付与し、収集されている全ての情報を共有する。誤情報も利活用され
るケースも考えられ、また利用者の意図で情報を取捨選択可能となってい
る提案情報共有モデルの有用性について検証する必要がある。
6章において、信頼度を用いた応用として構築した障害通知機構を例に信頼
度付き実空間情報共有モデルの有用性について述べる。
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第4章
信 頼 度
本章ではこれまでの定義や実空間情報の実事例を基に実空間情報共有基盤にお
ける信頼度がどうあるべきか議論する。また信頼度を生成する上で考慮すべき要
素についても議論し信頼度を定義する。
4.1. 求められる信頼性指標
実空間情報の信頼性指標には以下の 2点が求められる。
 実空間情報の確からしさを表現
 専門的な知識が無くても解釈可能
実空間情報の確からしさを表現した指標である事。このため、本研究では後述す
る障害不発生率を基に実空間情報の確からしさを表現する。また実空間情報の確
からしさを利用者が専門知識を有していなくても解釈可能である指標とする必要
がある。例えば降水確率の場合、専門家であれば降水確率という指標が無くとも
気圧配置や風等の状況から降水が発生する可能性を解釈可能である。しかし一般
の人にとっては気圧配置や風等の情報が提示されても降水が発生する可能性を解
釈する事は困難である。降水の可能性を降水確率という指標で表現する事で、一
般の人でも降水の可能性を専門知識が無くともイメージする事が可能となる。こ
の様に一般の利用者が実空間情報を利活用するためには専門知識が無くとも実空
間情報の確からしさを解釈可能である事が求められる。
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4.2. これまでの信頼性指標
日本工業標準調査会 [23]で審議している日本工業規格で規定されている「Z
8115:2000 ディペンダビリティ(信頼性)用語」[24]では信頼性 (Reliability)は「ア
イテムが与えられた条件の下で、与えられた期間、要求機能を遂行できる能力」
と定義されている。また日本語訳すると同じ信頼性となるDependabilityもある
が、Dependabilityは同規定では「Availability性能及びこれに影響を与える要因、
すなわち信頼性性能、保全性能及び保全支援能力を記述するために用いられる包
括的な用語」となっている。この事から以下の関係式が成り立つ。なお、Xは保
全性能や稼働率等の各利用状況におけるパラメータとし、Y は故障に対する重み
付け係数とする。
Dependability = Reliability +X
Reliability = 1  (故障率 × Y )
これまで行われてきた研究での信頼性指標は大きく分けると広義の信頼性であ
るDependabilityを基に定義しているものと狭義の信頼性であるReliabilityを基
に定義しているものにわけられる。廣瀬ら [18]は欠陥のある製品と欠陥のない製品
に分けたうえで各々の故障確率分布にしたがって製品の信頼性 (Reliability)を推定
している。Arlatら [25]は障害率、稼働率、Fanの回転数等の各種システムの計測
値等を基にシステムの信頼性 (Dependability)を推定している。Lindman[26]らは
故障率やバッテリや蓄熱設備の状態を考慮した空調設備の信頼性 (Dependability)
を推定している。
次節以降で実空間情報に対してDependabilityを基にした信頼性指標とするか
Reliabilityを基にした信頼性指標とするかについて実空間情報の実例を基に議論
する。
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4.3. 実空間情報での事例
4.3.1 Live E!プロジェクト
実空間情報として環境情報を共有する基盤の構築に取り組んでいるLive E!プロ
ジェクト [27]がある。Live E!プロジェクトでは 2005年から環境情報の収集を開始
し、2013年 11月現在世界約 3,100か所の環境情報をリアルタイムで収集、共有し
ている。高密度に配置されたセンサ群から温度や湿度風向風速雨量気圧等の情報
をインターネットを介して収集し、農業や気象予報、教育、減災などに利活用し
ようとしている。Live E!プロジェクトは産官学が連携したコンソーシアムとなっ
ており共有している情報は様々な組織や個人が管理しているセンサで収集された
情報である。また、その情報の利用も会員制ではあるものの、一般の人が会員に
なる事を妨げておらず、誰もが利活用できる環境となっている。本節ではLive E!
プロジェクトでの事例を基に現状の障害と稼働率の関係等について述べる。
4.3.2 情報の信頼性と障害
収集された実空間情報は正しい情報と誤情報から成り立っている。実空間情報
の信頼性 (確からしさ)は収集された値が正しい情報である割合を指す。本節では
実空間情報の信頼性が故障 (障害発生)率のみで決定されるか故障 (障害発生)率
以外の稼働率等も考慮する必要があるかについて述べ、本研究で提案する信頼度
がReliabilityとするかDependabilityとするかについて議論する。
4.2節で述べたようにReliabilityは条件付き含む故障 (障害発生)率を基に推定
できる。一方Dependabilityは故障 (障害発生)率と合わせ、稼働率やその他の要素
を包括的に考慮し推定する。そのため、実空間情報の確からしさが条件付き含む
故障 (障害発生)率のみで決定される場合は本研究で提案する信頼度はReliability
とする。また実空間情報の確からしさが故障 (障害発生)率以外の稼働率等も考慮
する必要がある場合本研究で提案する信頼度はDependabilityとする。
実空間情報が誤情報となるのはセンサ等機器の故障のみではない。例えば気温
センサの近くで木が成長し、気温センサが日陰となり本来の値より低く出力され
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9図 4.1 故障ではない障害の例
る。日陰としての値であれば誤情報ではないが、日向の値としては誤情報となる。
図 4.1に Live E!プロジェクトで 2012年 5月 29日に収集された故障ではない例を
示す。図では各センサで取得した値をリスト形式で表示しており、左からセンサ
名、値が生成された時刻、気温値、相対湿度値、気圧値、降雨値、積算降雨値、
風向値、最大風向値、最小風向値、風速値、最大風速値と並んでいる。図中の赤
で囲った値を見るとある気象センサにおける気温が-75.4、湿度が 154となってい
る事がわかる。この気象センサは日本の東京都内に設置されているが、これまで
の日本国内における最低気温は 1977年 2月 17日に観測された-30.2℃とされてお
り誤情報である事は明らかである。また相対湿度RHは空気中の水蒸気の実測値
をmw、飽和水蒸気量をmw maxとすると以下に表せる。
RH =
mw
mw max
× 100[%]
33
図 4.2 WM968
相対湿度は 0{100%で表されるため 100を超えた 154という値は誤情報である事
がわかる。この値を観測した気象センサは図 4.2で示したOregon Scientic社 [28]
のWM968である。WM968は気温センサ、風向・風速センサ、湿度センサ、気圧
センサ、雨量センサがそれぞれ独立しており、Console Monitorと各センサをケー
ブルで接続する。しかし、Console Monitorの気温センサを接続するポートへ湿
度センサからのケーブルを接続し湿度センサを接続するポートへ気温センサから
のケーブルを接続したためセンサから送られてくるバイナリ列を正しく処理でき
ず誤情報となっている。この事例ではセンサは仕様通りの動作をしているため故
障ではないが、誤情報が生成されている。そのため本稿で述べるReliabilityは故
障率ではなく障害発生率を基に推定できるものとする。また、実空間情報の信頼
性を推定するために障害発生率が関係している事がわかる。
実空間情報と稼働率の関係について述べる。一般的なシステムでは故障や障害
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が発生するとシステムはシャットダウンし不稼働な状態となる。そのため、稼働
している場合は正常に動作していると見なせ、不稼働の場合は故障や障害が発生
している事がわかるためシステムの信頼性においては稼働率を考慮した信頼性と
する場合がある。稼働率を考慮し信頼性を推定する場合、以下の関係である必要
がある。
稼働 =正常に動作
不稼働 =故障
ある期間における稼働率は平均故障 (障害)間隔をMTBF、平均修理時間を
MTTRとすると以下の式で表される。
稼働率 = MTBF
MTBF +MTTR
また、稼働率と不稼働率の関係は以下の通りである。
不稼働率 = 100 稼働率
図 4.3に Live E!プロジェクトで使用されている気象センサの一つ、Vaisala社
[29]のWXT510を示す。また図 4.4にそのセンサで 2011年 2月 12日から 2月 15
日まで富士山麓で観測された風速を示す。図 4.4を見ると 2月 14日 15時から 2月
15日の 5時まで観測不能であった事がわかる。これは降雪により風速が計測不能
に陥っていたためである。図 4.3に示したWXT510は上部に 3本突起物があり、
突起の先端に風速センサが付いており風速の計測を行っている。しかし、降雪に
よって 3本の突起の間に雪が積もり、風速が正しく計測が出来なくなったと考え
られる。
図 4.5に同センサ、同期間に観測された気圧を示す。縦軸が気圧 (hPa)横軸が
時間となっている。風速は計測不能となっていたものの、他の値は計測できてい
る事からセンサが稼働していた事がわかる。また、雪が溶けると風速値も正常に
戻っている事から、センサの故障でもない事がわかる。稼働しているものの誤情
報が生成されており、実空間情報においては信頼性を推定するために稼働率を考
慮しないほうが良い。
そのため実空間情報における信頼性はDependabilityではなく障害発生率のみ
を用いてReliabilityとして設定すべきであると考える。
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4.3.3 障害と障害検知
障害の発生を検知するためには障害検知をする必要がある。本節では障害と障
害検知の関係について述べる。
表 4.1 構成要素と障害
構成要素 障害例
センサ センサの故障、センサの設定ミス等
ネットワーク 途中経路の故障、ルーティング設定のミス、ケーブルが抜かれる等
データロガー データロガーの故障、プログラムソフトウェアのバグ等
環境 センサ周囲の環境変化、設置環境の変化、動物等による誤操作等
表 4.2 情報の挙動と障害
データの挙動 障害例
値が低い 回転軸の錆、樹の成長等
値が一定 回転軸が凍結、排水口が凍結等
値が高い 通風筒の通風が停止、通風筒内に雨水等が侵入等
値の共有が停止 アップロード機器の故障、ネットワークの変更等
障害とはある事をするのに妨げとなるものや状況の事を指している。センサ等
の機器に障害が発生すると、生成される実空間情報に影響が出る。例えば障害の
一つである故障が発生すると実空間情報の生成が停止したり、実空間情報が仕様
通りの性能で生成されない。一般的な実空間情報共有基盤の構成図を図 4.6に示
す。実空間情報共有基盤へセンサ等の機器がインターネットを介して接続されて
いる。また一般的にセンサ自体に実空間情報共有基盤へ情報を送信する機能はつ
いておらず、センサに小型のコンピュータ (データロガー)を接続して実空間情報
を送信している。データロガーではデータをロギング、データの整形、データの
送信等の処理を行うソフトウェアが動作している。表 4.1に障害の分類を示す。こ
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れらの障害例は気象庁のAMeDASの運用 [30]や Live E!プロジェクトでの運用を
基にしたものである。表 4.1を見ると、各構成要素において様々な障害が見られ
る。この事から様々な機器が混在し、様々な環境へ設置された機器の障害は様々
あり、全ての障害をカバーする事は困難である。
表 4.2に情報の挙動と障害についての関係をまとめる。この情報の挙動や障害
例についても気象庁のAMeDASの運用や Live E!プロジェクトでの運用をもとに
したものである。表 4.2を見ると、障害は様々なものが発生しうるが、発生した
障害によって起こる情報の挙動は大きく分けると値が低い、値が一定、値が高い、
値の共有が停止の 4種類に別けられる。これは気象要素に限らず、例えば渋滞情
報においてもGPSの測位不良によって地点間の車速が平均車速で表示され一定
の速度となったり、トンネル等の遮蔽物によって通信不良が起こり、値の共有が
停止する。そのため、様々な性能、設置環境の機器が混在した実空間情報共有基
盤での障害に起因するデータの挙動は 4種類に分類でき、情報の挙動から障害が
発生している事は検知可能である。
情報の挙動から障害を検知する手法はこれまで数多く提案されている [31, 19,
20, 21, 22]。しかし全ての障害検知手法は 100%の検知を行う事は難しく、誤検知
が発生する。また各障害検知手法は適用が想定された検知環境があり、想定され
ていない環境へ適用すると誤検知が多くなる。しかし、様々な設置機器や設置環
境が想定される実空間情報共有基盤では場合分けする事は困難であるが組み合わ
せパターンから障害の発生を検知する事は可能であると考える。例えば障害検知
手法A, B, Cがあり、ある実空間情報に対して適用した場合障害検知手法Aは障
害であると判断されたが、障害検知手法 B, Cでは障害であると判断されなかっ
た場合、適用した実空間情報に障害が発生していたとする。その場合、同じ障害
検知結果が再度出た場合障害が発生している可能性が高い。これは適用した実空
間情報の挙動、環境に対して障害検知手法Aは得意とする環境であったが障害検
知手法 B, Cは適用が想定されていない環境であると考えられる。一方で障害に
より再び同じ実空間情報の挙動や環境が起こった場合、障害検知結果の組み合わ
せは同じとなる。
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4.3.4 障害と時空間
実空間情報は情報の生成位置と時刻と関連が強い情報である。そのため障害の
発生も同様に位置と時刻と関連するかについて本節で述べる。
図 4.4で示した障害の原因は雪であった。気象には地域性があり、富士山麓や
北海道等では毎年決まった時期に降雪が観測され積雪する。そのため、富士山麓
で同じ障害が発生する可能性は高いが同じ静岡県でも海岸沿いの地域では同じ障
害が発生する事はほとんど無い。この様に同じ位置において同じ障害が発生する
事は多く、障害と情報の生成位置は強い関係があると考えられる。
図 4.4で示した障害は 15時から 5時に発生している事から考えると 12時ごろ
から降雪があったと考えられる。しかし、降雪は決まって 12時頃発生するもの
ではないため、障害の発生時刻も必ず 15時から 5時に発生するとは考えにくい。
一方で最低気温は早朝に観測される事が多いため、回転軸の凍結による風向・風
速障害等は早朝に発生する事が考えられる。この様に障害と時刻は位置ほどの強
い関係性はないが、障害によっては関係すると考えられる。
4.4. 実空間情報における信頼度
信頼度は実空間情報の確からしさが一般の実空間情報の利用者でも解釈可能と
するための指標である。本節ではこれまでの議論より、信頼度はどのパラメータ
を考慮して算出すべきかについて述べる。また、算出された信頼度が一般の実空
間情報の利用者でも解釈可能かについて考察する。
4.3.2節で述べたように、実空間情報においては実空間情報の信頼性と障害発
生率は関係があるものの、実空間情報の信頼性と稼働率の関係は安定性が無いた
め障害発生率を基に実空間情報の信頼度を決定する。言い換えると、本研究で述
べる実空間情報の信頼性指標「信頼度」はDependabilityではなくReliabilityで
ある。
様々な機器が様々な設置環境へ設置され情報が生成される環境においては、障
害の発生原因や障害を特定する事は困難である。しかし、障害が発生した事によ
る情報の挙動は 4種類に集約可能である事から情報の挙動を基にした障害検知を
38
行う事は可能である。情報の挙動に着目した障害検知手法は多く提案されている
が、どのような環境に置いても 100%全ての障害を検知可能な手法は存在しない。
障害検知の組み合わせパターンを用いる事で様々な機器や様々な設置環境へ対応
可能であると考える。
以上をまとめると信頼度は同じ位置で生成された実空間情報の障害検知結果の
組み合わせから決定可能であると考える。同じ位置、同じ障害検知結果の組み合
わせにおいて以下の関係が成り立つ。
信頼度 =障害不発生率
また、信頼度の精度をより高めるためには生成位置と障害検知結果の組み合わせ
だけではなく、時刻を考慮する事や適用する障害検知手法を増やす事が考えられ
る。時刻は障害によって関係性のないものもあるため考慮する場合は注意が必要
である。適用する障害検知手法は多いほど詳細に場合分けされ精度は高くなる。
最低障害検知手法適用数については検証が必要であるため次章で議論する。
信頼度は実空間情報の生成位置と障害検知結果の組み合わせから決定可能であ
るが、一般の利用者でも解釈可能な形式である必要がある。システムの分野にお
いて信頼度は「アイテムが与えられた条件で規定の期間中，要求された機能を果
たす確率」と定義されている。情報の確からしさも割合での表現が広く用いられ
ている。例えば降水確率は対象の日に降雨が発生する事象の確からしさを確率で
表しており広く用いられている。そのため、実空間情報の確からしさについても
0{100%の割合で表現する事で一般の利用者でも解釈可能な形式と考える。また信
頼度を用いて細かな制御を行うとは考えにくい。例えば降水確率も確率を 10刻
みで表現している。これは降水確率が 53.2%といった粒度で表現されていたとし
ても人は 50%程度と読みかえる。52.1%では傘は持って行かないが、53.2%であれ
ば傘を持って行くといった粒度で制御する人は居ない (図 4.7)。人によって多少
閾値の差はあるものの多くの人は降水確率が 70%以上の場合は雨が降っていなく
とも雨に備えて傘を持って外出し、40{60%の場合は折り畳み傘を、30%以下の場
合は傘を持たないといった大まかな制御を行っている (表 4.3)。そこで信頼度に
ついても 0{100を 10刻みで表現する。各割合と信頼度の対応表を表 4.4に示す。
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表 4.3 降水確率と傘
70%{ 傘
40{60% 折り畳み傘
{30% 傘を持たない
表 4.4 信頼度と障害不発生率
信頼度 障害不発生率
100 96%以上
90 86{95%
80 76{85%
70 66{75%
60 56{65%
50 46{55%
40 36{45%
30 26{35%
20 16{25%
10 6{15%
0 5%以下
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図 4.3 WXT510
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第5章
障害検知機構
本章では障害を検知すると共に、障害検知結果の組み合わせにおける障害不発
生率を基に信頼度を生成する障害検知機構について述べる。障害検知機構では障
害検知機構がどう設計されるべきかについて議論し、シミュレーションデータや
実データを用いて障害検知機構が 4章で定義した信頼度と合致する値として生成
されているかについて評価する。また生成するために必要となる時間等の性能評
価も行い、信頼度付き実空間情報共有基盤を運用する上で問題ない事を確認する。
5.1. 障害検知機構の概要
障害検知機構の概要図を図 5.1に示す。提案障害検知機構は大きく分けると、障
害検知を行う統合環境と障害検知結果を信頼度へ変換する機能に分類出来る。実
空間情報共有基盤へ送信されてきた実空間情報は障害検知が行われ、その結果を
基に信頼度が決定され実空間情報と信頼度が対となり共有される。障害検知を行
う統合環境は、対象となる情報に対して適した障害検知手法を適用可能とする。
4.3.3節で述べたように、様々な障害検知手法が提案されている。例えばチェンら
は近距離無線センサネットワークにおける障害検知手法を提案している [19]。こ
の提案手法では無線の状態や至近距離である事を用いて障害検知を行っているた
め、広域センサネットワークや有線を用いた実空間情報共有基盤等へは適用が困
難である。これまでの実空間情報共有基盤は 3章でも述べた通り、単一の管理ド
メインで限られた実空間情報共有基盤を運用していたため、その環境に適する障
害検知手法を適用すれば良かった。しかし現状複数の管理ドメインが混在し運用
する実空間情報共有基盤においては各管理ドメインによって、センサの設置状況
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図 5.1 障害検知機構
やセンサの機種が異なるため、特定の障害検知手法を全体に適用する事が困難で
ある。例えばネットワーク管理ツールの Ping等を用いてセンサの死活監視を行
う場合、ある管理ドメインで設定された機器は Pingに対する応答を返す設定と
なっているため適用が可能であるが、管理ドメインによっては Pingに対する応
答を返さない設定となっている可能性もあり、複数の管理ドメインが混在する実
空間情報共有基盤において全体に適用する事は困難である。そこで、対象となる
情報や設定、設置環境等に対して適した手法を適用可能な障害検知統合環境を提
案する。
提案する障害検知統合環境では各環境にあわせた障害検知手法を容易に複数適
用可能とする。各管理ドメインや機器ごとに障害検知手法を実装するのは負荷が
高く、また同じ障害検知手法でも細かな設定値等を変更する必要がある。また既
存の障害検知手法のみならず、新たな障害検知手法を適用する場合も考えられる。
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そこで既存の障害検知手法を分析し、使用されている演算子、計算処理を整理
し、基本コンポーネントとして障害検知機構に用意しておく。これにより、設定
ファイルの記述のみで対象となる情報に様々な障害検知手法が適用出来る。同様
に閾値等の各種パラメータも設定ファイルの記述のみで対応可能であるため、各
機器や管理ドメイン毎に設定ファイルを記述するだけで障害検知が行える。また、
実空間情報は時刻と位置と強い関係性があるため、多くの障害検知手法は時間軸
と位置に関連付けられた情報を用いる。そのため時間軸と位置で検知するために
必要となるデータを整理する事でデータセット、データ量がわかり、本統合環境
を組み込むための必要スペックも明らかとする。
障害検知を行った結果を基に信頼度へ変換する。本章では具体例としてAMeDAS
等で用いられている障害検知手法を Live E!プロジェクトで収集されている環境
情報に適用し信頼度を生成する。AMeDASと Live E!プロジェクトでは設置され
ているセンサや設置環境は異なるものの同じ環境情報を対象としており、精度の
違いを許容するようパラメータを設定すれば適用可能である。過去のデータに対
して 4種類の障害検知手法を適用し、あらかじめ各障害検知手法の組み合わせと
障害不発生率の対応表を作成する。障害検知統合環境で適用した 4種類の障害検
知結果と対応表を比較し、障害不発生率を基に信頼度を決定する。
5.2. 障害検知統合環境の設計
現状複数の管理ドメインが混在し運用する実空間情報共有基盤においては各管
理ドメインによって、センサの設置状況やセンサの機種が異なるため、特定の障
害検知手法を全体に適用する事が困難である。例えばネットワークツールのPing
等を用いてセンサの死活監視を行う場合、ある管理ドメインで設定された機器は
Pingに対する応答を返す設定となっているため適用が可能であるが、管理ドメイ
ンによっては Pingに対する応答を返さない設定となっている可能性もあり、複
数の管理ドメインが混在する実空間情報共有基盤において全体に対応する障害検
知は困難である。図 3.6で示したモデルに障害検知手法を適用する場合、個別に
実装する必要がある。実空間情報共有基盤において障害検知を適用する場合、プ
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ログラミングに精通した開発者と対象となる情報の障害検知に精通した専門家が
必要となる。対象となる情報の障害検知に精通した専門家が適用する障害検知手
法を選定し、開発者が実装し実空間情報共有基盤へ適用する。これを各機器や各
管理ドメインごとに適用するのはコストが高く冗長である。
そこで本研究では既存の障害検知手法を分析し、使用されている演算子、計算
処理、必要データセット、データ量を整理し、基本コンポーネントとして障害検
知機構に用意しておく。これにより設定ファイルに基本コンポーネントの組み合
わせを記述するだけで対象となる情報に様々な障害検知手法が適用出来る。同様
に閾値等の各種パラメータも設定ファイルの記述のみで対応可能であるため、各
機器や管理ドメインごとに設定ファイルを記述するだけで障害検知が行える。こ
れにより、対象となる情報の障害検知に精通した専門家がプログラミングに精通
していなくても障害検知が適用可能となりコストが下がる。開発者は個別に実装
するのではなく、基本コンポーネントを一度実装しておけば良く、実装量が大幅
に軽減される。また、基本コンポーネントは pluggableにしておく事で、基本コ
ンポーネントの追加・修正・削除が容易に行え、新たな障害検知手法を実装する
場合も必要最小限のコーディングで済む。
5.3. 基本コンポーネントの設計
実空間情報は様々な情報があるが、位置と時刻に関係しているため、時間や位置
情報に関係した障害検知手法が多い。本節では実空間情報として環境情報での障
害検知手法を基に述べるが、他の実空間情報でもパラメータを変更する程度で対
応可能であると考える。気象庁ではAMeDASを用いて環境情報を収集し、広く提
供している。AMeDASは公的な機関として情報提供しているため、収集した情報
を精査したのち提供しており平成 14年 1{9月の正常なデータ取得率は 99.5%[30]
と信頼性を高く保っている。AMeDASでは信頼性を確保するため人手でのセン
サのチェック及び様々な最新の自動障害検知手法を取り入れ、専門家によるデー
タの精査を行ったのち提供している。そこで、本機構ではAMeDASで用いられ
ている障害検知手法を例に基本コンポーネントの設計方法について述べる。
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5.3.1 障害検知手法
AMeDASではこれまでの様々な研究成果を取り入れているが、大きく別けて
下記 2つの手法で障害検知を行っている。単一観測点での障害検知は 3つの手法
表 5.1 障害検知時手法の分類
大分類 小分類
閾値との比較
単一観測点での障害検知 他の要素との比較
時系列での比較
近隣観測点との障害検知 近隣の観測値と比較
に細かく分類でき、各手法について表 5.1に示す。各手法の概要について以下で
述べる。
 閾値との比較
　閾値との比較によって障害検知を行う手法である。例えば過去最高気温
40.8℃といった値を閾値として設定しておく。センサデータがこの閾値を
上回った場合誤データと判断する。また、差を閾値と比較する場合もある。
例えば気温が 1時間で 20℃以上上昇した場合等も誤データと考えられる。
 他の要素との比較
　　環境情報の場合、他の環境要素と関係している場合がある。例えば気
温と露点温度は以下の相互関係がある。
露点温度 =気温相対湿度 (5.1)
相対湿度  100%RH (5.2)
式 5.1、5.2から、気温は常に露天温度と同じか、高くなる関係性がある。そ
のため、露天温度が気温より高くなった場合、誤データと判断する。　　
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 時系列での比較
　　時系列の比較は値が一定ではない事や値が連続である事を用いた手法
である。例えば気温は変動しており、屋外において 1日中 15℃で一定とい
う事はない。また気温は連続した値となっている。ある時点で 15℃だった
気温が次の時点で 30℃となる事は無い。この様に時系列での比較はある期
間における値の変動率を見る事で検知を行う手法である。しかしこの方法
は降雨等一部の要素では適用できない場合がある。例えば降雨が無い場合
1日中値が 0のまま一定という事は起こり得る。
 近隣観測点との障害検知
　実空間情報は時刻と位置に密接に関係しているため近隣センサの値との
差をパラメータと比較する事などで障害検知を行う手法である。差が閾値
を上回った場合誤データと判断する。例えばある時点において温度が 20℃
だった場合、地理的に近隣にあるセンサも 20℃と余り差が無い値であると
考えられる。しかし、ある時点において、近隣にあるセンサとの差が閾値以
上あった場合等は誤データと考えられる。また相関性のある近隣の範囲を
検証するため、基準となるAMeDASとAMeDASから 10km, 16km, 35km
の距離にある観測点のデータを比較し相関係数を算出した。各観測点と相
関係数を表 5.2に示す。表 5.2を見ると 10km程度までは相関があり、10km
を超えると相関性が少なくなるため近隣の範囲は半径 10kmとした。
表 5.2 AMeDAS（倉敷）と各観測点の相関係数と距離
観測点 相関係数　 距離
玉島北中学校 0.622 10km
沙見小学校 0.582 16km
福山中学校  0.502 35km
これまでに述べた手法を組み合わせる事で障害時のデータの挙動、値が低い、
値が一定、値が高い、値の共有が停止について検知可能であり、障害の発生を検
知可能である。例えば値が低い場合や高い場合は近隣の観測値と比較や閾値との
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比較等で検知可能である。値が一定の場合も近隣の観測値と比較や他の要素との
比較等で検知可能である。値の共有が停止については時系列での比較等で検知可
能である。
5.3.2 基本コンポーネントの設計と実装
表 5.3 障害検知手法と使用する最大データ量
障害検知手法 最大データ量
閾値との比較 10分
他の要素との比較 10分
時系列での比較 10分
近隣との比較 1時間
表 5.4 障害検知時に使用されている計算処理
処理 用途例
四則演算 パラメータの補正適用
比較演算 パラメータや算出値との比較
相関係数 局所現象への対応
相加平均 平均の算出
最大・最小値 最大・最小値の算出
標準偏差 外れ値の検出
リスト 5.1 基本コンポーネントの実装例
public static void compareMin(double m, DitectResult dr){
if(m > dr.getData ()){
dr.setcompareMin(true);
}
}
51
リスト 5.2 設定ファイルの例
<?xml version="1.0" encoding="utf -8"?>
<configure >
<system >
<service >http: //live -e2.naist.jp/axis/services/GlobalDataProvider200703 </
service >
<calculate -class>org.livee.data.ditect.CalculateMethods </calculate -class >
</system >
<evaluate >
<function method="compareMax" type="Temperature">
<argument class="double">40.8</argument >
</function >
<function method="compareMin" type="Temperature">
<argument class="double"> -41.0</argument >
</function >
<function method="compareNeighbor" type="Temperature">
<argument class="double">2.0</argument >
</function >
<function method="compareMax" type="RainFall">
<argument class="double">100</argument >
</function >
<function method="compareMin" type="RainFall">
<argument class="double">0</argument >
</function >
</evaluate >
</configure >
5.3.1節で述べた障害検知手法で必要となる最大データ量を表 5.3に示す。セン
サからの情報取得粒度や利活用に必要となる情報の粒度にもよるが、気温等は値
を比較すれば良いが降雨量は一般的に 10分平均を降雨量とするため 10分平均の
情報と閾値の比較が行えれば良い。そのため最大で 10分の値が揃っていれば閾
値との比較は可能である。他の要素との比較についても同様である。時系列での
比較は要素に依存する。例えば風向や風速は頻繁に値が変わるため、数分でも比
較し検知する事が可能である。一方で気圧は台風等の場合を除き変化が起こり難
い。過去 10年以上のAMeDASでの観測を基にした「気象観測の手引き」[30]に
よると、変化が起こり難い要素でも 10分以上同じ値が続く事はほとんどないと書
かれており、最大で 10分のデータが揃っていれば時系列での比較が行える。値の
連続性についても 10分のデータが揃っていれば評価可能である。近隣との比較は
AMeDASの手法では近隣の値同士を比較して評価する手法について述べられてい
るが、ゲリラ雷雨等の現象では誤検知が多い事から筆者らは値を直接比較するの
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ではなく値の増減の傾きを比較する事で検知する手法を提案した [32]。AMeDAS
の近隣の値を比較する場合、最大で 10分平均が取れれば良いため 10分間のデー
タが揃ってれば良いが、提案手法では増減の傾きを出すためには 1点のデータで
は出せないため、1時間のデータが必要となる。これらのデータ量は設定により
変更可能であるが、4つの障害検知で必要となるデータ量を見積もる事で必要な
システムのスペックが明らかとなる。
また、障害検知時に使用されている計算処理を表 5.4に示す。値を閾値と比較
するための比較演算や差を閾値と比較する場合に四則演算を用いる。式 5.1、5.2
で示した要素の比較や時系列での比較も比較演算や四則演算で実現できる。近隣
との比較は四則演算や比較演算と併せ、標準偏差や相関係数を用いて検知を行う。
リスト 5.1に基本コンポーネントの実装例を示す。実装例では比較演算の一つ
である最小値との比較を実装している。リスト 5.2に設定ファイルの実装例を示
す。リスト 5.2に示した設定ファイルでは同地点に設置された気温と雨量センサか
らの情報に対する障害検知を行っている。気温に対しては閾値との比較、近隣と
の比較を行っている。降雨に関しては閾値との比較を行っている。閾値との比較
として、最小値を設定し、リスト 5.1に示した最小値との比較演算 (compareMin)
を行っている。
5.4. 障害不発生率表
5.3.1節で述べた障害検知手法のそれぞれの結果は PASS又は FAILで表され
る。閾値との比較を例にとると、取得された値が 51℃で閾値を超えていた場合、
障害検知の結果は FAIL(不合格)となる。一方閾値を超えていない場合の結果は
PASS(合格)となる。4種類の障害検知手法の結果の組み合わせ 16パターンにお
ける障害の不発生率を求め、障害不発生率表とする。図 5.2に障害発生率表の作
成手順を示す。ある期間における障害の不発生率は以下の式で求める。
障害不発生率 = 1  (障害データ数総データ数） 100
障害の不発生率は過去の履歴より、各障害検知手法の結果の組み合わせにおける
不発生率を求める。本研究では最寄のAMeDASの値と比較し、以下の項目につ
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専門家の知恵を基にした障害検知
Pass/
Fail
Pass/
Fail
Pass/
Fail
Pass/
Fail
過去の履歴
各組合せにおける
障害データ数÷総データ数×100
図 5.2 障害不発生率表作成手順
いて精査し障害と判断した。
 2つの値の連続性
 2つの値の相関性
比較はグラフによる比較を行い、障害の発生していそうな期間を見つけた場合は
データを見て障害データ数を求めた。例えば図 5.3では 2か所円で囲っているが、
値の連続性が途切れているのと値の相関性が低下している。この様な期間を見つ
けた場合は値を精査し、2つの値の差や状況を確認して障害かどうかを判断した。
差は 1か月間のグラフを見て定期的に発生している差の最大値を基準に判断する。
例えば定期的に差が 3℃前後になっている場合は 10℃以上の差となっていないか
を見る。10℃の差については明らかに障害であろうと考えられる差を主観で判断
した。グラフ化して比較する期間が長いほど、グラフが平滑化されるため特異点
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の抽出が容易となる。また、細かな障害については見落とし障害不発生率に反映
されない事が考えられるが、障害不発生率を信頼度にする際に正規化されるため
許容可能であると考える。
5.5. 信頼度変換機能の設計
障害検知結果を信頼度へ変換する仕組みについて述べる。
障害検知結果を信頼度へ変換する手順を図 5.4に示す。予め障害検知結果の組
み合わせと障害不発生率の対応表を作成する。障害検知結果の組み合わせと障害
不発生率の対応表を表 5.5に示す。表では地点Aにおける各障害検知結果とその
組み合わせの場合における障害不発生率を示している。例えば全ての障害検知で
障害と検知されずPASSであった場合、障害が発生していない割合が 99%である
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障害検知結果 障害不発生率表との
比較評価
障害不発生率表の
作成
障害不発生率を正規化
作成した
障害不発生率表
図 5.4 信頼度変換手順
対応表の作成方法は、例えば取得された情報と最寄りのAMeDASで取得された
情報の相関性と計算し、0.6以下の場合は障害が発生していると判断し、その際
の障害検知結果と割合を基に作成する。他にもメールで障害報告があれば、障害
発生期間の障害検知結果の組み合わせを基に障害不発生率との対応表が作成可能
である。
障害検知を行い、障害検知結果が出ると障害不発生率表と比較評価をし、当該
情報の障害不発生率を求める。求めた障害不発生率は表 4.4に基づいて正規化さ
れ、信頼度となる。例えば地点Aにおいてあるデータが時系列での比較と近隣の
観測値と比較を行うと障害であると判定が出た場合、表 5.5に基づくと障害不発
生率は 87%である。これを表 4.4に基づいて正規化すると 90となり、この場合に
おける信頼度は 90である。
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表 5.5 地点Aにおける障害不発生率表
閾値との比較 他の要素との比較 時系列での比較 近隣の観測値と比較 障害不発生率
PASS PASS PASS PASS 99%
PASS PASS PASS FAIL 80%
PASS PASS FAIL PASS 80%
PASS FAIL PASS PASS 83%
PASS PASS FAIL FAIL 87%
PASS FAIL PASS FAIL 75%
PASS FAIL FAIL PASS 28%
PASS FAIL FAIL FAIL 34%
FAIL PASS PASS PASS 20%
FAIL FAIL PASS PASS 29%
FAIL PASS FAIL PASS 13%
FAIL PASS PASS FAIL 14%
FAIL FAIL FAIL PASS 29%
FAIL FAIL PASS FAIL 18%
FAIL PASS FAIL FAIL 80%
FAIL FAIL FAIL FAIL 0%
5.6. 評価実験と考察
本節ではこれまで提案してきた障害検知機構の評価として信頼度に関する評
価及び基本コンポーネントに関する評価、障害検知機構に関する性能評価につい
て述べ、考察する。信頼度に関する評価として、正常時及び想定される障害発生
時、異常な気象現象時における信頼度の挙動とAMeDASのデータを比較する事
で信頼度の妥当性について評価する。4章で定義した信頼度と合致しているかに
ついても確認し、信頼度と用途について議論し考察する。基本コンポーネントに
関する評価は障害検知が正しく動作し、検知している事を確認する事で記述の網
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羅性、利便性がある事を評価する。障害検知機構の性能評価は障害検知機構が障
害検知を行い、信頼度を付与するまでの速度を検証する事で許容可能である事を
評価する。
5.6.1 シミュレーションデータによる信頼度の挙動に関する評価
信頼度に関する評価として正常時及び想定される障害が発生した場合におけ
る障害検知を行い、信頼度を付与する。実験では岡山県倉敷市立玉島北中学校に
設置されているセンサのデータに対して障害検知を行い、信頼度を付与する。実
験に用いるセンサが予め障害が発生していない事を確認するため、近隣にある
AMeDASのデータと比較をした。AMeDASは正常データ取得率が 99.5%と高く、
また正常に取得出来なかった 0.5%についてはデータを公開していない。そのため
公開されているデータは正常に取得されたデータであるため、障害が発生してい
る場合は相関が無いと考えられる。玉島北中学校で 2008年 1月 26日午前 0時から
1月 26日午後 11時 59分までに取得されたデータと同時刻に取得されたAMeDAS
のデータの比較を図 5.5に示す。図 5.5を見ると、それぞれAMeDASに近い値を
取っており、障害が発生していない事が確認できる。表 5.6に実験で用いたパラ
メータを示す。近隣との比較は玉島北中学校から約 3 kmの位置にある玉島東中学
校に設置されたセンサ及び約 4 km離れた船穂中学校と比較した。表 5.7、表 5.8、
表 5.9に実験で用いた障害不発生率表を示す。この障害不発生率表は 2007年 12
月のデータを基に作成した。実験は以下の 5項目について行った。
表 5.6 実験に使用した気温の閾値
閾値名 閾値
最高気温 40.8℃
最低気温  41.0℃
1時間の変化量 17.0℃
近隣データとの差 2.0℃
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図 5.5 玉島北中学校とAMeDAS（倉敷）の気温
実験A
正常な気温データから信頼度の挙動を計測
実験B
値が高い気温の擬似障害データから信頼度の挙動を計測
実験C
値が低い気温の擬似障害データから信頼度の挙動を計測
実験D
値が一定な気温の擬似障害データから信頼度の挙動を計測
実験E
ゲリラ豪雨時のデータから信頼度の挙動を計測
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表 5.7 玉島北中学校における風速の障害不発生率表
閾値との比較 他の要素との比較 時系列での比較 近隣の観測値と比較 障害不発生率
PASS PASS PASS PASS 100%
PASS PASS PASS FAIL 66%
PASS PASS FAIL PASS -
PASS FAIL PASS PASS 87%
PASS PASS FAIL FAIL 9%
PASS FAIL PASS FAIL -
PASS FAIL FAIL PASS -
PASS FAIL FAIL FAIL -
FAIL PASS PASS PASS -
FAIL FAIL PASS PASS -
FAIL PASS FAIL PASS -
FAIL PASS PASS FAIL -
FAIL FAIL FAIL PASS -
FAIL FAIL PASS FAIL -
FAIL PASS FAIL FAIL -
FAIL FAIL FAIL FAIL -
実験Aは正常な気温データに障害検知を行い信頼度の挙動を計測する事で、障
害検知が正しく行われ信頼度 100が付与されるかを確認した。実験 B{Dは想定
される 3つの場合の障害発生時において正しく障害検知が行われ、信頼度 0が付
与されるかを確認した。実験Bでは、障害によって正常な場合に比べ値が高い擬
似障害データを生成し、信頼度の挙動を計測した。気温データは実験Aの時に使
用したデータの午前 11時から午後 6時までのデータを 1.5倍した擬似障害データ
を使用した。これは日中に通風筒の通風が停止し、熱がセンサ内に溜まって高温
になっている場合を想定した。実験Cでは、障害によって正常な場合に比べて値
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表 5.8 玉島北中学校における気温の障害不発生率表
閾値との比較 他の要素との比較 時系列での比較 近隣の観測値と比較 障害不発生率
PASS PASS PASS PASS 100%
PASS PASS PASS FAIL 73%
PASS PASS FAIL PASS -
PASS FAIL PASS PASS 93%
PASS PASS FAIL FAIL 13%
PASS FAIL PASS FAIL -
PASS FAIL FAIL PASS -
PASS FAIL FAIL FAIL -
FAIL PASS PASS PASS -
FAIL FAIL PASS PASS -
FAIL PASS FAIL PASS -
FAIL PASS PASS FAIL -
FAIL FAIL FAIL PASS -
FAIL FAIL PASS FAIL -
FAIL PASS FAIL FAIL -
FAIL FAIL FAIL FAIL -
が低い擬似障害データを生成し、信頼度の挙動を計測した。気温データは実験A
時に使用したデータの午前 11時から午後 6時までのデータを 0.5倍した擬似障害
データを使用した。これは日中に一時的な遮蔽物によって日陰になり、気温があ
まり上昇しない場合を想定した。実験Dでは、障害によって値が一定な擬似障害
データを生成し、信頼度の挙動を計測した。実験のA時に使用したデータの午後
6時から値が一定な擬似障害データを使用した。これは、センサ部の劣化によって
適切に値が計測できない場合を想定した。実験 Eは正常な降雨データであるが、
通常の現象ではないゲリラ雷雨時のデータに対して障害検知を行い、信頼度 100
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表 5.9 丸の内における降雨の障害不発生率表
閾値との比較 他の要素との比較 時系列での比較 近隣の観測値と比較 障害不発生率
PASS PASS PASS PASS 100%
PASS PASS PASS FAIL 99%
PASS PASS FAIL PASS -
PASS FAIL PASS PASS 95%
PASS PASS FAIL FAIL -
PASS FAIL PASS FAIL -
PASS FAIL FAIL PASS -
PASS FAIL FAIL FAIL -
FAIL PASS PASS PASS -
FAIL FAIL PASS PASS -
FAIL PASS FAIL PASS -
FAIL PASS PASS FAIL -
FAIL FAIL FAIL PASS -
FAIL FAIL PASS FAIL -
FAIL PASS FAIL FAIL -
FAIL FAIL FAIL FAIL -
が付与されるかを確認した。倉敷市ではゲリラ雷雨が観測されなかったため、実
験 Eは東京の丸の内で 2008年 8月 29日 20時から 8月 30日 2時までに観測され
たデータを用いた。2008年 8月 29日 20時から 8月 30日 2時までのデータにつ
いても気温同様近隣のAMeDASデータと比較し障害が発生していない事を確認
した。
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実験結果
以下で示す図中の北中は玉島北中学校のセンサデータを表す。また、di-Xは
玉島北中学校と船穂中学校のセンサデータの差、di-Yは玉島北中学校と玉島東
中学校のセンサデータの差を表す。信頼度の挙動を測る指数として誤検知率を用
いる。正常なデータ時に信頼度 50以下のデータ数を x、誤データ時に信頼度 60
以上のデータ数 yとすると誤検知率 F は以下の式で求められる。
（誤データ数）= x+ y
F =（誤データ数）（総データ数）
実験 Aの結果を図 5.6に示す。信頼度 100を維持しており誤検知率は 0%であ
った。
実験Bの結果を図 5.7に示す。障害が発生すると、発生直後から信頼度が下降
した。障害が回復すると、回復直後から信頼度が上昇し信頼度が 100となった。
誤検知率は 0%であった。
実験Cの結果を図 5.8に示す。障害発生の 47分後から信頼度が下降し始め、信
頼度が上下した後、1時間 32分後に信頼度 0となった。その後 1回を除き、障害
回復の 51分前まで信頼度 0を維持している。障害回復の 51分前から信頼度が上
昇し始め、信頼度が上下した後、障害回復の 26分前に信頼度が 100となった。誤
検知率は 7.2%であった。
実験Dの結果を図 5.9に示す。障害発生の 10分後に信頼度が 0となった。その
後は信頼度 0を維持している。誤検知率は 1.1%であった。
実験Eの結果を図 5.10に示すゲリラ豪雨発生時も誤検知する事なく信頼度 100
を維持している。誤検知率は 0%であった。
考察
実験結果を見ると、どの場合においても 90%以上の割合で正しく信頼度が付与
出来ており機能していると考える。さらに誤検知を軽減し、誤データの侵入を軽
減するためにはデータ蓄積量の増加による障害不発生率表の更新や状態通知機構
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図 5.6 玉島北中学校の正常な気温データと信頼度
と連携し利用者からの通報を取り入れる事で可能であると考える。信頼度と用途
の対応についてはリスクマネジメントの評価方法を取り入れる事で対応表の作成
は可能であると考える。リスクマネジメントでは発生頻度と影響度の観点から被
害を想定する。例えば人命に直結する用途は例え信頼度が低くても災害などが発
生しそうなデータが取得された場合は最悪の場合に備えるという考え方と、信頼
度に依存して信頼度 100のデータのみを用いるという考え方がある。この時に信
頼度が低いデータを用いて警報を出した場合誤報が多くなり、警報を信じなくな
るリスクがある。一方で信頼度に依存すると、信頼度が誤っているリスクがある。
これらの可能性とリスクによる影響を評価する事で信頼度と用途の対応付けは可
能と考える。
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図 5.7 玉島北中学校の値が高い気温誤データと信頼度
5.6.2 実データによる信頼度の挙動に関する評価
前節において過去の知見を基に分類した障害時のデータの挙動 3種類について
シミュレーションデータを基に信頼度の挙動を確認した。しかし、実環境におい
ては障害時に綺麗なデータは出難いため、本節において実際に発生した障害時に
おける信頼度の挙動について述べる。2013年 3月 25日 23時ごろから上智大学 SJ
ハウスに設置されているセンサが特異な値を送信した後停止するという障害が発
生した。そこで 2013年 3月 22日 0時から 2013年 3月 23日 0時までのデータに
ついて信頼度を計算しその挙動について述べる。SJハウスのデータを障害検知す
る際に使用していた上智大学クルップホールのデータと約 3kmの距離にある気
象庁に設置されているAMeDASのデータを図 5.11に示す。図を見ると 3kmの距
離および観測機器の違いによる誤差はあるもののデータは相関しておりセンサは
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図 5.8 玉島北中学校の値が低い気温誤データと信頼度
故障していない事がわかる。このデータの相関係数は 0.975と強い相関を示して
いる。
実験環境を図 5.12に示す。SJハウスとクルップホールは 150m離れており、セ
ンサは同じVaisala社のWXT510を設置している。設置環境については図に示し
た通り SJハウスは地上で近くに緑がある環境、クルップホールは屋上に設置して
いる。WXT510の技術仕様書によると気温の計測精度は0:3℃となっており、
また非常に近い場所へ設置しているため気温差の閾値は 0.6℃とした。実験で使用
した閾値を表 5.10に示す。最高気温、最低気温、1時間の変化量は過去AMeDAS
で観測された最高気温、最低気温、最大変化量等を基に設定した。閾値は SJハ
ウス、クルップホール共に同じ値を設定した。また 2012年 3月 1日から 2013年 2
月 28日までの過去データを基に作成した障害不発生率表を表 5.11、5.12に示す。
障害不発生率はそれぞれで異なっており、過去データから SJハウスに設置され
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図 5.9 玉島北中学校の値が一定な気温誤データと信頼度
ているセンサのほうが障害が発生する割合が高かった。そのためクルップホール
の障害不発生率表では、SJハウスに障害が発生し近隣の観測値と比較がFAILと
なっていてもクルップホールは正常なため障害不発生率は高くなっている。以下
に実験で使用した障害検知手法を示す。
 閾値との比較
{ 閾値である過去の最高気温を基にした 40.8℃と取得された値を比較し、
40.9℃以上の値であれば障害と判断
{ 最低気温も同様
 他の要素との比較
{ 気温の上昇と湿度の下降ベクトルの比較
67
図 5.10 ゲリラ豪雨時の信頼度
 時系列での比較
{ 1時間での気温上昇量を閾値 17℃と比較
{ 日没 (20時から 4時)時間帯での気温上昇を検査
 近隣の観測値との比較
{ クルップホールと SJハウスで同時刻に取得された値と比較し、設定さ
れた差 0.6℃以上であれば障害と判断
実験結果
SJハウスでの信頼度の挙動を図 5.13に示す。クルップホールとの差がしばし
ば 0.7℃以上となり信頼度が 80に低下している。これは障害検知結果 f閾値と
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図 5.11 クルップホールとAMeDAS（気象庁）の気温
の比較, 他の要素との比較, 時系列での比較, 近隣の観測値との比較 gがそれぞ
れ fPASS, PASS, PASS, FAILgとなっている。 そのため表 5.11に示した障害不
発生率表と比較し、前述の障害検知結果の組み合わせ時における障害不発生率が
83%である事からその値を正規化し信頼度が 80となっている。また、センサの停
止直前は近隣との差が 0.7℃以上であると共に日没している深夜帯 (23時{0時)に
も関わらず気温が上昇している事から時系列での比較においても FAILと判断さ
れた。そのため障害検知結果が fPASS, PASS, FAIL, FAILgとなり、表 5.11より
障害不発生率 18%である事がわかる。この値を正規化した 20が信頼度として示
されている。
クルップホールでの信頼度の挙動を図 5.14に示す。クルップホールも SJハウ
ス同様差が 0.7℃をしばしば上回るため信頼度が 90に低下している。クルップ
ホールの障害検知結果の組み合わせが fPASS, PASS, PASS, FAILgの場合におけ
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引用元：http://www.sophia.ac.jp/jpn/info/access/map/map_yotsuya
SJハウス クルップホール
150m
図 5.12 実験環境
る障害不発生率は表 5.12より 92%である。そのため SJハウスの信頼度と異なり
90となっている。また SJハウスに障害が発生した際もクルップホールの値は上
昇しておらず、近隣との差が閾値以上になっているのみであるため障害検知結果
の組み合わせは fPASS, PASS, PASS, FAILgであり、信頼度も 90である。
考察
気温が上昇傾向の時、クルップホールの気温が SJハウスに比べ低くなりやす
いのは周囲のビル等の遮蔽物の方向が関係していると考えられる。気温上昇時は
最大気温差が 1.2℃であったが、気温下降時は 0.7℃であった。そのため、条件
によって複数の閾値を設定する事や各機器ごとの特徴を設定可能とする事で精度
の向上は可能であると考える。閾値の調整等については今後専門家の知恵を活用
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表 5.10 実験に使用した気温の閾値
閾値名 閾値
最高気温 40.8℃
最低気温  41.0℃
1時間の変化量 17.0℃
近隣データとの差 0.6℃
する事が考えられる。信頼度の挙動は正しいデータの時は高い信頼度を示してお
り、異常なデータの場合は低い信頼度を示しており、概ねデータの確からしさを
示せていると考える。
表 5.11を見てわかるとおり、余り発生しない組み合わせも多く、各地点で表の
全項目を埋める事は困難である。しかし、余り発生しない特異な組み合わせが発
生した場合、障害の可能性が高いと考えられるため表の信頼度の初期値は 0とし
て問題無いと考える。全ての項目の初期値を 0とした場合でも多く発生する組み
合わせについては発生回数の増加に伴って高信頼度もしくは低信頼度へ収束する。
また、本実験では 1年、ゲリラ雷雨時の実験では 1か月分の過去データから障害
不発生率表の作成を試みた。各地点において発生する障害検知結果の組み合わせ
は 1か月程度の過去データで出そろい、その後は障害不発生率がある値に収束し
ていくのみであった。長期間の過去データを基に障害不発生率表を作成する事で
障害不発生率の精度は向上するものの、信頼度として正規化する事を考えると 1
か月程度の過去データで障害不発生率表を作成しても問題ないと考える。
今回の実験で使用した事象以外でも分析すると異常なデータを送信し続ける場
合は少なく、異常なデータを送信した後数十分から 2日程度で機器が停止する場
合が多かった。そのため今回の実験で得られた知見は特異な現象ではなく比較的
頻繁に起こる現象に対して適用可能であると考える。
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表 5.11 SJハウスにおける障害不発生率表
閾値との比較 他の要素との比較 時系列での比較 近隣の観測値と比較 障害不発生率
PASS PASS PASS PASS 100%
PASS PASS PASS FAIL 83%
PASS PASS FAIL PASS -
PASS FAIL PASS PASS 75%
PASS PASS FAIL FAIL 18%
PASS FAIL PASS FAIL -
PASS FAIL FAIL PASS -
PASS FAIL FAIL FAIL -
FAIL PASS PASS PASS -
FAIL FAIL PASS PASS -
FAIL PASS FAIL PASS -
FAIL PASS PASS FAIL -
FAIL FAIL FAIL PASS -
FAIL FAIL PASS FAIL -
FAIL PASS FAIL FAIL -
FAIL FAIL FAIL FAIL -
5.6.3 基本コンポーネントに関する評価
網羅性の検証
既存の障害検知手法を分解・整理し、基本コンポーネントとして用意する事で、
柔軟な適用が可能となる一方で障害検知手法の再現性が低下する恐れがある。そ
こで、提案した基本コンポーネントが全ての障害検知手法を記述でき適用可能か
を検証する事で、再現性の低下無く柔軟な障害検知手法の適用が可能となってい
るか評価する。
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表 5.12 クルップホールにおける障害不発生率表
閾値との比較 他の要素との比較 時系列での比較 近隣の観測値と比較 障害不発生率
PASS PASS PASS PASS 100%
PASS PASS PASS FAIL 92%
PASS PASS FAIL PASS -
PASS FAIL PASS PASS 23%
PASS PASS FAIL FAIL 12%
PASS FAIL PASS FAIL -
PASS FAIL FAIL PASS -
PASS FAIL FAIL FAIL -
FAIL PASS PASS PASS -
FAIL FAIL PASS PASS -
FAIL PASS FAIL PASS -
FAIL PASS PASS FAIL -
FAIL FAIL FAIL PASS -
FAIL FAIL PASS FAIL -
FAIL PASS FAIL FAIL -
FAIL FAIL FAIL FAIL -
気象庁はこれまでの研究成果や知見等を基にした障害検知手法を気象観測の手
引き [30]として公開している。5.6.1節での実験はそれらの障害検知手法を基本
コンポーネントを組み合わせて記述し、適用した。この事から提案した基本コン
ポーネントが全ての障害検知手法を記述でき、再現性の低下無く柔軟な障害検知
手法の適用が可能であると考える。
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図 5.13 SJハウスの信頼度
利便性の検証
従来は障害検知手法の追加、削除を行う場合、プログラムの記述、コンパイル
というステップを要していた。しかし計算処理をコンポーネント化する事で、設
定ファイルの記述、削除のみで適用可能である。そのため、コンポーネント化す
る事で利便性が向上したと考える。
5.6.4 障害検知機構の性能評価
玉島北中学校のセンサは複合センサとなっており、気温、湿度、気圧、降水、
風速、風向が単一の機器に組み合わさっている。そのため、これら全ての要素に
ついて障害検知機構を適用し信頼度の計算を行った。Live E!プロジェクトで 2008
年 1月 26日午後 8時から 1月 26日午後 10時に収集されたデータを使用して計測
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図 5.14 クルップホールの信頼度
を行った。センサデータを取得しノードに格納する時間は、ネットワークの遅延
等無視できる程度の時間しかかからないため本実験ではセンサからデータを取得
し、信頼度を付与したデータが情報共有基盤へ送信されるまでの時間を処理時間
とした。
実験結果
2時間計測を行った処理時間を図 5.15に示す。図を見ると、1回目の処理は 11
秒かかった事がわかる。しかし、10回目からは 4秒程度に安定した。10回に 1回、
6秒程度処理にかかっている。
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図 5.15 信頼度算出の処理時間
考察
1回目の処理時間が長いのは JVM(Java Virtual Machine)を起動しているため
である。処理時間の平均は 4.2秒で、全て 1分未満である。世界での気象観測は
概ね 5{10分程度の頻度で行われている。次世代電子商取引推進協議会が平成 20
年に取りまとめたセンサネットワーク活用調査報告書 [33]においても気温等の取
得は 10分で行われているとの調査結果がある。また、飛行機等の多頻度での観
測が重要な場面においても取得頻度は 1分であり、本障害検知機構の処理は従来
の観測に影響を及ぼさない範囲で行えると考える。
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5.7. まとめと考察
提案障害検知機構は大きく分けると、障害検知を行う統合環境と障害検知結果
を信頼度へ変換する機能に分類出来る。障害検知を行う統合環境は、対象となる
情報に対して適した障害検知手法を適用可能とする。障害検知手法はこれまで多
く提案されてきているが、単一の管理ドメインで特定の環境で適用される事が想
定されている。これまでの手法は統一された特定の環境における特徴を利用する
場合が多い。しかし現状複数の管理ドメインが混在し運用する実空間情報共有基
盤においては各管理ドメインによって、センサの設置状況やセンサの機種が異な
るため、環境を想定する事が困難である。そこで、対象となる情報に対して適し
た手法を適用可能な障害検知統合環境を提案した。
提案障害検知統合環境では既存の障害検知手法を分析し、使用されている演算
子、計算処理、必要となるデータセット、データ量を整理し、基本コンポーネン
トとして用意しておく。これにより設定ファイルの記述で対象となる情報に様々
な障害検知手法が適用出来る。Live E!プロジェクトで収集している環境情報を用
いて評価実験を行った結果、特異な条件含めた様々な条件下に対応した障害検知
が行え 90%以上の割合で信頼度が正しく付与されている事を確認した。
これにより、複数の管理ドメインが混在し運用する実空間情報共有基盤におけ
る障害検知結果を基に信頼度の算出が問題無く行える事が明らかとなった。信頼
度の算出方法は他にも考えられるが、本研究の目的は実空間情報に信頼度を付け
て共有する事が有効であるかを検証する事であり、設計した信頼度に合致してお
り、妥当な信頼度であるため問題ないと考える。
本研究で提案した障害検知機構において障害不発生率表の作成は手動で行った。
そのため規模性の観点では問題がある。しかし、今回の取り組みから異常なデー
タを送信した後数十分から 2日程度で機器が停止する場合が多かったといった知
見は得られた。そのため、これらの知見を基に機器の停止前後 2日分のみ抜き出
す、障害不発生率の自動計算等の仕組みは構築可能であると考えられ、半自動も
しくは全自動で障害不発生率表の作成となる可能性は示せたと考える。その他に
も専門家の知見も取り入れる事等により障害不発生率表の自動化が行える可能性
がある。また障害不発生率は頻繁に大きく変動するものではないため、障害不発
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生率表の作成はリアルタイムに行える必要はない。そのため作成時間に大きな制
約は無く作成が自動化出来る事で規模性が飛躍的に上昇すると考える。
本研究では、各障害検知で行った細かな障害検知手法の結果を AND演算で 4
種類の障害検知結果にまとめ障害不発生率表を作成した。例えば閾値との比較で
は過去の最高気温を基に設定された閾値から取得された値が閾値を超えていない
か、過去の最低気温を基に設定された閾値から取得された値が閾値を下回ってい
ないかの 2種類の比較を行っている。より細かい障害検知手法の組み合わせを基
にしたパターン数の多い障害不発生率表を作成する事で信頼度の精度向上も考え
られるが、実験の結果から 4種類でもデータの確からしさを表せており、また組
み合わせパターンを増やしても発生する組み合わせが限られている事から 16パ
ターンの組み合わせでも問題ないと考える。
適切な閾値の設定方法については、実験結果より設置環境と大きく関係してい
る事から、代表的な設置環境における設定例を専門家の知見も取り入れ、予め用
意しておく事でより適切な閾値設定が可能となると考える。例えば 2m以内に遮
蔽物がある場合は閾値を 0.1℃上げる又は下げる等の環境と操作の対応表を作成
しておく事が考えられる。
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第6章
状態通知機構
本章では信頼度の応用例としてセンサの障害通知機構の提案を行い提案システ
ムの妥当性を検証する。信頼度に合わせたシステムではなく、妥当なシステムで
信頼度という値によってシステムが実空間情報を解釈し実現されている事から本
研究で提案している信頼度付き実空間情報共有モデルの有用性を示唆する。
6.1. 状態通知機構の概要
実空間の観測・運用を行う上で観測機器は経年劣化等によって障害を伴う。障
害を検知すると共に、検知した障害を適切なセンサの管理者へ通知し障害を迅速
に取り除く必要がある。単一の管理ドメインで運用している場合、センサの管理
者変更も稀であり、変更となった場合でも把握するのは容易であった。そのため、
これまでの管理においてはメーリングリスト等を用い、メーリングリストの管理
者がセンサの管理者を適宜追加、削除を行いセンサの障害を通知していた。
しかし、複数の管理ドメインが混在する実空間情報共有基盤においてはセンサ
の管理者が頻繁に変更になり、変更を把握するのも困難となる。既存の管理モデ
ルを図 6.1に示す。集中管理型の管理では管理者が常にセンサの管理者一覧を保
持しておく必要がある。しかし、図で示したように更新が遅れ必要なセンサの管
理者には通知が届かず、不要となったセンサ管理者に通知が届き続ける事も頻繁
に起こる。
そこで publish/subscribeモデルによる通知方法を提案する。図 6.2に提案通知
方法を示す。提案通知方法では各センサ管理者自身が subscribe/unsubscribeする
事で通知/非通知を制御可能である。メーリングリストの仕組みにも publish/sub-
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scribeの仕組みは実装されているものの、セキュリティ等の問題から使われてい
ない。しかし、複数の管理ドメインが混在する実空間情報共有基盤の管理におい
ては publish/subscribeモデルにおけるセンサの障害状態の通知が適していると考
える。
運用基盤
管理者
旧管理者
新管理者
×
図 6.1 集中管理型の管理
適切な情報を通知する制御は信頼度と設定された閾値を用いて行える。言い換
えると信頼度によってシステムが実空間情報を解釈出来ることで実現可能な仕組
みである。
6.2. 状態通知機構の提案
実空間の観測・運用を行う上で観測機器は経年劣化等によって障害を伴う。障
害を検知すると共に、検知した障害を適切なセンサの管理者へ通知し障害を迅速
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運用基盤
subscribe
管理者
旧管理者
新管理者
unsubscribe
×
図 6.2 publish/subscribe型の管理
に取り除く必要がある。
既存の通知方法としてWebやモニタリング画面での通知 [34]、メールや RSS
等での通知 [35, 36]が考えられる。Webやモニタリング画面ではセンサの管理者
が能動的に情報を取得する必要がある。そのため、頻繁に確認していないと障害
の発生から管理者が認識するまで時間がかかる。また、頻繁に確認するのは管理
者の負担が大きくなる。
一方、メールやRSS等で通知する場合イベントドリブンに管理者へ通知可能で
あるため、障害の発生から管理者が認識するまでの時間の期待値がWebやモニ
タリング画面よりも短くなる。また、障害が発生している事が分かれば、障害が
発生している場合のみ管理者へ通知されるため管理者の負荷も低い。これまでは
メーリングリスト等を用い、メーリングリストの管理者が対象物の管理者を適宜
追加、削除を行い障害の通知に活用する場合が多かった。単一の管理ドメインで
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運用している場合、管理者変更も稀であり、変更となった場合でも把握するのは
容易であった。
しかし、複数の管理ドメインが混在する実空間情報共有基盤においてはセンサ
の管理者が頻繁に変更になり、変更を把握するのも困難となる。図 6.1で示した
通り集中管理型の管理ではメーリングリストの管理者が常に対象物の管理者一覧
を保持しておく必要がある。しかし、更新が遅れ通知が必要な管理者には通知が
届かず、通知が不要となった管理者に通知が届き続ける事も頻繁に起こる。
そこで図 6.2に示した publish/subscribeモデルによる通知方法を提案する。提
案通知方法では管理者自身が subscribe/unsubscribeする事で通知/非通知を制御
可能である。メーリングリストの仕組みにも publish/subscribeの仕組みは実装さ
れているものの、セキュリティ等の問題から使われていない。しかし、複数の管
理ドメインが混在する実空間情報共有基盤の管理においてはセンサの管理者を別
途管理する必要のない publish/subscribeモデルにおけるセンサの障害状態の通知
が適していると考える。
適切な情報を通知する制御は信頼度と設定された閾値を用いて行える。言い換
えると信頼度によってシステムが実空間情報を解釈出来る事で実現可能な仕組み
である。
6.3. 状態通知機構の設計
障害の自動検知を基にした通知も重要であるが、システムによる自動障害検知
には限界があり、100%を求める事は困難である。そのため、実空間情報の利用者
が気付いた障害の可能性についてもセンサの管理者へ通知する事は有用である。
これは、これまでの Live E!プロジェクトでの運用経験からも明らかとなってい
る。例えば障害の発生していたセンサが情報の利用者からの報告で判明する事が
ある。
以上の事から状態通知機構に求められる機能を図 6.3に示す。また詳細を以下
で述べる。
 自律分散的な通知の制御
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図 6.3 求められる機能
実空間情報を生成する機器等の管理者が自律分散的に障害に関する情報の
通知を受け取れ、また不要となった場合は非通知と出来る仕組み。これに
より、障害に関する情報を必要としている管理者へ情報が届きやすくなり、
迅速な障害復帰へ寄与する。
 実空間情報利用者からのフィードバック収集
実空間情報の利用者から障害に関するフィードバックを収集する仕組み。障
害の自動検知のみでは限界があるため、実空間情報の利用者から障害の可
能性に関する気付きを収集する事で障害の検知に寄与する。
自律分散的な通知の制御が可能な publish/subscribe配信機能を有しており普及
している技術はメーリングリストや RSS、micro blog等が考えられる。 メーリ
ングリストはセキュリティの観点から実際の運用に用いる事は困難である。RSS
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は publish/subscribe配信に対応しているものの実空間情報利用者からのフィー
ドバックをセンサ管理者へ配信する仕組みが別途必要となる。micro blogは pub-
lish/subscribe配信に対応しており、twitter[37]等のサービスでは配信された情報
に対する返信機能も実装されており実空間情報利用者からのフィードバックを管
理者へ配信する事は容易に行える。また近年micro blogを含むソーシャルネット
ワークサービス (SNS)が人々の生活と密接な関わりを持ってきている。ニールセ
ンが 2010年に行った調査では SNSの滞在時間が 22.7%で最長となっている [38]。
SNSで状態を見れるようにする事はセンサ管理者であるPOC(Point Of Contact)
への負担も少ないと考える。この事から、配信された情報に対する返信機能を有
するmicro blogを用いる事で要求機能を満足する状態通知機構の構築が可能と
なる。
6.4. 評価実験と考察
本節では状態通知機構の評価として、実空間情報利用者からのフィードバック
に関する挙動及び POCへの通知時間についての評価について述べる。障害が発
生した際に利用者からの通報数や障害発生時と非発生時における通報数の差を見
る事で、利用者からの通報の重要性及び通報の信憑性について考察する。また通
知手段が適切かどうかを評価するため、POCへの通知時間についての評価を行
う。従来手法としてメールやWebでの通知があるが、メールは登録されていない
と配信されない事を問題としたため除外し、Webでの通知との比較とした。
6.4.1 実験環境
実験では、Micro blog基盤としてTwitter[37]を使用した。センサはVaisala社
のWXT520を使用し、神奈川県港北区に設置した。30分間隔でセンサから取得
した気温をつぶやきとしてTwitterへ発信した。通知手段としての評価とするた
め、障害自動検知の仕組みは入れず、つぶやきは「今は< Temperature >℃だ
よ」とした。Webでの通知も現在の最新値を表示とした。2009年 9月 9日から
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2010年 1月 25日の 20週間つぶやきを行ったところ、実験期間中に 3回機器の障
害が発生した。
6.4.2 POCへの通知時間に関する実験結果
機器の障害とそれに対する利用者からのメッセージ投稿数の関係を図 6.4に示
す。利用者数の増加を図 6.5に示す。また、機器の障害が発生してから POCが
認識するまでの時間として、障害に関するメッセージを送信するまでの時間を表
6.1 に示す。従来メッセージを送信するまでに掛かっていた時間を表 6.2に示す。
なお表 6.1での障害番号は図 6.4での障害番号と同一であるが、表 6.2での事例番
号は別の事例である。
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図 6.4 利用者からのメッセージ数
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6.4.3 考察
図 6.4を見ると、機器の障害時に利用者からメッセージが発信され、それ以外
の時はメッセージが発信されていない。そのため、利用者からの通報は障害検知
機構による自動検知結果と併せて用いる事が重要である事が分かる。図 6.5を見
ると利用者数は増加しているものの、利用者数とメッセージ数の相関はない事が
分かる。利用者の内訳を見ると、センサの設置場所に関係のある利用者が序盤多
く増加していた。そのため通報数は利用者総数ではなく設置場所に関係ある利用
者数と相関がある可能性がある。
また、表 6.1を見ると、障害発生から監視者のメッセージが発信される時間は
2時間 30分から 5日程度かかっている。表 6.2を見ると、従来では数週間から数
か月気付くまでかかっていた。そのため、提案手法が通知手段として従来手法よ
86
表 6.1 提案手法での障害発生からメッセージ送信までの時間
障害 時間
1 10時間 40分
2 2時間 25分
3 120時間 23分
表 6.2 Webを用いた場合の障害発生からメッセージ送信までの時間
事例 時間
1 768時間
2 816時間
3 2232時間
り適切である事がわかる。障害に気付いた時点とメッセージを送信した時刻は必
ずしも一致しないが、提案手法では最大でも 5日程度でPOCへ通知出来ている。
また、6.5章で述べるが、本実験では通知手段としての評価とするため、障害検
知と組み合わせた通知としておらず障害も人手で判断している。そのため障害検
知機構と組み合わせる事でさらなる時間短縮は望めると考える。
6.5. 信頼度付き実空間情報共有基盤と状態通知機構の
実装と運用
5章及び 6章で提案した障害検知機構及び状態通知機構を統合したシステムを
複数の管理ドメインが混在する実空間情報共有基盤へ適用し、その効果について
考察する。
87
6.5.1 信頼度付き実空間情報共有基盤と状態通知機構の概要
信頼度付き実空間情報共有基盤の概要図を図 6.6に示す。
実空間情報としてLive E!プロジェクト等で収集されている環境情報を用い、実
空間情報共有基盤には大阪大学等で開発されているPIAX[39]を用いて構築した。
PIAXはP2P構造化オーバーレイネットワークとエージェント機構を組込んだフ
レームワークで実ネットワークに関係なく連携する事が可能である。そのため複
数の管理ドメインが混在する実空間情報共有基盤をオーバーレイネットワークに
より容易に構築可能である。さらにPIAXはエージェント機能があり、オーバー
レイネットワークにより単一の実空間情報共有基盤として扱えるようになった複
数の管理ドメインからの情報群に対して処理を行う事が出来る。そこで障害検知
機構はPIAXのエージェントとして組み込んだ。また、状態通知機構は twitterと
PIAXのエージェントを用いて構築した。障害検知機構から通知を制御するPIAX
のエージェントに信頼度を送りエージェントは信頼度から対象となる実空間情報
に障害が発生しているか解釈し twitterを介してPOCへ通知する。図 6.8に詳細
な情報の流れを示す。
6.5.2 信頼度付き実空間情報共有基盤と状態通知機構の実装
表 6.3 実装環境
要素名 性能
CPU Intel Core i7 960 3.2GHz
メモリ 16MB
HDD 1TB
Java 1.6
リスト 6.1 エージェントのパラメータ
piax.agent.class=iexpdemo2011.yamanouchi.FaultDetectionAgent
piax.agent.name=FaultDetectionAgent .00 a092435701
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live_e.targetsensorid=live -e.org/WXT510 /00 a092435701/
live_e.longitude =139.719069
live_e.latitude =35.669878
実空間情報共有基盤として Live E!プロジェクトで構築している環境情報共有
基盤及びそのデータを用いて実装した。実装の詳細を図 6.8に示す。また実装環
境を動作させたマシンのスペックを表 6.3に示す。Live E!プロジェクトで構築さ
れている情報共有基盤から情報を集約して取得してくる Live E! pump Agentを
PIAXのエージェントとして作成した。後述する Sensor Agentが各担当するセン
サの情報を取得してくる事も可能であるが、多くのクエリが発生する事から Live
E!プロジェクトの実空間情報共有基盤へ与える負荷を考慮しLive E! pump Agent
が一括して各センサの最新値を取得してくる実装とした。Live E! pump Agentは
1分毎にLive E!プロジェクトの情報共有基盤から情報を取得し、取得した情報を
各 Sensor Agentへ配布する。
Sensor Agentは各センサにつき 1エージェント作成し、障害検知機構が組み込
まれている。またPIAXのエージェントはエージェントごとにパラメータを設定
する事が可能となっており、各エージェントが担当するセンサの設置位置情報等
を設定した。パラメータの設定項目をリスト 6.1に示す。piax:agent:nameにエー
ジェントを識別するエージェント名、live e:targetsensoridに担当するセンサの
識別子、live e:longitude及び live e:latitudeに担当するセンサの設置されている
緯度経度を設定する。パラメータはLive E!プロジェクトで管理されている各セン
サのプロファイル情報より自動作成可能であるため、自動作成スクリプトをRuby
で作成して 70センサ分を自動作成した。またエージェント毎にリスト 5.2で示し
た適用する障害検知、各閾値や設定値等の設定ファイルをエージェント名と対と
なるファイル名で作成した。設定ファイルは 5.6.2節で適用した障害検知を記述
し、各閾値は表 6.4に示した値を設定した。PIAXはエージェントに緯度経度を設
定した場合、位置探索機能が備わっており、それを用いる事で距離を指定するの
みで指定範囲内に存在するセンサ（エージェント）の発見が可能である。これに
より Live E! pump Agentから 1分毎にデータが送られてくると、近隣の Sensor
Agentからも最新値を取得し Sensor Agentに実装された障害検知機構によって信
頼度を算出する。本実装では Sensor Agentは最新値とその信頼度しか保持してお
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らず、1分毎に 1分前の値及びその信頼度は破棄される。保存する場合は Sensor
Agentからデータベースへ格納する等考えられるが状態通知機構は過去データを
使用しないため実装しなかった。
Notice Agentは 1分毎に各 Sensor Agentに問い合わせ、信頼度の低い Sensor
Agentが居た場合には twitterへその旨を投稿する。本実装では管理者が 1人であ
るため通知は twitter上に作成した livee:faultアカウントへ集約した。twitterへ
の通知例を図 6.9に示す。一つのアカウントへ全センサの障害通知を集約してい
るため、センサの ID、センサの設置場所名、信頼度を投稿する事でどのセンサに
障害が発生しているか識別可能とした。通知は信頼度が 50未満の場合に行うも
のとした。
6.5.3 実データでの信頼度付き実空間情報共有基盤と状態通知機構
の運用と考察
表 6.4 実験に使用した気温の閾値
閾値名 閾値
最高気温 40.8℃
最低気温  41.0℃
1時間の変化量 17.0℃
近隣データとの差 0.6℃
2012年 9月 14日 9時より実装した信頼度付き実空間情報共有基盤及び状態通
知機構を Live E!プロジェクトで運用されている環境情報共有基盤上へ適用し動
作させた。本節では運用中に障害の発生したなよろ市立天文台での事例を取り上
げる。運用で用いたなよろ市立天文台の設定値を表 6.4、表 6.5に示す。近隣の観
測値との比較では、なよろ市立天文台から 2km離れた名寄市立大学に設置された
センサと比較を行った。また、なよろ市立天文台のデータと障害発生までの時間
経過を図 6.10に示す。
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表 6.5 なよろ市立天文台の気温における障害不発生率表
閾値との比較 他の要素との比較 時系列での比較 近隣の観測値と比較 障害不発生率
PASS PASS PASS PASS 100%
PASS PASS PASS FAIL 83%
PASS PASS FAIL PASS -
PASS FAIL PASS PASS 75%
PASS PASS FAIL FAIL 18%
PASS FAIL PASS FAIL -
PASS FAIL FAIL PASS -
PASS FAIL FAIL FAIL -
FAIL PASS PASS PASS -
FAIL FAIL PASS PASS -
FAIL PASS FAIL PASS -
FAIL PASS PASS FAIL -
FAIL FAIL FAIL PASS 0%
FAIL FAIL PASS FAIL -
FAIL PASS FAIL FAIL -
FAIL FAIL FAIL FAIL 0%
なよろ市立天文台は 2012年 9月 14日 1時 25分ごろより 8時間 40分程度温度
センサのデータが障害により停止していた。停止中の 9時から実装したシステム
の運用を開始した。図 6.10に示したように、提案機構の運用開始から 1時間 6分
後の 10時 6分にセンサが復帰しデータの送信を再開した。しかし、その後 10時
10分には気温が 80℃を示し、閾値である 40.8℃以上となった。また、10時 6分
から 10時 10分にかけて気温は 80℃上昇しているにもかかわらず、湿度は変化
していなかった。その他にも 1時間の上昇量 17℃を上回り、近隣の観測値との
比較でも設定した差を超えていた。そのため障害検知結果は fFAIL, FAIL, FAIL,
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FAILgとなり、障害不発生率表を評価し信頼度が 0となった。
10時 10分に状態通知機構がなよろ市立天文台の信頼度が 0となっている事を
発見し、twitterへ投稿した。投稿された通知情報は 10時 12分に管理者が認識し
た。その後データの精査等を行い 10時 28分になよろ市立天文台に設置されてい
るセンサに障害が発生している事を確認し、障害を周知させるメールを Live E!
システムの利用者に対して送信している。本事例では最高気温や最低気温の閾値
を超える値を送信し続けており、また 10時 16分でセンサが停止した事もあり、
信頼度が 0になってからセンサに障害が発生している事を確認するまでの時間も
短時間であった。しかし正しい値であるものの最高気温を更新し信頼度が低下し
た場合等、状況によっては通知の認識から障害の確認や復帰までには時間を要す
る場合が考えられる。そのため、今後通知された情報の確認や復帰を速やかに促
すための障害の原因予測等の支援機構の構築が必要となる。一方で情報の確から
しさが低下した事を認識するまでの時間は従来の数日から数か月かかっていたの
に対して 6分で行えており、提案機構の有用性が明らかとなった。
また、本実装では 70センサの処理を行うのに平均で 15秒程度であった。これ
は本実装で用いた一般的な計算機で 1分毎に 300台程度のセンサ情報を処理出来
る事を意味している。センサの情報の利活用を専門とする組織では、広範囲で大
規模に実空間情報を収集する場合もある。例えばソラテナでは 3,000台のセンサ
を設置し利活用している。この場合本実装で用いた計算機 10台必要となるが、セ
ンサの情報の利活用を専門とする組織においてはより高性能な計算機を導入する
事も問題とはならない。一方で補助的にセンサからの情報を利活用する場合にお
いては価格の面から高性能な計算機や複数台導入する事は困難である。例えば農
業の補助情報としてセンサからの情報を活用する場合、各農家当たり計算機を 10
台や高性能な計算機を導入すると農作物の作成コストが上がり本末転倒となる。
しかし、東北スマートアグリカルチャ研究会 (T-SAL)[40]で開発されているシス
テムでは、1農家あたり 8台程度のセンサ設置である。また倉敷市の行っている
かわせみセンサーネットワーク [41]では 26台のセンサを設置し活用している。こ
の事から補助的に利活用する管理ドメインでは高性能な計算機は不要であり、本
実装がそれぞれの用途に十分な処理コストで運用の継続性を確保し、各管理ドメ
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インへ導入し拡張して行く上でも導入コストに問題がない事を示している。
6.6. まとめと考察
障害を検知するだけではなく障害の発生している機器を早急に修復・排除し誤
情報の流入を軽減する事も重要である。そのため、障害が発生した場合に POC
に速やかに通知する必要がある。しかし、複数の管理ドメインに跨った管理では
担当者の変更に時間がかかる等、適切な人への速やかな通知が困難である。また
自組織のみ管理にコストをかけても他組織の管理状態によっては流通する情報の
信頼性が悪い場合もある。そのため常時監視するなどの高コストな管理は困難で
ある。しかし、他の業務と併せて行うと意識が希薄になり障害通知を受け取るま
でに時間がかかる。そこで、publish/subscribe型の通知機構を提案し検証した結
果、通常より短時間で担当者が通知を受けとれ、目的とする速やかな POCへの
通知が実現できた。本提案により設定したタイミングで速やかに担当者へ通知可
能となったが、どのタイミングでの通知を設定するかは検討の余地が考えられる。
例えば信頼度 100以外すべて通知すると担当者の保守管理が困難となる一方で 0
の場合のみ通知を行うと誤情報の混入が多くなるため、どの信頼度において通知
を行うかは検討が必要である。
また障害検知機構及び状態通知機構を連携させ実運用基盤に適用した。運用し
た結果信頼度を用いてシステムが正しく解釈し、障害が発生したデータを POC
へ通知出来る事を確認した。障害検知機構及び状態通知機構が妥当なシステムで
ある事が明らかになった。またこれらの機構で信頼度を用いて実空間情報が正し
く解釈され実現されている事より本研究で提案している信頼度付き実空間情報共
有モデルの有用性が示唆された。
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図 6.6 信頼度付き実空間情報共有基盤と状態通知機構
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図 6.7 信頼度付き実空間情報共有基盤と状態通知機構の流れ
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図 6.8 実装の詳細
図 6.9 障害通知の様子
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提案機構の動作
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2012/9/14 9:00
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図 6.10 障害発生までの過程
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第7章
全 体 考 察
7.1. ダウンタイム軽減に関する考察
本研究では実空間情報を活用したサービスの提供者、利用者の増加を目標と
し、専門家でなくとも情報を解釈、利活用が出来る情報を提供可能とするため障
害検知機構及び状態通知機構の構築を行った。実空間情報共有基盤の実例として
約 3,000箇所の環境情報を収集している Live E!プロジェクトでのセンサのうち、
東京大学情報基盤センターで設置、管理している 43センサについて観察を行っ
た。2010年{2011年にかけて設置を行い 2013年 5月現在動作中のセンサは 15セ
ンサである。このうち 3年間で一度も停止、故障せず動作し続けているセンサは
5センサである。この様に専門家が保守管理を行わずに実フィールドで持続動作
する割合は約 11%と非常に低く、情報の信頼性を利用者が解釈出来る事が重要で
ある。
停止、故障した約 89%のセンサの原因は大きく分けると 2つある。一つ目は人
為的な停止、故障である。例えばネットワークの移設に伴ってセンサへのネット
ワークケーブルの差し忘れであったり、ケーブルの差し違え等が 12センサで発生
した。2つ目はカラス等によるセンサの破壊や積雪による観測環境の変化、ネッ
トワーク機器の故障等である。これらの事象を原因別ではなく出力されるデータ
別に分類し、障害を検知する機構を構築した。障害検知機構によって、情報に障
害が発生していないかを障害の不発生率を基にした信頼度という値によって表現
した。本研究ではどの様な障害が発生しているかの特定については対象外とした
が、事象を観察すると事象によってデータの挙動が変化するためモデル化を行う
事で今後信頼度と共に発生している事象の予想結果を提供出来る可能性がある。
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センサに障害が発生してから復帰するまでには「障害の認知」、「原因の特定及び
修復」が必要となる。本研究によって障害の認知時間軽減を可能としたが、原因
の特定及び修復については対象外であった。しかし、原因の特定を行うためには
管理者が現地に赴き原因の調査を行い、調査結果をもとに修復のために必要とな
る準備を行い再度現地で修復作業を行う必要がある。原因の調査は専門家が行う
必要があるが、発生している事象が予想でき、簡易な障害であれば専門家が現地
の人に対して指示を行う事も可能となり修復が容易となる。また専門的な修復が
必要な場合でも予想原因が分かれば準備を行ってから原因調査が行えるため、原
因調査と併せて修復も行える可能性が高くなる。このため、今後モデル化を行い
予想結果の提供が可能となると障害が発生してから障害の認知までの時間のみな
らず障害が発生してから復帰するまでの時間 (ダウンタイム)を短縮する事が可能
となる可能性がある。
7.2. 近隣距離に関する考察
障害検知を行う手法の 1つとして近隣データとの比較について述べたが、近隣
の距離については定義していない。場所によっては 10km離れていても高度や環
境が余り変化しない場所もある一方で 5km離れただけで高度が数百メートル変化
する場所もある。数百メートル高度差があると温度にして数度、気圧も数十 hPa
の違いが発生するため近隣を一律に定義すると障害不発生率の誤差が大きくなっ
てしまう。表 7.1に東京エリアと岡山エリアのセンサ間の距離ごとにおける相関
性について示す。東京エリアでは東京都立墨田工業高等学校を起点とし、そこか
ら 1,2,3,5,6,10,15kmの距離にある東京都立科学技術高等学校、東京都立蔵前工業
高等学校、アスパ日本橋ビル、東京大学本郷キャンパス、上智大学、東京都立戸
山高等学校、東京都立田園調布高等学校との 2013年 5月 4日 0時から 2時まで
の気温の相関係数を計算した。岡山エリアでは倉敷市立第一中学校を起点とし、
1,2,3,4,5,6,10,15kmの距離にある倉敷市立南中学校、倉敷市立船穂中学校、倉敷
市立西中学校、倉敷市立東中学校、倉敷市立北中学校、倉敷市立庄中学校、倉敷
市立南浦小学校、倉敷市立下津井中学校との 2013年 5月 4日 0時から 2時まで
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の気温の相関係数を計算した。表 7.1を見ると、東京エリアでは 10,kmから徐々
に相関係数が下がり、15kmでは弱い相関となっている。岡山エリアでは 4kmで
相関係数が下がっているもののその後も強い相関は維持している。また東京エリ
アほどではないが 10 { 15kmで相関係数が下がっている事がわかる。先に述べた
通り、地域性が大きくかかわっているため一概には言えないが概ね平地において
は 10km以下を近隣とし、可能であれば 4km未満とする事で精度高く検知を行
える可能性がある。東京エリアに比べて倉敷エリアの相関係数の低下が少ないの
は、倉敷エリアで設置した環境が似ている事が考えられる。倉敷エリアで比較し
たデータはすべて小学校か中学校に設置されており、また周囲に高層ビル等の環
境に大きな影響を与える人口建造物が無い事、設置はすべて校庭に行っている事
等が影響している可能性がある。一方東京エリアはオフィス街と住宅街で大きく
周囲の環境が異なる事や、土地の制約の関係で校庭ではなく屋上に設置されてい
るセンサもあり、設置環境が異なる事が影響を与えた可能性がある。この様に似
た地形であっても人工的な影響も考えられるため、それぞれの地域に適した距離
を近隣とすべきであるが、これまで著者が様々な場所へのセンサ設置やそのデー
タの比較を行ってきた経験から、設置環境及び設置地域の特性等のカテゴライズ
を行う事で当該センサに適切な近隣の目安距離は算出可能であると考える。
表 7.1 東京エリアと岡山エリアにおける相関性
センサ間距離 東京エリア 岡山エリア
1km 0.985 0.985
2km 0.974 0.970
3km 0.9 0.969
4km - 0.800
5km 0.983 0.879
6km 0.940 0.878
10km 0.880 0.964
15km 0.486 0.810
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図 7.1 IEEE1888を用いた実空間情報共有基盤
7.3. 提案機構の普及に関する考察
実空間情報を機器と管理ドメイン内の実空間情報共有基盤、管理ドメイン間の
実空間情報共有基盤、複数の管理ドメインで構築された実空間情報共有基盤とユー
ザやアプリケーションで行われる通信について標準化した IEEE1888[42]という規
格がある。規格を用いた実空間情報共有基盤の構築例を図 7.1に示す。IEEE1888
では各コンポーネントとの通信で実空間情報をやりとりするため、値、時刻、情
報を取得した機器の識別子であるPoint IDのセットをXML形式で記述するデー
タフォーマット、各コンポーネントとの通信には SOAPを使用する等が規定され
ている。本研究で提案した信頼度や機構の仕組みをこの様な世界標準の拡張規格
として定義する事で展開する事が考えられる。
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7.4. 規模性に関する考察
5.4節で述べたように本研究では障害不発生率表の作成を手動で行った。表の
手動作成コストは高く、規模性を考えた場合表の作成コストがボトルネックとな
り大規模な実空間情報共有基盤においてはスケールしない事は明白である。しか
し、今回の取り組みで異常なデータを送信した後数十分から 2日程度で機器が停
止する事が多かった知見が得られている。機器の停止を検知する事は容易である
ため、停止から 2日前までのデータを精査する事で、障害が発生した事を発見出
来る可能性が高まる。また、精査・注視すべきデータ量も減少させる事が可能で
ある。この様に運用から得られた知見や専門家の知見を生かす事で障害不発生率
表の作成コストを軽減でき、規模性の向上が図れる可能性は示せたと考える。
また、各機器ごとに障害不発生率表や閾値等のパラメータを計算し設定する事
もコストが高く規模性向上を阻害している。障害の発生は位置や設置環境と強く
関係している事を 4章で述べた。また 5章で示した障害不発生率表を見ても位置
ごとに発生している障害や障害の不発生率が似ている事がわかる。例えば SJハ
ウスとクルップホールの障害不発生率表で障害が発生し不発生率の計算が行えた
障害検知手法の組み合わせは同じである。また障害不発生率についても多くの項
目では類似した値を示している。この事から類似した位置や設置環境、機器の場
合は同じ障害不発生率表をベースとして利用可能であると考える。類似位置や設
置環境、機器の定義については今後検証を行い明らかとする必要がある。閾値等
の設定パラメータについても 7.2節で述べたように位置や設置環境と関係してい
るため、条件をパターン化し予め各パターンにおける基本パラメータを用意して
おく事も可能であると考える。この様に予め位置や設置環境を基に基本の障害不
発生率表やパラメータをパターン化しておく事は可能と考えられ、障害不発生率
表やパラメータの作成コストを軽減すると考える。
7.5. 今後の展望
本研究では主に環境情報に対して提案機構を適用し検証を行った。しかし本研
究は位置と時刻と関係する情報、実空間情報に対しては広く適用可能である。例
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えば、各機器の消費電力情報に適用する場合、計測結果を基に消費電力量が各機
器の最大消費電力量を超えていないか比較する、分電盤などの各機器からの合流
ポイントにおいて機器の消費電力値の合計と一致しているか等によって障害を検
知する事が可能である。障害検知が行えると障害不発生率表も作成可能であり、
信頼度の導出が可能となる。一方で機器ではなく人が生成する実空間情報への適
用は難しい場合がある。例えばジョルダンライブ！のようなサービスでは投稿さ
れた時刻と投稿された内容が必ずしも一致しているとは限らない。例えば電車に
乗車し 5分遅れている事がわかったものの、急いでいたためその場では投稿せず
しばらくしてから投稿する場合も考えられる。そのため事象と事象の発生時刻の
ズレが生じ障害検知の適用を困難とする場合がある。また人が投稿する情報は連
続性を確保する事が困難である。例えば機器であれば電車の遅延が発生している
場合も発生していない場合も一定間隔で遅延情報 (遅延が無い場合は 0分等)を生
成する。しかし人は気分や状況等が情報の生成 (投稿)に影響を及ぼし連続的な情
報収集は困難である。そのため連続性を基に障害検知を行う手法は適用が難しい
場合がある。この様に人が生成する実空間情報は斑が生じやすく障害検知の適用
が困難となる場合がある。またそれによって障害不発生率も大きく変動してしま
う事が考えられ本研究で提案している機構を適用する事が困難となる。専門家の
知恵を用いる事でノイズ情報を除去する、投稿インターフェースの改良やゲーム
性を取り入れる事で情報生成の連続性を改善し本研究の適用限界を緩和する可能
性もある。
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第8章
結 論
本研究では信頼度付き実空間情報共有モデルを提案し、提案モデルによって実
空間情報を利活用する利用者が増加する事を検証した。
近年のインターネットの展開により、従来の形式のコンピュータだけでなく小
型機器とくにセンサ機器が多数接続され、天候情報などの環境情報や渋滞情報等
の交通情報など実空間情報の共有が行われるようになってきている。しかし、こ
れらの情報の多くは単なる数値の羅列であり、得られる数値に対する説明情報と
なるメタ情報が不足しており、専門的な知識を持たない利用者にはその解釈が難
しい状況となっている。それにより実空間情報の利活用は盛んに行われていると
は言いがたい状況である。そこで本研究では、センサノード等が生成する実空間
情報に対して専門家の「知恵」を活用した情報の信頼性指標「信頼度」を付与し
共有する事で、情報の正誤や精度を解釈可能とする信頼度付き実空間情報共有モ
デルを提案している。信頼度を用いる事で専門的な知識を持たない利用者でも実
空間情報を共有し利活用しやすい環境を構築する事を目指した。
従来の実空間情報共有基盤では基盤全体で同一のセンサが用いられたり、設置
環境の統一や高価で耐久性の高いセンサが用いられたりする事で、得られた値の
解釈を安定して行う事が可能であった。また、基盤を運用する管理ドメインが単
一であり、統一の取れた機器の管理が可能となり、センサの障害検知やデータの
管理が容易であった。しかし、近年インターネットにセンサが接続された事によっ
て、精度の高いセンサだけでなく、簡便で安価なセンサを多数設置するなど様々
な種類のセンサが利用されるようになってきている。また、センサを運用する管
理ドメインもさまざまで、その設置環境は多様となってきている。センサの数が
増加し、より詳細な情報が一般の利用者でも活用できるようになったという利点
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がある一方で、耐故障性の低い安価なセンサの障害検知、さまざまな設置環境に
基づく値の構成、値の解釈のための知識の提供など、これらの情報を利活用する
ための支援機構が必要となっている。信頼度付き実空間情報共有モデルを実現す
るための課題を「信頼度の定義」、「信頼度を生成する仕組みの構築」、「信頼度付
き実空間情報共有モデルの有用性検証」と設定した。
これまでにも様々な分野で故障率や稼働率を基にした各状況における信頼性指
標が定義されてきた。しかし実空間情報を利用したアプリケーションは様々なも
のが考えられ、それらの基礎的な指標として汎用的に利用できる必要がある。本
研究ではこれまでの定義や実空間情報の実事例を基に実空間情報共有基盤におけ
る信頼度について議論し定義した。その結果、信頼度は同じ位置で生成された実
空間情報の障害検知結果の組み合わせから決定可能である事が分かり、信頼度は
正規化した障害不発生率で表せる値と定義した。
信頼度は障害不発生率を基にしている。そのため、障害を検知し、検知した状
況における障害不発生率から信頼度を生成する。複数の管理ドメインが混在し運
用する実空間情報共有基盤においては各管理ドメインによって、センサの設置状
況やセンサの機種が異なるため、特定の障害検知手法で全体をカバーする事は困
難である。そこで、対象となる情報や設定、設置環境等に対して適した手法を適
用可能で、検知した障害の状況から信頼度を生成する障害検知機構を提案した。
検証の結果定義した信頼度が生成出来る事が明らかとなった。
信頼度付き実空間情報共有モデルの有用性を検証するため信頼度の応用例と
してセンサの障害通知機構の提案を行った。実空間の観測・運用を行う上で観測
機器は経年劣化等によって障害を伴う。障害を検知すると共に、検知した障害を
適切なセンサの管理者へ通知し障害を迅速に取り除く必要がある。単一の管理ド
メインで運用している場合、センサの管理者変更も稀であり、変更となった場合
でも把握するのは用意であった。そのためこれまでの管理においてはメーリング
リスト等を用い、メーリングリストの管理者がセンサの管理者を適宜追加、削除
を行いセンサの障害を通知していた。しかし、複数の管理ドメインが混在する実
空間情報共有基盤においてはセンサの管理者が頻繁に変更になり、変更を把握す
るのも困難となる。集中管理型の管理では管理者が常にセンサの管理者一覧を保
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持しておく必要がある。しかし、更新が遅れ必要なセンサの管理者には通知が届
かず、不要となったセンサ管理者に通知が届き続ける事も頻繁に起こる。そこで
publish/subscribeモデルによる通知方法を提案した。提案機構では自律分散的な
通知の制御と実空間情報利用者からのフィードバック収集が行えるようになって
おり検証の結果有用な機構である事を示した。また提案機構は信頼度によってシ
ステムが実空間情報を解釈可能となった事で実現されている。
信頼度に合わせたシステムではなく、妥当なシステムで信頼度という値によっ
てシステムが実空間情報を解釈し実現されている事から本研究で提案している信
頼度付き実空間情報共有モデルの有用性が示唆された。
この事は実空間情報の応用に関する研究分野にブレイクスルーを与え今後の
益々の発展が期待できる。また詳細な実空間情報を用いた高度な利活用が促進さ
れ、より豊かな社会へ貢献する研究となっていると確信する。
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付録A
Live E!プロジェクト
筆者は Live E!プロジェクトに 2006年から中心メンバーとして関わり、様々な
活動を行ってきた。本研究の成果の多くも Live E!プロジェクトでの活動や運用
から見出した知見を基にしている。第三者が運用する既設サービスではなく、自
らが運用にも関わって実運用している基盤を基に検証しており、シミュレーショ
ンにとどまらず実データで検証されている事が本研究の特徴の一つである。
そこで本付録では Live E!プロジェクトのこれまでの活動について述べる。
A.1. Live E!プロジェクトの概要
Live E!プロジェクトは 2005年に発足したセンサネットワークに関する研究開
発を行う産官学連携コンソーシアムである。センサによってディジタル化された
あらゆる実空間情報をネットワーク技術を使って共有する事により新しいオープ
ンな情報流通プラットフォームの実現を目指している。
従来のセンサネットワークシステムは独自のデータ形式や方法でデータの管理
をしていたため特定の用途にしか用いられていなかった。Live E!プロジェクトで
は 6年の運用で培われた知見を活かしたデータ形式やデータ通信、データ管理の
方法について規定した IEEE1888という標準規格を作成した。これにより、実空
間情報の共有が統一的に行え再利用が可能となった。
現在のLive E!システムで共有されている情報の例を図A.1、A.2に示す。また、
その構成を図A.3に示す。構成図からわかるように、複数の異なる管理ドメイン
が収集した情報を IEEE1888という通信規格を用いる事で統一的なデータ形式と
なっており、情報の共有が可能となっている。また、複数の管理ドメインが連携
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する事でこれまで単一の管理ドメインでは困難であった高密度な情報収集が可
能となっている。各管理ドメイン内で各種センサを用いてドメイン内センサネッ
トワークが構築されている。これらのドメイン内センサネットワークでは独自の
データ形式で管理されているため独自のデータ形式を IEEE1888 Gatewayによっ
て IEEE1888形式へ変換する。またGatewayは他のGatewayとも連携し Live E!
センサネットワークを構成する。IEEE1888の詳細な技術資料については IEEE
のWebページより公開されている標準技術資料や書籍 [87]を参照されたい。2014
年 2月現在約 3,000センサが統一的に Live E!システムで扱われている。
例えば図A.2で示したインドのハイデラバード市域ではこれまで旧空港で市内
中心部にあるBegunpet Airportと新空港で市の南にあるShamshabad Airportの2
か所しか onlineで収集出来ていなかった。しかしこのシステムに対する IEEE1888
ゲートウェイを作成し、また Loyola Academyの農業学科等すでにセンサを持っ
ている所に対してもゲートウェイを作成する事で IEEE1888の通信規格を介して
これまで個別に収集、利活用されていたデータを統一的に扱え高密度な情報が共
有可能となっている事がわかる。
A.2. センサの開発
前節で述べたような現在の展開に至るまでに、Live E!プロジェクトではセンサ
の試作と実運用を行ってきた。センサノードはセンサ部とロガー部から構成され
ている。センサ部を構成する各種センサはセンシングした値をRS-232CやUSB
等で外部出力可能となっている。ロガー部を構成する小型のコンピュータは外部
出力されたセンシングデータをデータ形式を整理しインターネットへ送出する役
割を担う。
プロジェクト開始当初はセンサ部にVaisala社 [29]のWXT510を用い、ロガー
部にエシェロン社 [59]の iLon 100を用いていた。 iLon 100は数多くの設定値を
柔軟に変更は出来るもののプログラマブルではないため扱えるセンサに限界が
あった。
そこでロガー部に Armadillo-210[58]と言う小型のコンピュータを用いたセン
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サノードを試作した。Armadillo-210は Linuxが動作する小型のコンピュータで
RS-232C及びEthernetポートがある。そのためRS-232Cのインタフェースで外
部出力が行えるセンサであれば接続可能である。またプログラマブルであるため
センサ部から送出されてくるデータ形式がわかればそれにあわせたデータ形式
変換プログラムを記述する事で対応可能である。RS232-Cへの出力へ対応した
センサとしてVaisala社 WXT510、 Oregon Scientic社WMR918[28]、Davis社
Vantage Pro2[60]などを用いたセンサノードを試作した。図 A.4にWXT510と
Armadilloを用いて試作したセンサノードを示す。
WXT510と i Lon100を組み合わせたセンサノードは 1ノードあたり 50万円、
WXT510と Armadilloを組み合わせたセンサノードは 1ノードあたり 30万円、
WMR918と Armadilloを組み合わせたセンサノードは 1ノードあたり 5万円で
あった。日本のみならず世界規模での展開を考慮するとより安価なセンサノード
も必要であり、その試作検証も行った。センサ部にはAAG Electronica社 [61]の
センサを用い、ロガー部にASUS WL-500G Premiumを用いる事で 2万円程度の
センサノードとなる。 ASUS WL-500G Premiumは無線 LANルータであるが、
OpenWRT[62]を組み込む事で自作プログラムを無線LANルータ等の組み込み機
器で動作可能となる。安価なセンサノードのエジプトでの設置例を図A.5に示す。
近年ではArduino[57]に代表されるような安価なAVRマイコンと入出力基盤、
またその統合開発環境が一体となったシステムが登場してきている。これにより
センサ部の開発が行えるとともに自作プログラムの動作も可能であるため、セン
サ部とロガー部を一体としたセンサノードが数千円で試作可能となってきている。
また小型機器の性能向上とともにDebian等の Linuxディストリビューションが
動作するRaspberry Pi[63]等の安価な小型コンピュータも登場してきている。そ
のため、これまでの小型機器では困難であった Java、PHP、Ruby等様々なプロ
グラムが動作可能であり、プログラムの再利用も進んでいる。 図 A.6に PM2.5
センサとRaspberry Piを用いて試作したセンサノードを示す。
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A.3. 展開活動
A.3.1 国際展開
APNG Camp
Asia Pacic Networking Group(APNG)の開催する合宿 (APNG Camp[64])が
1998年よりアジア各地で年 1回開催されている。アジア各国から 60名を超える若
手研究者が参加し、インターネットを中心とした技術・文化に関する発表や議論
を行っている。Live E!プロジェクトでは 2007年よりAPNG Campにおいてワー
クショップを開催しアジア各国の技術者に対する技術移転や意見交換等を行って
いる。アジア各国での展開は日本での展開とは大きく違い、コスト意識の違いや
ネットワークや気候、設置環境の違い、文化の違いがあり日本と同様に展開する
事が困難である。そこで我々は 2007年から 2010年まではハンズオンワークショッ
プとして、実際にセンサ等の機器を持ち込み、参加者に体験してもらう事で理解
を深めてもらった。2008年の APNG Campで開催されたワークショップについ
ては落合ら [84]の論文で述べている。2011年からは各国での活動に関する発表・
議論を行うワークショップを開催している。毎年発表枠以上に応募があり各国で
の活発な活動が窺い知れる。この様な活動においては実物を手に取ってみる事が
重要であると考える。図A.7,A.8にワークショップの様子を示す。
Mekong festival
2009年 11月 19日{23日に東京芸術劇場においてメコンフェスティバル [56]が
開催された。メコン川流域の諸国・地域と日本との文化交流イベントで演劇や民
族衣装の紹介などが行われた。Live E!プロジェクトでも日本とメコン川流域の諸
国・地域との気候の違いを紹介するためにリアルタイムで共有されている環境情
報を可視化し展示を行った。展示に先立ち現地の環境情報取得のためセンサの設
置を行う必要がある。現地には既設のセンサは無いため新規設置を行う必要があ
るが、時間や予算の都合上 7カ国に我々技術者が渡航し設置する事は困難であっ
たため分散遠隔ワークショップを行う事で短時間、低コストで設置を行った。各
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設置環境によってセンサの配置方法やネットワーク等の各種設定が異なるため現
地で行う作業が必要となる。
ワークショップには７カ国７拠点、10名程度がワークショップに参加した。ワー
クショップの開催前にセンサ一式を現地に送付した。ワークショップは以下の手
順で行った。
 Live E!プロジェクトの概要紹介
 センサの組み立て
 Armadilloのセットアップ
 Live E!システムと連携
設置環境に合わせたセンサの組み立てやセンサで生成された情報をサーバへ
アップロードを行うコンピュータ (Armadillo[58])の設定を行った。各拠点とはビ
デオ会議システムを用いて接続されており映像、音声、説明資料を全体で共有し
遠隔ワークショップを行った。分散遠隔ワークショップの様子を図A.9に示す。分
散遠隔ワークショップでは作業の同期を取る事が難しく、ワークショップ時間中
にアップロードの成功まで達成した拠点は無かった。これは事前予習等を課して
おらず知識、環境ともにバラつきがあり、レベルを同期させるまでに時間を要し
た事が考えられる。そのため、事前準備や予習事項について設定し、レベルの同
期をはかっておく必要がある。また現在では遠隔ハンズオンワークショップを行
うためのツール [86]も多く研究開発されているため、それらを活用する事でより
平易に行う事が可能と考える。
ワークショップ後もメールでのサポートによりメコンフェスティバルまでには
７拠点中５拠点は成功した。これは分散遠隔ワークショップにおいて相手の顔を
見てリアルタイムに直接質問出来る機会を設けた事により、その後は文字ベース
でも情報が伝わりやすかった事が考えられる。
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A.3.2 若手の育成
海外のみならず国内においても高校生などに対してワークショップを行ってい
る。高等学校の情報理数科や情報系専門学校の初学者に対して出張ワークショッ
プを行う事で自然科学や学校での勉強への興味喚起を行っている。これまでの学
校教育においては、プログラム言語を身につけるためにプログラム言語を学ぶ事
が多かった。また学生にとって身近なプログラミングの結果はゲームであり、ゲー
ム作成に興味を持ってプログラミングを行う学生も多いが、ゲームの作成にはス
トーリーや設定、キャラクター等プログラミング以外の要素も重要となっており
ハードルが高く挫折する場合が多い。そこで我々は実際にやりたい事の実現のた
めにプログラム言語を学ぶというコンセプトのもと、ゲーム以外のプログラミン
グへも視野を拡大するためセンサの制御やネットワークを介してセンサ情報を共
有、利活用するアプリケーション開発に関するワークショップを開催した。詳細
については滑川らの報告 [82]を参照されたい。
ワークショップを開催したところ、ワークショップ終了後も積極的に質問に来る学
生も多く、学生によってはその後 1年間開発を続けA.3.1節で述べたAPNGCamp
等海外において発表を行い評価されている。APNGCampにおける学生の発表を
図A.11に示す。
この事からやりたい事を体験させてあげる事でやる気が向上すると考えられる。
その教育教材としてのセンサデータを容易に利用できる体制の確立が求められる。
一方で、今後増加するであろう個人の情報を教材として利用する場合はその情報
を扱う事の危険性なども含めて教育を行う必要がある。
A.3.3 コンテストの開催
これまで述べてきた活動を盛り上げるイベントとしてLive E!プロジェクトでは
2012年より Live E!プロジェクト　サイエンスコンテスト (http://www.live-e.
org/contest/)を開催している。コンテストは若い技術者が切磋琢磨する場とし
て有用である。一方で、これまでワークショップなどでのフィードバックとして
センサの設置をして、センサの情報が取得できるようになったが、それをどのよ
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うに活用すればよいか戸惑う参加者も多い事がわかった。こういった問題に対処
し、情報の応用例を多く示しながら利活用のイメージを持って貰うために、コン
テキストの開催が有効である。
コンテストはセンサ部門、データ解析部門、プログラミング部門の 3部門で応
募を行い、最優秀賞、各部門賞、アイディア賞を設けている。各部門は以下のと
おりである。
 センサ部門：IEEE1888に対応したインタフェースを持ち、データをイン
ターネットを通じてアップロードできるようなセンサを開発
 データ解析部門：Live E!プロジェクトで共有している環境情報を解析し、得
られた知見を発表
 プログラミング部門：Live E!プロジェクトで提供しているAPIを用いたア
プリケーション開発
またコンテストの受賞式の様子を図A.12に示す。
コンテストでの審査は一次書類審査の上、Live E!シンポジウムでのデモ・ポス
ター発表を経て審査結果が決まる。今後参加者を増やしていくためには、Live E!
シンポジウムの会場でデモ・ポスター発表を行いにくい海外や遠方の方々でも審
査出来る仕組みを構築していく必要がある。
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図 A.1 日本でのセンサ配置
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図 A.2 インドでのセンサ展開
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図 A.3 Live E!システムの構成
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図 A.4 センサノードの例
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図 A.5 安価センサノードの例
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図 A.6 Raspberry Piを用いたセンサノードの例
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図 A.7 ハンズオンワークショップ
図 A.8 ワークショップでの発表
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図 A.9 分散遠隔ワークショップ
図 A.10 カンボジアでのセンサ設置例
図 A.11 APNGCampでの高校生の発表
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図 A.12 Live E!コンテストの風景
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