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CANCELLATION FOR THE SIMPLEX HILBERT TRANSFORM
PAVEL ZORIN-KRANICH
ABSTRACT. We show that the truncated simplex Hilbert transform enjoys some cancel-
lation in the sense that its norm grows sublinearly in the number of scales retained in
the truncation. This extends the recent result by Tao on cancellation for the multilinear
Hilbert transform. Our main tool is the Hilbert space regularity lemma due to Gowers,
which enables a very short proof.
1. INTRODUCTION
Consider the (n+ 1)-linear form defined on functions of n variables
(1.1) ΛK(F0, . . . , Fn) :=
∫
Rn+1
n∏
i=0
Fi(x(i))K(
n∑
i=0
x i)dx ,
where x(i) = (x0, . . . , x i−1, x i+1, . . . , xn) denotes the omission of the i-th coordinate.
We are interested in K being a smooth truncation of a one-dimensional Calderón–
Zygmund kernel. Recall that a one-dimensional Calderón–Zygmund kernel is a distri-
bution K that satisfies ‖Kˆ‖∞ ≤ 1 and that coincides, away from 0, with a differentiable
function K such that |K(t)| ≤ |t|−1 and |K ′(t)| ≤ |t|−2. Our truncations have the form
ψS =
∑
k∈S
ψk, where ψk(t) = φ(2
−k t)K(t),
S ⊂ Z is an interval, and φ is an even, smooth function supported on ±[1,4] such
that
∑
k∈Zφ(2
−k t) = 1 for all t 6= 0. We call the form ΛS := ΛψS the truncated simplex
Hilbert transform, in analogy to the truncated triangular Hilbert transform, to which
this form specializes for n = 2, K(t) = 1
t
. The eponymous simplex is spanned by the
set {0, . . . ,n}. Each function Fi is associated to a side of the simplex and accepts the
variables whose indices span that side.
Since ‖ψk‖1 = O(1) and by Hölder’s inequality the estimate
(1.2) |ΛS(F0, . . . , Fn)|®n |S|
n∏
i=0
‖Fi‖pi
is immediate for any Hölder tuple of exponents 1≤ pi ≤∞. Our main result, extending
a recent result by Tao [Tao15], is the following qualitative improvement over this
bound.
Theorem 1.3. Let n≥ 1. Then for any 1< pi <∞ with
∑n
i=0 p
−1
i
= 1 we have
|ΛS(F0, . . . , Fn)| ≤ on,p0,...,pn(|S|)
n∏
i=0
‖Fi‖pi .
The restriction to Hölder tuples of exponents is necessary; more in general, if the
kernel K is homogeneous of degree d, then the form (1.1) can only be bounded on
Lp0 × · · · × Lpn if
∑n
i=0 p
−1
i
= 1+ (1+ d)/n. Uniform bounds in S remain out of reach
of current methods unless n = 1, in which case ΛS reduces to (the dual of) a usual
truncation of K .
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An appropriate choice of the functions Fi (see Appendix A) shows that Theorem 1.3
yields some cancellation for the maximally modulated by polynomials of degree d,
linearized, (n− d)-linear, truncated Calderón–Zygmund operator
(1.4) CN1,...,Nd ( fd+1, . . . , fn)(x) = p.v.
∫
R
ei
∑d
j=1 N j(x)t
j
n∏
j=d+1
f j(x − b j t)ψS(t)dt,
where bd+1, . . . , bn are distinct non-zero real numbers and N1, . . . ,Nd : R → R are
measurable linearizing functions, with constants uniform in the choice of b j ’s and N j ’s.
This answers a question from [Tao15], where such cancellation was obtained for d = 0
and commensurable b j ’s.
Our main tool is the Hilbert space regularity lemma due to Gowers [Gow10], whose
proof is so short that we chose to write it out in full in Section 2. The multidimensional
setup allows us to avoid the much harder arithmetic regularity lemma used in [Tao15].
Theorem 1.3 is proved by induction on n. The case n = 1 follows from the stan-
dard theory of truncated Calderón–Zygmund operators, see e.g. [Ste93, §I.7]. In the
inductive step we assume that the theorem holds with n > 1 replaced by n− 1. Mul-
tilinear interpolation with the trivial estimate (1.2) shows that it suffices to consider
p0, . . . , pn > n and indicator functions Fi = 1Ei . We make these assumptions through-
out Section 3, which contains a single tree estimate, and Section 4, which describes a
standard tree selection algorithm.
2. THE REGULARITY LEMMA
The material in this section is almost identical to Gowers’s original exposition in
[Gow10]. The only difference from the finite-dimensional case is that it turns out con-
venient to work with extended seminorms, that is, functions ‖ · ‖ on a vector space H
taking values in the extended positive reals [0,+∞] that are subadditive, homoge-
neous, and map 0 to 0 (this observation has peen previously used to further streamline
[ZK14] Walsh’s proof of the multilinear mean ergodic theorem [Wal12]). The reason
is that the atomic seminorms ‖ · ‖Σ, defined below, are typically extended.
Lemma 2.1. Let H be a Hilbert space and Σ ⊂ H. Then the formula
‖ f ‖Σ := inf
n∑
t
|λt | : f =
∑
t
λtσt ,σt ∈ Σ
o
,
where sums are finite (possibly empty), and the infimum of an empty set is by convention
+∞, defines an extended seminorm on H whose dual extended seminorm is given by
‖ f ‖∗
Σ
:= sup
φ∈H:‖φ‖Σ≤1
|


f ,φ

|= sup
σ∈Σ
|


f ,σ

|.
Gowers’s Hilbert space regularity lemma reads as follows.
Theorem 2.2. Let δ > 0 and η : R+ → R+ be any function. Let H be a Hilbert space
with norm ‖ · ‖H and let ‖ · ‖ be an arbitrary further extended seminorm on H. Then for
every f ∈ H with ‖ f ‖H ≤ 1 there exists C = Oδ,η(1) and a decomposition
(2.3) f = σ+ u+ v
such that
(2.4) ‖σ‖ < C , ‖u‖∗ < η(C), and ‖v‖H < δ.
The proof uses the following separation lemma.
Lemma 2.5. Let Vi , i = 1, . . . , k, be convex subsets of a Hilbert space H, at least one of
which is open, and each of which contains 0. Let V := c1V1 + · · ·+ ckVk with ci > 0 and
take f 6∈ V . Then there exists a vector φ ∈ H such that


f ,φ

≥ 1 and ℜ


v,φ

< c−1
i
for every v ∈ Vi and every i.
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Proof. By the assumption the set V is open, convex and does not contain f . By the
Hahn–Banach theorem there exists a φ ∈ H such that


f ,φ

≥ 1 and ℜ


v,φ

< 1 for
every v ∈ V . The claim follows. 
There is also a constructive version of Lemma 2.5 with an ε loss, in the sense that the
conclusion changes toℜ


v,φ

< (1+ε)c−1
i
(this version still suffices for our purpose).
Indeed, since V ∋ 0 is open and f 6∈ V , we have f 6∈ (1+ε)−1V . Let g ∈ (1+ε)−1V be
the element that minimizes the distance from f (such g is unique). One can then take
φ = ( f − g)/


f − g, f

.
Proof of Theorem 2.2. Let r be chosen later (depending only on δ) and define
(2.6) Cr = 1, Ci−1 =max
n
Ci ,
2
η(Ci)
o
.
Let V1,V2,V3 be the open unit balls of ‖ · ‖, ‖ · ‖
∗, and ‖ · ‖H , respectively. Suppose that
the conclusion fails, then for every i ∈ {1, . . . , r} we have
f 6∈ CiV1 +η(Ci)V2 + δV3.
Since V3 is open in H, Lemma 2.5 applies, and we obtain vectors φi ∈ H such that

φi , f

≥ 1, ‖φi‖
∗ ≤ (Ci)
−1, ‖φi‖
∗∗ ≤ η(Ci)
−1, ‖φi‖ ≤ δ
−1.
For every pair i < j by (2.6) we have
|
¬
φi ,φ j
¶
| ≤ ‖φi‖
∗‖φ j‖
∗∗ ≤ (Ci)
−1η(C j)
−1 ≤ (C j−1)
−1η(C j)
−1 ≤
1
2
,
so that
r2 ≤


φ1 + · · ·+φr , f
2
≤ ‖φ1 + · · ·+φr‖
2 ≤ rδ−2 +
r2 − r
2
,
which is a contradiction if r ≥ 2δ−2. 
3. THE TREE ESTIMATE
For each k ∈ Z let Ik be the collection of the dyadic cubes I ⊂ R
n+1 of the form
I = I0 × · · · × In = 2
k(m0, . . . ,mn) + [0,2
k]n,
∑
i
mi = 0.
The scale of a dyadic cube I ∈ Ik is defined as s(I) := k. Let also IS := ∪k∈SIk and
I := IZ. This gives the splitting
(3.1) ΛS(F0, . . . , Fn) =
∑
I∈IS
ΛI (F0, . . . , Fn),
where for each I ∈ Ik we have set
ΛI (F0, . . . , Fn) :=
∫
Rn+1
n∏
i=0
Fi(x(i))ψk(
∑
x)
n−1∏
i=0
1Ii (x i)dx .
Contrary to what could be expected, our argument would not benefit from using
smoother versions of the cutoffs 1Ii . However, this appears to be a limitation rather
than a strength of our approach.
We write elements of Rn+1 as x = (x ′, xn) ∈ R
n × R and dyadic cubes I ∈ I as
I ′× In, where I
′ is a dyadic cube in Rn and In is a dyadic interval in R. A tree with top
J ∈ I is a collection of boxes I ∈ I such that I ′ ⊂ J ′. In this section we obtain a gain
over the trivial bound (coming from Fubini’s theorem) for the restriction of the sum
(3.1) to a tree.
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Proposition 3.2. For every δ > 0 there exists Sδ,n ∈ N such that for any functions
F0, . . . , Fn : R
n → [0,1] and for every dyadic cube J ∈ I there exists an interval of scales
S′ ⊂ Z with |S′| ≤ Sδ,n and maxS
′ = s(J) such that∑
k∈S′
∑
I∈Ik :I
′⊂J ′
ΛI (F0, . . . , Fn)
®n δ2ns(J)|S′|.
Note that S′ depends both on the (bounded) functions Fi and the dyadic square J ,
but Sδ,n does not.
Proof of Proposition 3.2. By scaling we may assume s(J) = 0. Note that
(3.3)
∑
I∈Ik :I
′⊂J ′
ΛI (F0, . . . , Fn) =
∫
Rn+1
n∏
i=0
Fi(x(i))ψk(
∑
x)
n−1∏
i=0
1Ji (x i)dx .
for every k and the integrand is supported on 10J , say.
A dual function is a function from X :=
∏n−1
i=0 10Ji to C of the form
x 7→
∏
A({0,...,n−1}
fA(x |A),
where fA :
∏
i∈A10Ji → C are functions bounded by 1. Denote the set of dual functions
by Σ and apply Theorem 2.2 with H = L2(X ), f = Fn|X , the extended seminorm given
by Lemma 2.1 and a function η to be chosen later.
To dispose of the L2 error term note that at each scale k ≤ 0 the right-hand side of
(3.3) is bounded by∫
10J
|Fn(x(n))||ψk(
∑
x)|d~x ® ‖Fn‖L1(10J(n))‖ψk‖1 ® ‖Fn‖L2(10J(n)).
The contribution of the uniform term (bounded in ‖ · ‖∗
Σ
) is estimated by
∑
k∈S′
‖ψˆk‖1

∫
10J
∏
i
Fi(x(i))e(ξk
∑
x)
n−1∏
i=0
1Ji (x i)dx

for some choice of frequencies ξk. Note that ‖ψˆk‖1 ® 2
−k. Inside the absolute value,
the character splits into a product of functions depending on one variable each. Since
n> 1, each function that depends on only one coordinate x i can be absorbed into one
of the functions Fi , i < n. Thus for each fixed xn the integral above is a pairing of Fn
with a dual function, and we obtain the estimate∑
k∈S′
2−k‖Fn‖
∗
Σ
® 2|S
′|‖Fn‖
∗
Σ
.
It remains to treat the structured term. Suppose Fn ∈ Σ, so that
Fn =
n−1∏
i=0
fi ,
where each function fi is bounded by 1 and does not depend on the i-th coordinate.
Substituting this into (3.3) we obtain∫
10J
n−1∏
i=0
(Fi fi)(x(i))ψS′(
∑
x)
n−1∏
i=0
1Ji (x i)dx .
This can be written as∫
10Jn
∫
Rn
n−1∏
i=0
(110J Fi1Ai
∏
j 6=i,n
1J j )(x
′
(i)
, xn)ψS′(
∑
x ′ + xn)dx
′dxn.
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Changing variable in the inner integral and applying the inductive hypothesis (Theo-
rem 1.3 with n− 1 in place of n and p0 = · · · = pn−1 = n) we can bound this by
cn−1(|S
′|)|S′|
with a monotonically decreasing function cn−1 such that lim|S′|→∞ cn−1(|S
′|) = 0. Sum-
ming the contributions of the three terms given by Theorem 2.2 we obtain
δ|S′|+ 2|S
′|η(C) + Ccn−1(|S
′|)|S′|,
where C = Oδ,η(1). Choose a monotonically increasing function S˜δ,n : R+ → N such
that acn−1(S˜δ,n(a)) ≤ δ for all a. Let η(a) := δS˜δ,n(a)2
−S˜δ,n(a). Then the claim follows
with |S′|= S˜δ,n(C). 
Corollary 3.4. Let δ > 0 and Sδ,n be the number from Proposition 3.2. Then for every
J ∈ I and every interval S′ ⊂ Z with maxS′ = s(J), we have∑
k∈S′
∑
I∈Ik :I
′⊂J ′
ΛI(F0, . . . , Fn)
 ®n 2ns(J)(min(|S′|,Sδ,n) +δmax(|S′| − Sδ,n, 0))
for any functions F0, . . . , Fn bounded by 1.
Proof. By induction on |S′|. For |S′| ≤ Sδ,n the estimate follows from |Fi | ≤ 1 and
‖ψk‖1 ® 1.
If |S′| > Sδ,n, then by Proposition 3.2 we can find a final interval S
′′ ⊂ S′ such that
the sum over S′′ can be estimated by 2ns(J)δ|S′′|. The remaining part of the sum splits
into sums over subintervals of scale s(J)− |S′′|, and to those we apply the Corollary
with S′ \ S′′ in place of S′. 
4. TREE SELECTION
For cubes I ∈ Ik write
aI := 2
−knΛI(F0, . . . , Fn)
The integrand in the definition of ΛI vanishes outside 10I , say, and by the Loomis–
Whitney inequality we can estimate
|aI |®
n∏
i=0
min
π∆ I
MnFi ,
where π∆I is the subset of the diagonal ∆ = {x ∈ R
n+1 :
∑
x = 0} consisting of the
points whose first n coordinates lie in I ′ and Mn if the maximal function MnF(x) =
supQ∋x(|Q|
−1
∫
Q
|F |n)1/n. Raising this to a power α and summing over the squares I of
a given size we obtain
∑
I∈Ik
|aI |
α2kn ®
∫
∆
n∏
i=0
MnFi(x(i))
α.
By Hölder’s inequality this is bounded by
n∏
i=0
‖(MnFi)
α‖pi =
n∏
i=0
‖MnFi‖
α
αpi
®
∏
i
|Ei |
1/pi
provided αpi > n for all i. It follows from pi > n that
(4.1)
∑
k∈S
∑
I:|aI |<δ,l(I)=k
|aI |2
nk ≤
∑
k∈S
∑
I:l(I)=2k
|aI |
αδ1−α2nk ®α δ
1−α|S|
∏
i
|Ei |
1/pi
for every α sufficiently close to 1 and every δ > 0.
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Let now J ⊂ I be the collection of maximal cubes J with |aJ | > δ. The union of
these cubes cannot be too large. Indeed, we have
π∆
⋃
{J : |aJ |> δ} ⊂∆∩ {
n∏
i=0
Mn1Ei ¦ δ}.
The measure of the latter set is bounded by
δ−1‖
n∏
i=0
Mn1Ei‖L1(∆) ≤ δ
−1
n∏
i=0
‖Mn1Ei‖Lpi (∆) ® δ
−1
n∏
i=0
|Ei |
1/pi ,
where we have again used pi > n. Let S = Sδ2,n be the number given by Proposition 3.2
with δ2 in place of δ. For those J ∈ J with s(J) > minS+ δ−2S by Corollary 3.4 we
have  ∑
I∈IS:I
′⊂J ′
ΛI (F0, . . . , Fn)
®n 2ns(J)δ2|S|.
In particular,
∑
J∈J :s(J)>minS+δ−2S
 ∑
I∈IS:I
′⊂J ′
ΛI (F0, . . . , Fn)
®n δ2|S|
π∆⋃{J : |aJ |> δ}
® δ|S|∏
i
|Ei |
1/pi .
On the other hand, by (4.1) with α= 0 we have∑
J∈J :s(J)≤minS+δ−2S
∑
I∈IS:I
′⊂J ′
|ΛI (F0, . . . , Fn)|® δ
−2S
∏
i
|Ei |
1/pi .
Summing the above contributions we obtain the claim of Theorem 1.3 (in the case of
characteristic functions).
APPENDIX A. MAXIMALLY MODULATED MULTILINEAR HILBERT TRANSFORM
In this appendix we show how to encode some one-dimensional multilinear oper-
ators in the simplex Hilbert transform using the ideas from [KTZK15, Appendix B].
Consider the family of multilinear forms
(A.1) Λ~β0 ,...,~βn(F0, . . . , Fn) :=
∫
Rn
∫
R
n∏
i=0
Fi(~x − ~βi t)K(t)dtd~x,
where ~βi ∈ R
n are in general position. The main observation is that
(A.2) ‖ΛK‖Lp0×···×Lpn = |det B|
1/p0+···+1/pn−1‖Λ~β0 ,...,~βn‖Lp0×···×Lpn ,
where
B :=

1 . . . 1
~β0 . . . ~βn

.
In particular, the norm of (A.1) does not depend on the ~βi ’s provided
∑n
i=0 1/pi = 1.
Proof of (A.2). Consider the change of variables
t
~u

= B~x , ~u ∈ Rn, ~x ∈ Rn+1.
CANCELLATION FOR THE SIMPLEX HILBERT TRANSFORM 7
If πi : R
n+1 → Rn denotes omission of the i-th coordinate, then for arbitrary functions
F0, . . . , Fn we have
Λ(F0, . . . , Fn) =
∫
Rn+1
n∏
i=0
Fi(πi(~x))K(
∑
~x)d~x
= |detB|−1
∫
R×Rn
n∏
i=0
Fi(πiB
−1(t,~u))K(t)dtd~u
= |detB|−1
∫
R×Rn
n∏
i=0
F˜i(~u− ~βi t)K(t)dtd~u
= |detB|−1Λ~β0,...,~βn(F˜0, . . . , F˜n),
where
(A.3) F˜i(~u) := Fi(πiB
−1(0,~u)).
Here we have used the fact that
πiB
−1

1
~βi

= 0.
The important observation is now that
‖F˜i‖pi = |det B|
1/pi‖Fi‖pi .
Indeed, the change of variables in the definition of F˜i is given by the n× n submatrix
of B−1 obtained by crossing out the first column and the i-th row. By Cramer’s rule
the determinant of that submatrix equals detB−1 times the (1, i)-th entry of B, up to
the sign. Since the latter entry of B is 1, the determinant of the change of variables is
±(detB)−1. The ratio of Lpi norms equals the absolute value of the determinant to the
power −1/pi , as required. The claim now follows after taking a supremum over the
Fi ’s. 
Now we encode the maximally modulated multilinear Hilbert transform (1.4) in
(A.1). Let ~β0 ∈ R
n be the origin, ~β j = e j for j = 1, . . . , d, ~βd+1 = bd+1ed+1, and
~β j = b jed+1 + εe j for j = d + 2, . . . ,n. The identity
k∑
j=0
(−1)k− j

k
j

jm =
¨
0 for m = 0,1, . . . , k− 1,
k! for m = k
can be shown by induction on a positive integer k and its immediate consequence is
d∑
j=0
d∑
k=max{ j,1}
(−1) j
1
k!

k
j

Nk(xd+1)
 k∑
l=1
l x l − j t
k
=
d∑
k=1
Nk(xd+1)t
k.
It follows that with
F j(x1, . . . , xn) = g j(xd+1)
d∏
k=max{ j,1}
exp

i(−1) j
1
k!

k
j

Nk(xd+1)
 k∑
l=1
l x l
k
for j = 0,1, . . . , d and
F j(x1, . . . , xn) = f j(xd+1)
for j = d + 1, . . . ,n the form (A.1) formally becomes∫
g0g1 · · · gdCN1,...,Nd ( fd+1, . . . , fn).
To be precise we should multiply each F j by
∏
j 6=d+1φ(x j), where φ is a fixed smooth
non-negative cutoff function, and then let ε→ 0.
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