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Abstract: In this paper we discuss a concept of dynamic memory and an application of fractional 
calculus to describe the dynamic memory. The concept of memory is considered from the standpoint 
of economic models in the framework of continuous time approach based on fractional calculus. We 
also describe some general restrictions that can be imposed on the structure and properties of 
dynamic memory. These restrictions include the following three principles: (a) the principle of 
fading memory; (b) the principle of memory homogeneity on time (the principle of non-aging 
memory); (c) the principle of memory reversibility (the principle of memory recovery). Examples of 
different memory functions are suggested by using the fractional calculus. To illustrate an 
application of the concept of dynamic memory in economics we consider a generalization of the 
Harrod-Domar model, where the power-law memory is taken into account. 
MSC: 91B02; 91B55; 34A08; 26A33 
Keywords: economics; dynamic memory; power-law memory; fading memory; multiplier; 
accelerator; fractional derivative; fractional integral; fractional dynamics; fractional calculus 
 
1. Introduction 
 
Concept of memory is actively used not only in psychology, but also in the modern physics 
[1-13]. Economic processes with memory are actively studied in recent years (for example, see [14-
24]). Fractional calculus and fractional differential equation [25-28], which are used derivatives and 
integrals of non-integer orders, are convenient tools to describe processes with memory in physical 
sciences (for example, see [11, 12] and references therein). In economics, the memory was first 
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related to fractional differencing and integrating by Granger and Joyeux [20], and Hosking [21] in 
the framework of the discrete time approach [22, 23, 24]. Fractional differencing and integrating, 
which are suggested in these papers, are not directly connected with the fractional calculus or the 
well-known finite differences of non-integer orders [29]. In article [29] it was shown that the 
fractional differencing and integrating, which are proposed in [22, 23, 24], are the well-known 
Grunwald-Letnikov fractional differences. These differences have been suggested one hundred and 
fifty years ago. Recently fractional calculus has been used to describe economic processes with 
nonlocality in [30-35]. Fractional differential equations have been also applied for continuous-time 
finance in [36-56] by using the econophysics framework. These papers consider only the financial 
processes. The basic economic notions and the concepts of economic processes with memory are 
not considered. Economic processes with power-law memory have been considered in [57-75] in 
the framework of the continuous time approach. Using the fractional calculus as a mathematical 
tool to describe the power-law memory, we proposed generalizations of some basic economic 
concepts [57-75]. We have suggested the marginal value of non-integer order [59, 60, 61], the 
concepts of accelerator and multiplier with memory [62, 63], the elasticity [64] and the measures of 
risk aversion [65, 66] for processes with power-law memory, the methods of deterministic factor 
analysis [67]. The natural growth and logistic models, the Harrod-Domar and Keynes models have 
been generalized by taking account the power-law memory in [68-75]. These papers consider only 
simplest case of dynamic memory that is represented by the Riemann-Liouville fractional integrals 
and the Caputo fractional derivatives. This leads to questions about the applicability of other types 
of fractional derivatives and integrals to describe memory effects in economics. It is necessary to 
have a detailed consideration of the concept of dynamic memory for application in economics in the 
framework of the continuous time approach and fractional calculus. 
Dynamic memory can be considered as an averaged characteristic (property), which 
describes the dependence of the process at a given time on the states in the past. Economic process 
with memory is a process, where economic parameters and factors (endogenous and exogenous 
variables) at a given time depend on their values at previous instants of a time interval. The 
economic process with dynamic memory assumes awareness of economic agents about the history 
of this process. In such processes, the behavior of economic agents is based not only on information 
on the state of the process {t, X(t)} at a given moment of time t, but also on the use of information 
about the process states {τ, X(τ)} at time instants τ ∈ [0, t]. In economic processes a presence of 
memory means that there is an endogenous variable, which depends not only on values of an 
exogenous variable at present time, but also on its values at previous time points. A memory effect 
is related with the fact that the same change of the exogenous variable can leads to the different 
change of the corresponding endogenous variable. This leads us to the multivalued dependencies of 
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these variables. The multivalued dependencies are caused by the fact that the economic agents 
remember previous changes of these variables, and therefore can react differently. As a result, an 
identical change of the exogenous variable may lead to the different dynamics of endogenous 
variables. 
In this article we discuss a concept of dynamic memory and some mathematical methods, 
which allow us to describe economic processes with memory in the framework of the continuous 
time approach. The article consists of three parts. In the first part, we discuss the definition of the 
concept of dynamic memory. The second part deals with the general characteristics and principles 
of dynamic memory, which impose restrictions on the description of the memory. The third part 
provides examples of dynamic memory based on the use of fractional calculus. The last section of 
the article gives an example of the application of the concept of dynamic memory in 
macroeconomics. 
 
2. Definition of Dynamic Memory 
 
Economic models usually use two types of variables. At first, the exogenous variables 
(factors) are considered as independent (autonomous) variables, which are external to the model. 
Secondly, the endogenous variables (indicators) are internal variables of the model, which are 
formed inside the model. Indicators are described as variables that depend on the independent 
variables (factors). Thus endogenous variable can be considered as a response (reaction) to the 
action, which is described by the exogenous variable. In this paper, we will consider exogenous 
variables X(t) and endogenous variables Y(t) as real-valued functions of continuous time t.  
The most general formulation of the economic process with memory is the following. In the 
economic process with memory there exists at least one endogenous variable Y(t) at the time t, 
which depends on the history of the change of X(τ) at τ ∈ (−∞, t). Instead of the given verbal 
formulation we can use the following symbolic expression 
Y(t) = F−∞
t (X(τ)). (1) 
In equation (1) the symbol F−∞
t  denotes a certain method that allows us to find the value of Y(t) for 
any time t, if it is known X(τ) for τ ∈ (−∞, t]. We can say that F−∞
t  is an operator, which is a 
mapping from one space of functions to another. In continuum mechanics and physics F−∞
t  is called 
a functional, which transforms each history of changes of X(τ) for τ ∈ (−∞, t] into the appropriate 
history of changes of Y(τ) with τ ∈ (−∞, t]. In mathematics, a functional is a map from a space of 
functions into its underlying field of scalars (numbers). For this reason we will use the mathematical 
term “operator”. 
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In equation (1) the lower limit is taken as minus infinity. This means that the economic 
process is considered from the beginning of the creation of the Universe. Actually any economic 
process exists only during a finite time interval. Therefore, the lower limit can be select as start time 
of the process. Let us take this time as the reference point t=0 or t = t0. As a result, expression (1) 
can be written in the form  
Y(t) = F0
t (X(τ)).  (2) 
The operator F0
t  is said to be a linear operator, if the condition  
F0
t (a · X1(τ) + b · X2(τ)) = a · F0
t (X1(τ)) + b · F0
t (X2(τ))  (3)  
is satisfied for all a and b from the field of scalars. 
In this paper, we consider only linear operators F0
t  of a special kind. Namely, we will 
consider the Volterra operator, which is defined by the expression 
F0
t (X(τ)): = ∫ M(t, τ) · X(τ)
t
0
dτ.  (4) 
The function M(t,τ), which is the kernel of the integral operator (4), is called the memory function. 
In this case, we can say that the dynamic memory is described by the Volterra operator F0
t . 
Expression (4) has a sense, if the integral (4) exists. Therefore the exogenous variable X(τ) 
is not necessarily a continuous function of time and the memory function can have an integrable 
singularity of some kind. 
As a result, we can give the following definition of the concept of dynamic memory for the 
economic process.  
Definition of Dynamic Memory: In economic process, dynamic memory is the property of 
the process, when there exists at least one endogenous variables Y(t), and an associated exogenous 
variable X(t), for which their dependence is described by the linear integral equation  
Y(t) = ∫ M(t, τ) · X(τ)dτ,
t
0
 (5) 
where M(t,τ) is a function, which is called the memory function (or the linear response function).  
It is obvious that not every equation of the form (5) can be used to describe the dynamic 
memory in the economic processes. Discussion of restrictions on equation (5) and consideration of 
the examples of memory function are the main aims of this paper. 
Equation (5) can be interpreted as an equation of economic multiplier with dynamic 
memory, which is characterize by the function M(t, τ). We should note that the multiplier with 
power-law memory has been proposed in [62, 63]. 
Instead of the exogenous variable X(τ) of equation (5), we can consider the integer 
derivative X(n)(τ) = dnX(τ) dτn⁄  of X(τ) with respect to time τ, where n is a nonnegative integer 
number. In this case, we have the equation 
Y(t) = ∫ M(t, τ) · X(n)(τ)
t
0
dτ.  (6) 
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Equation (6) with n=1 can be interpreted as an equation of economic accelerator with 
dynamic memory, which is characterized by the function M(t, τ). Note that the accelerator with the 
power-law memory has been proposed in [62, 63].  
The generalized linear accelerators with memory, which is characterized by the function 
M(t, τ), can also be defined by different integro-differential equations. For example, we can 
consider the equation  
Y(t) =
dn
dtn
∫ M(t, τ) · X(τ)
t
0
dτ,  (7)  
and the equation  
Y(t) =
dn−k
dtn−k
∫ M(t, τ) · X(k)(τ)
t
0
dτ,  (8)  
where k=0, 1, …, n and n is a nonnegative integer number. 
Keeping in mind a possibility of applying the concept of dynamic memory in economics, we 
first describe some general restrictions that can be imposed on the structure and properties of the 
memory function. These restrictions include: (1) the principle of fading memory; (2) the principle 
of memory homogeneity on time (the principle of non-aging memory); (3) the principle of memory 
reversibility (the principle of memory recovery). For simplicity we will not describe in detail the 
topological properties of the function spaces to which the functions X(t) and Y(t) belong, and the 
topological properties of operators F0
t . 
 
3. General Principles of Dynamic Memory 
 
3.1. Principle of fading memory  
The first mathematical formulation of the principle of fading (dissipation) of memory has 
been proposed by Volterra [1]. A more complete definition of the principle of fading memory has 
been suggested in [2, 3, 4, 5]. The exact mathematical formulation of this principle is more 
complicated than that required for applications to economic theory in our paper. For the purposes of 
this article, which are bounded by the dynamic memory (5), we will use a somewhat simplified 
formulation of the principle of fading memory. 
To describe the properties of the memory function and the fading memory, we consider an 
exogenous variable X(τ), which is different from zero on a finite time interval (X(τ) ≠ 0 for 
τ ∈ [0, T]), and which is zero outside this interval (X(τ)=0 for t>T). In this case, the factor X(τ) is 
represented through the Heaviside step function H(T–τ). Substituting X(τ)·H(T–τ) into equation (5) 
with times t ∈ [T, ∞) instead of X(τ), we get the equation  
Y(t) = ∫ M(t, τ) · X(τ)dτ
T
0
. (9)  
6 
 
From equation (9) we see that for any given time t>T there is no impact (X(t)=0 for t>T), but the 
response is different from zero (Y(t)≠0 for t>T). This means that the memory about the impact, 
which existed during the time τ ∈ [0, T], is stored in the economic process. In other words, the 
economic process saves the history of changes of the exogenous variable. By the mean value 
theorem, there is a value ξ ∈ [0, T] such that equation (9) can be represented in the form 
Y(t) = M(t, ξ) · X(ξ) · T. (10)  
We can consider an exogenous variable X(τ), which is expressed through the Dirac delta-function 
δ(τ–T). Substitution of X(τ)·δ(τ–T) into equation (5) instead of X(τ) gives the response Y(t) for t>T 
in the form Y(t) = M(t, T) · X(T). Using the notation F0
t (X(τ)), we can write F0
t (δ(τ − T)) =
M(t, T) for the Volterra operators (4) with t>T. 
As a result, we can see that the behavior of the endogenous variable Y(t), which is 
considered as a response on the impact (perturbation) X(τ), is determined by the behavior of the 
memory function M(t,ξ) or M(t,T), i.e. by the function M(t,τ) with fixed constant time τ. The 
behavior of the memory function M(t,τ) at infinite increase of t (t → ∞) and fixed τ determines the 
dynamics of the economic process with memory.  
If the memory function tends to zero (M(t, τ) → 0) at t → ∞, then the economic process 
completely forgotten the impact, which it has been subjected in the last time. In this case, the 
economic process, which is described by equation (5), is reversible (is repeated) in a sense. In other 
words, the memory effects did not lead to irreversible changes of the economic process and 
economic agents, since the memory about the impact has not been preserved forever. In the 
formulation of basic mathematical models of economic processes with memory, we can consider 
such memory functions that satisfy the following principle of fading memory.  
Principle of Fading Memory: In economic process, dynamic memory, which is described 
by the Volterra operator (4), is fading if the memory function satisfies the condition M(t, τ)  → 0 at 
t → ∞ with fixed τ.  
Using the symbolic representation of the dynamic memory, we can write the principle of 
fading memory in the form  
limt→∞ F0
t (δ(τ − T)) = 0. (11) 
The dynamic memory will be called the memory with power-law fading if there is a parameter α>0 
such that the limit limt→∞ t
−α · M(t, τ) is a finite constant for fixed τ. 
If the memory function M(t, τ) tends to a finite limit at t → ∞, the impact of exogenous 
variable X(t) on the economic process leads to the irreversible consequences in the sense that the 
memory of the impact is preserved forever. 
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Unbounded increase of the memory function M(t, τ) at t → ∞ characterizes an unstable 
economic process with memory. This memory function cannot be used to describe stable economic 
processes. However, this type of functions can be applied in the models, which take into account the 
economic crises and economic shocks, when we can expect a manifestation of instability 
phenomena. 
 Let us consider equation (6) with X(τ), which is represented by the Dirac delta-function δ(τ–
T). Substitution of X(τ)=δ(τ–T) into equation (6) with integer n≥1 gives the response Y(t) for t>T in 
the form  
Y(t) =  (−1)n · (
∂nM(t,τ)
∂τn
)
τ=T
.  (12) 
Note that we can consider equation (5) with X(τ), which is represented by derivative of integer 
order n≥1 of the Dirac delta-function δ(τ–T). Substitution of the variable X(τ) = δ(n)(τ − T) into 
(5) gives (12). 
 Substitution of X(τ)=H(T–τ) into equation (6) with integer n≥1 gives  
Y(t) =  (−1)n−1 · (
∂n−1M(t,τ)
∂τn−1
)
τ=T
.  (13) 
Here we use that the first derivative of the Heaviside step function is the Dirac delta-function, 
where the derivative is considered in a generalized sense, i.e. on the space of test functions. 
Note that in modern physics and mechanics the concept of fading memory assumes a set of 
stronger restrictions on memory function. For example, it is often assumed that the memory 
function tends to zero monotonically with increasing t. Let us explain this restriction in more detail. 
If the value of some endogenous variable Y(t) is a linear function of the previous history of changes 
of an exogenous variable X(t), the principle of fading memory states that the variable Y(t) strongly 
depends on the changes in the recent history of X (t), rather than on a distant history of the changes 
X(t). In other words, the dependence of Y(t) on the variable X(τ) at the previous times (τ<t) is 
determined by using a memory function, which provides a continuously decreasing dependence on 
past events as they continued moving away from the considered points in time. In order to 
dependence of Y(t) on the variable X(τ) satisfies the principle of fading memory it is sufficient to 
assume that the memory function M(t,τ) has been continuously decreasing function of time, i.e., 
M(t2, ξ) ≤  M(t1, ξ) for all t1 and t2 such that t2 > t1 > 0. 
The principle of fading memory assumes that it is less probable to expect of strengthening of 
the memory with respect to the more distant events. However, in certain economic processes should 
take into account that the economic agents can remember sharp and significant changes of the 
exogenous variable X(τ), despite the fact that these changes were in the more distant past in 
comparison with the more weak changes in the nearest past. For this reason, it is acceptable to use 
the memory function, which is not monotonic decrease. 
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3.2. Principle of memory homogeneity on time 
In physics the homogeneity of time means that equations of motion are invariant under the 
shift t → t + s. Homogeneity of time means translational invariance with respect to time variable. 
Using the symbolic representation, we can write the principle of memory homogeneity on time in 
the form 
F0+s
t+s (X(τ)) = F0
t (X(τ)).  (14) 
Economic processes, for which this condition is satisfied for all variables t>0, can be interpreted as 
a process with the non-aging memory. 
Homogeneity of time means that the flow of economic processes with memory in the same 
conditions, but at different times of their observation, occurs in the same way. If there are no 
designated points in time and the description of the economic process does not depend on the initial 
time point, then the memory function M(t,τ) satisfies the condition 
M(t + s, τ + s) = M(t, τ). (15) 
Differentiating equation (15) with respect to the parameter s, and then assuming s=0, we obtain the 
equation 
∂M(t, τ) ∂t⁄ + ∂M(t, τ) ∂τ⁄ = 0.  (16) 
The general solution of this equation is an arbitrary function of t–τ, that is, 
M(t, τ) = M(t − τ). (17) 
Principle of Memory Homogeneity on Time: In economic process, dynamic memory, 
which is described by the Volterra operator (4), is homogeneous on time if the memory function 
satisfies the condition M(t, τ) = M(t − τ) for all τ and t≥τ . 
In case of the Volterra operator (4), the memory that satisfies (14) or (17) can be interpreted 
as the non-aging memory. In the case (17), equation (5) is mathematically interpreted as the 
Duhamel convolution of functions, Y=M*X. Memory functions of the form (17) play an important 
role in the construction of models of economic processes, when the properties of processes do not 
depend on the choice of the time origin. For these processes, we can always choose the beginning of 
the reference time at t=0. 
If the properties of economic process with memory do not depend on some selected points in 
time and, thus, does not depend on the choice of the reference time, the memory function will 
depend only on the difference t–τ. Here t–τ is the time that separates the present moment of time 
and the memorized event. Thus, the memory function for such processes can be represented in the 
form (17). 
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Let us consider equation (6) with M(t, τ) = M(t − τ), where the factor X(τ) is represented 
by the Dirac delta-function δ(τ–T) and the Heaviside step function H(T–τ). Substitution of 
X(τ)=δ(τ–T) into equation (6) gives the response Y(t) for t>T in the form  
Y(t) = ∂nM(t, T) ∂tn⁄ ,  (18) 
where we use ∂M(t, τ) ∂t⁄ = − ∂M(t, τ) ∂τ⁄ . Note that we can consider equation (5) with X(τ), 
which is represented by derivative of integer order n≥1 of the Dirac delta-function δ(τ–T). 
Substitution the variable X(τ) = δ(n)(τ − T) into (5) with M(t, τ) = M(t − τ) gives (18). 
Substitution of X(τ)=H(T–τ) into equation (6) gives Y(t) =  ∂n−1M(t, T) ∂tn−1⁄ . As a result, we can 
see that the behavior of the endogenous variable Y(t), which is considered as a response on the 
impact X(τ), is determined by the behavior of the n-th derivatives of the memory function 
∂nM(t, T) ∂tn⁄  with fixed T. 
There are economic processes with memory, which memory function cannot be represented 
in the form (17). For these economic processes the memory about the event depends not only on the 
time (t– τ), which separates the present moment of time t and the memorized event that occurred at 
time τ, but also on the state of the economic process in a moment of time τ. The initial point in time 
can be considered the time point of the process creation. If this time is considered as the reference 
point of time t = 0, then the time moment t> 0 can be interpreted as the age of process, and t = 0 can 
be interpreted as the time of the birth of process. 
 
3.3. Principle of memory reversibility (memory recovery) 
Until now we have assumed that the function X(t) is considered as an exogenous variable 
and we have interpreted it as the impact (or the perturbation). The function Y(t), which is an 
endogenous variable, is considered as a response (reaction) to the impact. In the general case, the 
equation Y(t) = F0
t (X(τ)) is irreversible, that is, does not exist an inverse operator G0
t , for which 
X(t) = G0
t (Y(τ)), where t>0. In other words, if the function Y(t) is given on the interval (0,t), then 
it is not always possible to determine uniquely the function X(t) from equation Y(t) = F0
t (X(τ)). 
Principle of Memory Reversibility: In economic process, dynamic memory, which is 
described by the equation Y(t) = F0
t (X(τ)) with the Volterra operator (4), is reversible if there is an 
operator G0
t  such that X(t) = G0
t (Y(τ)) for all t>0. 
In equation (5) we can consider Y(t) as a given function, and the variable X(t) can be 
considered as the unknown function. In this case, equation (5) is called the linear Volterra equations 
of the first kind. Existence of solutions of this equation, i.e. the reversibility of equation (5), has 
been studied in the theory of integral equations. 
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It should be noted that the question of the reversibility of equations (5) and (6) are connected 
with the principle of duality of accelerator with memory and multiplier with memory, which is 
proposed in [62] for the power-law memory. 
Equations (5) and (6) can be associated with the so-called inverse problems of dynamics, 
which is the economic dynamics in our case. For example, if we know the memory function M(t,τ) 
of an economic process and an endogenous variable Y(t), then we can consider the problem of 
finding (restoration) of the impact function X(t), which is the exogenous variables of this process. 
This type of problems includes a finding of solutions for the equations of macroeconomic growth 
models with memory. For power-law memory such problems have been solved for the natural 
growth model [68, 69, 70, 71], the hereditary Harrold-Domar model [72, 73] and the hereditary 
Keynes model [74, 75].  
Another inverse problem is related to econometrics ("'hereditary econometrics"). The known 
functions of the exogenous variable X(t) and the endogenous variable Y(t) can be used to determine 
the memory function M(t,τ) of the considered economic process. Note that this problem has a great 
importance for the study of properties of dynamic memory in the real economic processes. In the 
framework of the model with the one-parameter power-law memory, this problem has been 
considered in [76] in the form of determination of fading order α.  
 
4. Examples of Dynamic Memory 
 
4.1. Absence of memory (amnesia) and infinitesimal memory 
For processes without dynamic memory, the memory functions are expressed in terms of the 
Dirac delta-function in the form 
M(t, τ) = M(t − τ) = m(τ) · δ(t − τ), (19) 
where δ(t − τ) is the Dirac delta-function. The absence of memory means that the endogenous 
variable Y(t), which is the economic indicator, is determined by an exogenous variable X(t), which 
is the factor, only at the moment of time t. We can say that instantaneous forgetting of the history of 
the factor changes is realized. Substitution of (19) into equation (5) gives 
Y(t) = m(t) · X(t). (20) 
Equation (20) is the equation of economic multiplier, which describes process without dynamic 
memory and time delay (time lag). This process connects the sequence of subsequent states of the 
economic process to the previous state only through the current state for each time t. 
Instead of the exogenous variable X(τ) we can consider the integer derivative X(n)(τ) =
dnX(τ) dτn⁄  of the factor X(τ) with respect to time τ, where n is an positive integer number. In this 
case we can use equation (6). Then equation (6) with memory function (19) gives the equation 
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Y(t) = m(t) · X(n)(t). (21) 
Equations (21) with n=1 is the equation of the standard accelerator without memory. 
It should be noted that we cannot consider the multiplication of the Dirac delta-functions 
since these functions are the generalized functions, which are treated as functionals on a space of 
test functions. Therefore we cannot substitute expression (19) and the factor X(τ)=δ(τ–T) into 
equations (5) and (6). The factor X(τ)=δ(τ–T) can be substituted into equation (20) and (21) only.  
It is known that the derivatives X(n)(t) of the integer order n are determined by the values of 
X(τ) in the infinitesimal neighborhood of the time point τ=t. In case (21), we can use the term of 
infinitesimal memory, when the forgetting occurs in an infinitely small time interval. In fact, the 
equations with derivatives of integer orders describe a process in which all economic agents have 
infinitely fast amnesia. In other words, the economic models, which use only integer derivatives, 
can be useful, when economic agents forget the history of changes of the economic factors during 
an infinitely small integral of time. As a result, the differential equations with derivatives of integer 
orders with respect to time cannot describe the economic processes, for which the memory effect is 
manifested on a finite time interval. 
If the memory function M(t,τ)= M(t–τ) has the form M(t)=m·δ(t–T), then equation (3) can 
be written as an equation of multiplier with is a fixed-time delay of T periods, where the time-
constant of the lag T is a given positive integer: Y(t) = m · X(t − T), [77, p. 23]. 
 
4.2. Complete (perfect, ideal) memory 
Let us consider a finite time interval [0,t], in which the factor X(t) influences on the 
indicator Y(t). Using the symbolic representation, we can consider the condition on dynamic 
memory in the form 
F0
t (1) = 1.  (22) 
Economic processes, for which condition (22) is satisfied for all t>0, can be interpreted as a unit 
preserving memory. For the linear operators F0
t , this condition means that constant exogenous 
variable does not change. In other words, the memory remembers unchanged variable infinitely 
long. For the Volterra operator, condition (22) leads to the following restriction on the memory 
function  
∫ M(t, τ)dτ = 1
t
0
. (23) 
Condition (23) means that equation (5) should give Y(t)=1 for X(t)=1.  
If the memory is non-aging memory, i.e. M(t,τ)=M(t–τ), then condition (23) has the form 
∫ M(τ)dτ = 1
t
0
. (24) 
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The function M(t,τ)= M(t–τ), which satisfies the normalization condition (24) is often called the 
weighting function [77, p. 26]. This type of memory functions M(t) is often used to describe 
economic processes with continuously distributed lag [77, p. 25]. The existence of the time delay 
(lag) is connected with the fact that the processes take place with a finite speed, and the change of 
the economic factor does not lead to instant changes of indicator that depends on it.  
 If condition (22) or (23) holds, the economic process goes through all the states without any 
losses. In this case we say that the memory function describes the complete (perfect, ideal) memory. 
 
4.3. Memory with power-law fading  
One of the first who considered the natural processes with fading memory was Vito 
Volterra. He proposed the principle of fading memory [1, p. 227]. Volterra used the integral 
equations to describe the processes with memory [1, p. 226-229], which he called hereditary 
processes. In modern physics, the fading memory [2, 3, 4, 5, 6] plays an important role in the 
description of various physical processes, [7, 8, 9, 10, 11, 12, 13]. 
To describe the economic processes with fading memory, we can use the equations with 
derivatives and integrals of non-integer orders [25], which are a special case of integro-differential 
equations, [26, 27, 28]. To describe the dynamic memory with power-law fading, we can use the 
memory function in the form 
M(t, τ) = Mα(t − τ) =
1
Γ(α)
m
(t−τ)1−α
, (25) 
where Γ(α) is the Gamma function, α>0 is a parameter that characterize the power-law fading, t>τ, 
and m is a positive real number, which can depend on α in general. Substitution of expression (25) 
into equation (5) gives the fractional integral equation of the order α>0 in the form 
Y(t) = m · (I0+
α X)(t), (26) 
where I0+
α  is the left-sided Riemann-Liouville integral of the order α>0 with respect to time 
variable. This integral is defined [27, p. 69-70] by the equation 
(I0+
α X)(t) ≔
1
Γ(α)
∫
X(τ)dτ
(t−τ)1−α
t
0
,   (27) 
where Γ(α) is the Gamma function and t>0. In equation (27) the function X(t) is assumed to be 
measurable on the interval (0,T) and it must satisfy the condition ∫ |X(τ)|dτ < ∞
t
0
. The Riemann-
Liouville integral (27) is a generalization of the standard integration [25]. Note that the Riemann-
Liouville integration (27) of the order α = 1 gives the standard integration of first order, 
(I0+
1 X)(t) ≔ ∫ X(τ)dτ.
t
0
  
 Equation (26) describes a multiplier with power-law memory [62], and the parameter m is the 
coefficient of the multiplier.  
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If we consider a unit exogenous variable, i.e. X(τ)=1 for τ ∈ [0, ∞), then equation (26) gives the 
endogenous variable in the form  
Y(t) =
m
Γ(α)
· ∫ (t − τ)α−1dτ =
m·tα
Γ(α+1)
t
0
.  (28) 
Therefore, the memory, which is defined by memory function (25), cannot be considered as a unit 
preserving memory. This mean that processes cannot remember a constant value during the 
infinitely long period of time.  
 Let consider an exogenous variable X(τ), which is represented by the Heaviside step function 
H(T–τ), i.e. X(τ) = 1 for τ ∈ [0, T] and X(τ)=0 for τ ∈ [T, ∞). Substitution of X(τ)=H(T–τ) into 
equation (27) with t ∈ [T, ∞), we get 
Y(t) =
m
Γ(α+1)
(tα − (t − T)α), (29) 
where we use α · Γ(α) = Γ(α + 1). We see that for t>T, when there is no impact (X(t)=0 for t>T), 
the response is different from zero (Y(t)≠0 for t>T) and it has the power-law form. If we consider 
an exogenous variable X(τ), which is represented by the Dirac delta-function δ(τ–T), then equation 
(26) gives the response for t>T in the form  
Y(t) =
m
Γ(α)
· (t − T)α−1.  (30) 
As a result, the behavior of the response Y(t) on the impact X(τ) has the power-law type. Therefore 
the memory, which is defined by memory function (25), can be considered as fading memory, for 
which the fading has the power-law form. 
 If we use the exogenous variable 
X(τ) = x(τ) · ∑ δ (
τ
T
− k)∞k=1 , (31) 
where x(τ) is continuous at all points t=kT, then the response for t: N·T <t<(N+1)·T takes the form 
Y(t) =
m
Γ(α)
· ∑ (t − k · T)α−1Nk=0 · x(k · T). (32) 
Using the notations 
YN: = Y(N · T − 0) = limε→0+ Y(N · T − ε), (33) 
xk: = x(k · T − 0) = limε→0+ x(k · T − ε), (34) 
we get the discrete map with memory 
YN+1 =
m·Tα−1
Γ(α)
· ∑ (N + 1 − k)α−1 · xk
N
k=0 . (35)  
Using equation (35) with replacement N+1 by N, and subtraction the result from equation (35), we 
get the discrete map with memory in the form 
YN+1 = YN +
m·Tα−1
Γ(α)
· xN +
m·Tα−1
Γ(α)
· ∑ Vα(N − k) · xk,
N−1
k=0  (36)  
where Vα(z) is defined by Vα(z): = (z + 1)
α−1 − (z)α−1. 
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This equation describes the discrete multiplier with power-law memory. The discrete economic 
accelerator with power-law memory has been suggested in [63, 71]. 
 Equation (26) with α=1 takes the form Y(t) = m · ∫ X(τ)dτ.
t
0
 The action of the derivative of 
first order on this equation gives the standard equation of the accelerator X(t) = a · Y(1)(t), where 
a = 1 m⁄  is the accelerator coefficient. 
 Let us consider the integer derivative X(n)(τ) = dnX(τ) dτn⁄  of the factor X(t) as an 
exogenous variable of equation (26). In this case, we will use the memory function (25) is the form 
M(t, τ) = Mn−α(t − τ) =
1
Γ(n−α)
a
(t−τ)α−n+1
, (37) 
where n:=[α]+1. Then we get the equation 
Y(t) = a · (D0+
α X)(t), (38) 
where D0+
α  is the left-sided Caputo fractional derivative of the order α≥0 with respect to variable t 
[27, p. 92]. This Caputo fractional derivative is defined by the equation 
(D0+
α X)(t) ≔
1
Γ(n−α)
∫
X(n)(τ)dτ
(t−τ)α−n+1
t
0
, (39) 
where Γ(α) is the Gamma function, t>0, and X(n)(τ) is the derivative of the integer order n:=[α]+1 
with respect to τ. It is assumed that the function X(τ) has derivatives up to the (n-1)th order, which 
are absolutely continuous functions on the interval [0,t]. 
Equation (38) describes the equation of economic accelerator with memory with the power-
law fading of the order α≥0, where a is the acceleration coefficient. The concept of the accelerator 
with memory has been proposed in [62]. 
Let us consider equation (38), where the factor X(τ) is represented by the Dirac delta-
function δ(τ–T) and the Heaviside step function H(T–τ). Substitution of X(τ)=δ(τ–T) into equation 
(38) gives the response Y(t) for t>T in the form  
Y(t) =
∂nMn−α(t−T)
∂tn
=
a
Γ(−α)
· (t − T)−α−1  (40) 
for non-integer values of order α. Substitution of X(τ)=H(T–τ) into equation (38) gives 
 Y(t) =
∂n−1Mn−α(t−T)
∂tn−1
=
a
Γ(−α)
· (t − T)−α,  (41) 
where α is non-integer. As a result, we can see that the behavior of the endogenous variable Y(t), 
which is considered as a response on the impact X(τ), has the power-law type. 
 
4.4. Memory with multi-parametric power-law fading.  
Note that we have considered the simplest models of dynamic memory, in which the power-
law fading is characterized by one parameter α only. In economic models we can take into account 
the presence of different types of memory fading, which characterize the different types of 
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economic agents. In this case, to describe fading memory we can use the memory function M(t,τ) as 
a sum of functions (25) with different parameters of fading memory. For example, we can use the 
following two-parameter description of the fading memory 
M(t, τ) = Mα,β(t − τ) =
1
Γ(1−α)
mα
(t−τ)α
+
1
Γ(1−β)
mβ
(t−τ)β
, (42) 
where α>0, β>0, t>τ, and mα, mβ are numerical coefficients. Substitution of expression (42) into 
equation (5) gives  
Y(t) = mα · (I0+
α X)(t)+mβ · (I0+
β
X)(t).  (43) 
In equation (43), we can use the integer derivatives X(n)(τ) = dnX(τ) dτn⁄  and X(m)(τ) =
dmX(τ) dτm⁄ , where n=[α]+1 and m=[β]+1 are positive integer numbers, as exogenous variables. In 
this case, the memory function (42) can be considered in the form 
M(t − τ) = Mn−α,m−β(t − τ) =
1
Γ(n−α)
aα
(t−τ)α−n+1
+
1
Γ(m−β)
aβ
(t−τ)β−m+1
. (44) 
As a result, we get the equation 
Y(t) = aα · (D0+
α X)(t)+aβ · (D0+
β
X)(t).  (45) 
In order to take into account N different parameters of memory fading, we can use the equation 
Y(t) = ∑ ak · (D0+
αk X)(t)Nk=1 .  (46) 
Using the memory with multi-parametric power-law fading, we can consider economic models that 
allow us to describe the memory effects in economics with different type of economic agents. 
 
4.5. Memory with power-law fading of variable order 
In some economic processes with memory, the parameter α of memory fading can be changed 
during the time, i.e. α=α(t). In this case, we can consider the memory function (25) in the form 
M(t, τ) = Mα(t)(t − τ) =
1
Γ(α(t))
m
(t−τ)1−α(t)
, (47) 
where the variable order α(t)≥0. Substituting (47) into equation (5) we obtain the integral equation 
in the form  
Y(t) = m · (I0+
α(t)
X)(t), (48) 
where I0+
α(t)
 is the Riemann-Liouville fractional integral of variable order [78, 79, 80, 55]. If 
α(t) = α, then equation (48) gives (26). 
Using X(n)(τ) = dnX(τ) dτn⁄  with n=[α]+1 instead of X(τ), and the memory function 
M(t, τ) = Mn−α(t)(t − τ) instead of M(t, τ) = Mα(t)(t − τ), we get the equation of accelerator of 
variable order  
Y(t) = a · (D0+
α(t)
X)(t), (49) 
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where D0+
α(t)
 is the left-sided Caputo fractional derivative of the variable order α(t)≥0. For α(t) = α 
equation (49) gives (38). 
 
4.6. Memory with generalized power-law fading 
Dynamic memory can be characterized by more complex fading behavior than those that we 
have considered in sections III.1-III.5. In this case the dynamic memory should be described by 
more complex memory function. In order to describe the economic dynamics with more complex 
memory, we can use the generalized fractional calculus [81, 82]. Let us give some examples of the 
generalized memory functions M(t,τ). 
For example, we can consider the memory function in the form 
M(t, τ) =
t−α−η
Γ(α)
m·τη
(t −τ )1−α
, (50) 
where η is the real number and α>0. Substituting (50) into equation (5), we obtain the integral 
equation of the order α>0 in the form  
Y(t) = m · (I0+;η
α X)(t), (51) 
where I0+;η
α  is the left-sided Kober fractional integral of the order α>0 with respect to time variable 
[27, p. 106]. 
We can consider the memory function in the form 
M(t, τ) = Mσ
α,η(t, τ) ≔
σ·t−σ(α+η)
Γ(α)
m·τσ(η+1)−1
(tσ −τσ)1−α
, (52) 
where σ>0, η is the real number and α>0. For σ=1, expression (52) takes the form (50). Substituting 
(52) into equation (5), we obtain the integral equation in the form  
Y(t) = m · (I0+;σ,η
α X)(t), (53) 
where I0+;σ,η
α  is the left-sided Erdelyi-Kober fractional integral of the order α>0 with respect to time 
variable [27, p. 105], (see also [83, p. 251], where β=σ, γ=η, δ=α). For σ=1, equation (53) takes the 
form of the Kober fractional integral (51). For η=0 and σ=1, equation (53) can be expressed through 
the Riemann-Liouville fractional integral (27) by the equation (I0+;1,0
α X)(t) = t−α · (I0+
α X)(t). 
Equations (51) and (53) describe generalized multiplier with memory. 
 Let us consider equation (53) for unit exogenous variable X(t)=1. Using equation (53) with 
X(t)=1 and equation 2.2.4.8 of [84, p. 296] in the form 
∫ τσ(η+1)−1(tσ  − τσ)α−1dτ =
t
0
σ−1 · tσ(α+η) · B(η + 1, α), (54) 
where B(x, y) ≔ Γ(x) · Γ(y) Γ(x + y)⁄  is the beta function (the Euler integral of first kind), we get 
Y(t) = m · (I0+;σ,η
α 1)(t) =
m
Γ(α)
· B(η + 1, α) =
m·Γ(η+1)
Γ(η+α+1)
. (55) 
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As a result, we get that the dynamic memory, which is defined by memory function (52), can be 
considered as a unit preserving memory up to a constant factor. This mean that processes with 
memory, which is described by equation (53), can remember a constant value of exogenous 
variables during the infinitely long period of time. Note that the memory (53) cannot be considered 
as a memory, which is homogeneous on time M(t,τ)≠M(t–τ) in general. 
It should be noted that the memory function (52) is fading memory of power-law type. 
Using (52) and X(τ)=δ(τ–T), we get the expression 
Y(t) = ∫ Mσ
α,η(t, τ) · δ(T − τ)dτ =
σ·m·Tσ(η+1)−1
Γ(α)
t
0
·  t−σ(α+η) · (tσ  − τσ)α−1. (56) 
The Caputo modification of the Erdelyi-Kober fractional derivative has been suggested by 
Luchko and Trujillo [83, p. 260] and then it has been generalized by Kiryakova and Luchko in [85]. 
We can consider the expression 
Xnew(τ) = ∏ (
τ
σ
d
dτ
+ η + k) X(τ)nk=1 , (57) 
where n-1<α≤n, instead of X(τ) and the memory function (52) in the form 
M(t, τ) = Mσ
n−α,η+α(t, τ) =
σ·t−σ(n+η)
Γ(n−α)
a·τσ(η+α+1)−1
(tσ −τσ )
α−n+1. (58) 
Substituting (57) and (58) into equation (5), we obtain the fractional differential equation  
Y(t) = a · (D0+;σ,η
α X)(t), (59) 
where D0+;σ,η
α  is the Caputo modification of the Erdelyi-Kober fractional derivative [83, p.260]. For 
η=0, σ=1, equation (59) can be expressed through the Caputo fractional derivative (39). Equation 
(59) represents the accelerator with memory of the generalized form. 
 
4.7. Memory with power-law fading of distributed order 
In economic processes with memory, the parameter α of memory fading can be distributed 
on the interval [α1, α2], where the distribution is described by a weight function ρ(α). In this case, 
we should consider the memory function in the form, which depends on the weight function ρ(α) 
and the interval [α1, α2].  
For the memory with power-law fading of distributed order, we can use the memory 
function in the form 
M(t − τ) = Mρ(α)
[α1,α2](t − τ) = ∫
ρ(α)
Γ(α)
m
(t−τ)1−α
d
α2
α1
α, (60) 
where α2 > α1 ≥ 0 and the weight function ρ(α) satisfies the normalization condition 
∫ ρ(α)d
α2
α1
α = 1. (61) 
Substituting (60) into equation (5), we obtain the integral equation in the form  
Y(t) = m (I0+
[α1,α2]X) (t), (62) 
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where I0+
[α1,α2] is the Riemann-Liouville fractional integral of distributed order.  
 Using the left-sided Riemann-Liouville integral of the order α>0, which is defined by 
equation (27), the fractional integral of distributed order can be defined by the equation 
(I0+
[α1,α2]X) (t) ≔ ∫ ρ(α) · (I0+
α X)(t)d
α2
α1
α,  (63) 
where ρ(α) satisfies the normalization condition (61) and α2 > α1 ≥ 0. In equation (63) the 
integration with respect to time and the integration with respect to order can be permuted for a wide 
class of functions X(τ). As a result, equation (63) can be represented in the form 
(I0+
[α1,α2]X) (t) ≔ ∫ Mρ(α)
[α1,α2](t − τ) ·
t
0
X(τ)dτ,  (64) 
where the kernel Mρ(α)
[α1,α2](t − τ) is defined by expression (60). 
The concept of the integration and differentiation of distributed order was first proposed by 
Caputo in [86] and then developed in [87, 88, 89, 90]. Derivatives and integrals of distributed order 
are discussed in the book [91]. 
 In equation (62), we can use the integer derivative X(n)(τ) = dnX(τ) dτn⁄  as the exogenous 
variable. If [α1] = [α2], we can use the memory function in the form 
Mρ(n−α)
[n−α2,n−α1](t − τ) ≔ ∫
ρ(α)·(t−τ)n−α−1
Γ(n−α)
d
α2
α1
α = ∫
ρ(n−α)·(t−τ)α−1
Γ(α)
d
n−α1
n−α2
α, (65)  
where n ≔ [α1] + 1 = [α2] + 1. Substituting (65) into equation (6), where we use X
(n)(τ) =
dnX(τ) dτn⁄ , we obtain the fractional differential equation in the form  
Y(t) = m (D0+
[α1,α2]X) (t), (66) 
where D0+
[α1,α2] is the Caputo fractional derivative of distributed order. 
 Using the left-sided Caputo derivative of the order α>0, which is defined by equation (39), we 
can define the fractional derivative of distributed order in the form 
(D0+
[α1,α2]X) (t) ≔ ∫ ρ(α) · (D0+
α X)(t)d
α2
α1
α,  (67) 
where n = [α1] + 1 = [α2] + 1. Equation (67) can be represented in the form 
(D0+
[α1,α2]X) (t) ≔ ∫ Mρ(n−α)
[n−α2,n−α1](t − τ) ·
t
0
X(n)(τ)dτ,  (68) 
where the kernel Mρ(n−α)
[n−α2,n−α1](t − τ) is defined by expression (65). Fractional derivatives of 
distributed order can be generalized for the case [α1] < [α2]. 
In the simplest case, we can use the continuous uniform distribution (CUD) that is defined 
by the expression 
ρ(α) =
1
α2−α1
  (69) 
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for the case α ∈ [α1, α2] with α2 − α1 > 0, and ρ(α)=0 for other cases. For (69) the fractional 
derivative of distributed order is called the derivative of continual order or the continual derivative 
[92, 93, 94]. For the distribution function (69), the memory function has the form 
MCUD
[α1,α2](t − τ) =
m
α2−α1
∫
(t−τ)α−1
Γ(α)
d
α2
α1
α. (70) 
This function can be written in terms of the function 
Vi(α1, α2, t) = ∫
tα
Γ(α)
d
α2
α1
α, (71) 
where α2 ≥ α1 ≥ 0 and t≥0, which has been suggested by Nahushev [92, p. 44]. Using function 
(71), expression (70) is represented in the form 
MCUD
[α1,α2](t) =
m
(α2−α1)·t
Vi(α1, α2, t).  (72) 
The fractional derivatives of uniform distributed order (continual order) and its properties are 
described in the works [92, 93, 94]. 
In the general case, we can consider different distribution functions. These functions 
describe distributions of the parameter of memory fading on the set of economic agents. This is 
important for the economics, since various types of economic agents may have different parameters 
of memory fading. 
In our opinion, the normal (or Gaussian) distribution can be of great interest for economic 
models. The normal (or Gaussian) distribution has the form 
ρ(α, σ, μ) =
1
√2πσ2
e
−
(α−μ)2
2σ2 , (73) 
where σ is standard deviation, σ2 is variance, μ is mean or expectation of the distribution. We can 
consider the case 0 ≤ α1 < μ < α2. In this case, we have  
∫ ρ(α, σ, μ)d
α2
α1
α = N[α1, α2]. (74) 
Therefore we will use the distribution ρ[α1,α2](α, σ, μ) = ρ(α, σ, μ) N[α1, α2]⁄  to have the 
normalization condition in the form (61). One of the interesting case is the integer value of mean 
(μ=n). In application, the normal distribution with integer mean (for example, μ =1) and small 
variance can be used to describe wide class of economic processes with “weak” memory. 
 Using the left-sided Riemann-Liouville integral of the order α>0, which is defined by 
equation (27), the fractional integral of the normal distributed order can be defined by the equation 
(I0+,μ,σ
[α1,α2]X) (t) ≔ ∫
ρ(α,σ,μ)
N[α1,α2]
· (I0+
α X)(t)d
α2
α1
α = ∫ MND,μ,σ
[α1,α2](t − τ) ·
t
0
X(τ)dτ,  (75) 
where MND,μ,σ
[α1,α2].(t − τ) is the memory function for the normal distribution (ND) such that 
MND,μ,σ
[α1,α2](t − τ): =
m
N[α1,α2]
1
√2πσ2
∫
(t−τ)α−1
Γ(α)
e
−
(α−μ)2
2σ2 d
α2
α1
α, (76) 
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where 0 ≤ α1 < μ < α2. Using the representation of the Dirac delta-function as a limit of the 
normal distribution (ρ(α, σ, μ) → δ(α − μ) at σ → 0), we get  
limσ→0 MND,μ,σ
[α1,α2](t − τ) =
m
N[α1,α2]
(t−τ)μ−1
Γ(μ)
, (77) 
which is represented through the memory function (25) with α=μ. In this case, integral (75) is 
written through the Riemann-Liouville fractional integral (27).  
 Using the left-sided Caputo derivative of the order α>0, which is defined by equation (39), we 
can define the fractional derivative of normal distributed order in the form 
(D0+,μ,σ
[α1,α2]X) (t) ≔ ∫
ρ(α,σ,μ)
N[α1,α2]
· (D0+
α X)(t)d
α2
α1
α,  (78) 
where ρ(α, σ, μ) is defined by equation (73) and 0 ≤ α1 < μ < α2. For example, we can consider 
derivative (78) for the interval [0,2] and μ=1 in the form 
(D0+,μ,σ
[0,2] X) (t) ≔ ∫
ρ(α,σ,1)
N[0,2]
· (D0+
α X)(t)d
2
0
α,  (79) 
in which the order α is distributed near first order. Equation (79) can be represented in the form 
(D0+,μ,σ
[0,2] X) (t) ≔ ∫ MND1,1,σ
[0,1] (t − τ) ·
t
0
X(1)(τ)dτ + ∫ MND2,1,σ
[1,2] (t − τ) ·
t
0
X(2)(τ)dτ,  (80) 
where the kernel MNDn,μ,σ
[n−1,n] (t − τ) with μ=1 is defined by the equation 
MNDn,1,σ
[n−1,n] (t − τ) =
1
N[0,2]
1
√2πσ2
∫
(t−τ)n−α−1
Γ(n−α)
e
−
(α−1)2
2σ2 d
n
n−1
α. (81) 
For μ=1, equation (78) with 0 ≤ α1 < 1 < α2 at the limit σ → 0 gives the standard derivative of 
first order, i.e. (D0+,1,0
[α1,α2]X) (t) = X(1)(t). The processes with “weak” memory, which is small 
deviation from classical case of amnesia, can be represented by the Gaussian distribution functions 
with integer mean and infinitesimally small variance. It is known that the delta-function can be 
considered as a limit of a family of the Gaussian functions, when the variance becomes smaller 
(ρ(α, σ, μ) → δ(α − μ) at σ → 0). The processes without memory are described by the Dirac delta-
function ρ(α)=δ(α–n). Therefore the Gaussian distribution functions with integer mean and 
infinitesimally small variance can be used to describe economic processes with memory, which is 
distributed around the classical case.  
 
5.  Example of application of dynamic memory concept in macroeconomic:    
 Harrod-Domar model with dynamic memory 
 
 In this section, we consider a macroeconomic model, in which we take into account memory 
effects with power-law fading. For simplification, we assume that the fading of dynamic memory 
has a power-like form, which is characterized by one parameter. We give solutions of the fractional 
differential equations that describe this macroeconomic model with power-law fading memory. 
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Using the asymptotic behavior of these solutions, we formulate principles of changing of 
technological growth rates for macroeconomic dynamics with power-law memory.  
 One of the simplest models of economic growth is the Harrod-Domar model [77], which 
combines the results of Harrod [98] and Domar [99, 100]. The Harrod-Domar continuous time 
model describes the dynamics of national income Y(t), which is determined by the sum of the non-
productive consumption C(t) and the investment I(t) (accumulation of basic production assets). 
Therefore, the balance equation of this model has the form 
Y(t) =  I(t) +  C(t). (82)  
In the Harrod-Domar model, the non-productive consumption C(t) is considered as a function 
independent of income and investment.  
The standard Harrod–Domar model is usually formulated by using the following 
assumptions: (a) the proportionality of production accumulation and the growth of the national 
income at the same time; (b) an instantaneous transformation of investment (capital investment) in 
the growth of national income, which means that the memory effects are neglected; (c) the 
independence of consumption dynamics. The first assumption gives a relationship between 
investment and the growth of the national income. This relationship is represented by the 
accelerator equations that describes a direct proportionality between investment (productive 
accumulation) and the growth of the national income in the form 
I(t) = B ·
dY(t)
dt
, (83) 
where B is the accelerator coefficient, which describes the capital intensity of the national income 
(incremental capital intensity, differential capital intensity). Substituting expression (83) into 
equation (82), we obtain 
Y(t)  =  B ·
dY(t)
dt
 + C(t). (84)  
Equation (84) describes the dynamics of the national income within framework of the Harrod–
Domar model. Equation (84) shows that the dynamics of the national income Y(t) is determined by 
the behavior of the function C(t) if the parameter B is given.  
The derivatives of the first order, which are used in equations (83) and (84), imply an 
instantaneous change of the investment I(t), when changing the growth rate of the national income 
Y(t). In other words, the investments at time t are determined by the properties of the national 
income in an infinitesimal neighborhood of this time point. Because of this, accelerator equation 
(83) does not take into account the effects of dynamic memory. As a result, differential equation 
(84) can be used only to describe an economy, in which all economic agents have an instantaneous 
amnesia. This restriction substantially narrows the field of application of macroeconomic models to 
describe the real economic processes. In many cases, economic agents can remember the history of 
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changes of the gross product, national income and investment. As a result, this memory about 
history of changes of investment and income can influence on decision-making by economic agents. 
To take into account the effects of power-law memory, we can apply the mathematical tools 
of derivatives of non-integer orders. In the case of dynamic memory with one-parametric power-law 
fading, the linear equation of the accelerator with memory is written in the form 
I(t) = B · (D0+
α Y)(t), (85) 
where (D0+
α 𝑌)(t) is the Caputo derivative of the order α ≥ 0 that is defined by equation (39). In 
general, the capital intensity depends on the parameter of memory fading, i.e. B=B(α). For α=1 
equation (85) gives equation (83), since the Caputo fractional derivative of the order α=1 coincides 
with the first derivative.  
Substituting the expression for the investment I(t), which is given by formula (85), into 
balance equation (82), we obtain the fractional differential equation 
Y(t) = B · (D0+
α Y)(t) + C(t). (86)  
For α=1 equation (86) gives equation (84). 
Equation (86) determines the dynamics of the national income within the framework of the 
proposed macroeconomic model with one-parametric power-law memory. If the parameter B is 
given, then the dynamics of national income Y(t) is determined by the behavior of the function C(t).  
In the Harrod-Domar model, the non-productive consumption C(t) is assumed independent of 
income and investment. If non-productive consumption is represented as a fixed part of income 
C(t) = c · Y(t), where c is the marginal propensity to consume, then equation (86) describes the 
natural growth model with memory [68, 69, 70, 71]. 
 We can solve equation (86) by using Theorem 5.15 of book [27, p. 323]. Fractional 
differential equation (86) can be written in the form  
(D0+
α Y)(t) − B−1 · Y(t) = −B−1 · C(t), (87) 
where n − 1 < α ≤ n. If C (t) is a continuous function defined on the positive semiaxis (t>0), then 
equation (87) has the solution 
Y(t) = YC(t) + ∑ Y
(k)(0) ·n−1k=0 t
k · Eα,k+1[B
−1 · tα], (88) 
where Y(k)(0) is derivatives of the integer order k≥0 of the function Y(t) at t=0, and 
YC(t) ≔ −B
−1 · ∫ (t − τ)α−1 · Eα,α[B
−1 · (t − τ)α] · C(τ)dτ.
t
0
 (89) 
Here Eα,β[z] is the two-parametric Mittag-Leffler function [101] that is defined by the expression  
Eα,β[z]: = ∑
zk
Γ(αk+β)
∞
k=0 , (90) 
where α>0, and β is an arbitrary real or complex number. 
 For 0<α≤1 (n=1) solution (88) with (89) of equation (87) has the form 
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 Y(t) = −B−1 · ∫ (t − τ)α−1 · Eα,α[B
−1 · (t − τ)α] · C(τ)dτ
t
0
+ Y(0) · Eα,1[B
−1 · tα]. (91) 
In the generalized Harrod–Domar model, which is described by equation (87), the non-
productive consumption C(t) is considered as a function, which is independent of national income 
and investment. Therefore this function can be a constant in time, a power-law function, or it can be 
a more complicated function. Let us consider the consumption function in the form 
C(t) = C · tμ−1 , (92) 
where μ > 0. The constant consumption function (C(t)=C) is a special case of (92), when μ = 1.  
 Using formula (4.4.5) of [101, p. 61], we get 
YC(t) = −C · B
−1 · Γ(μ) · tα+μ−1 · Eα,α+μ[B
−1 · tα], (93) 
where μ > 0. As a result, the general solution of equation (87) with function (92) has the form 
Y(t) = ∑ Y(k)(0) ·n−1k=0 t
k · Eα,k+1[B
−1 · tα] − C · B−1 · Γ(μ) · tα+μ−1 · Eα,α+μ[B
−1 · tα], (94) 
where 0 < n − 1 < α ≤ n.  
 Using formula (4.2.3) of [101, p. 57], expression (93) can be written in the form 
YC(t) = C · t
μ−1 · (1 − Γ(μ) · Eα,μ[B
−1 · tα]). (95) 
Therefore the equation of the Harrod–Domar model with power-law memory, whose fading 
parameter is α (0 < n − 1 < α ≤ n) and the consumption function (92), has the solution 
Y(t) = C · tμ−1 · (1 − Γ(μ) · Eα,μ[B
−1 · tα]) + ∑ Y(k)(0) ·n−1k=0 t
k · Eα,k+1[B
−1 · tα]. (96) 
For μ=1, equation (96) describes the case of a constant consumption function (C(t)=C), 
where the solution has the form 
Y(t) = C · (1 − Eα,1[B
−1 · tα]) + ∑ Y(k)(0) ·n−1k=0 t
k · Eα,k+1[B
−1 · tα]. (97) 
Solution (97) describes economic growth with one-parametric power-law memory about changes in 
income and investment with a constant non-productive consumption. For 0<α≤1 (n=1) solution (97) 
takes the form 
Y(t) = C · (1 − Eα,1[B
−1 · tα] − 1) + Y(0) · Eα,1[B
−1 · tα]. (98) 
For α=1, the equality Eα,1[z] = e
z , leads solution (98) to the form 
Y(t) = C · (1 − exp(B−1 · t)) + Y(0) · exp(B−1 · t), (99) 
which exactly coincides with solution of the standard model (84). Solution (99) of equation (87) 
describes economic growth in the framework of standard macroeconomic model with constant 
consumption that does not take into account memory effects.  
 A macroeconomic model is called closed if it assumes the absence of non-productive 
consumption (C(t)=0). The assumption C(t)=0 is unrealistic, but the consideration of this case 
allows us to estimate the greatest possible growth rate of national income, which is limited only by 
the incremental capital intensity. The solution (88) with (89) of equation (87) with C(t)=0 has the 
form 
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Y(t) = ∑ Y(k)(0) ·n−1k=0 t
k · Eα,k+1[B
−1 · tα]. (100) 
For 0<α<1, solution (100) takes the form Y(t) = Y(0) · Eα,1[B
−1 · tα]. For α=1, solution (100) gives 
expression Y(t) = Y(0) · exp(t B⁄ ), where the value λ = B−1 describes the technological growth 
rate, which does not take into account the memory effects.  
Let us describe the behavior of solution (100) at t → ∞ in the framework of the Harrod-
Domar model with one-parametric power-law memory. Using equation (1.8.27) of book [27, p. 43] 
for 0<α<2, we get the equation 
Eα,β+1[λ ·  t
α] =
λ−β α⁄
α
· t−β · exp(λ1 α⁄ · t) − ∑
λ−j
Γ(β+1−α·j)
·
1
tα·j
m
j=1 + O (
1
tα·(m+1)
) (101) 
for t → ∞, where λ = B−1 is a real number. Using equation (1.8.29) of book [27, p. 43] for α≥2 and 
t → ∞, we get the asymptotic expression 
Eα,β+1[λ ·  t
α] =
λ−β α⁄
α
· t−β · ∑ exp (λ1 α⁄ · t · exp (i
2π·N
α
)) · exp (i
2π·k·N
α
)N −  
∑
λ−k
Γ(β+1−α·k)
·
1
tα·k
m
k=1 + O (
1
tα·(m+1)
), (102) 
where λ = B−1 is a real number (arg(λ) = 0) and the first sum is taken over all integer values of N 
that satisfy the condition |N| ≤ α 4⁄ . Using equation (102) and the inequality |N| ≤ α 4⁄ , we see 
that equation (101) can be used for α<4 in the considered model. 
Asymptotic equation (101) allows us to describe the behavior at t → ∞ in a macroeconomic 
model with power-law memory, in which the memory fading parameter is 0<α<2 (and 0<α<4). 
Substitution of expression (101) with λ = B−1 and β=k into (100) gives 
Y(t) = ∑ Y(k)(0) ·n−1k=0
Bk α⁄
α
· exp(B−1 α⁄ · t) + ∑ (∑
Y(k)(0)·Bj
Γ(k+1−α·j)
· tk−α·j + O (
1
tα·(m+1)−k
)mj=1 ) ,
n−1
k=0 (103) 
where 0<n-1<α<n. Expression (103) describes behavior of solution (100) at t → ∞. 
As a result, we find that the technological growth rates of Harrod-Domar model with one-
parametric memory do not coincide with the growth rates λ = B−1 of standard Harrod-Domar 
models without memory. The technological growth rate with memory is equal to the value 
λeff(α): = λ
1 α⁄ = B−1 α⁄ , (104) 
which will be called effective technological growth rate of the model with one-parametric power-
law memory.  
For open macroeconomic model (C(t)≠0). To describe behavior of solution (93) at t → ∞, 
we can use expression (101). Substitution of (101) with λ = B−1 and β = α + μ − 1 into (93) gives  
YC(t) = −
C·Γ(μ)·B(1−2α−μ) α⁄
α
· exp(B−1 α⁄ · t) + ∑
C·Γ(μ)·Bj−1
Γ(α(1−j)+μ)
· tα(1−j)+μ−1mj=1 + O (
1
tα·m+1−μ
) (105) 
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where μ > 0. As a result, we can see that the technological growth rate of solution (94), which 
described the macroeconomic model with one-parametric memory, is defined by equation (104), i.e. 
λeff(α) = B
−1 α⁄ .  
Using the suggested equation, we can compare the technological growth rates in the 
macroeconomic model with one-parametric power-law memory and the rates of the standard model, 
which does not take into account the memory effects. We can see that the account of memory 
effects can significantly change the technological growth rates in the macroeconomic model. At the 
same time, the technological growth rates may both increase and decrease in comparison with the 
standard model, which does not take into account the memory effects. If the incremental capital 
intensity of the national income is less than one (0 < B < 1), then the technological growth rate of 
the economy can be much larger, when we consider the memory effects. For example, for α=0.2 
and B= 0.5, the technological growth rate of the model with memory is equal to λeff(0.5) = 32 
instead of λ = 2 for the standard model, that is, 16 times more. 
The obtained results allow us to formulate the following principles of macroeconomic 
dynamics, which take into account the effects of one-parametric power-law memory. 
Principles of changing of technological growth rates:  
I) In Harrod-Domar model, the effects of one-parametric power-law memory with the fading 
parameter α>0, lead to the dependence of the technological growth rates on the parameter α, which 
are determined by the formula 
𝜆𝑒𝑓𝑓(𝛼) = 𝐵
−1 𝛼⁄ , (106) 
where B is the incremental capital intensity that characterizes the amount of investment 
corresponding to the change of the growth rate of the national income. 
II) For small technological growth rates, which are described by the standard Harrod-
Domar model, the effects of one-parameter memory with the fading parameter 0 < 𝛼 < 1 lead to 
decrease of the growth rates of the economy, and its lead us to an increase of the growth rates for 
𝛼 > 1.  
III) For the large rates of technological growth, which are described by the standard 
Harrod-Domar model, the effects of power-law memory with the fading 0 < 𝛼 < 1 leads to an 
increase of the growth rates of the economy, and its lead to a decrease of growth rates for 𝛼 > 1. 
We see that neglecting the memory effects in macroeconomic models can greatly change the result. 
Accounting of the memory effects can lead to new results for the same parameters of 
macroeconomic models. We demonstrate that the memory effects can change the economic growth 
rate and change dominant parameters, which determine growth rates. The principle of changing of 
technological growth rates and the principle of domination change have been suggested in [102] for 
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the intersectoral economic dynamics with power-law memory. It has been shown that in the input–
output economic dynamics the effects of fading memory can change the economic growth rate and 
dominant behavior of economic sectors. Fractional dynamics of sectors of national economies, 
where the parameters depend on time, are discussed in [103]. Equations of dynamic intersectoral 
model with power-law memory, where the matrix of direct material costs and the matrix of 
incremental capital intensity of production depend on time, and the solutions of these equations are 
suggested in [103]. Economic processes with power-law memory are also considered in papers [57-
75], where generalizations of some basic economic concepts have been proposed. 
 
6. Conclusion 
The use of the concept of dynamic memory, which is described in this paper, allows us to 
build mathematical models of economic processes with different types of memory. The use of 
differential equations with derivatives of non-integer orders can allow us to obtain solutions by 
using the methods of the fractional calculus [25, 26, 27, 28, 82, 92, 94, 104, 105]. For some models 
of economic processes we can derive analytical solutions. The use of numerical methods [95, 96, 
97] of the fractional calculus can used to realize computer simulations of economic processes with 
dynamic memory.  
In economic models we should take into account the memory effects that are caused by the 
fact that economic agents remember the story of changes of exogenous and endogenous variables 
that characterize the economic process. The agents can take into account these changes in making 
economic decisions. The continuous time description of the economic processes with the power-law 
fading memory can be based on the fractional calculus and the fractional differential equations. The 
inclusion of memory effects into the economic models can lead to qualitatively new results at the 
same the parameters. In constructions of appropriate economic models we should take into account 
a possible dependence of economic processes on memory effects to predict the dynamics of 
economy. Therefore, it is important to develop the concept of dynamic memory to describe real 
economic processes. 
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