Let n be a large integer, and let G be the standard Gaussian vector in R n . Paouris, Valettas and Zinn (2015) showed that for all p ∈ [1, c log n], the variance of the ℓ n p -norm of G is equivalent, up to a constant multiple, to
Introduction
Let n be a large integer, p be a number in [1, ∞] , and denote by · p the standard ℓ n p -norm in R n . Let G be the standard n-dimensional Gaussian vector. Variance of the · p -norm of G may serve as a basic example of the concentration of measure phenomenon (most of the Gaussian mass is located in a thin shell of an appropriately rescaled ℓ n p -ball). It is well known that for a fixed p < ∞, Var G p ≃ v p n 2/p−1 , where the quantity v p depends only on p and not on n (see, in particular, [17] and [21] ), whereas the variance of the · ∞ -norm of G is of order (log n) −1 (see, for example, [4, p. 47-48] and [21] ). At the same time, for p growing to infinity with n, no sharp results were available until quite recently. In [21] , Paouris, Valettas and Zinn showed that Var G p ≃ 2 p p n 2/p−1 for p ≤ c log n and Var G p ≃ (log n) −1 for p ≥ C log n (C, c > 0 being universal constants). This result of [21] leaves the gap c log n ≤ p ≤ C log n in which the behavior of the variance was not clarified. The authors of [21] conjectured that the variance changes from polynomially small in n to logarithmic around p = log 2 (n). This conjecture was the starting point of our work. The question of computing the Gaussian variance of the ℓ n p -norm seems natural on its own right; nevertheless, it gains more sense in the context of asymptotic geometric analysis. Since the fundamental discovery of Milman [13] , it is known that Gaussian concentration properties of a norm · in R n are strongly connected with geometry of random subspaces of (R n , · ). The classical theorem of Dvoretzky [8] asserts that every infinite-dimensional Banach space contains finite subspaces of arbitrarily large dimension which are arbitrarily close to Euclidean (in the Banach-Mazur metric). Milman showed in [13] that a stronger result takes place. Given a norm · in R n , a subspace E ⊂ R n and a real number K ≥ 1, we will (rather, unconventionally) call the subspace K-spherical if sup x∈E, x 2 =1 x / inf x∈E, x 2 =1 x ≤ K. The theorem of Milman states that for any norm · in R n with the Lipschitz constant L and any ε ∈ (0, 1/2), the random
dimensional subspace of (R n , · ) with uniform (rotation-invariant) distribution is (1+ε)-spherical with probability close to 1. In particular, the Dvoretzky-Rogers lemma implies that for any norm · with the unit ball in John's position, the random cε 2 log n log(1/ε) -dimensional subspace is (1 + ε)-spherical with large probability. We refer to monographs and surveys [14, 22, 26, 1] for more information as well as to papers [21, 18, 19, 29, 20] for some recent developments of the subject. In this text, we leave out any discussion of the existential Dvoretzky theorem which is concerned with finding at least one large almost Euclidean subspace (the best known general result in this direction is due to Schechtman [24] ) as well as the isomorphic Dvoretzky theorem which deals with the regime when distortion ε grows to infinity with n (see, in particular, [15] ).
In the regime of "constant distortion" (say, when 1 + ε = 2) the result of Milman is sharp, that is, if a random k-dimensional subspace is 2-spherical with high probability then necessarily k ≤ C E G L 2 (see Milman-Schechtman [16] and Huang-Wei [11] for reverse estimates matching Milman's bound). However, when ε tends to zero with n → ∞, the original estimate is suboptimal. Gordon [10] and later Schechtman [23] improved the dependence on ε from ε 2 log(1/ε) to ε 2 , which is sharp for some norms but not in general. For example, it was shown in [25] and [28] that a random k-dimensional subspace of ℓ n ∞ is (1 + ε)-spherical with probability close to one if and only if k ε log n log(1/ε)
. Moreover, for 1-unconditional norms in the ℓ-position, it was proved in [29] that random cε log n log(1/ε) -dimensional subspaces are (1 + ε)-spherical with high probability. For arbitrary norms, the problem of interdependence between ε and the dimension in the random Dvoretzky theorem is wide open, and even in the class of ℓ n p -spaces there is no complete solution as of this writing.
A considerable progress in estimating the distortion (in the "almost isometric" regime) of uniform random subspaces of ℓ n p for all p was due to Naor [17] and Paouris, Valettas and Zinn [21] . For a fixed 2 < p < ∞, Naor [17] obtained concentration inequalities which, in particular, can be employed to show that random u n,p (εn) 2/p -dimensional sections of the ℓ n p -ball are (1 + ε)-spherical with probability close to one whenever ε ≥ n −vp (where v p > 0 depends only on p and u n,p is a quantity of order polylogarithmic in n arising from the application of the covering argument). The bound w p (εn) 2/p on the dimension of typical (1 + ε)-Euclidean subspaces of ℓ n p (for w p > 0 depending only on p > 2) was confirmed by Paouris, Valettas and Zinn [21] in the range ε ≥ n −vp , and it was shown that for a fixed p the estimate is close to optimal. The paper [21] provides bounds (upper and lower) for the Dvoretzky dimension, as well as concentration inequalities for the standard Gaussian vector and the Gaussian variance in different regimes giving an emphasis to the case when p grows with n. However, for p logarithmic in n, the results are not sharp.
In the context of Dvoretzky's theorem, the ℓ n p -spaces for logarithmic p supply rather interesting geometric examples. As was observed in [21] , there are universal constants c, C > 0 such that, say, Var G c log n ≤ n −1/2 , whereas Var G C log n 1 log n ; thus, the variance can be quite sensitive to replacing a norm with an equivalent norm. Note that the bounds for the variance immediately imply that, for example, the random 3-dimensional subspace of ℓ n c log n is (1 + n −c )-spherical with probability at least 1 − n −c for a universal constant c > 0 (and instead of 3 we can take any constant dimension). At the same time, most of 3-dimensional subspaces of ℓ n ∞ (which is a constant Banach-Mazur distance away from ℓ n c log n ) are not even (1 + 1 log n )-spherical [28] . The result of [21] leaves open the question whether there is a "phase transition" point p = p(n) such that for any δ > 0 and all sufficiently large n we have Var
, where v δ > 0 depends only on δ. Our result answers this question and completely settles the problem of computing the Gaussian variance of · p -norms. Below, for any two quantities a, b we write
Theorem A. There is a universal constant n 0 > 0 with the following property. Let n ≥ n 0 and let G be the standard Gaussian vector in R n . Further, denote by ξ the quantile of order 1 − 1 n with respect to the distribution of the absolute value of a standard Gaussian variable |g|, i.e. such that P{|g| ≤ ξ} = 1 − 1 n
. Then
• For all p in the range 1 ≤ p ≤ 2 log n log(2e)
we have
Everywhere in this note, "log" stands for the natural logarithm. As we mentioned before, the above estimates in the regimes p ≤ c log n and p ≥ C log n were previously derived in [21] . The variance of G p , the way we represent it, is a piece-wise function, with the pieces equivalent at respective boundary points. The points 2 log n log(2e) and ξ 2 = 2 log n − o( √ log n) (see (8) ) are chosen rather arbitrarily in a sense that each one can be shifted to the right or to the left by a small constant multiple of √ log n, which would change the estimates only by a multiplicative constant. In this connection, we prefer to speak about "transition windows" rather than "transition points".
To have a better picture of how the variance changes with p, it may be useful to consider its logarithm log Var G p in the range c log n ≤ p < ∞ for some fixed small constant c, so that the term n 2/p is bounded. For c log n ≤ p ≤ 2 log n log(2e)
, log Var G p is an almost linear function of p. In the range p ≥ ξ 2 , log Var G p is essentially of order − log log n (up to a bounded multiple). In the intermediate regime
additive terms double logarithmic in n, log Var G p behaves as − p 2e n 2/p + log n, which is a convex function close to parabola − (2 log n−p) 2 4 log n near the point 2 log n. Our result implies, in particular, that for any fixed δ ∈ (0, 1) and all sufficiently large n, we have Var G (2−δ) log n ≤ n −v δ whereas Var G (2+δ) log n ≥ v δ log n for some v δ > 0 depending only on δ. Observe that the Banach-Mazur distance between ℓ n (2−δ) log n and ℓ n (2+δ) log n is of order 1 + O(δ), so the "power of n to logarithmic" transition happens at an almost isometric scale. In the context of the random Dvoretzky theorem, this implies Corollary B. For any δ ∈ (0, 1), there are w δ , n δ > 0 depending on δ with the following property. For any ε ∈ (0, 1) and n ≥ n δ , let 2 ≤ k ≤ ⌈w δ log n/ log(2/ε)⌉, and let E be a uniformly distributed random k-dimensional subspace of R n . Then
At the same time,
Our result highlights an interesting characteristic of the order statistics of the standard Gaussian vector G = (g 1 , g 2 , . . . , g n ). Let (g * 1 , g * 2 , . . . , g * n ) be the non-increasing rearrangement of the vector of absolute values (|g 1 |, |g 2 |, . . . , |g n |). Then Chernoff-type estimates imply that order statistics g * i for i relatively large, say, at least a positive constant power of n, are strongly concentrated, so that their typical fluctuations are small (at most a negative constant power of n). Thus, the large (logarithmic in n) fluctuation of G p for p ≥ (2 + δ) log n is due to the fact that the p-th powers of the first few order statistics comprise a relatively large portion of the sum
p with a significant probability, whereas for p ≤ (2 − δ) log n the p-th powers of the first order statistics are typically hugely dominated by the total sum G p p .
Our technique of proving Theorem A is in certain aspects similar to [21] . As in [21] , a crucial role in our argument is played by Talagrand's L 1 − L 2 bound (see Theorem 2.1 in the next section), which allows to get sharper estimates for the variance than the Poincaré inequality. Another important step, also presented in [21] , consists in obtaining strong upper bounds for negative moments of ℓ n p -norms. Our approach to bounding the moments is completely different from the one used in [21] , as, instead of relying on general Gaussian inequalities, we employ a rather elementary but efficient technique involving lower deviation estimates for the order statistics of random vectors. This allows us to get strong estimates including the case p ≈ 2 log n i.e. in the range not treated in [21] . A principal new ingredient to our proof, compared to [21] , is the use of truncated Gaussians. For a number M > 0, we consider an auxiliary function
2 + 2Varf (G). It turns out that, for a carefully chosen truncation level M (the right choice is not straightforward), both terms in the last inequality can be estimated in an optimal way by combining Talagrand's L 1 − L 2 theorem with rather elementary probabilistic arguments and bounds for truncated moments of Gaussian variables. The truncation technique is also used to obtain matching lower bounds for the variance. We will discuss this approach in more detail at the beginning of Section 4.
The organization of the rest of the paper is as follows. In Section 2 we discuss notation and state several facts important for our work as well as provide a detailed derivation of upper and lower bounds for truncated Gaussian moments (Section 2.1) and lower deviation estimates for Gaussian order statistics, using Chernoff's inequality (Section 2.2). In Section 3 we provide upper bounds for the negative moments of ℓ n p -norms in terms of quantiles of the Gaussian distribution. In Section 4 we obtain upper bounds for the variance, and in Section 5 derive matching lower bounds. For reader's convenience, we give a proof of Corollary B in Section 6.
Preliminaries
Let us start with notation and some basic facts that will be useful for us. The canonical inner product in R n is denoted by ·, · . Given a vector x = (x 1 , x 2 . . . , x n ) ∈ R n and a real number 1 ≤ p < ∞, the standard ℓ n p -norm of x is defined as
The following relation is true for any
Given a real number t, ⌊t⌋ is the largest integer not exceeding t. Universal constants are denoted by C, c, c, etc. and their value may be different on different occasions. Given two quantities a and b, we write a ≃ b whenever there is a universal constant C = 0 with
Further, for two non-negative quantities a, b we write a b (a b) if there is a universal constant C > 0 with a ≤ Cb (respectively, Ca ≥ b). Sometimes it will be convenient for us to write the relation a b as a = O(b).
The expectation of a random variable Z will be denoted by EZ, the variance -by VarZ, and the median -by MedZ. Given an event E, by χ E we denote the indicator function of E. Throughout the text, standard Gaussian variables will be denoted by g, g 1 , g 2 , . . . and the standard Gaussian vector in R n -by G. It is well known (see, for example, [9, Chapter 7] ) that the Gaussian distribution satisfies the relations 2 π
The absolute moments of a standard Gaussian variable are given by
The next theorem is a basis for our analysis; its "discrete" version was proved by M. Talagrand in [27] . [6] , [4, Chapter 5] ). Suppose f is an absolutely continuous function in R n and let ∂ i f (i ≤ n) be the partial derivatives of f . Then we have
where C > 0 is a universal constant.
Bounds for truncated moments of Gaussian variables
In this subsection, we derive rather elementary upper and lower bounds for high moments of random variables of the form |g|χ {|g|≤a} and min(|g|, a) for a fixed a > 0. The results presented here are by no means new, but may be hard to locate in literature. For reader's convenience, we provide proofs. Let us start with a simple calculus lemma.
Lemma 2.2. Fix 0 < a < ∞. Let f be a positive log-concave function on [0, a], and let x max ∈ [0, a] be a point of global maximum for f . Define
As a consequence of the above statement, we get Lemma 2.3. Let q, a ≥ 1 be some real numbers.
•
Proof. It is easy to see that √ q is the point of global maximum of the log-concave function
, and f ( √ q) = (q/e) q/2 . We will use the last lemma to evaluate the integrals.
The case q ≤ a 2 . We can assume without loss of generality that q is large (greater than a large absolute constant). To get the desired bound it is enough to show that x r −x ℓ ≃ 1, where x r > x ℓ are the two solutions of the equation 2f (x) = f ( √ q) = (q/e) q/2 . We can rewrite the equation in the form
Since q is large, we can assume that all solutions of the last equation satisfy z ∈ [−c, c] for a small constant c > 0. Then, using Taylor's expansion for the logarithm, we obtain
for the two solutions of (6). Hence,
The result follows.
The case q ≥ a 2 . Let x ℓ , x r , x max be defined as in Lemma 2.2. We have x max = x r = a, and f (x max ) = f (a) = a q exp(−a 2 /2). To get the desired bounds, it suffices to show that there exist constants c 1 , c 2 such that
where 2x ℓ q exp(−x ℓ 2 /2) = f (a), and then apply Lemma 2.2. We will rely on the fact that f (x) is strictly increasing on [0, a].
For a sufficiently small universal constant c > 0 we have log(
where in the last inequality we used the condition q ≥ a 2 and the fact that c is small.
f (a) whence x ℓ ≤ a − ca a+q−a 2 . Now, choose x := a − Ca a+q−a 2 , where C > 0 is a large enough universal constant (say, C = 10 definitely suffices). If x < 0 then obviously x ℓ ≥ x, and we are done. Otherwise, we use the trivial relation log(1 − z) ≤ −z, z ∈ (−∞, 1), to obtain log f (x) = q log a + q log 1
When q ≤ a + a 2 , the last term is less than − (
(iii) In particular, if τ q ≤ a 2 ≤ q for some τ ∈ (0, 1), then
Proof. Since
then, applying (4), we get
This and the second part of Lemma 2.3 yield the assertion for q ≥ a 2 and for τ q ≤ a 2 ≤ q. The case q ≤ a 2 follows from the first part of Lemma 2.3 and the fact that max R t q e −t 2 /2 =/2 e −q/2 .
Remark 2.5. The last statement asserts that, for a 2 ≥ q, the q-th moments of the truncated variables min(|g|, a) and |g|χ {|g|≤a} are equivalent, with a constant multiple, to the (not truncated) absolute moment E|g| q (see 5).
Chernoff-type bounds for order statistics
Given any number α ∈ [0, 1), the quantile of order α with respect to the distribution of |g| is the number ξ α satisfying P{|g| ≤ ξ α } = α. It follows from (4) that
Standard estimates for quantiles of the Gaussian distribution (see, for example, [7, p. 264] ) imply that for 1 ≤ i ≤ n/2 we have
log(log(n/i)) 2 log(n/i) 1 log(n/i) .
Further, for the standard Gaussian vector G = (g 1 , g 2 , . . . , g n ) in R n , the order statistics of G, denoted by g * 1 , g * 2 , . . . , g * n , are the non-increasing rearrangement of the vector of absolute values (|g 1 |, |g 2 |, . . . , |g n |). Given β ∈ (0, 1), we have
It follows from Chernoff's theorem for the partial binomial sums (see [5] for the original result, or [2, p. 24] as a modern reference) that for i ≤ βn we have
Applying the relation log(1 + t) ≤ t − t 2 /(2 + 2t) (t ≥ 0), we get
The relation (9) allows to derive deviation inequalities for order statistics. Let us remark at this point that, although order statistics are systematically studied in literature (see classical book [7] , or paper [3] as an example of recent developments), we were not able to locate results in a form convenient for us. For completeness, we provide proofs of next three lemmas. Lemma 2.6 (Lower deviation for large order statistics). There are universal constants C, c > 0 with the following property. Assume that n is large, and that
Proof. Let n, i, u satisfy the assumptions and let s ∈ (0, 1−i/n) be such that ξ s = u ξ 1−i/n . Observe that, in view of the lower bound on u and the approximation formula (8), we have ξ s 1. Then, applying (7) twice, we get
The assumptions u ≤ 1 − C log n and i ≤ √ n imply that n i log(n/i)
which is bigger than a large absolute constant if C is large enough, whence (1 − s)n ≫ i. Applying (9), we get
It remains to reuse (10).
Lemma 2.7 (Lower deviation for intermediate order statistics).
There is a universal constant c > 0 with the following property. Let n be large, let i ≤ n/2 and u ∈ (0, 1).
Proof. As in the proof of the above lemma, we let s ∈ (0, 1−i/n) be such that ξ s = u ξ 1−i/n . Denoting by F the cdf of |g|, we have
whence, applying (7) and (8),
i n log n i , and s ≤ 1 − i n − c (1 − u) i n log n i for a sufficiently small universal constant c > 0. Finally, in view of (9),
The two lemmas above need to be complemented with the following crude bound for probability of very large deviations. Lemma 2.8. Let u ≥ 0 and i ≤ n/2. Then
Proof. We have
3 Negative truncated moments of ℓ n p -norms
In this section, we derive upper bounds for expressions of the form
where the numbers q ≥ 1 and L > 0 are such that qL = O(log n), and T is a truncation level which can take any value in the range [ξ 1−1/n , ∞]. In particular, for T = ∞ the above quantity is the −Lq-th moment of the · q -norm -E G
−Lq q
. Negative moments of arbitrary norms were considered in [12] , where, in particular, bounds for quantities of the form (E G −q ) 1/q were derived for q less than d( · ), the "lower Dvoretzky dimension" of a norm · . In [21] , negative r-th moments of · q -norms were considered in the same context as our note; however, the relations derived in [21] (see, in particular [21, Lemma 3.6]) do not extend to the case when both q and r are greater than log n. Finally, let us mention a recent work [19] where a strong upper bound on (E G −q ) 1/q was obtained in terms of the positive moment E G and the variance Var G for any norm in R n . On the other hand, applying this result of [19] would require extra care because of absence of a truncation level in the statement of [19] , and the necessity to have precise lower bounds for E G q . The approach we take here is relatively elementary and based on the Chernoff inequality which we used in Section 2.2.
We start with the following small ball probability estimate: Lemma 3.1. Let n be a large integer, G = (g 1 , g 2 , . . . , g n ) be the standard Gaussian vector, and let T ∈ [ξ 1−1/n , ∞] and q ≥ 1. Then for any number τ ∈ (0, 1/2) we have
where C ′ , c > 0 are universal constants.
Proof. Obviously,
so that for any τ ∈ (0, 1/2) we have
, where the constant C > 0 comes from Lemma 2.6. We will divide the above sum into two parts corresponding to large and "intermediate" order statistics. For every i ≤ √ n, using the notation r := max((2τ ) 1/q , (log n) −1/2 ) 2 , we get, in view of Lemmas 2.6 and 2.8,
Further, for all √ n < i ≤ n/2 we have, by Lemmas 2.7 and 2.8,
Combining the estimates (note that the first term in the first minimum form a geometric sum), we get
Finally, observe that for (2τ ) 1/q ≥ 1 − C log n , we have that n (1−(2τ ) 2/q )/4 is bounded from above by an absolute constant, so the last estimate is trivially satisfied as long as C ′ is chosen sufficiently large.
As a consequence, we obtain Proposition 3.2. For any K > 0 there are n K , v K > 0 depending only on K with the following property. Let n ≥ n K , let q ≥ 1 and 0 < L ≤ K be such that qL ≤ K log n, and let g 1 , g 2 , . . . , g n be i.i.d. standard Gaussians. Then for any T ∈ [ξ 1−1/n , ∞] we have
Proof. Fix admissible parameters K, L, q, T . We will assume that n is large. For any integer m ≥ 1, we have
Applying Lemma 3.1, we obtain for all m ≥ 2L:
In the range 2L ≤ m ≤ Lq, we have
for a sufficiently small universal constant c ′′ > 0. In particular, for all such m the probability in (11) is bounded from above by w K 4 −m , where w K > 0 may only depend on K. Further, for Lq < m ≤ 10Lq log n, we have
Finally, for m > 10Lq log n the probability in (11) is bounded by
Combining the estimates, we get for h := (
Hence,
and the result follows.
Remark 3.3. Note that for any 1 ≤ q ≤ K log n, we have
where the symbol "≃ K " means that the quantities are equivalent up to a multiple depending only on parameter K > 0. To see this, observe that for any i ∈ {1, 2, . . . , n − 1} we have
In remains to apply (8) to compare ξ 
Upper bounds for the variance
In this section we obtain upper bounds for Var G p , p ≥ C. Before we proceed with the proofs, let us provide some motivation for the strategy we have taken. As we mentioned in the introduction, the basic tool for estimating the variance from above is Talagrand's L 1 − L 2 bound (Theorem 2.1). In [21] , the theorem was directly applied to the norm · p , which gives the estimate
where ∂ i G p denotes the i-th partial derivative of the norm (viewed as a function in R n ) evaluated at G. An elementary computation then leads to an equivalent inequality
where B = 1 + log E|∂ i G p | 2 /E|∂ i G p | , and so B can be at most logarithmic in n. A natural approach to estimating the expectation in the last formula would be to remove g 1 from the denominator and use independence:
However, this approach fails for all p > log 2 n: the upper bound for the variance we get this way is worse than the bound Var G p 1 that follows from 1-Lipschitzness of · p -norm. To see this, observe that
whence, applying standard estimates for absolute moments of Gaussian variables, we get that the expression on the right hand side of (13) is at least of order
In fact, as we show later, the estimate (13) is not sharp for all p > 2 log n log(2e)
. Clearly, the problem with the above argument lies in the fact that, for large p, the input of the individual coordinate |g 1 | p to the total sum can be huge, and removing the term from the denominator in (12) alters the expectation.
As a way to resolve the issue, we will consider truncated Gaussian variables. Given p ∈ [1, ∞) and a truncation level T > 0, we introduce an auxiliary function
so that
and then treat the two terms on the r.h.s. separately (the parameter p shall always be clear from the context). Determining the right truncation level T (when both terms admit satisfactory upper estimates) is not straightforward. We prefer to postpone the actual definition of the truncation level, and consider first some general estimates when p is arbitrary and T ≥ ξ 1−1/n . We start with E(
Lemma 4.1. For any large integer n, any 1 ≤ p < ∞ and any truncation level T ≥ ξ 1−1/n we have
Proof. Define a random set I = I(G) := {i ≤ n : |g i | > T }. Since for any concave function h in R and any t ≥ 0 and x ≥ y, we have
then, taking h(r) := r 1/p and t := i / ∈I |g i | p , we get
For every m ≥ 1, let χ {|I(G)|=m} be the indicator of the event that exactly m coordinates of G are greater (in absolute value) than T . It follows from the above that for every m ≥ 1 we have
where, in view of (17),
In view of (4), we have P{|g| > T } ≤ 2/π T −1 exp(−T 2 /2), and
Summarizing, we get
It is easy to show that for any number a ∈ R we have
Since in our case a = 2/πT −1 exp(−T 2 /2), relation (7) implies that (1 + a)
n−1
1, and
As the next step, we consider the variance of f T (G).
Lemma 4.2. Let n be a large integer, let p ∈ [1, 3 log n] and let T ≥ ξ 1−1/n . Then
where
Proof. It follows from Theorem 2.1 that
First we estimate the numerator. By Proposition 3.2 applied with a constant parameter K ≥ 6 to the standard (n − 1)-dimensional truncated Gaussian vector, we have
Next, observe that
(this can be easily verified using relation (8)). Then, in view of Remark 3.3,
It remains to estimate from below the denominator in (19) . Essentially repeating the above computations, we get
Further,
and the statement follows.
For shortness, in what follows we denote
Note that ξ exp(ξ 2 /2) ≃ n and by (8)
Let us state a combination of the last two lemmas as a corollary:
Corollary 4.3. Let n be a large integer, let p ∈ [1, 3 log n], and let T ≥ ξ. Then
where A is defined by (18) .
Essentially, our work consists in optimizing the above expression over admissible T . It turns out that taking the truncation level close to nE min(ξ, |g|) p 1/p (22) produces optimal upper bounds for the variance. Observe that the quantity in (22) is greater than ξ. Indeed,
Thus, (22) may serve as an admissible truncation level in (21) . The following estimates are implied by Corollary 2.4 and relation (7).
Lemma 4.4 (Estimates for E min(ξ, |g|) p ). Let n be a large integer and let p ≥ 1. Then
• For p ≥ ξ 2 , we have
While working with expression (22) directly may be complicated, the above lemma allows somewhat simpler (equivalent) definition. For p ≥ 1, we define a truncation level M as follows
In the next statement we collect some simple properties of M.
Lemma 4.5. Provided that n is sufficiently large, we have:
• If 2 log n log(2e)
Proof. First, taking into account that
we get M ≥ ξ for all p ≥ 1. In the range 1 ≤ p ≤ 2 log n log(2e)
, the assertion trivially follows from (20) and the estimate M ≥ ξ. For 2 log n log(2e)
and as n 2/p > e, we get M 2 > p. In the interval ξ 2 < p the statement follows from the definition of M. Lemma 4.6. We have exp(−n 2/p p/(2e)) ≤ n −2 2 p for all p ∈ [1, 2 log n].
Proof. It is enough to show that 2 log n ≤ p log 2 + n 2/p p/(2e).
The derivative of the right hand side with respect to p is
which is less than zero if and only if p ≤ 2 log n log(2e)
. Thus, the minimum of p log 2 + n 2/p p/(2e)
on [1, 2 log n] is attained at p = 2 log n log(2e)
, and at the point the expression is equal to 2 log n.
Lemma 4.7 (Estimates for
Let n be a large integer, p ≥ 1, and let M = M(p) be defined as before. Then
• For ξ 2 < p, we have
Proof. For 1 ≤ p ≤ ξ 2 the statement follows directly from the definition of M. suppose that ξ 2 < p. Then M ≃ ξ, and, applying (7), we get
We will use the fact that z − 1 = log z + O ((z − 1) 2 ) for all z ≥ 1. Note that
Hence, the previous estimate implies
where in the last relation we used the fact that t t ≥ e −1/e for any t > 0. This proves the lemma.
The last lemma obviously provides upper bounds for the first term in (21) (for T = M).
Lemma 4.8. Let n be a large integer and let p ≥ 1. Then
Proof. First, consider the range 1 ≤ p ≤ 2 log n log(2e)
. We have 2p − 2 ≤ n 2/p p/e = M 2 , whence, by Corollary 2.4,
Next, assume that 2 log n log(2e)
Here, 2p ≥ n 2/p p/e = M 2 , and in view of Corollary 2.4,
Hölder's inequality then implies
On the other hand
Hence, 
In the range under consideration, the minimum of exp − p 2e n 2/p is attained at p = 2 log n log(2e) , whence B n 2 log 2/ log(2e) (log n) −1/2 , and the statement follows. Finally, if ξ 2 ≤ p ≤ 3 log n, then p 1+1/p ≥ M 2 and p ≃ ξ 2 . Denote q := p 1+1/p . By Hölder's inequality and Corollary 2.4 we have
On the other hand, Lemma 4.8 gives
Together with Lemma 4.7 the estimates imply
This completes the proof of the lemma.
A combination of Lemmas 4.7, 4.8, and 4.9 with Corollary 4.3 gives Proposition 4.10. Let n be a large integer and let p ∈ [1, 3 log n]. Then
• For ξ 2 < p ≤ 3 log n we have
.
Finally, we consider the range ξ 2 < p ≤ 3 log n. We have, in view of Lemma 4.8, Corollary 2.4 and relation (7):
Thus,
Proof of Corollary B
Let 0 < ε, δ < 1 be given. It follows from Theorem A that there exists v δ > 0 depending on δ such that for all sufficiently large n, we have Var G (2−δ) log n ≤ n −v δ .
Let w δ := v δ /40 and 1 < k < w δ log n/ log(2/ε). Construct an n × k Gaussian matrix G whose columns are jointly independent standard Gaussian vectors G 1 , G 2 , . . . , G k in R n . Then a uniform random k-dimensional subspace can be defined as E = span {G 1 , . . . , G k } = {Gx : x ∈ R k }.
The subspace E is (1 + ε)-spherical in ℓ n p for p := (2 − δ) log n if sup y∈E y p / y 2 inf y∈E y p / y 2 = sup x∈S k−1 Gx p / Gx 2 inf x∈S k−1 Gx p / Gx 2 ≤ 1 + ε.
The last inequality holds whenever for all x ∈ S k−1 we have
Let a := E G p . Note that if x ∈ S k−1 then Gx is a standard Gaussian vector and we have
Let N be an ε ′ /5-net of minimal cardinality in ℓ 2 -metric in S k−1 . We have |N | < (15/ε ′ ) k and P ∃y ∈ N : Gy p − a > ε ′ a/4 < 15
Conditioning on the event that Gy p − a ≤ ε ′ a/4 for all y ∈ N we have
(see e.g. Lemma 3.2 of [20] ). Thus if there exists x ∈ S k−1 such that Gx p − a > ε ′ a/2 then there exists y ∈ N such that x − y 2 ≤ ε ′ /5 and
This leads to
To pass from Gx p to Gx p / Gx 2 , note that given ε < 1/3 and non-negative random variables ξ 1 , ξ 2 , the event that |ξ 1 − Eξ 1 | < εEξ 1 and |ξ 2 − Eξ 2 | < εEξ 2 /3 is contained inside the event |ξ 1 /ξ 2 − E(ξ 1 /ξ 2 )| < 2 εE(ξ 1 /ξ 2 ).
By the standard concentration estimates, we have P ∀x ∈ S k−1 : Gx 2 − E Gx 2 < tE Gx 2 > 1 − c t 2 n , ∀t > 0 hence, taking ξ 1 = G p , ξ 2 = G 2 , and ε = ε ′ /2, we get P ∃x ∈ S k−1 : Gx p / Gx 2 − E( Gx p / Gx 2 ) > ε ′ E( Gx p / Gx 2 )
< P ∃x ∈ S k−1 : Gx p − a > ε ′ a/2
−v δ ε 2 + c ε 2 n < n −w δ provided that n is big enough. Thus (1) is proved.
To prove the second part of Corollary B, it is enough to consider the case k = 2. Then E = span {G, G ′ }, where G and G ′ are two independent standard Gaussian vectors in R n , and sup y∈E y p / y 2 inf y∈E y p / y 2
Thus it is enough to show that for p := (2 + δ) log n we have
for some w δ > 0 depending only on δ. Observe that standard concentration estimates imply
whence it is enough to show that
for some w δ > 0. Recall that Var G p ≥ v δ log n for some v δ > 0. Hence,
Next, observe that E G p ≃ √ log n, and in view of 1-symmetry of the · p -norm and by a result from [29] , we have
This, together with the above relation, implies
This, and the fact that G p ≃ √ log n with very large probability, implies the statement.
