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In psychophysics and cognitive psychology, response time has long been a research topic of interest. Psychologists who study response time are mainly interested in inferring the organization of the mental process from the distribution of response time to different components of the mental process (e.g., Luce, 1986) . A general result from this research is the well-known speed-accuracy trade-off function (SATF) which describes how a subject's accuracy to certain task changes as the response time changes (see Luce, 1986. P81; Roskam, 1997) .
In educational measurement, however, the response time data has traditionally been ignored in practice probably due to the fact that it was difficult to collect response time data at the individual item level with paper-pencil testing. Computer-based testing makes response time data at the item level readily available to measurement professionals. For this reason, there has been an increased interest in response time in recent years. So far, existing research has focused on modeling the distribution of response time and its relationship with other variables such as item difficulty, examinee ability and test taking strategies (e.g., Thissen, 1983; Schnipke & Scrams, 1997; Segall, 1987; Parshall, Mittelholtz, & Miller, 1994; Scrams & Schnipke, 1997; Swygert, 1998) . Research has indicated a strong but complicated acrossexaminee relationship between response time and response accuracy (See Schnipke & Scrams, 1998 for an overview of the literature). Generally, the relationship largely depends on context and content of the test. All this research has treated response time as a dependent variable or outcome variable and response accuracy and response time were not included in a single model except in a few cases. Those few exceptions (e.g., Verhelst, Verstralen, & Jansen, 1997; Roskam, 1997) are exclusively applied to speeded test because of the nature of their model specifiction. For example, in Roskam's (1997) model, the probability of a correct response to an item is specified as: 
where θ is the person ability, ε is item difficulty, and t is response time, and ξ , σ and τ are the logarithms of θ , ε , and t. It can be seen that as t goes to infinite, ( )
approach one no matter how hard the item is. Therefore this type of model can only applied to speeded tests because a basic assumption of speeded tests is that when time is unlimited, the answers are always correct. In most educational assessment settings, tests are designed to be power tests, which means that even given unlimited time, not every student will get a near perfect score. Further more, even for power tests, there is usually a time limit for the test administration. Even though that time limit is typically adequate for examinees in the middle and upper ability range, the time limit still has an effect on examinee performance. A model is needed that incorporates response time and can be applied to power tests.
The objectives of this paper are to (a) propose an item response model that incorporates response time, which can be applied to power tests, (b) formulate an item parameter estimation procedure for this model, (c) calibrate some real test data with this model and compare the results with calibration under the 3PL model using BILOG, (d) use simulation techniques to evaluate the item parameter estimation procedure, and (e) discuss its potential applications to measurement settings, particularly to computerized adaptive testing (CAT).
A Item Response Model that incorporates Response Time
This paper develops a model that incorporates the response time into the usual 3 parameter logistic (3PL) model which can be applied to power tests. With this model, the probability of correct response to item j by examinee i can be given as:
Where a, b, c, and θ are usual IRT parameters, d is an item slowness parameter, t is the response time by this examinee on this particular item, ρ is an examinee slowness parameter, and θ is the similar person ability parameter as in the regular 3PL model. These two slowness parameters determine the rate of increase in correct answer probability as a result of increase in response time. This model treats response time as only a conditional variable and does not model how the examinee decides to spend a certain amount of time on a particular item. As the time increases, the term in the exponent decreases with a marginally decreasing rate.
Because of the minus sign, this will effectively increase the overall term within the parenthesis and consequently the probability of correct response. For lack of a better term, we will call this model the four-parameter logistic response time (4PLRT) model because each item will have four parameters.
Figure 1 provides some examples how the probability of correct response increases as response time increases for some hypothetical items and examinees under this model. First of all, these curves bear the common characteristics of the speed-accuracy trade-off function (more precisely, the conditional accuracy function or sometimes called the micro speedaccuracy tradeoff function in Luce, 1986, p. 245) . Comparing the curves with all but one parameters being the same can reveals how these parameters change the relationship between response time and correct response probability. It can be seen that the larger the d and ρ parameters, the slower the probability converges to its asymptote. For that reason, these two parameters should be called the item slowness parameter and the person slowness parameter.
The top three curves all converge to the same asymptote because they all have the same A second potential application is that response time might be used to help infer examinee ability (θ ). This can be used in computerized adaptive testing (CAT) to make the provisional ability estimates converge faster to the true ability level, and thus reduce the number of items administered and testing time. This model can also be used to make inferences about examinees' other characteristics such as if they can solve problems quickly as well as accurately. It can also be used to study the optimal test taking strategy for tests with time limits. Other potential applications of the model are to detect random guessing behavior and to help deal with incomplete tests for the computerized adaptive testing situation. All these potential uses need to be verified with simulated and real test data. The first step needed before such research can be conducted is to develop a calibration program.
It should be noted that the model presented here is only a partial description of the test taking process. A more complete description should include a model that models the distribution of response time. With the distribution of response time, the joint distribution of correct response and response time and the marginal distribution of correct response can be derived. For the present, we focus on this partial model with response time being treated as a conditional variable. Our main goal for this paper is to develop a calibration procedure for this partial model.
Parameter Estimation for the 4PLRT Model
A parameter estimation procedure is developed using the EM algorithm as described in Woodruff and Hanson (1996) . Response time is treated as a fixed rather than a random variable, like an independent variable in a regression model. Therefore, response time and item responses are treated differently, with only the item responses considered as observed realization of random variables in the observed and complete data likelihood. The EM algorithm finds parameter estimates that maximize the likelihood of the observed data based on a sequence of calculations that involve finding parameter estimates that maximize a conditional expectation of the complete data likelihood. The difference between the EM procedure for this model and that for the 3PL model is the two dimensional nature of the person parameter space.
The E-step will involve double integrals that take more computing time. Another major source of increase in computing time is the aggregate statistics for items (usually noted as n, r) are not available in the M-step with this model. The full description of the estimation procedure is seen in the appendix. The procedure was programmed in the C++ language and evaluated with both real and simulated test data.
Calibration and Evaluation of the 4PLRT Model with Real Test Data
A set of 20 ACT Mathematics items was administered to a group of 1161 examinees via computers. The response data and response time data were input into the calibration program. The response data were also input into BILOG discarding the response time data.
The resulting parameter estimates were tabulated in Table 1 . The a, b and c parameter estimates from the two models were plotted against each other in Figure 2 . Both Table 1 and Figure 2 show the two models produced very similar a, b and c estimates. The correlations between these pairs of estimates were found to be 0.940, 0.974 and 0.986 for a, b and c, respectively. The fact that the c parameter has stronger similarity than the a and b parameters make sense because the c parameter should be not affected by difference in the two models.
The d parameter estimates from the 4PLRT model vary considerably across items. The relationship between this parameter and the other parameters was investigated by computing their correlations. The correlations between the d parameter and a, b and c are found to be 0.484, 0.339 and -.2166, respectively. These correlations suggest that more discriminating and more difficult items takes more time to converge to their asymptotic correct answer probabilities. These results should be replicated with more real test data in future studies.
Evaluation of the Estimation Procedure with Simulations

Method
The model and the estimation procedure developed in this paper are evaluated using simulated data. To simulate the response time, Thissen's (1983) model for response time was used. The model is described as v is the overall mean, s is a person slowness parameter, u is item slowness parameter, g is the log-linear relationship between response time and examinee ability. The generated response time data are used to generate the item response data using Equation 2 along with the examinee true ability parameters that are generated from a standard normal distribution. For this initial stage, we only examined a special case of the model; that is, we fixed the person slowness parameter in Equation 2 as constant and only let the item slowness parameter vary (from a uniform distribution from 0 to 10). The true a, b, and c parameters were taken from another set of ACT Mathematics item parameters.
Two different test lengths (20 items and 60 items) and three sample sizes (1000, 2000, and 4000) were used in this simulation. The summary statistics of the true item parameters for these two sets of items are in Table 2 . The simulated data were generated and calibrated 100 times for each of the six conditions. The bias, standard error (SE) and root mean square error (RMSE) were computed for each item parameter across 100 replications. The means and standard deviation (SD) of these error indices were computed across items. (For bias, the means of the absolute values were computed). The correlations between the true and estimated item parameters were also computed for each item parameter for each replication. The means and SD of these correlations across replications were computed.
To study the effect of ignoring response time when response time does have an effect on examinee performance, we also calibrated a sample response data with a regular 3PL model using BILOG. By comparing these a, b, and c parameters to the true parameters and the estimated parameters with the response time model, we can study the effect of omitting response time in the calibration.
Preliminary Analysis of the Simulation Model
In order to examine how the different components in Equation 3 affect the calibration of the model, we experimented with some different variations of Thissen's model. The issue of using different variations first arose when we discovered that when the full model in Equation   3 is used to generated the response time, the d parameters in Equation 1 can not be properly estimated.
The true and estimated parameters under different condition were contained in Table 3 .
It is interesting to see that the way the response time was generated had a major effect on the parameter estimates, particularly for the item slowness parameter, d. When Thissen's model was implemented with all the terms inside, the d parameters all shrink to near zero and the a and b parameter estimates were also negatively affected. When the z term was dropped from Results from the Simulation Study parameter is not well estiamted should be further investigated.
Conclusion and Discussions
The 4PLRT model proposed in this paper utilizes an important source of data in educational measurement made available by computerized testing; namely the response time.
The advantage of this model relative to models presented in the existing literature is that it can be applied to power tests. This paper developed a parameter estimation procedure for the 4PLRT model and evaluated it with both real and simulated test data. The results showed that the estimation procedure works well and produced reasonably accurate parameter estimates. With the real test data, the a, b and c parameter estimates from the 4PLRT model are very similar to those from the 3PL model calibrated with BILOG. The item slowness parameters seem to have strong correlation with the discrimination and difficulty parameters. Results based on simulated data show that if the response time affects the correct answer probability, ignoring response time data will have an adverse effect in estimating examinee ability.
In summary, these results give clear indication that this model provides promising capabilities in utilizing the response time data. As discussed previously, this model can be used to enhance measurement quality and handle many complicated issues otherwise difficult to handle, particularly in computerized adaptive testing settings. With the ever-increasing popularity of the computer-based testing, it is almost certain that there will be more and more need to utilize response time data to improve measurement quality. Future studies should apply this model to additional real test data and investigate how much can be gained in incorporating response time in the model. 
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Appendix
This appendix describes an application of the EM algorithm as described in Woodruff and Hanson (1996) to compute parameter estimates of the 4PLRT model for dichotomous items.
Model
The probability of a correct response to item j for a randomly sampled examinee with ability and speed parameters θ i and ρ i is given by the 4PLRT model as Complete Data. The complete data are the observed data plus the missing data for each examinee.
The complete data are
Response Times. The time examinee i took to respond to item j is t i j . The times that examinee i took to respond to all the items are
The N × J matrix containing the response times for all examinees to all items is T = (t 1 , t 2 , . . . , t N ) t .
EM Algorithm
The EM algorithm can be used to find parameter estimates that maximize the likelihood of the observed data based on a sequence of calculations that involve finding parameter estimates that maximize a conditional expectation of the complete data likelihood. To simplify the computations maximum likelihood estimates will be found for the conditional observed likelihood of the item responses given the response times. Parameter estimates will be found that maximize the following observed data likelihood (conditional on response times):
where is the set of item parameters for all items (δ j , j = 1 . . . , J ).
The corresponding likelihood for the complete data conditional on response times is:
The computations to be performed in the E and M steps of the EM algorithm are described in the next two sections.
E Step
The E step at iteration s ( 0) ). The expected complete data log-likelihood is given by (Woodruff and Hanson, 1996) :
where
The conditional probability of the ability latent variable being equal to q k and the speed latent variable being equal to u l for examinee i given observed item responses y i , observed response times t i and parameter values of (0) and π (0) is (Woodruff and Hanson, 1996) :
The E step consists of computing the conditional probabilities in Equation A8 which are used to compute the derivatives of φ( ) and ψ(π) in the M step.
M Step
Estimates of π and can be computed independently in the M step by finding values of and π that separately maximize φ( ) and ψ(π). 
and
The values of δ (s+1) j computed in the M step at iteration s are the solution of the system of four equations:
, π (s) ) computed in the E step at iteration s. 
