We present a method of fast factorization in formal concept analysis (FCA) of data with fuzzy attributes. The output of FCA consists of a partially ordered collection of clusters extracted from a data table describing objects and their attributes. The collection is called a concept lattice. Factorization by similarity enables us to obtain, instead of a possibly large concept lattice, its factor lattice. The elements of the factor lattice are maximal blocks of clusters which are pairwise similar to degree exceeding a userspecified threshold. The factor lattice thus represents an approximate version of the original concept lattice. We describe a fuzzy closure operator the fixed points of which are just clusters which uniquely determine the blocks of clusters of the factor lattice. This enables us to compute the factor lattice directly from the data without the need to compute the whole concept lattice. We present theoretical solution and examples demonstrating the speed-up of our method.
Problem setting
Finding interesting and well-interpretable groups in data is a challenging goal. Formal concept analysis (FCA) is a method of exploratory data analysis which aims at extracting a hierarchical structure of clusters from tabular data describing objects and their attributes [9] . The history of FCA goes back to Wille's paper [15] , foundations, algorithms, and a survey of applications can be found in [7] . Recently, there appeared interesting applications of FCA as a data analysis method, see e.g. [1, 8, 12, 13] , as well as a data preprocessing method, see e.g. [14, 18] .
Clusters in FCA are particular pairs A, B consisting of a collection A of objects and a collection B of attributes which are maximal with respect to the property that each object from A has every attribute from B. Since this approach corresponds to Port-Royal idea of a concept consisting of its extent (objects covered by the concept) and its intent (attributes covered by the concept), clusters A, B are called formal concepts. Formal concepts can be partially ordered by a subconcept-superconcept hierarchy (narrower clusters are under larger ones). The resulting partially ordered set of clusters forms a complete lattice, called a concept lattice, and can be visualized by a labeled Hasse dia-gram. In basic setting, the input data table contains bivalent attributes, i.e. each table entry contains either 0 or 1. More general attributes are handled by so-called conceptual scaling [9] . Recently, FCA was extended to data tables with fuzzy attributes, i.e. tables with entries containing degrees to which a particular attribute applies to a particular object. Then, the constituents A and B of a formal concept A, B are fuzzy sets rather than bivalent sets, see e.g. [4, 5, 11] .
In [2] , a method of parameterized factorization of concept lattices computed from data tables with fuzzy attributes is presented. A user supplies a similarity threshold a (parameter) and the method outputs, instead of the whole concept lattice which might be large, its factor lattice. The elements of the factor lattice are maximal blocks of clusters from the whole concept lattice which are pairwise similar to degree at least a. For a user, the factor lattice provides a coarser version of the whole concept lattice-the less the similarity threshold a, the coarser. In order to compute the factor lattice directly by definition, we have to compute the whole concept lattice (this can be done by an algorithm with a polynomial time delay, see [6] ) and then compute all the similarity blocks, i.e. elements of the factor lattice (again, this can be accomplished by an algorithm with polynomial time delay). In this paper, we present a way to compute the factor lattice directly from input data. The resulting algorithm is significantly faster than computing first the whole concept lattice and then computing the similarity blocks. In addition to that, the smaller the similarity threshold, the faster the computation of the factor lattice. This feature corresponds to a rule "the more tolerance to imprecision, the faster the result" which is characteristic for human categorization [16, 17] .
The paper is organized as follows. Section 2 presents preliminaries on fuzzy sets and formal concept analysis of data with fuzzy attributes. In Section 3 we present our approach. Section 4 presents experiments and demonstrates the speed-up.
Preliminaries

Fuzzy sets and fuzzy logic
The concept of a fuzzy set generalizes that of an ordinary set in that an element may belong to a fuzzy set in an intermediate degree not necessarily being 0 or 1. Formally, a fuzzy set A in a universe X [10] is a mapping assigning to each x ∈ X a truth degree A(x) ∈ L where L is some partially ordered set of truth degrees containing at least 0 (false) and 1 (true). Usually, L is the unit interval [0, 1] or some of its subsets. A(x) is interpreted as a degree to which x belongs to A. The notion of a fuzzy set enables us to model vaguely (nonsharply) delineated collections: For instance, the collection corresponding to "tall man" can be modeled by a fuzzy set to which men with heights 150 cm, 180 cm, and 200 cm belong to degrees 0, 0.7, and 1, respectively.
The scale L of truth degrees needs to be equipped with suitable operations generalizing logical connectives of classical (bivalent) logic. Particularly, we will need fuzzy conjunction ⊗ and fuzzy implication →. We assume that the set of truth degrees and the logical connectives form a complete residuated lattice L [2] , i.e. L = L, ∧, ∨, ⊗, →, 0, 1 , where (1) L, ∧, ∨, 0, 1 is a complete lattice (with the least element 0, greatest element 1), i.e. a partially ordered set in which arbitrary infima ( , for semantics of general quantifier) and suprema ( , for semantics of existential quantifier) exist; (2) ⊗ satisfies 
Another possibility is to take a finite chain {a 0 = 0, a 1 , . . . , a n = 1} (a 0 < · · · < a n ) equipped with Łukasiewicz structure (a k ⊗a l = a max(k+l−n,0) , a k → a l = a min(n−k+l,n) ) or minimum (a k ⊗a l = a min(k,l) , a k → a l = a n for a k a l and a k → a l = a l otherwise). More generally, taking I = {i 1 = 0, . . . , i m = n} ⊆ {0, . . . , n} with i 0 < · · · < i m , one can define a pair of a fuzzy conjunction and a fuzzy implication by
One can see that for I = {0, 1} and I = {0, 1, . . . , n} we get the above-mentioned Łukasiewicz and minimum pair, respectively. A fuzzy set with truth degrees from L in a universe U (called also an L-set) is a mapping A : U → L assigning to any u ∈ U a truth degree A(u) ∈ L to which u belongs to A. A fuzzy relation I between sets X and Y is a fuzzy set
The set of all L-sets in a universe U is denoted by L U . For a fuzzy set A ∈ L U and a truth degree a ∈ L we denote by a A the a-cut of A, i.e. a A = {u ∈ U | A(u) a} (the ordinary set of elements from U which belong to A to degree at least a). A fuzzy set A is called crisp if A(u) ∈ {0, 1}. Following common usage we will identify crisp fuzzy sets in U with ordinary subsets of U . For fuzzy sets A, B in U we put A ⊆ B (A is a subset of B) if for each u ∈ U we have A(u) B(u). More generally, the degree S(A, B) to which A is a subset of B is defined by S(A, B) = u∈U A(u) → B(u). Then, A ⊆ B means S(A, B) = 1.
Formal concept analysis of data with fuzzy attributes
Let X and Y be sets of objects and attributes, respectively, I be an L-relation between X and Y , i.e. I is a mapping
is called a data table with fuzzy attributes. X, Y, I represents a table which assigns to each x ∈ X and each y ∈ Y a truth degree I (x, y) ∈ L to which object x has attribute y.
We put 
B(X, Y, I ),
is a complete lattice, see [5] for more information about its structure.
Fast factorization by similarity
Factorization by similarity
In this section, we recall the parametrized method of factorization introduced in [2] . For details, we refer to [2] and to [9] where a general factorization of complete lattices by tolerance relations is described. Given a data table X, Y, I , introduce a binary fuzzy relation ≈ on the set B(X, Y, I ) of all formal concepts of X, Y, I by
Here, denotes infimum and ↔ is a connective of fuzzy equivalence defined by
It is known that ≈ is a fuzzy equivalence relation, i.e. we have (A ≈ A) = 1 (reflexivity),
is called the degree of similarity of A 1 , B 1 and A 2 , B 2 . It is easily seen that it is the truth degree of "for each object x: x is covered by A 1 iff x is covered by A 2 ." One can show [2] 
Therefore, measuring similarity of formal concepts via extents A i coincides with measuring similarity via intents B i , corresponding to the duality of the extent/intent view.
Given a truth degree a ∈ L (threshold specified by a user), consider the thresholded relation a ≈ on B(X, Y, I ) defined by
That is, a ≈ is the (crisp) relation "being similar to degree at least a." a ≈ is reflexive and symmetric, but need not be
) such that each two formal concepts from B are similar to degree at least a (the notion of a a ≈-block generalizes that of an equivalence class: if a ≈ is an equivalence relation, a ≈-blocks are exactly the equivalence classes). Denote by B(X, Y, I )/ a ≈ the collection of all a ≈-blocks. It can be shown that a ≈-blocks are special intervals in the concept lattice B(X, Y, I ) [2, 9] . In detail, for a formal
That is, A, B a and A, B a are the infimum and the supremum of the set of all formal concepts which are similar to A, B to degree at least a. Then, a ≈-blocks can be described as follows.
Lemma 1. a ≈-blocks are exactly intervals of B(X, Y, I ) of the form
[ A, B a , ( A, B a ) a ], i.e.
B(X, Y, I )/ a ≈ = A, B a , A, B a a A, B ∈ B(X, Y, I ) .
Note that an interval with lower bound A 1 , B 1 and upper bound A 2 , B 2 is the subset 
Elements of B(X, Y, I )/ a ≈ can be seen as similarity-based granules of formal concepts from B(X, Y, I ). B(X, Y, I )/ a ≈ thus provides a granular view on (a possibly large) B(X, Y, I ). Note also that if a ≈ is transitive then it is a congruence relation on B(X, Y, I ) and B(X, Y, I
)/ a ≈ is the usual factor lattice modulo a congruence.
We now present an illustrative example. Consider the data table in Table 1 . X contains nine objects (Mercury, . . . , Pluto), Y contains four attributes ("size small," . . . , "near to sun"). The corresponding concept lattice is depicted in Fig. 1 . 
Computing the factor lattice directly from input data
In order to compute B(X, Y, I )/ a ≈ using definition and Lemma 1, one has (1) to compute the whole concept lattice B(X, Y, I ) and then (2) to compute a ≈-blocks on B(X, Y, I ), which can be quite demanding. We are going to propose a way to compute B(X, Y, I )/ a ≈ directly from input data X, Y, I . We need some auxiliary results. For basic properties of concept lattices in fuzzy setting we refer to [2, 5] . For a fuzzy set C in U and a ∈ L, the fuzzy sets such that A, B ∈ B(X, Y, I ) (dually, B is an intent if there is A with A, B ∈ B(X, Y, I ) ).
Lemma 3. If A is an extent then so is a → A; if B is an intent then so is a → B.
Proof. We prove the assertion for extents. Let A be an extent, i.e. A, B ∈ B(X, Y, I ) for some B. We have to show that a → A, B ∈ B(X, Y, I ). It suffices to show that
The next lemma shows that for a formal concept A, B , A, B a and A, B a , defined by (1) and (2) as infimum and supremum of all formal concepts similar to A, B to degree at least a, can be computed from A, B directly.
Lemma 4. For A, B ∈ B(X, Y, I ), we have
Proof. Due to duality we verify only (a). The assertion follows from the following claims.
(a1) (a ⊗ A) ↑↓ is an extent of a formal concept (a ⊗ A) ↑↓ , D which is similar to A, B to degree at least a; (a2) if C, F is a formal concept similar to A, B to degree at least a then (a ⊗ A) ↑↓ , D C, F ; (a3) a → B is an intent of a concept c which is similar to A, B to degree at least a; (a4) if C, F is a concept similar to A, B to degree at least a then for c from (a3) we have c C, F .
Indeed, from (a1) and (a2) we get that (a ⊗ A) ↑↓ , D is the least formal concept similar to A, B to degree at least a. Therefore, A, B a = (a ⊗ A) ↑↓ , D . Then, (a3) and (a4) yield that a → B is an intent of the least formal concept similar to A, B to degree at least a, i.e. a → B = D. We now verify (a1)-(a4). ⊗ (a → B) ) ↓↑ . A, B a ) a ) a . c a d a , (2) c d implies c a d a ,  (3) c (c a ) a , (4) c (c a ) a . (1): Recall that c a = {e ∈ B(X, Y, I ) | c, e ∈ a ≈}. We need to show that if d, f ∈ a ≈ then c a f . Thus suppose d, f ∈ a ≈. From c, c ∈ a ≈ and from the fact that a ≈ is a tolerance relation compatible with lattice operations on B (X, Y, I ) we get c, c ∧ f = c ∧ d, c ∧ f ∈ a ≈. Now, since c a is the infimum of all e such that c, e ∈ a ≈, we have c a c ∧ f and since c ∧ f f , we get c a f , proving (1) . (2) can be proved analogously. (3) and (4) A, B ∈ B(X, Y, I ), i.e. c 1 = A, B a , c 2 = ( A, B a ) a , then it is also generated by c 2 , i.e. c 1 = (c 2 ) a and c 2 = ((c 2 ) a ) Before presenting the main result, let us recall that a fuzzy closure operator in a set X [3] is a mapping C :
Lemma 5. For A, B ∈ B(X, Y, I ) we have A, B a = ((
Proof. First we show that for every c, d ∈ B(X, Y, I ) we have (1) c d implies
A → C(A) satisfying A ⊆ C(A), S(A 1 , A 2 )
S(C(A 1 ), C(A 2 )), and C(A) = C(C(A)), for any
Denote by fix(C) the set of all fixed points of C, i.e.
fix(C) = A ∈ L X A = C(A) .
Theorem 6. Given input data X, Y, I
and a threshold a ∈ L, a mapping C a sending a fuzzy set A in X to a fuzzy set a → (a ⊗ A) ↑↓ in X is a fuzzy closure operator in X for which fix(C a ) = ESB(a).
Proof. First, we verify that C a is a fuzzy closure operator. A ⊆ C a (A) means A ⊆ a → (a ⊗ A) ↑↓ which is equivalent (by adjointness) to a ⊗ A ⊆ (a ⊗ A) ↑↓ which is true since E ⊆ E ↑↓ is always the case. We showed A ⊆ C a (A).
To verify C a (A) = C a (C a (A)), suppose first that A is an extent. Then, by Lemma 4, C a (A) is the extent of ( A, A ↑ a ) a . In order to show C a (A) = C a (C a (A)), we thus have to check
a which is true due to Lemma 5. If A is not an extent, the assertion follows from the fact that C a (A) = C a (A ↑↓ ), the fact that A ↑↓ is an extent and the previous claim. We thus need to check ↑↓ is the greatest one which is similar to (a ⊗ A) ↑↓ to degree at least a. In fact, in order to apply Lemma 4, A needs to be an extent. However, going through the proof, one can see that (a ⊗ A) ↑↓ is the extent of the least formal concept which is similar to A to degree at least a even for an arbitrary fuzzy set A (not necessarily an extent). Therefore, the claim of Lemma 4 can be safely used in our case. We therefore have concepts c 1 , c 2 ∈ B(X, Y, I ). This is, however, in accordance with the purpose of the factorization of B(X, Y, I ): We are looking for a granular view which is more concise than B (X, Y, I ) itself.
The problem of computing B(X, Y, I )/ a ≈ thus reduces to the problem of computing fix(C a ). To this end, we can use the algorithm described in [6] . The algorithm is an extension of the Ganter's algorithm generating all fixed points of an (ordinary) closure operator (see [9] ) and generates all fixed points of a fuzzy closure operator C in a lexicographic order. Note that the algorithm in [6] is formulated in terms of the fuzzy closure operator ↑↓ (i.e. sending A to A ↑↓ ). But since each fuzzy closure operator is of the form of ↑↓ , there is no loss of generality involved. We now briefly recall the algorithm from [6] .
Let X and L be finite. Suppose X = {1, 2, . . . , n} and L = {0 = a 1 , a 2 , . . . , a k = 1} such that if a i a j in L then i j (i.e. the ordering of elements of L by indices extends their ordering in L). For i, r ∈ {1, . . . , n}, j, s ∈ {1, . . . , k}, put (i, j ) (r, s) iff i < r, or i = r and j s.
Here, A ∩ {1, 2, . . . , i − 1} is the intersection of a fuzzy set A and the ordinary set {1, 2, . .
Then < is a total order on L X and for each A ∈ L X , the least fixed point A + ∈ fix(C a ) which is greater (w.r.t. <) than A is given by A + = A ⊕ (i, j ) where (i, j ) is the greatest one with A < (i,j ) A ⊕ (i, j ) (see [6] ). The algorithm for generating a ≈-blocks which is based on this description of the successor operator + follows. 
Examples and experiments
The aim of this section is to demonstrate experimentally the effect of reduction of size of a fuzzy concept lattice by factorization by similarity, and the speed-up of our algorithm. By reduction of size of a fuzzy concept lattice given by a data table X, Y, I with fuzzy attributes and a user-specified threshold a, we mean the ratio The example demonstrates that smaller thresholds lead to both larger size reduction and speed-up. Furthermore, we can see that the time needed for computing the factor lattice B (X, Y, I )/ a ≈ is smaller than time for computing the original concept lattice B (X, Y, I ).
Note also that since computing B(X, Y, I ) using the polynomial time delay algorithm from [6] Table 3 . Table 4 and Fig. 4 show the same characteristics when using the minimum-based fuzzy logical operations (instead of Łukasiewicz fuzzy logical operations).
Example 8.
In this example, the input data table X, Y, I comes from samples of results of IPAQ questionnaire. The purpose of the IPAQ (International Physical Activity Questionnaire) is to monitor various attributes related to physical activity of a population. We used two data sets collected during a research program at the Faculty of Physical Culture, Palacký University, Olomouc. The objects from X are both men and women in the Czech Republic who entered the questionnaire. The attributes are selected IPAQ-attributes, possibly scaled to [0, 1] so that they can be considered as fuzzy attributes. The first sample consists of 1000 objects and 8 attributes; the results for minimum-based logical operations are depicted in Table 5 . The second sample consists of 4318 objects and 8 Table 2  Data table with Table 3 . Table 4 Minimum-based fuzzy logical connectives, B(X, Y, I ) of data from Table 4 . attributes; the results for minimum-based logical operations are depicted in Table 6 . Note that the differences between the speed-up in Tables 3 and 4, and in Tables 5 and 6 are mainly due to the differences in size reduction. This points out a natural property of our algorithm. Namely, the smaller the factor of size reduction, the larger the speed-up. 
