The correct use of information in science and technology is very important for its progress. Nowadays, the equipment used for the scientific and technological development provides results that are later interpreted by the researchers, in most of the above mentioned equipment the results are images full of information which has to be analyzed. A powerful stage with multiple benefits in this field is the image pre-processing by means of intelligent systems, which are capable to do image analysis throwing very useful results that enhance the scientific and technological information. There are currently more than 500 functions in the computational vision specialized open source library OpenCV, which associated with the C++ programming language. These functions are used for application development in many areas of computer vision such as products inspection, medical images, safety, user's interfaces, camera calibration, stereoscopic vision and robotics. In this development and research work, by using the available functions and modifying the exposed methods, we present a proposal for signal detection in images originated in the transmission electron microscope (known as diffraction patterns), which are attached to the detailed analysis of crystalline structures used in the study of the materials science, the results show a profit of at least 18% in the detection of signs by means of the method proposed in this work.
Introduction


The development of science and technology is related to the knowledge we have of materials; the physical and chemical composition of these materials will determine the potential use or application for them. Crystallography is the science concerned with the development and growth of crystalline materials, their physical and chemical properties, their outward form, their internal structure and the location of their atoms. It has been found that there is an obvious correlation between the crystallinity of the materials and their physico-chemical properties [1, 2] .
In order to determine the crystallinity of the material, it is necessary to fully characterize it. The TEM (transmission electron microscope) is one of the most used equipment in technological research and basic and applied science to analyze crystalline samples. This sophisticated microscope utilizes a beam of accelerated electrons to study the thin sample, obtaining a vast amount of information resulting from the interaction of the electron beam with the sample, which is collected by several detectors in the equipment [3] . When electrons impact the sample, a set of signals is generated from which the diffracted electrons are directly related with its atomic structure. This signals of diffracted electrons collected by the detectors, are known as diffraction patterns. These diffraction patterns, in turn, produce various types of images depending on the analyzed sample. Many analytical
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Through a Diffraction Pattern Indexing Software 526 data are obtained from these diffraction patterns, which allow to study the particles chemical composition, microstructural defects in crystalline materials, measure distance, angles, size and radius at a nanometric scale, identify crystalline phases, among others [4] [5] [6] . The crystalline phases are the parts of the material which have the same atomic ratio and crystalline arrangement; every phase is a homogeneous element of the total mass, with its specific properties and characteristics [7] . Therefore, in a heterogeneous system with differing atomic ratios or varying crystalline relationships, each one of the uniform elements of which it is composed is separable and distinguishable from each other and they are known as phases. These phases can have the same chemical composition (diamond-graphite) or completely different (graphite-iron carbide) [8] .
An accurate characterization of the studied materials enables researchers to analyze their particular properties so that they can improve the performance in a specific use or create new materials for a given application; thus, processing the information contained in images is essential for science and technology development.
Numerous papers have been written about image processing by using the C++ programming language, supported by the open source, computer vision specialized library, OpenCV, which includes over 500 computer vision methods, such as product inspection, medical images, security, user interface, camera calibration, stereoscopic vision and robotics [9] .
Image pre-processing is a very common and crucial step in any computer vision system. It incorporates a set of algorithms that are applied to an image to improve its quality [10] , some of which can include noise removal and geometric transformations, improving contrast and vividness, etc. [11] .
Using the tools included in the OpenCV library for image pre-processing, Xie and Lu suggest a method for detecting the amount of copper in wires [12] , Lorsakul and Suthakorn propose a procedure to identify traffic signs [13] and a system to recognize blood cells [14] .
Nevertheless, these methods are not capable of detecting all the signals available in the diffraction pattern image, causing the loss of significant information, particularly in the regions furthest from the center due to their adverse light conditions; and even though these signals are not very perceptible visually, they are highly useful for the researchers.
The CIMAV (Centro de Investigación en Materiales Avanzados) has two TEMs, one of which is high resolution (HRTEM) JEOL JEM 2200FS+Cs. Different types of diffraction pattern images of various materials are obtained with these microscopes to determine the phases of the analyzed material; however, the method can include images taken from any microscope.
Around year 2000, Intel Microprocessor Research Lab developed an Open Source Computer Vision Library, better known as OpenCV [15] , which is distributed under the BSD License and hence it is free for both academic and commercial use. OpenCV can be used in both Linux and Windows. It also supports a wide variety of other operating systems. It contains an optimized collection of C libraries across a broad range of computer vision algorithms. Some of the function areas endorsed by this library are [16] :
• Basic structures and operations on arrays;
• Image processing and analysis;
• Structural analysis and shape descriptors;
• Motion analysis and object tracking;
• Face recognition and object detection;
• Camera calibration and 3D reconstruction;
• Machine learning;
• Reading and writing video;
• User interface. This paper presents an image processing approach, which includes a novel method utilizing the OpenCV library and its tools for signals detection in diffraction pattern images. This method is capable of increasing the number of signals detected, providing up to 18% improvement compared to other methods reported for similar applications.
Through a Diffraction Pattern Indexing Software 527
Software Approach
This work utilizes the Qt IDE (integrated development environment) for the design and development of the diffraction pattern detection software, as well as the C++ programming language and the open source library specialized in computer vision called OpenCV [17] , which collects over 500 functions typical of this area [9] , to suggest a method that is capable of detecting the widest possible number of signals within a crystal diffraction pattern (single crystal). The signals are usually shown as spots in the image; this method is called SIPAD (Spanish acronym of diffraction pattern identification software) and is employed to automatically detect signals in a diffraction pattern image of a single crystal.
The quality of the image needs to be improved by implementing a common stage known as pre-processing [10] , which is a collection of algorithms that are applied to an image to modify it and reduce the noise it might have through geometric transformations, intensity and contrast improvement, among other operations.
Some of the most common functions contained in the OpenCV library to process images are [11, [18] [19] [20] :
• Thresholding: removes the values that are above or below a certain value called threshold, assigning a zero value to them;
• Binarization: thresholding variant that changes all pixel values to zero when they are below the threshold and to one when they have the same value or greater;
• Dilate: spreads the number of pixels of an object, typically in all directions simultaneously;
• Erosion: shrinks the shape of an object by removing pixels from the edge that defines it;
• Filtering: operation that softens an image through computation and assignment of the average values surrounding each pixel in the image.
The main advantage of using SIPAD is the possibility to semi-automate the analysis and indexing process of the diffraction patterns obtained from TEMs; in other words, this software is capable of proposing the spots that are considered the most relevant to the user, and at the same time allowing modifications if necessary.
Pre-processing Algorithms
By themselves, the methods that are incorporated into the OpenCV library typically cannot detect the entire number of characteristics or signals that are being sought in an image; therefore, are supported by other functions to achieve better outcomes. This is primarily due to the high degree of specialization that each function has; for instance, if border detection of a shape in an image is needed and the latter has not been filtered, it is possible that many edges are detected erroneously because of the noise existing in the image.
In this case, the best practice is to apply a filter to the image before implementing the border detection operation.
The method suggested by Xie and Lu [12] to reveal the amount of copper in cables, consists of the following phases:
(1) Image capture; (2) Grayscale conversion; (3) Median filter; (4) Thresholding; (5) Morphological operations: erosion, dilation, opening; (6) Edge detection. In a preliminary approach, the Xie and Lu method [12] applied to a diffraction pattern allows to identify a considerable amount of signals; however, it also detects the information at the bottom of the image, which is considered as noise in this process. This is shown in Fig. 1 .
In order not to produce fake signals at the bottom of the image in Fig. 1a , it is necessary to remove some information from the original image, eliminating the detection of non-present signals and causing an improvement of the results. This process is applied to the same image, resulting in the detection as shown in 
Fig. 2 (a) Original image and (b) edge detection on the image with the Xie and Lu method.
Xie and Lu's method shows good results identifying signals in diffraction patterns images; however, due to the impact that results have in the research area, it is necessary to consider as much signals in the image as possible and supply SIPAD with the ability to identify most of them. It is important to detect the maximum amount of signals, since they all contain important data about the analyzed material, which is very useful and essential for researchers. Not considering this information could impact the studies, resulting in incomplete analysis and thus losing substantial characteristics of the sample from which the diffraction pattern was obtained.
A more detailed review of the original image shows that the signals that are further away from the center of the image, which due to the low light conditions at the borders of the image, are not very perceptible visually. Fig. 3 exhibits the equalization of the original image to show the signals that are not perceivable in the non-equalized original image. Looking at the image, it is noticeable that the method proposed by Xie and Lu is not capable of detecting all signals, hence resulting in an incomplete detection procedure for this specific application.
There are other methods very similar for particle discovery like Lorsakul and Suthakorn's [13] for traffic signs detection, or Priyankara et al. [14] for blood cells recognition. Nevertheless, these procedures are not capable of detecting the signals of interest that are located further from the center of the image because of the low light condition at the edges which, even when they are hard to see, can be identified. Fig. 3 also shows that the signals which move away from the center are less intense than the ones closer to it, and even when they are present it is hard for the system to identify them. It can be seen that different spots (signals of interest) in the image have a very similar behavior, regardless of their distance from the center of the image, namely, their intensity. It was found that in every spot, there is a central region composed of one or more pixels, all with the same value (which we will call maximum), from which the intensity of the spot decreases until pixels of the image background are reached. This behavior is demonstrated in Fig. 4 .
Based on the intensive analysis, a new method is proposed to increment signals detection in diffraction patterns images. This algorithm consists of the following stages:
(1) Maximum detection: the system needs to discover possible diffraction pattern signals. This is achieved by convolving the image with a 7 × 7 kernel; this is, passing a 7 × 7 mask through all pixels in the image. For each segment inside the kernel, the mean value is calculated and if there is a pixel which value is slightly higher than the estimated value, it is marked as a maximum since it is probably the centre of a signal of interest;
(2) Spots search: once possible maximum pixels are located, the next step is to verify if they effectively belong to the centre of a signal. This is performed based on the information surrounding the pixel marked as maximum: if the behavior is similar to the one illustrated in Fig. 4 , then it is set as the centre of a signal of interest and the pixels surrounding it, considered as a part of the signal are also selected; if these conditions are not met, the maximum that is being analyzed is discarded as a part of a signal. Next, for the final signals detected the dilation, thresholding and erosion functions are applied to the image to remove potential noise added through the process and to acquire a binary image on which signals of interest contours will be detected.
(3) Contours detection: finally, the OpenCV findContours() function is implemented to get the contours of the connected components in an image [21] , obtaining the spots as shown in Fig. 5a .
Results
From the available files, a simple of 21 different diffraction patterns images was selected for the purpose of testing the algorithms described in this work. After applying both techniques, the suggested method revealed a better performance for spot diffraction patterns than the one proposed by Xie and Lu, identifying approximately 18% more signals. The discrepancy between both methods is basically due to the analysis of the distinctive characteristics of each spot separately and not forcing the image processing as a whole, since this is what causes the weakest signals to be lost. Table 1 displays the difference between both methods when each one is applied to the selected images. Table 1 registers all the signals discovered, the percentage of signals erroneously detected and the signals that were properly identified by each method. Table 2 shows the difference of identified signals between both models, indicating the additional percentage of signals detected that the suggested method has in contrast with the one that Xie and Lu offer.
The result is a statistic with an average of 36 detected signals per diffraction pattern with an error rate of 8.94% with the Xie and Lu's technique, against an average of 40 identified signals and a 1.60% error rate with the algorithm suggested. The contrast between both methods is visually presented in Fig. 5 , where the negative of the resulting images for both methods were obtained; its results were subtracted by means of OpenCV method subtract() [9] in order to reveal the distinctions in them. Fig. 5c shows as dots the difference between the signals detected by the proposed method (Fig. 5a ) and Xie and Lu's work SIPAD  1  20  33  20  33  0  0  2  38  39  38  39  0  0  3  14  21  14  21  0  0  4  36  39  36  39  0  0  5  98  95  98  95  0  0  6  63  73  62  72  1.58  1.37  7  35  39  35  39  0  0  8  24  26  24  26  0  0  9  14  14  14  14  0  0  10  7  10  7  10  0  0  11  23  21  23  21  0  0  12  14  15  14  15  0  0  13  1  27  0  22  100  18.5  14  37  37  37  37  0  0  15  46  46  46  46  0  0  16  52  55  52  55  0  0  17  35  42  35  42  0  0  18  47  47  47  47  0  0  19  130  36  21 (Fig. 5b) . Fig. 5d contains the result of a second diffraction pattern processed the same way as Fig. 5c . Clearly, a similar outcome behavior is achieved in these resulting images.
Conclusions
Using the OpenCV library enables easy implementation of specific image processing and analysis methods; the SIPAD software presented in this paper provides a method for detecting points of interest in an image regardless of whether or not lightning condition varies in different regions of the image or if the signals to detect have a low or high intensity. This is possible because every signal is analyzed in its own environment, therefore, if other methods considered a signal as noise because of the global properties of the image with this technique, every signal of interest is analyzed in a special context. Consequently, most of the points that coincide with the specified characteristics of a signal can be detected even when they are difficult to locate in the original image.
