7. The Selective Sampling Method 7 .1 Introduction Among the different known approaches suitable for measuring the activity of a radioactive source consisting of nuclides decaying in more than one step, the selective sampling method (Muller, 1981c) is not only the most recent, but probably also the simplest. This is due to the fact that the two counting channels used remain essentially decoupled during the measurement.
The detailed description in the preceding chapters of the formulae applicable to the coincidence method has amply demonstrated that the most difficult problems that arise are due to the coincidence channel. One may, therefore, ask the naive, but also provocative, question of why we use coincidences at all. At first sight, the obvious answer seems to be that we want to take advantage of the fact that the two steps in the decay often occur simultaneously, or nearly so. While this is true in many cases, it is, at the same time, a serious handicap in all those situations where the half life of the intermediate state is no longer negligible from the experimental point of view. Looking at the problem in a more formal way, the two "obvious" equations for the observed count rates in the single channels are of the type (with the transmission factors T 13 and T 1 ) R13 = T13Ei0and (7.1) and imply three unknowns, namely the activity, A, and the two detection efficiencies, E 13 and E-y , assuming that the dead times are known. 2 The solution of this system obviously requires a third equation which introduces no additional unknown quantity. This, in essence, is what we do when we choose to perform coincidences. However, the price paid for this way of solving the problem is high, as has been shown in the previous chapters. Can one think of other possibilities?
At this point it may be useful to realize that what we actually would like to know is simply whether or not two pulses (say 13 and "/), observed in different channels, stem from the same decay. They may or may not be coincident in time; the essential point, therefore, is not their temporal but their "causal" relationship. Unfortunately, no characteristic of pulses is known that would allow us to make the desired distinction. However, a useful negative statement is possible, namely in the sense of selecting ev~nts that have no "partner". In this way, we can smgle o':1t pulses for which we know that the partner event m the opposite channel, originating from the same decay, has not been detected. This absence of partner events must not be arranged artificially (e.g., by a dead time), but should be due only to the finite detection probability: It has been produced by chance. The problem is to distinguish such events from all the others.
.2 The Principle of Selective Sampling
The basic idea of the method consists of taking full advantage of a special featur_e offered by the behavior of an extendable dead time, T. For this purpose, let us look at Figure 7.1. We claim that, in the time interval 'i' which precedes the arrival of an observed output event of type R, there have been no events in the original series p. The proof is simple.
. Let us assume the opposite, namely the existence of events p' 1 , p' 2 , . . . . Since, for an extendable dead time they all would have been necessarily followed by a de~d time of length T, this should have eliminated the event R at t 0 . As R has been observed, the assumed presence of events in T must be wrong. This conclusion would not be valid for a non-ext~ndable dead time because, in this case, events within T might have been eliminated by previous pulses P1, P2, ... , without imposing a new dead time, and the pulse R at t 0 could have "survived" all the same.
From this it follows that the use of an extendable dead time readily offers a means of selecting time zones in the original random process where we can be sure that they were free of detected events. The application to activity measurements is simple: We insert an extendable dead-time unit in one channel and observe the arrival of events in the opposite one ( Figure 7 .2). After a sufficient numbe~ of c!cles, this approaches the distribution shown m F1gur~ 7.3.
Observation of the arrival density before to obviously requires the insertion of a suitable time delay in the gamma channel. What is the reason for the marked difference of the arrival densities in how can we take advantage of this fact? In the time zones marked G the arrival frequency of gamma events is proportional to the observed gamma count rate. Neglecting (for the moment) possible dead-time losses, we expect for the average number of events counted per channel
where the constant k 1 , for a given source, depends only on the channel width and the measuring time (or number of cycles). In the zone T, fewer gamma pulses arrive because they have to fulfill the condition to be without a partner in the beta channel. This leads to
We thus arrive at the simple and basic relation
from which the detection efficiency c 13 of the beta channel is obtained. This now allows us to determine the required source activity directly by
The simplicity of this approach is quite remarkable and it has the welcome feature that the evaluation of the corrections for dead time and background (which for most practical applications are nearly negligible) can be readily done (see Section 7.4). Since no coincidences are performed, all the usual corrections involving resolving time or channel delay (Gandy effect) are absent.
Some Peculiarities of the Method
For several years, the practical application of the selective sampling method has been handicapped by the fact that the multichannel analyzers commercially available suffered in the multiscaler mode from dwell times which were too long for a meaningful registration of the arrival times. This obstacle has been circumvented by the use of a ''speed converter'', an elaborate electronic system allowing the arrival times to be registered and accumulated in real time, and a slow (but infrequent) transfer of the memories to the multichannel analyzer. Without this system, developed by P. Breonce (1976) , the efficiency of the sampling method would have been too low to be of practical use. Now, this difficulty no longer exists; there are two ways to overcome it. The first is offered by the fact that several manufacturers now produce multichannel analyzers with dwell times of 1 µs or less, which is sufficiently short for our purposes. Such an apparatus can then be directly used as suggested in Figure 7 .2. The second possibility is given by a simple arrangement, called "blind" sampling (Muller, 1985b) , in which a signal, obtained from the beta pulse at to, opens simultaneously two time gates through which pass the direct and delayed gamma pulses which are counted and accumulated in two scalers, the contents of which correspond to the quantities G and g of Figure 7 .3.
Apart from its simple realization-only time delays, gates and scalers are needed-blind selective sampling can also offer a higher counting efficiency than the "lucid" version. This is because all the beta pulses after the extendable dead time actually start a registration cycle and no time is lost for data transfer. Occasionally, some hesitation to use this "blind" version is met because it no longer offers the convenient optical control shown in Figure 7 .3, but this cannot be taken as a serious objection since all the other approaches, including the coincidence method, are equally "blind".
There also exists an intermediate version, called "one-eyed sampling", which combines the advantages of the "lucid" and the " blind" variants. Here, length and position of the time gates can be visually controlled, and once the adjustments are performed, one can switch over to the faster blind version. However, the application of this variant assumes the availability of a fast multichannel analyzer (or of a speed converter).
When the first beta pulse available after the deadtime unit is used to start a registration cycle, the distribution of the gamma arrival times will not exactly show the pattern indicated in Figure 7 .3. The modification concerns the time region before t 0 -T and is due to the fact that an event, chosen "at random", is preferably preceded by an interval of more than average length (Muller, 1985a) . This effect can be avoided by starting only with the second pulse, which ensures a flat G region from t 0 -T to t 0 -2T.
However, this would reduce the counting efficiency nearly by a factor of two. Since the region of G also appears after the time t 0 , it is more advantageous to use all betas as starting pulses, accept the distortion and measure g before t 0 , but G after t 0 . This is also the mode adopted in the blind version.
Corrections to be Applied
It should first be noted that, in comparison to other methods, selective sampling needs very few corrections to the raw data, which are g and G. In addition, the corrections are usually small and rather easy to evaluate.
Dead-Time Correction
Losses occurring in the series of beta pulses are generally of no interest as they merely affect the frequency by which registering cycles are started, but have no influence on the ratio g I G. The observed beta count rate, R 13 , must be corrected in the usual manner by p 13 = R 13 / T 13 • Losses in the gamma counts are of interest only as far as their relative effect is different for the time zones labelledg and Gin Figure 7 .3.
Let us assume that, for specifying the measuring conditions, a small dead time, Ty, of the non-extending type has been inserted in the gamma channel. As is evident from Figure 7 .3, the gamma count rate changes suddenly at the edges of the zone labelled g.
The exact description of the dead-time losses in such a transition region requires a generalization of the usual formalism since count rates are now taken as functions of time, t. For a non-extendable dead time, T, it is possible to recover the original count rate, p(t), from the observed rate, R(t), by forming (Muller, 1981d)
Although this can be done, it is oflittle relevance here as it concerns only the very beginning of the region (of approximate length Ty) . For the remaining part of g , and likewise for G, the traditional corrections are applicable. The values corrected for dead time are, therefore, G Go= 1-R yTy and g (7.5)
where G and g are the measured (average) channel contents and R y is the observed gamma count rate (after T). This leads to go g 1 -R yTy
For a careful study of the exact behavior of the arrival densities in the whole time region of interest, see Smith (1986) , where the theoretical results have been confirmed by extensive Monte-Carlo simulations. In practice, the only critical situation which may arise concerns the case where T, inserted in the beta channel, is preceded by another extendable dead time of comparable length because this may severely restrict the useful part in the gap region. However, the resulting distortion of the spectrum would be easily seen in the "lucid" version and, no doubt, taken as a warning.
Background Correction
In Equation 7.2, G and g need to be corrected for background counts, which are inevitably present when a source is measured. A procedure for doing so can be found in Muller (1982a) . An equivalent alternative approach can be described as follows. If k2 = G!R y is the conversion factor between channel contents and observed gamma count rate, the corrected values are given by
where P yB is the background gamma count rate. The coincidence background rate is given by CB P13-yB = P13B WB' (7.8) where Pl3B is the beta background, CB is the count rate in the coincidence peak and WB is the rate of the writing cycles (on the multichannel analyzer), all in the absence of a source. Hence, without background we would have had
For small backgrounds, this can be approximated to
Overall Correction Formula for ~1 3
Both the dead-time and the background corrections can be applied to the measured ratio, g /G, by writing where and Kb ~ 1 -: 2 [P~B (G -g) -P13-yB] · Some elementary rearrangements show that this leads for the corrected efficiency of the beta detector (in first order) to ( r)( (7.11) where r = g /G is the ratio measured directly by the selective sampling method. We recall that the results that can now be obtained for the activity, A, by substituting Equation 7 .11 into Equation 7.4, have to be extrapolated to the value E 13 = 1 in the usual manner (Muller, 1981a) , as in all other measuring methods.
.5 Delayed States
It is well known that the traditional coincidence method breaks down when the observed disintegration passes through an isomeric state, the half life of which is of the order of the resolving time or longer. When measurements are performed with sufficiently long resolving times, some useful information may still be obtained by an extrapolation, but the approach is not practical and becomes increasingly inaccurate.
In the selective sampling method, the situation is clearly more favorable. Since, with respect to the emission of a beta, the gammas are now (randomly) delayed in time, the spectrum of the arrival times corresponding to a prompt decay (shown in Figure  7 .3) becomes modified. The new distribution is obtained by a convolution of the old density with the exponential function E(t) = ,\e-At, for t > 0, (7.12) where ,.\ is the decay constant of the isomeric state.
The modified distribution for the arrival times of the gammas can best be formed by separating the traditional spectrum into three parts, namely a uniform distribution (of value G), a negative rectangular (of length T and height Gg) and a delta peak at t 0 .
The sum of the three corresponding convolutions leads to a new time spectrum which can be observed. If the time origin oft' is chosen at the beginning of the gap, then the shape of the spectrum is given by
for t' > T, (7.13) where the constant a depends on the number of gamma pulses recorded during the measuring time which, for 1/ ,.\ = 0, would have been coincident with the beta pulse starting the cycle.
In such an experiment, a cycle should not be started by the first, but by the second (or even third) available beta pulse in order to ensure that a sufficient portion of the spectrum to the left of t' = 0 is flat and corresponds to the value G. The region after the "gap" now has an exponential shape and should allow an accurate determination of the half life of the isomeric state.
The value of g has to be determined from the time spectrum of the gammas registered within the gap, i.e., by an extrapolation of the exponential shape (with A known) to a value t' » 1/ ,.\.
While the case of a negligible halflife brings us back to the familiar shape with its rectangular gap, the situation is more complicated for a half life that is much longer than the gap width, T. If, as in the case of 75 Se, for example, only a fraction a of the decays is delayed, the distribution of the arrival times looks very much like the one for a rapid decay. In fact, the gap region now also contains pulses which have a partner, but are slow (i.e., have a long delay). If a is known, this can be corrected for.
Optimum Measuring Conditions and Uncertainties
When the selective sampling method is used for measuring an activity, A, the latter (apart from minor corrections, discussed above) is given by the relation A= 1 -g /G' (7.14) where p 13 = R 13 / T 13 is the original beta count rate. The question then arises how, for a given source, the value of the extendable dead time, T, should be chosen (_yvithin certain limits) for giving the best precision. T will normally be the only adjustable parameter, the others (e.g., detection efficiencies) being entirely fixed in advance. A look at Equation 7.14 reveals that the principal limitation for the statistical accuracy will stern from g, which is derived from the total number, Ng, of events registered in the region of the "gap". For a given measuring time, t, this number is determined by the product (Muller, 1983) Ng= WP't, (7.15) where Wis the rate of the writing cycles and P' is the l!urnbe~ of gamma pulses registered per cycle within T' = 77T (see Figure 7 .4). (K -l)p 13 T + eP~T From the condition df/dT = 0, it follows that the optimum value for Tis Topt = 1/ p 13 , indepenc!ently of K. This is a surprisingly simple result. Since T should not be chosen smaller than about 10 µ,s, the rule for the optimum condition remains applicable until about p 13 = 10 5 s-1 . Its main utility, however, is for lower activities, where the measuring time may become quite long.
We are now also in a position to evaluate the statistical precision of the selective sampling method. Assuming that the limitation is indeed given by Ng, we obtain for the relative uncertainty, r(A), of the activity, the relation 1 ~-(7.19)
One of the more pertinent questions is probably to ask for the time tr it takes to achieve a desired precision r(A). On the basis of the relations just given, this time can be found to be 1 -El3 (K -l)p 13 T + eP~'i' tr = 2 (7.20) r (A)p 13 c 13 E,.7J p 13 T Thus, for example, for a source with A = 60000 s-1 and assuming for t~e parameters the values E 13 = 0.9, E 1 = 0.1, 77 = 0.8, T = 20 µ,sand L = 50 µ,s, we can expect to reach a precision of r(A) = 0 .1 % in the activity within a measuring time of about 110 s. This is a very reasonable length, but for much weaker sources, the method becomes less attractive. Thus, assuming A = 5000 s-1 and the previous efficiencies, but T = 220 µ,s and L = 550 µ,s, it will take more than 20 min to reach the same precision of A. Note, however, that in the "blind" version we may put K = 1.
