INTRODUCTION
Braid monodromy is an important tool for computing invariants of curves and surfaces. It is used in the study of the topology of plane curve complements to compute the fundamental group (Zariski 1929) , (Van Kampen 1933) and explicitly defined in Chisini (1933) . It is also used for covering spaces (Chisini 1952) and Alexander polynomial (Libgober 1989) . In Libgober (1986) , it is found that the braid monodromy defines not just the fundamental group but also the homotopy type. In Kulikov and Teicher (2000) , braid monodromy is also used to analyze connected components of the moduli space of surfaces of general type. These authors also provide important results for the relationship between topology and braid monodromy in the particular case of nodal-cuspidal curves. In Carmona (2003) , the author generalizes Kulikov-Teicher results. There are also works relating topology and braid monodromy by Artal-Carmona-Cogolludo et al. (Artal et al. 2001 (Artal et al. , 2003 (Artal et al. , 2005 (Artal et al. , 2007 . Kharlamov-Kulikov (Kharlamov and Kulikov 2003) studies on braid monodromy factorization. Degtyarev (2012) uses Grothendieck's dessin d'enfants to compute the braid monodromy of trigonal curves and the plane curves with degree d that have a singular point of multiplicity d − 3 that are birationally equivalent to trigonal curves (pp. 164-177).
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Although braid monodromy has a simple construction and is a widely used invariant, explicit computational algorithms have only been developed for some special cases. In Moishezon (1981) , the authors give an algorithm to compute the braid monodromy of real singular curves that have a cusp point while Oka (Oka 1992 (Oka , 1996 Oka and Pho 2002) computes the braid monodromy for some special cases. Bessis (Bessis and Michel 2004) provides a more general algorithm used for exceptional braid groups. This algorithm is implemented in the VKCURVE package in GAP. 1 For the complexified real arrangements, the braid monodromy is computed in Hironaka (1993) , Salvetti (1987) , and Cordovil and Fachada (1995) . Arvola (1992) computes the braid monodromy of an arbitrary complex arrangement. In Kaplan et al. (2004) , the authors improve an algorithm for an almost real curve. Artal-Carmona-Cogolludo (Artal et al. 2005 (Artal et al. , 2007 also give algorithms for the case of real curves. In Deconinck and Van Hoeij (2001) , the authors show how to compute the monodromy of an irreducible algebraic curve; this method is implemented as algcurves package in Maple. Amorós (Amorós and Sepúlveda 2012) computes the braid monodromy of branching divisor R ∈ C 2 using the vertical projection based on numerical integration of a related differential equation. In Marco-Buzunáriz and Rodríguez (2016) , the authors compute certified root continuation of bivariate polynomials using the interval Newton method to compute braid monodromies of complex plane curves (their package appears in the version 8.0 of Sagemath).
The Alexander polynomial is an important topological invariant for curve complements. For example, in Zariski's famous example, the sextic with six cusps where the cusps are on conics has the Alexander polynomial t 2 + t + 1, whereas the sextic with six cusps where the cusps are not on conics is 1. Although the Alexander polynomial is very useful, there are few algorithms and implementations in the literature to compute the Alexander polynomials of curve complements. In Hironaka (2011) , the Alexander polynomial of M in the case when M is a three-manifold fibered over a circle is computed using monodromies. In Şimşek et al. (2004) , the authors report on a computer program to calculate the Alexander polynomial from braid monodromy of a given knot. In both articles, they use Fox calculus and assume that they know the braid monodromies already.
An n-gonal curve is a compact algebraic curve with a linear pencil of degree n. It can also be defined as a plane algebraic curve given by F (x, y) = 0, where deg y F = n. Moreover, n-gonal curves are closely related with the plane curves with degree d that have a singular point of multiplicity d − n, where d > n. Because, if one applies blow-up and blow-down several times to that singular point, the proper transform of the plane curve gives an n-gonal curve in a rational ruled surface with an exceptional section.
In this article, we propose a new method, the Rectangular Braid Diagram (RBD), to compute the braid monodromy of a completely reducible n-gonal curve. In this method, we construct the RBD of a given completely reducible n-gonal curve. Using the diagram, we obtain the loops around its singular fibers and compute the braid monodromy on each loop using an adaptive step size method. Experiments show that RBD method is both more efficient and more comprehensive than the VKCURVE (Bessis and Michel 2004) . In addition to computing the braid monodromy, we present an algorithm to compute the Alexander polynomial of n-gonal curves based on Libgober's theorem in Libgober (1989) . Hence, using RBD and Libgober's theorem, the Alexander polynomial of completely reducible n-gonal curves can be computed by just using their defining polynomials. We also provide illustrative examples for each computation.
The article is structured as follows: in Section 2, we provide preliminaries and definitions. In Section 3, we introduce the RBD algorithm for braid monodromy computations and consider some examples. In Section 4, we present our algorithm for computing the Alexander polynomial along with some examples. In Section 5, we compare the RBD method with VKCURVE. Finally, conclusions are drawn in Section 6.
PRELIMINARIES 2.1 The n-gonal Curves
Let Σ = Σ k , k ≥ 0 be a Hirzebruch surface, i.e., a rational geometrically ruled surface with an exceptional section E = E k of self-intersection −k. Denote the ruling by p : Σ → B, where the base B is a genus 0 curve, i.e., B P 1 . For a point b in B, denote the fiber
Definition 2.1. An n-gonal curve is a reduced curve C ⊂ Σ not containing E or a fiber of Σ as a component such that the restriction p : C → B is a map of degree n, i.e., each fiber intersects with C at n points counting with multiplicities. In the affine part, C is defined by F (x, y) = 0 with
A singular fiber of an n-gonal curve C ⊂ Σ is a fiber F of Σ intersecting C + E in less than n + 1 distinct points. Hence, F is singular either if it passes through C ∩ E, or C is tangent to F or C has a singular point in F .
Definition 2.2. An n-gonal curve C is completely reducible if it is defined by (y − y 1 (x ))...(y − y n (x )) = 0 in the affine part, where y i ∈ C[x] for all i ∈ {1, . . . , n} and n ∈ Z + .
The Braid Group B n
Let F n = α 1 , . . . , α n be the free group on n generators. The braid group B n can be defined as the group of automorphisms β : F n → F n with the following properties:
(1) each generator α i is taken to a conjugate of a generator; (2) the element ρ := α 1 . . . α n remains fixed. Artin (1947) 
and the action of B n on F n as follows:
One of the oldest and most well-known representation of the braid group was discovered by Burau (1935) . The Burau representation ρ of B n can be described as the Z[t, t −1 ] representation that maps the generators of B n as follows:
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This representation will be used in Section 4 to compute the Alexander polynomial of the n-gonal curve complements.
The Braid Monodromy
Let C ⊂ Σ be an n-gonal curve and p : Σ → B be the ruling. Let F 1 , F 2 , . . . , F r be the singular fibers of C and E be the exceptional section. Denote b i = p(F i ), the image under the ruling of the corresponding singular fiber F i .
Take a monodromy domain Λ ⊂ B, where Λ = B \ D • and D is an embedded closed disk. Without loss of generality, we can assume that the interior of Λ contains all the
We know that π 1 (F ) is the free group on n generators, i.e., π 1 (F ) = F n = α 1 , . . . , α n , where α i is a loop around the ith intersection of the fiber F and the n-gonal curve C. We should note that many different generator systems and their relations with braids exist for π 1 (F ). A precise description about this will be presented in Section 3.1. The fundamental group π 1 (B ) is the free group on r − 1 generators (there are, in fact, r generators; however, we can take r − 1 of them since the product is equal to one), i.e., π 1 (B ) = F r −1 = γ 1 , . . . ,γ r −1 , where γ j is a loop around p j .
The restriction p :
. . , r − 1, dragging the fiber F along γ j and keeping the base point results in the braid monodromy
Since along any loop γ ∈ π 1 (Λ , b), the braid monodromy m(γ ) takes a generator α ∈ π 1 (F ) to a conjugate of a generator while keeping the product of all generators fixed, m(γ ) is in the braid group B n . Each braid monodromy m(γ j ) is called the local braid monodromy of the singular fiber F j . The set of all local braid monodromies {m(γ 1 ), . . . , m(γ r )} is called the global braid monodromy of the n-gonal curve C. Kharlamov-Kulikov (Kharlamov and Kulikov 2003) proved that the product of monodromies is 2n , where = (σ 1 · · · σ n−1 ) n in B n . This result can also be used to compute the monodromy at infinity m ∞ . They give a formula for the case where the fiber at infinity is generic but one can produce a formula for the general case in a similar way.
COMPUTING THE BRAID MONODROMY
In this section, we compute the global braid monodromy of the completely reducible n-gonal curve complements. Let C ⊂ Σ → B be a completely reducible n-gonal curve. The first step in computing the braid monodromy is to find the singular fibers of the complement. These fibers are passing through either singular points of one irreducible component or intersections of these components. In our case, any irreducible component has no singular point by itself, since ∂(y − y i )/∂y 0. Hence, we only need to find the intersection points of these n components {y − y i }, i ∈ {1, . . . , n}.
After finding all singular fibers, we choose a base point b ∈ B that should not be from one of the singular points and then find loops starting from b and enclosing each singular point. Next, we start to walk on each loop and find the change of position of each strand, which comes from each irreducible component. We may then compute the corresponding braid element in B n for each position change and finally get all braid monodromies for each loop (the meaning of "position change" will be explained in Section 3.2).
There are two main parts to this algorithm. The first is to find the loops for each singular point and requires us to construct the RBD.
The Rectangular Braid Diagram
Let V ⊂ Σ be the set of all singular points and W = p(V ) ⊂ B, i.e., the image of V under the ruling map p : Σ → B. We will compute the monodromy at infinity m ∞ separately at the end. Hence, if ∞ ∈ W , take W = W \ {∞}, else, set W = W .
SinceW ⊂ C, we can talk about the real and imaginary parts of the points inW . Let Re(W ) and Im(W ) be the set of all real and imaginary parts of each point inW , respectively. We sort all points in Re(W ) and Im(W ). Then, we find the mid-points r i and c j of each consecutive two points in Re(W ) and Im(W ), respectively, and divide the plane by x = r i and y = c j into rectangular parts. Moreover, we add the lines x = max{Re(W )} + 1, x = min{Re(W )} − 1, and y = max{Im(W )} + 1, y = min{Im(W )} − 1. As a result, we get the rectangular braid diagram. Note that there is at most one singular point in each rectangular region. Now, we need to find the loop for each singular point. First, we choose a base point b on the intersection of the right-most vertical line and the x-axis, say b = (x 0 , 0). We find the set of all rectangular regions containing a singular point, call it Rec. Let b ∈ W and take the rectangle ς ∈ Rec that contains b . To create the corresponding loop γ , we start to move from the base point b = (x 0 , 0) to the point b 1 = (x 0 , y top ), where y top is the imaginary value of the top-right point of ς . Then we move from b 1 to b top = (x top , y top ), where b top is the top-right point of ς . After that, we continue to walk on ς in the counterclockwise direction and come back to b top . We follow the inverse of our previous move and return to the base point b. As a consequence, we construct the loop γ .
Furthermore, since B P 1 (i.e., it is isomorphic to the Riemann sphere), to compute the monodromy at infinity m ∞ , it is enough to take the loop that encloses W . In other words, m ∞ is the inverse of the monodromy around infinity. To do this, take the smallest rectangle ς ∞ that encloses all the rectangles in Rec, then m ∞ is equal to the monodromy around ς ∞ . Hence, we get all the loops based on b and enclosing each point in W .
Note that since each irreducible component has no singular point and the coefficient of y n in C is equal to 1 for all x, the analytic continuation holds in this construction. In other words, for every point p on any loop, the corresponding fiber F p intersects with C exactly at n points.
Example 3.1. Let C be defined by (y − x 2 )(y − x − 1)(y + 1) = 0. Then its singular fibers are
2 ≈ −0.618 (our algorithm uses the approximations of algebraic numbers as it happens here) and its corresponding braid diagram is given in Figure 1. 
Computing the Braid Monodromy on a Loop
The second part of the RBD algorithm is to compute the braid monodromy on each loop. To do this, we move on each loop with ϵ steps and in each step, we sort the real values of each strand and check whether the order changes or not (if the real values of two strands coincide, we assume the order does not change). If the order changes in a step, we find out at which strands it happens. This gives the braid element. We take the exponent of the braid element as positive if the strands move counterclockwise and take negative otherwise. To check this orientation, we look at the imaginary values of the strands.
For example, the change in the order of the real values of the k th and (k + 1) st strands results in either the braid element σ k or σ −1 k . For the orientation, if the imaginary value of the k th strand is smaller than the imaginary value of the (k + 1) st strand, then there is a counterclockwise rotation that results in σ k ; otherwise, it is σ −1 k . We repeat this step along each loop.
Choosing the
Step Size. The step size ϵ is critical in both obtaining the correct results and for the efficiency of the algorithm. If the step size ϵ is not small enough, then we may miss some braid elements and obtain incorrect results. However, if the step size ϵ is too small, we incur unnecessary computations and reduce the efficiency of the algorithm. Both these situations can occur when processing the same curve; thus, we need to choose ϵ independently for each step. We use the following algorithm to determine a suitable value of epsilon:
Let C : (y − y 1 (x ))...(y − y n (x )) = 0 be a completely reducible n-gonal curve, γ a loop in its RBD, and b its base point. First, start with a value for the step size, ϵ = e 0 . We need to investigate whether use of this value will result in us missing braid elements on the interval (b, b + ϵ ). To do this, we find upper bounds on how far each component y i for i ∈ {1, . . . , n} moves on (b, b ± ϵ ) and (b, b ± iϵ ) for horizontal-and vertical-oriented paths, respectively. We only show details for the case (b, b + ϵ ), since the others follow similarly.
Let
We have
, . . . , n}; then, for each pair of different components y i and y j , we check whether
is true for all 1 ≤ i < j ≤ n. If it is true for all pairs, then we can guarantee that there is at most one braid element in each step. If not, set ϵ = e 0 /2 and repeat the process until Equation (1) holds for all 1 ≤ i < j ≤ n. This is the last step of our algorithm. Algorithm 1 outlines the complete RBD algorithm.
Example 3.2. Let C be a trigonal curve defined by (y − x )(y + x )(y − 1) = 0. This curve has three singular fibers, such as x = −1, x = 0, x = 1, and x = ∞. The corresponding braid monodromies are 
Example 3.3. In Amram et al. (2007) , the authors compute the local braid monodromy of the curve (y + 2x )(y + x 2 )(y − x 2 ) at (0, 0) as
When we use our algorithm, we found the monodromy as
If we use the braid relation σ 2 σ 1 σ 2 = σ 1 σ 2 σ 1 four times, we get the same monodromy.
Note that in the previous example, Amram et al. could only compute the local braid monodromy, whereas, we can compute the global monodromies using our algorithm.
COMPUTING THE ALEXANDER POLYNOMIALS
In this section, we compute the Alexander polynomial of a completely reducible n-gonal curve that intersects the line at infinity transversally using its global monodromy. Our main reference for this section is (Libgober 1989) .
Algorithm and Implementation
Let C be a plane algebraic curve and p : C 2 → C be a linear projection map of the affine proportion of P 2 from a point at infinity such that the projection point is not on the curve C and the line 1:8 M. E. Aktas and E. Akbas 
Libgober also showed that this polynomial invariant, in fact, coincides with the Alexander polynomial:
Theorem 4.1 (Libgober 1989) . If ρ is the reduced Burau representation, then P (C, ρ) is equal to the Alexander polynomial C (t ) of C multiplied by (1 + t + · · · + t n−1 ).
In the previous section, we show how to compute the global braid monodromy. Since the reduced Burau representation of B n is n − 1 dimensional, we need to find the (n − 1) × N Libgober matrix of the braid monodromies and compute the set, M, of (n − 1) × (n − 1) minors of this matrix. We then find the дcd of all elements in M and divide it by 1 + t + · · · + t n−1 to get the corresponding Alexander polynomial.
Here is an example of our computation:
Example 4.2. The Alexander polynomial of the curve (y − 2x + 1)(y + 2x + 1)(y) = 0, whose real picture is given in Figure 2 , is (t − 1) 2 . As the final step, we find the дcd of all order 2 minors in the Libgober matrix and divide it by the polynomial t 2 + t + 1 , which gives the Alexander polynomial
Note that in Example 4.2, the fundamental group can also be easily computed using its braid monodromy. In fact, it is abelian and this implies the triviality of the Alexander polynomial. However, in general, computing the fundamental group is not an easy task, and that is why the Alexander polynomial is defined as an indeterminate invariant.
COMPARISON
In this section, we compare the RBD method with two other methods for computing the braid monodromy of completely reducible n-gonal curves. We show that RBD is superior to the other methods for the examples considered here.
For trigonal curves of degree 3 to 9 (we take line-line-line arrangements for degree 3, conicline-line for degree 4, and so on), we compare the performance of RBD against VKCURVE (Bessis and Michel 2004) . We generate 50 polynomials randomly for each degree and compute the average running times for each method. Figure 3 shows the results.
As we see from Figure 3 , for curves of degree ≥ 6, the difference in the runtime cost between these methods is marginal. However, for trigonal curves of degree > 7 and for some examples with degree ≤ 7, VKCURVE requires a runtime in excess of 24h while our RBD algorithm solves the same problem in around 10s.
Furthermore, VKCURVE is implemented in an older version of GAP and cannot be used with the new version. This brings some limitations; for example, complex numbers and floating numbers are not defined in this version (only the primitive nth root of unity where n ∈ Z is defined as complex numbers).
Finally, in Amorós and Sepúlveda (2012) , the authors compute the braid monodromy; however, this method can only compute the braid monodromy of curves up to degree 6, whereas RBD can compute for bigger degrees efficiently.
CONCLUSION
In this article, we developed and implemented an efficient algorithm to compute the braid monodromy of completely reducible n-gonal curves. We presented another algorithm using the idea in Libgober (1989) to compute the Alexander polynomials of these curves. These algorithms are implemented in Sagemath (Sage Developers 2017). A future task is to compute other invariants based on representations of the braid group of n-gonal curves.
