As the overflowing network traffic increases, the need for standardization among network protocols is essentially important. The MIPv6 mobility management seems to have some issues regarding longer handover delays, routability, as well as signaling overheads. HMIPv6 has been introduced to reduce the number of signaling for establishing connections for frequently moving mobile nodes. This paper deals with the integration of multiconnectivity option for mobile nodes in HMIPv6 in order to utilize the optimum route for the flow distribution of network traffic.
Introduction
Traffic distribution across heterogeneous mobile networks is becoming more complex as the magnitude of Internet usage and the number of connected mobile devices such as smartphone, PDAs, and laptops are vastly increasing. Internet Engineering Task Force (IETF) has been very active for providing solutions for the traffic issues and handover delays for the communications of these devices. Numerous protocols have been standardized to support mobility and manage the flow distribution of traffic across heterogeneous mobile networks. Mobile Internet Protocol version 6 (MIPv6) has been introduced in order to provide mobile nodes with mobility, that is, mobile nodes can remain connected even if it frequently changes its location and point of connectivity. However, MIPv6 may have a high handover latency caused by the number of message signaling between mobile devices and their correspondent nodes in order to establish a connection.
In this regard, the Hierarchical Mobile Internet Protocol version 6 (HMIPv6), an enhanced MIPv6 has introduced the use of a Mobility Anchor Point (MAP) as an additional node to manage the local mobility of mobile nodes. HMIPv6 limits the use of message signaling for establishing connections of frequently moving mobile nodes. Thus, the handover latency will be optimized that could enhance the performance of mobility management as well as to make the communication between mobile devices faster. This paper deals the flow mobility management distributing traffic across heterogeneous multiple access mobile networks. The architecture for the flow distribution of multimedia contents will be presented in order to address or somehow limit the issues with regards to higher handover latency. The handoffs between the access routers could help optimize the handover latency at the same time it lessen signaling which includes wireless resource costs since the mobile node is required only to send a single local binding update whenever it changes its point of connectivity within the MAP domain of HMIPv6. The main focus will be on the multiple connectivity capability of mobile nodes, wherein depending on the current traffic conditions, the MN is capable to select between the most optimized handover between various acess routers (ARs) within the HMIPv6 domain across heterogeneous mobile networks.
The rest of this paper is organized as follows: Section 2 discusses the Hierarchical Mobile IPv6 (HMIPv6) basic operations; Section 3 provides the HMIPv6 based flow distribution management architecture over heterogeneous networks architecture; and the concluding remarks in Section 4.
HMIPv6 Flow Mobility Operations
The IETF mobility standard MIPv6 provides a mobile node (MN) the capability to maintain its connectivity with the correspondent nodes while it moves within the MIPv6 domain through sending binding updates [1] . The mobility of mobiles nodes are constrained by a substantial time while processing its connection and disconnection every time that it moves to a different location. In order for a mobile node to establish a new connection, it is required to send binding updates to its home agent (HA) as well as to all the correspondent nodes (CNs) it is communicating with. This is done every time that the mobile node changes its location and point of connectivity. Thus, additional delay will be added to the handover latency which is critical for the MIPv6 performance.
In this regard, a new entity called the Mobility Anchor Point (MAP) to manage the local handoffs is introduced in order to reduce the mobility signaling as to sending of binding updates as shown in Fig. 1 . This MAP is included in the IETF proposed enhancement in the form of Hierarchical Mobile IPv6 (HMIPv6) wherein the handoff procedures speed are improved by reducing the amount of signaling [2, 3, 4] . In HMIPv6, the local and global mobility were separated to which the local handovers are handled locally.
The binding updates in HMIPv6 are being sent by the mobile node to the MAP instead of sending it directly to its home agent and correspondent nodes. The packets that are intended to the MN from its home agent and CNs are re-routed by the MAP to its current location after the binding. The MAP acts as the central controller or an intermediary to which it directs the traffics from the HA and all CNs to the particular MN wherever it's current location. The HMIPv6 operations starts with the MN receiving Router Advertisements (RAs) that contains information regarding the available local MAPs whenever it enters the MAP domain. The MN then configures its current location, on-link Care-of address (LCoA), with the regional Care-of address (RCoA) which is an address on the MAP's subnet. The Regional Care-of Address (RCoA) is an address on the MAP's subnet based on the prefix in the MAP option of the router advertisement (RA) message sent by MAP. It is an address obtained by the mobile node from the visited network. It is auto-configured by the MN when receiving the MAP option.
The On-link CoA (LCoA) refers to an address configured on an MN's interface based on the prefix advertised by its default router (AR). As soon as the two CoAs are configured, the MN sends a BU message to the HA and CNs through the MAP. If the binding acknowledgements (BA) have been received, a bidirectional tunnel will be created between the MN and the MAP. The MAP then receives all packets on behalf of the MN and will encapsulate and forward them directly to the mobile node's current address instead of the HA (MAP acting as local HA).
Whenever the MN moves its location within the same MAP domain (LCoA), it will only send the BU message to the MAP to register the new address. Thus, only the regional CoA (RCoA) needs to be registered with correspondent nodes and the HA. However, the RCoA does not change as long as the MN moves within a MAP domain, thus making the mobile node's mobility transparent to the CN where it exchanges signals with.
HMIPv6 based Flow Distribution Management
In HMIPv6, mobile nodes move across different ARs that are located within the HMIPv6 domain. The MN is capable of making multiple connectivity across the available ARs to which have a varying traffic and connectivity status on a heterogeneous environment. This paper discusses the situation wherein the MN needs to decide which connection could provide optimum handover latency whenever it communicates with a particular correspondent node. The MAP will be responsible to determine the traffic information on the collection of possible routes that will result on the MN to switch between multiple ARs as shown in Figure 2 . The MN is assumed to be connected in one of the ARs available in the HMIPv6 domain. That is the LCoA has been configured to the MAP and RCoA was also configured in the HA of the MN as well as to all the CNs that the MN is communicating. The network traffic intended to the MN will be intercepted by the MAP and will be encapsulated and re-routed whichever path has optimized handover latency.
In order to optimize the handover delays, the MN is allowed to switch between available ARs based on the acquired traffic information by the MAP. The MAP will be responsible for sending signaling (flow control message) to every AR (multicast) in order to classify and determine specific traffic information among the possible routes, and thus determines to which AR the MN needs to attach in order to bind the LCoA. The MAP decides to start the flow handover for delivering the traffic packets to a particular MN based on the acquired route conditions as to traffic congestions, route bandwidth, etc. This flow control signaling will be sent periodically in order to maximize the possibility of acquiring the best route for the distribution of network Advanced Science and Technology Letters Vol.117 (FGCN 2015) traffic. The ARs then replies with an acknowledgement and will be the basis for the computation of its handover latency.
Once the optimum route has been determined, the MN then sends a binding update to the MAP, configures its LCoA in order to establish its new connection. No need for the MN to configure its RCoA, since it will be the MAP's responsibility to intercept all traffic packets intended to the MN. A bidirectional tunnel will then be established between the MAP and MN through the selected AR for delivering the intended traffic packets to the MN. Thus, the local mobility will be managed by the MAP.
Conclusion
This paper has presented an efficient flow distribution management of network traffic over heterogeneous mobile networks. The capability of HMIPv6 to allow the multiconnectivity for mobile nodes provides a seamless flow distribution and a centralized control over the optimization of handoffs between the mobile node and the MAP. The best route for distributing network traffic can be selected in order to enhance the handover performance for HMIPv6.
