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Abstract
A two-dimensional automaton operates on arrays of symbols. While a standard
(four-way) two-dimensional automaton can move its input head in four directions,
restricted two-dimensional automata are only permitted to move their input heads in
three or two directions; these models are called three-way and two-way two-dimensional
automata, respectively.
In two dimensions, we may extend the notion of concatenation in multiple ways,
depending on the words to be concatenated. We may row-concatenate (resp., column-
concatenate) a pair of two-dimensional words when they have the same number of
columns (resp., rows). In addition, the diagonal concatenation operation combines two
words at their lower-right and upper-left corners, and is not dimension-dependent.
In this paper, we investigate closure properties of restricted models of two-dimensional
automata under various concatenation operations. We give non-closure results for two-
way two-dimensional automata under row and column concatenation in both the de-
terministic and nondeterministic cases. We further give positive closure results for the
same concatenation operations on unary nondeterministic two-way two-dimensional
automata. Finally, we study closure properties of diagonal concatenation on both two-
and three-way two-dimensional automata.
Key words and phrases: closure properties, concatenation, three-way automata, two-
dimensional automata, two-way automata
MSC2020 classes: 68Q45 (primary); 68R15 (secondary).
1 Introduction
The two-dimensional automaton model, introduced by Blum and Hewitt [2], is a general-
ization of the well-known one-dimensional (string) automaton model. A two-dimensional
automaton takes as input an array or matrix of symbols from some alphabet Σ, and the
aSchool of Computing, Queen’s University, Kingston, Ontario, Canada. Email:
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2DFA-4W 2NFA-4W 2DFA-3W 2NFA-3W 2DFA-2W 2NFA-2W
Row (⊖) ✗ ✗ ✗ ✓ ✗ ✗ / ✓ †
Column (ȅ) ✗ ✗ ✗ ✗ ✗ ✗ / ✓ †
Diagonal (⊘) ? ? ✗ ? ✗ ✓
Table 1: Closure results for concatenation on two-dimensional automaton models. Closure
is denoted by ✓ and nonclosure is denoted by ✗. New closure results presented in this paper
are circled. Closure results marked with a † apply in the unary case.
input head of the automaton moves in four directions: upward, downward, leftward, and
rightward.
If we restrict the input head movement of a two-dimensional automaton, then we obtain
a variant of the model that is weaker in terms of recognition power, but also easier to reason
about. If we prevent the input head from moving upward, then we obtain a three-way two-
dimensional automaton. If we prevent both upward and leftward moves, then we obtain a
two-way two-dimensional automaton. The three-way two-dimensional automaton model was
introduced by Rosenfeld [9]. The two-way two-dimensional automaton model was introduced
by Anselmo et al. [1] and formalized by Dong and Jin [3].
We can generalize many language operations from one dimension to two dimensions, and
most of these operations have been studied in the past; for a review of previous work, see
the surveys by Inoue and Takanami [5] or by the first author [10]. In this paper, we focus
on the language operation of concatenation. In two dimensions, we may concatenate words
either by joining rows or by joining columns. In either case, the relevant dimension of the
words being concatenated must be equal (e.g., two words being concatenated column-wise
must have the same number of rows).
Four-way two-dimensional automata are not closed under either row or column concate-
nation [6]. Three-way two-dimensional automata are not closed under column concatenation,
but nondeterministic three-way two-dimensional automata are closed under row concatena-
tion [4]. A selection of known closure results is summarized in Table 1.
In this paper, we investigate the closure of restricted two-dimensional automaton models
under various concatenation operations. We give the first closure results for concatenation
of languages recognized by two-way two-dimensional automata, showing that the model is
not closed under row or column concatenation in the general alphabet case, while it is closed
under both operations in the unary nondeterministic case. After defining a third method of
concatenation known as “diagonal concatenation”, we show that nondeterministic two-way
two-dimensional automata are closed under this operation, while this closure is lost in the
deterministic case. Finally, we prove that deterministic three-way two-dimensional automata
are also not closed under diagonal concatenation.
2 Preliminaries
A two-dimensional word consists of a finite array, or rectangle, of cells each labelled by a
symbol from a finite alphabet Σ. Precisely speaking, for m,n ≥ 1, an m×n two-dimensional
word is a map from {1, . . . , m} × {1, . . . , n} to Σ. When a two-dimensional word is written
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on an input tape, the cells around the two-dimensional word are labelled with a special
boundary marker # 6∈ Σ; more generally, we may consider all cells outside of the bounds of
an input word to contain boundary markers (see Kari and Salo [8], particularly Sections 2
and 4).
A two-dimensional automaton has a finite state control that is capable of moving its
input head in four directions within an input word: up, down, left, and right. We denote
these directions by U , D, L, and R, respectively.
Definition 1 (Two-dimensional automaton). A two-dimensional automaton is a tuple
(Q,Σ, δ, q0, qaccept), where Q is a finite set of states, Σ is the input alphabet (with # 6∈ Σ
acting as a boundary symbol), δ : (Q\{qaccept})×(Σ∪{#})→ Q×{U,D, L,R} is the partial
transition function, and q0, qaccept ∈ Q are the initial and accepting states, respectively.
The computation of a two-dimensional automaton begins in the top-left corner (i.e., at
cell (1, 1)) of its input word in the initial state q0, and the automaton halts and accepts when
it reaches the accepting state qaccept.
We can modify the deterministic model given in Definition 1 to be nondeterministic by
changing the transition function to map to 2Q×{U,D,L,R} instead of Q × {U,D, L,R}. We
denote the deterministic and nondeterministic two-dimensional automaton models by 2DFA-
4W and 2NFA-4W, respectively, where 4W indicates that the automaton has four directions
of movement.
By restricting the movement of the input head to move in fewer than four directions,
we obtain the aforementioned restricted variants of the two-dimensional automaton model.
If we prohibit upward movements, then we get a three-way two-dimensional automaton. If
we prohibit both upward and leftward movements, then we get a two-way two-dimensional
automaton.
Definition 2 (Three-way/two-way two-dimensional automaton). A three-way (resp., two-
way) two-dimensional automaton is a tuple (Q,Σ, δ, q0, qaccept) as in Definition 1, where the
transition function δ is restricted to use only the directions {D,L,R} (resp., the directions
{D,R}).
We denote three-way two-dimensional automata by 2DFA-3W / 2NFA-3W, and we denote
two-way two-dimensional automata by 2DFA-2W / 2NFA-2W. Note that three-way two-
dimensional automata are unable to move their input head back into a word upon leaving
the bottom edge of the word, while two-way two-dimensional automata are unable to do the
same upon leaving either the bottom or right edge of the word. Thus, if a three-way (resp.,
two-way) two-dimensional automaton makes a downward (resp., downward or rightward)
move and reads a boundary symbol, it can only read boundary symbols for the remainder
of its computation.
3 Row and Column Concatenation
In two dimensions, we may consider the notions of row and column concatenation. The
row (resp., column) concatenation of two-dimensional words w and v, denoted w⊖ v (resp.,
w ȅ v), is the word produced by adjoining the last row (resp., column) of w to the first row
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w ⊖ v =
# # # #
# w1,1 · · · w1,n #
...
. . .
...
# wm,1 · · · wm,n #
# v1,1 · · · v1,n #
...
. . .
...
# vm′,1 · · · vm′,n #
# # # #
w ȅ v =
# # # # # #
# w1,1 · · · w1,n v1,1 · · · v1,n′ #
...
. . .
...
...
. . .
...
# wm,1 · · · wm,n vm,1 · · · vm,n′ #
# # # # # #
Figure 1: Row and column concatenations of two-dimensional words
(resp., column) of v. If w and v are of dimension m × n and m′ × n′ respectively, then the
row and column concatenations of these words are defined only when n = n′ or m = m′,
respectively.
We may similarly define the row or column concatenation of two languages A and B as
A ◦B = {a ◦ b | a ∈ A and b ∈ B}, where ◦ ∈ {⊖,ȅ}.
Figure 1 illustrates the row and column concatenations of two words.
3.1 Two-Way Two-Dimensional Automata
As we noted in the introduction, basic closure results about concatenation are known for
both four-way and three-way two-dimensional automata, and the only positive closure result
applies to row concatenation over nondeterministic three-way two-dimensional automata.
Unfortunately, for the two-way two-dimensional automaton model, we do not have closure
for either row or column concatenation in the general alphabet case. Here, we state the
result for the row concatenation operation on nondeterministic two-way two-dimensional
automata.
Theorem 3. Nondeterministic two-way two-dimensional automata over a general alphabet
are not closed under row concatenation.
Proof. Define a language L as the set of two-dimensional words over the alphabet Σ = {0, 1}
where the first row of each word consists only of the symbol 0. The language L can be
recognized by a two-way two-dimensional automaton whose input head scans the first row
of the input word.
Suppose there exists a nondeterministic two-way two-dimensional automaton A that
recognizes the language L⊖L. Then A accepts an input word w of dimension 2×2 consisting
entirely of the symbol 0. Clearly, w ∈ L ⊖ L. However, the accepting computation of A
on w cannot visit all four symbols in the word, and thus A necessarily also accepts another
2× 2 input word v that contains one occurrence of the symbol 1 in a cell not visited during
the accepting computation. Since v 6∈ L⊖ L, this is a contradiction.
The preceding theorem can easily be adapted to work in the deterministic case, and
we can similarly prove non-closure for column concatenation over two-way two-dimensional
automata.
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Altogether, the previous results show that general-alphabet languages recognized by a
deterministic two-way two-dimensional automaton may be concatenated either row-wise or
column-wise to produce a language not recognized even by a nondeterministic two-way two-
dimensional automaton.
3.2 Unary Two-Way Two-Dimensional Automata
As a consequence of the closure of nondeterministic three-way two-dimensional automata un-
der row concatenation, we also know that unary nondeterministic three-way two-dimensional
automata are closed under this operation. Aside from this fact, not much is known about
closure of concatenation for unary two-dimensional automaton models. In this section, we
obtain new closure results for row and column concatenation for unary nondeterministic
two-way two-dimensional automata.
Remark. Anselmo et al. [1] previously studied properties of the two-way two-dimensional
automaton model over a unary alphabet; however, their model differs from the one considered
in this paper. See Section 4.1 for more details.
Before we proceed, we require one further definition. We say that an automaton is
“immediately BR-accepting”, or “IBR-accepting”, if, upon reading a boundary marker on
the bottom or right border of the word, the automaton immediately halts and accepts if
qaccept is reachable from its current state.
Lemma 4. Given a two-way two-dimensional automatonM, there exists an equivalent IBR-
accepting two-way two-dimensional automaton M′.
Proof. If M reads a boundary marker at the bottom or right border of its input word, then
the input head ofM can only read boundary markers for the remainder of its computation.
After reading a boundary marker in state qi, say, we can decide whether qaccept is reachable
from qi via some sequence of transitions on an arbitrary number of boundary markers.
Thus, we may take M′ to be the same as M apart from its transition upon reading the
first boundary marker, which we modify to transition to qaccept in the positive case or leave
undefined in the negative case.
Using the notion of an IBR-accepting automaton, we obtain the main result of the section.
Theorem 5. Nondeterministic two-way two-dimensional automata over a unary alphabet
are closed under row concatenation.
Proof. Let A and B be unary nondeterministic two-way two-dimensional automata recogniz-
ing languages A and B, respectively. Assume both A and B are IBR-accepting, and let the
accepting computations of A and B be denoted by CA and CB, respectively. We construct
another unary nondeterministic two-way two-dimensional automaton M to recognize the
language A⊖B. The automaton M first makes a nondeterministic choice of which “types”
of computation correspond to CA and CB, and then interleaves both computations. The
cases for each “type” of computation are as follows:
1. CA accepts at the bottom border and CB accepts at the right border;
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(1)
col. i
CA
Input word for A
(2)
col. i
CB
Input word for B
Figure 2: Illustration of Case 1 computation. The simulation of CA accepts at (1). The
computation ofM will begin its second phase at (2) in the input word consisting of the row
concatenation of input words for A and B.
2. CA accepts at the right border and CB accepts at the bottom border;
3. (a) CA accepts at the bottom border in column i and CB accepts at the bottom border
in column j < i;
(b) CA accepts at the bottom border in column i and CB accepts at the bottom border
in column k ≥ i;
4. CA and CB both accept at the right border.
Depending on the guessed “types” of the computations CA and CB, the computation of M
proceeds in one of the following ways:
Case 1. The computation ofM is divided into two phases. In the first phase,M simulates
the computations of A and B in the following order:
(i) M simulates all possible downward moves of A by moving the input head and changing
the state of A;
(ii) M simulates all possible downward moves of B by moving the input head and changing
the state of B;
(iii) when A and B both make a rightward move, M simulates the move and changes the
state of both A and B.
Note that, after completing steps (i) and (ii), at least one rightward move must occur in step
(iii). After M completes step (iii), it continues from step (i).
When M simulates downward moves of the input head of A in step (i), it may nonde-
terministically guess that the input head of A has encountered a boundary symbol at the
bottom border of the input word. If A is in an accepting state at that point, thenM begins
the second phase of its computation.
In the second phase, M simulates only the computation of B. If B enters an accepting
state when M encounters the right border, then M accepts.
Assume that CA accepts at the bottom border in column i of its input word. At the point
when the first phase of the computation ends, the input head of M will be at the position
6
CAInput word
for A
CBInput word
for B
(3)
col. j
CAInput word
for A
CBInput word
for B
Figure 3: Illustration of Case 3a computation. The left figure depicts the row concatenation,
while the right figure depicts the “swapped” computation. When the simulation of CB
accepts, the computation of M will begin its second phase at (3).
corresponding to where CB first enters column i. (See Figure 2.) Although M performs
its computation on the concatenated input, CB performs its computation only on the input
word to B.
Case 2. The first phase of the computation of M proceeds in the same manner as in the
first phase of Case 1. However, in this case, since there may be an unknown number of rows
beneath the row in which A accepts, the input head ofM need not be at the bottom border
when B accepts at the bottom border.
Thus, during step (ii), M may nondeterministically guess that the input head of B has
encountered a boundary symbol at the bottom border of the input word. Since B is IBR-
accepting, we may assume B transitions immediately to its accepting state. At this point,
M begins the second phase of its computation.
In the second phase, M simulates only the computation of A. If A enters an accepting
state when M encounters the right border, then M accepts.
Case 3a. We proceed in a similar manner as for Case 1, but we modify the first phase of
the computation ofM by swapping steps (i) and (ii). Thus, in the first phase, M simulates
the computations of A and B in the following order:
(i′) M simulates all possible downward moves of B by moving the input head and changing
the state of B;
(ii′) M simulates all possible downward moves of A by moving the input head and changing
the state of A;
(iii′) when A and B both make a rightward move, M simulates the move and changes the
state of both A and B.1
1Note that step (iii′) of Case 3a is identical to step (iii) of Case 1.
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Since concatenation of unary words is a commutative operation, we may view this case as
a simulation where the computation of B is performed before the computation of A, allowing
us to swap the first two steps of the first phase.
During step (i′),M may nondeterministically guess that the input head of B has encoun-
tered a boundary symbol at the bottom border of the input word. Since B is IBR-accepting,
we may assume B transitions immediately to its accepting state. At this point, M begins
the second phase of its computation. (See Figure 3.)
In the second phase, M simulates only the computation of A. If A enters an accepting
state when M encounters the bottom border, then M accepts.
The logic behind determining the input head position after switching from simulating CB
to CA is similar to the explanation given for Case 1.
Case 3b. Analogous to the proof for Case 1.
Case 4. Since both CA and CB accept at the right border of their input words, there may
be an unknown number of rows beneath the rows in which A and B accept. Therefore, the
computation of M need only verify that its input word contains a sufficient number of rows
to allow simulation of CA and CB.
The computation ofM proceeds in the same order as the steps outlined in the first phase
of Case 1. If, during step (iii), the input head of M encounters a boundary marker when
both A and B are in accepting states, then M accepts.
Closure under column concatenation follows by interchanging downward and rightward
input head moves.
Corollary 6. Nondeterministic two-way two-dimensional automata over a unary alphabet
are closed under column concatenation.
4 Diagonal Concatenation
Anselmo et al. [1] introduced a new operation for unary two-dimensional words called “di-
agonal concatenation”. Given unary two-dimensional words w and v of dimension m × n
and m′ × n′ respectively, the diagonal concatenation of those words, denoted w ⊘ v, is a
two-dimensional word of dimension (m+m′)× (n+ n′) where w is in the “top-left corner”
and v is in the “bottom-right corner”.
In this section, we extend the diagonal concatenation operation to words over a general
alphabet. In this case, the diagonal concatenation of two words w and v, defined as before,
produces a two-dimensional language consisting of words of dimension (m +m′) × (n + n′)
where w is in the top-left corner, v is in the bottom-right corner, and words x ∈ Σm×n
′
and
y ∈ Σm
′×n are placed in the “top-right” and “bottom-left” corners of w⊘v, respectively. The
diagonal concatenation language is formed by adding to these corners all possible words x
and y over Σ. An example word from such a language is depicted in Figure 4. We may define
the diagonal concatenation of two languages A and B in a similar manner as for row and
column concatenation: the top-left corner contains only words from A, and the bottom-right
corner contains only words from B.
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w ⊘ v =
# # # # # #
# w1,1 · · · w1,n x1,1 · · · x1,n′ #
...
...
...
...
# wm,1 · · · wm,n xm,1 · · · xm,n′ #
# y1,1 · · · y1,n v1,1 · · · v1,n′ #
...
...
...
...
# ym′,1 · · · ym′,n vm′,1 · · · vm′,n′ #
# # # # # #
Figure 4: Diagonal concatenation of two-dimensional words
Remark. Note that an automaton recognizing w⊘v only needs to read the contents of the top-
left and bottom-right corners to determine whether a word is in the diagonal concatenation
language. Thus, we may add any symbols from Σ to the top-right and bottom-left corners to
ensure the resulting word is a contiguous rectangle. If an automaton recognizes the diagonal
concatenation language as defined earlier, where all possible words x and y are placed in the
top-right and bottom-left corners, respectively, then it will recognize any word with w and
v in the appropriate locations, as desired.
Before we present the main results, we will prove a small result about diagonal concate-
nation where individual words are separated by additional boundary markers. As one might
expect, if an automaton is able to determine where one word ends and another word begins,
then closure follows easily.
Theorem 7. All two-dimensional automaton models are closed under diagonal concatenation
where words are separated by boundary markers.
Proof. Suppose we are given a pair of two-dimensional automata A and B recognizing lan-
guages A and B, respectively. We may construct a new automaton C to recognize the
diagonal concatenation language A⊘ B in the following way.
Convert A to an IBR-accepting automaton, denoted A′. Then, simulate the computation
of A′ with C. If A′ accepts at the bottom border of the input word, then the input head
of C moves downward once and moves rightward until it crosses a boundary symbol and
encounters an alphabet symbol. Otherwise, if A′ accepts at the right border, then the input
head of C moves rightward once and moves downward until it crosses a boundary symbol
and encounters an alphabet symbol. In either case, C proceeds to simulate the computation
of B, and in all cases, C can be made to be of the same type as both A and B.
4.1 Two-Way Two-Dimensional Automata
For the two-way two-dimensional automaton model, the input head is able to recognize when
it reaches the bottom or right border of its input word. However, since the input head cannot
move upward or leftward, it cannot leave the border once it moves onto a boundary symbol.
If the input head makes further moves upon reaching the border, it can only read boundary
symbols until the automaton halts.
Anselmo et al. [1] state that their definition of a two-way two-dimensional automaton is
equivalent to a two-tape one-dimensional automaton whose input heads only move rightward.
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This suggests that their model can detect when it has reached not only one, but both of its
input word’s bottom and right borders, giving it more recognition power than our model,
which is only able to determine when it has reached either the bottom or right border of
its input word, but not both simultaneously. In terms of boundary symbols, the model of
Anselmo et al. is akin to placing a distinguished boundary symbol at the bottom-right corner
of the border of the input word.
Using our two-way model, where all boundary symbols are identical, we obtain the fol-
lowing closure result for diagonal concatenation.
Theorem 8. Nondeterministic two-way two-dimensional automata over a general alphabet
are closed under diagonal concatenation.
Proof. Suppose we are given two nondeterministic two-way two-dimensional automata A
and B recognizing languages A and B, respectively. We may construct a new automaton C
to recognize the language A⊘B in the following way.
Begin by converting A to an IBR-accepting automaton, denoted A′. Then, simulate
the computation of A′ with C, but modify the transition function so that the simulation
performed by C accepts if and only if A′ would accept upon reading a boundary marker. In
this way, C is pretending to read a boundary marker that would surround a word from A,
but that does not appear within words from A⊘B.
At this stage in the computation, the input head of C will have made either a downward
move or a rightward move, depending on whether A′ accepts its input word at the bottom
border or the right border, respectively. If the input head of C previously made a downward
move, then the input head will move rightward some nondeterministically-selected number of
symbols. If the input head of C previously made a rightward move, then the input head will
move downward in a similar fashion. In either case, C begins to simulate the computation
of B after these nondeterministic moves.
Evidently, the power of nondeterminism is crucial for the automaton C to recognize
diagonally-concatenated words. Indeed, if we remove nondeterminism, then we also lose
closure.
Theorem 9. Deterministic two-way two-dimensional automata over a general alphabet are
not closed under diagonal concatenation.
Proof. Define a language L as the set of two-dimensional words over the alphabet Σ = {0, 1}
where the top-left symbol of each word is 1. A two-dimensional automaton can recognize
this language by immediately reading the symbol at the initial position of its input head.
Suppose there exists a deterministic two-way two-dimensional automaton A that recog-
nizes the language L⊘L. Any accepting computation ofA must visit at least two occurrences
of the symbol 1, corresponding to the top-left symbols in both words of the concatenation.
Consider the computation of A on an input word w of dimension 3×3, where the top-left
symbol of w is 1 and all other symbols are 0. Clearly, w 6∈ L ⊘ L, so the computation of
A will reject. However, since A is a two-way two-dimensional automaton, the input head
cannot visit all symbols in the bottom-right 2 × 2 subword of w. Thus, we may change an
unvisited symbol from 0 to 1 to obtain a word w′ that belongs to L⊘L, but is not accepted
by A.
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4.2 Three-Way Two-Dimensional Automata
Given the result of Theorem 9, we should expect not to obtain a positive closure result
for deterministic three-way two-dimensional automata. However, unlike Theorem 9, we are
considering three directions of movement, and so we cannot assert that the input head of
our automaton is incapable of reading all symbols within the input word. (Indeed, the input
head of a three-way two-dimensional automaton may read all symbols via a left-to-right
sweeping motion.) Thus, we require a different approach.
Under certain conditions, a two-way one-dimensional automaton N can simulate the
computation of a three-way two-dimensional automaton M on a particular row of its input
word. Moreover, as we will see, the number of states of N depends linearly on the number
of states of M.
Here, we construct a diagonal concatenation languageA⊘B, where A andB are languages
recognized by deterministic three-way two-dimensional automata A and B, and then we show
that there exists no two-way one-dimensional automaton C with enough states to simulate
the computation of A and B together on the diagonal concatenation language.
To arrive at the main result, we first require two technical lemmas.
Lemma 10. Let M be a deterministic three-way two-dimensional automaton with n states.
Consider the computation of M on an input word over the alphabet Σ = {0, 1}, where row
i consists entirely of 0s.
If the input head of M visits the first or last symbol of row i and moves downward to row
i+ 1, then this move happens at distance at most n+ 1 from one of the boundary markers.
Proof. IfM enters row i in the first or last column and moves downward immediately after,
then the result follows. If M enters row i, visits the first or last symbol of the row, and
makes fewer than n leftward/rightward moves before moving downward, then the result also
follows.
Since M must visit either the first or last symbol of row i, it can make at most n moves
leftward/rightward without entering a loop. If M does not move downward to row i + 1
within the first n leftward/rightward moves, then it will be forced to move leftward/rightward
in a loop until it reaches the other end of row i.
Therefore, a downward move may only occur within distance n from the first or last
symbols of the row, and thus may only occur within distance n+1 from one of the boundary
markers.
Given a deterministic three-way two-dimensional automaton M, consider the computa-
tion of M on row i of its input word. We say that a two-way one-dimensional automaton
N correctly simulates the computation of M on row i if, given row i as input, N accepts if
and only if M moves downward from row i.
Lemma 11. Suppose that a deterministic three-way two-dimensional automaton M has n
states, and that M enters row i of its input word at distance at most n+ 1 from one of the
boundary markers. Then there exists a deterministic two-way one-dimensional automaton
N with at most 2n+ 3 states that correctly simulates the computation of M on row i.
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Proof. By our assumption, M begins its computation at distance at most n + 1 from one
of the boundary markers of row i. On the other hand, N begins its computation at the
leftmost position of its input.
We require at most n + 2 states to move the input head of N to the initial position of
the input head of M after it enters row i; n + 1 states are used to count the number of
moves made by N , and one state is required to move the input head of N rightward if M
entered row i at one of the rightmost n + 1 positions. At this point, N directly simulates
the computation ofM using n states. Once M follows a transition with a downward move,
N enters a designated accepting state. Altogether, this construction for N requires at most
2n+ 3 states.
Kapoutsis [7] proved that, given a deterministic two-way one-dimensional automaton
with n states, we may convert it to an equivalent deterministic one-way one-dimensional
automaton with h(n) = n(nn − (n − 1)n) states. We will use this value h(n) in the proof
of the main result: given languages A and B that are recognized by deterministic three-way
two-dimensional automata, the language A⊘B need not be recognized by the same model.
Theorem 12. Deterministic three-way two-dimensional automata over a general alphabet
are not closed under diagonal concatenation.
Proof. Let Σ = {0, 1}. Let A be the language of 1× n′ two-dimensional words where n′ ≥ 1
and the single row consists entirely of 0s. Let B be the language of 3× n′′ two-dimensional
words where n′′ ≥ 1 and all three rows consist entirely of 0s, apart from the top-left corner
symbol of each word, which is 1.
Suppose there exists a deterministic three-way two-dimensional automaton C with n
states recognizing the language A ⊘ B. Each word in A ⊘ B consists of exactly four rows.
Since C can remember the number of rows it visited, we may assume without loss of generality
that, when C moves downward from row 4, it accepts. Any moves to a rejecting state are
simulated by “stay-in-place” moves.
Let k = h(2n + 3) + 1. Consider the set of two-dimensional words X where each word
has dimension 4 × 2k, the first row of each word consists entirely of 0s, the second row is
of the form 0k10k−1, the third row consists entirely of 0s, and the fourth row is of the form
{0, 1}2k. Evidently, given a word w ∈ X , we also have that w ∈ A⊘B if and only if the last
k symbols of row 4 are all 0.
Consider any accepting computation of C on a word w ∈ X . During this computation, C
must visit the last symbol of the third row. Otherwise, we could change the last symbol of
the third row to 1, and C would accept a word not belonging to A⊘ B.
Since C visits the last symbol of the third row, by Lemma 10, we know that the input
head must subsequently enter the fourth row at distance at most n + 1 from the rightmost
boundary marker. Then, by Lemma 11, there exists a deterministic two-way one-dimensional
automaton D with 2n+3 states that correctly simulates the computation of C on the fourth
row. We may convert D to an equivalent one-way one-dimensional automaton D′ with
h(2n + 3) states. From here, D′ must check that each of the rightmost k = h(2n + 3) + 1
symbols in the fourth row is 0. But, since D′ has k − 1 = h(2n + 3) states and the fourth
row consists of 2k symbols, D′ is unable to count up to the kth symbol in order to determine
where the latter k symbols in that row begin.
12
5 Conclusion
In this paper, we considered closure properties of various concatenation operations on two-
dimensional automata. We showed that two-way two-dimensional automata over a general
alphabet are not closed under either row or column concatenation. For a unary alphabet,
on the other hand, we showed that nondeterministic two-way two-dimensional automata are
closed under both row and column concatenation. We further showed that nondeterministic
two-way two-dimensional automata over a general alphabet are closed under diagonal con-
catenation, while neither deterministic two-way nor deterministic three-way two-dimensional
automata are closed.
There remain some open problems related to two-dimensional concatenation. Most clo-
sure results for concatenation assume the use of a general alphabet. Studying concate-
nation for unary two-dimensional automaton models in particular could prove interesting.
Furthermore, nothing is yet known about the closure of diagonal concatenation on four-
way two-dimensional automata. Lastly, we conjecture that nondeterministic three-way two-
dimensional automata over a general alphabet are not closed under diagonal concatenation.
However, showing this would require essentially a different proof than that given for Theo-
rem 12.
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