Physicists have argued that periodic orbit bunching leads to universal spectral fluctuations for chaotic quantum systems. To establish a more detailed mathematical understanding of this fact, it is first necessary to look more closely at the classical side of the problem and determine orbit pairs consisting of orbits which have similar actions. In this paper we specialize to the geodesic flow on compact factors of the hyperbolic plane as a classical chaotic system. We prove the existence of a periodic partner orbit for a given periodic orbit which has a small-angle self-crossing in configuration space which is a '2-encounter'; such configurations are called 'Sieber-Richter pairs' in the physics literature. Furthermore, we derive an estimate for the action difference of the partners. In the second part of this paper [13] , an inductive argument is provided to deal with higher-order encounters.
Introduction
In the semi-classical limit chaotic quantum systems very often exhibit universal behavior, in the sense that several of their characteristic quantities agree with the respective quantities found for certain ensembles of random matrices. Via trace formulae, such quantities can be expressed as suitable sums over the periodic orbits of the underlying classical dynamical system. For instance, the two-point correlator function is
where · abbreviates the average over the energy and over a small time window, T H denotes the Heisenberg time and A γ , S γ , and T γ are the amplitude, the action, and the period of the orbit γ, respectively. The contribution of the terms γ = γ to (1.1) is called the 'diagonal approximation' and was studied by Hannay/Ozorio de Almeida [11] and Berry [3] in the 1980's; a mathematical rigorous treatment is still missing. Also see [15] for other work on the diagonal approximation.
To next order, as → 0, the main term from (1.1) arises owing to those orbit pairs γ = γ for which the action difference S γ − S γ is 'small'. This was first considered by Sieber and Richter [23, 22] , who argued that a given periodic orbit with a self-crossing in configuration space at a small angle ε (see Figure 1 ) will admit a neighboring periodic orbit with almost the same action. Furthermore, |S γ − S γ | ∝ ε 2 was obtained for the action difference. The neighboring orbit is called a partner of the given orbit and one calls the two orbits a Sieber-Richter pair. In phase space, a Sieber-Richter pair contains a region where two stretches of the same orbit are almost mutually time-reversed and one addresses this region as a 2-encounter or, more strictly, a 2-antiparallel encounter; the '2' stands for two orbit stretches which are close in configuration space, and 'antiparallel' means that the two stretches have opposite directions; see Figure 1 . The two orbits noticeably differ from each other only by their connections inside the encounter region. The smaller is the crossing angle, the closer will be the stretches, and the longer the stretches remain close, the smaller will be the resulting action difference. Outside the encounter region, the two orbits are almost indistinguishable. In contrast to that, they practically coincide in one loop and appear as time-reversed in the other loop. This explains why Sieber-Richter pairs may only exist in systems which are invariant under time-reversal. Taking into account those contributions to (1.1), Sieber and Richter were able to calculate the first two terms in the expansion of (1.1) for small τ (the first term comes from the diagonal approximation), and it turned out that the result agreed with what is obtained using random matrix theory [7] , for certain symmetry classes.
This discovery prompted an increased research activity on the subject matter in the following years and finally led to an expansion K(τ ) = 2τ − τ ln(1 + 2τ ) = 2τ − 2τ 2 + 2τ 3 + . . .
for the orthogonal ensemble (the symmetry class relevant for time-reversal invariant systems) to all orders in τ , by including the higher-order encounters also; see [18, 19, 17] , and in addition [16, 10] , which provide much more background and many further references.
To establish a more detailed mathematical understanding, it is natural to start, more modestly, on the classical side and try to prove the existence of partner orbits and derive good estimates for the action differences of the partners. For 2-encounters this is done in the present work, where we consider the geodesic flow on factors of the hyperbolic plane; in this case the action of a periodic orbit is proportional to its length. The companion paper [13] then deals with the technically more involved higher-order encounters.
In the physics community this system is often called the Hadamard-Gutzwiller model, and it has frequently been studied [6, 21] ; further related work includes [10, 19, 26] . In Braun et al. [6] symbolic dynamics was used to obtain an approximation for the length difference ∆L ≈ 4 ln(cos(ε/2)), where ε denotes the crossing-angle; see also [21] . In both papers there was no estimate on the error term given. For certain systems, including some with two degrees of freedom, Turek/Richter [25] and Spehner [24] provided another approximation for the action difference of a Sieber-Richter pair by introducing suitable coordinates on the Poincaré section; also see Müller et al. [19] for related work. However, these coordinates were not calculated and once again there was no bound given for the error term of the action differences. This approach was also used for systems with higher degrees of freedom by Turek et al. [26] .
The paper is organized as follows. In section 2 we introduce the necessary background material which is well-known in principle [2, 9, 14] . Since the field requires a substantial amount of notation and identifications, we nevertheless provide some details. Then in section 3 we turn to Sieber-Richter pairs. First we give a quantitative version of the shadowing lemma and the Anosov closing lemma; the latter may be of independent interest. Next we consider orbit self-crossings (in configuration space). Theorem 3.11 contains a first main result about the existence of a partner orbit and an estimate for the action difference. If the crossing angle is small enough and the space is compact, then the partner is even unique; see theorem 3.15. Finally we include a brief discussion of pseudo-orbits, i.e., of periodic orbits which decompose into smaller pieces.
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Preliminaries
We consider the geodesic flow on compact Riemann surfaces of constant negative curvature. In fact this flow has had a great historical relevance for the development of the whole theory of hyperbolic dynamical systems or Anosov systems. It is well-known that any compact orientable surface with a metric of constant negative curvature is isometric to a factor Γ\H 2 , where Γ is a discrete subgroup of the projective Lie group PSL(2, R) = SL(2, R)/{±E 2 }; here SL(2, R) is the group of all real 2 × 2 matrices with unity determinant, and E 2 denotes the unit matrix. General references for this section are [2, 9, 14] , and these works may be consulted for the proofs to all results which are stated here without a proof.
H 2 and PSL(2, R)
The hyperbolic plane is the upper complex half plane H 2 = {(x, y) ∈ R 2 : y > 0}, endowed with the Riemannian metric g = (g z ) z∈H 2 given by
denotes the tangent space to H 2 at z ∈ H 2 (which is R 2 ). In short, g = : ad − bc = 1} can be identified with the projective group PSL(2, R) = SL(2, R)/{±E 2 } by means of the isomorphism
The unit tangent bundle of H 2 is
For g ∈ PSL(2, R) we define the derivative operator Dg :
and ad − bc = 1, whence
Given (z, ξ) ∈ T 1 H 2 , the relation Dg(i, i) = (z, ξ) has a unique solution g ∈ PSL(2, R). This means that the induced mapping
is a bijection. In general, T 1 H 2 and PSL(2, R) are identified.
The following result will be needed later when consider reversibility. 
Decompositions of PSL(2, R)
For t ∈ R, denote
and, respectively,
where G = PSL(2, R).
Next we establish some useful factorizations for elements of PSL(2, R). These results will be of central importance later when it comes to splitting the tangent space according to the hyperbolicity; recall that {gb t : t ∈ R} and {gc t : t ∈ R}, respectively, give rise to the stable and unstable manifolds at g ∈ PSL(2, R). First we consider the so-called 'NAK decomposition' of SL(2, R).
Proof : (a) Let (t, s, u) be given by (2.4). To begin with,
. If a > 0, then e t/2 = a, se −t/2 = b, ue t/2 = c, and (1 + su)e −t/2 = (1 + bc)/a = d, using that ad − bc = 1. Thus C u B s A t = G and c u b s a t = g. If a < 0, then e t/2 = −a, se −t/2 = −b, ue t/2 = −c, and (1 + su)e −t/2 = −(1 + bc)/a = −d, and hence C u B s A t = −G which yields once again that a t c u b s = g. (b) Here the argument is analogous.
Distance on PSL(2, R)
There is a natural Riemannian metric on G = PSL(2, R) such that the induced metric function d G is left-invariant under PSL(2, R) and right-invariant under PSO(2) = {d t : t ∈ R}, i.e., for
for all h ∈ PSL(2, R) and g ∈ PSO (2) . Let e = [E 2 ] ∈ PSL(2, R) denote the neutral element.
Proof : Denote g = Υ(z, ξ) ∈ G, h = Υ(z, ζ) ∈ G, g = Υ(z, −ξ) ∈ G, and h = Υ(z, −ζ) ∈ G. According to lemma 2.1 we have g = gj and h = hj for j = [J] = {−J, J}, where
We define a metric function d Γ\G on X = Γ\G by
, and d G denotes the metric function on G. In fact, if Γ\G is compact, one can prove that the infimum is a minimum:
It is possible to derive a uniform lower bound on d G (g, γg) for g ∈ G and γ ∈ Γ \ {e}, provided that X = Γ\G is compact.
Compactness of the quotients can be characterized as follows.
Theorem 2.11. Let the left action of Γ on H 2 be free. Then there are equivalent: [9, definition 11.3] ).
In this case there is ε 0 > 0 such that tr(γ) ≥ 2 + ε 0 holds for all γ ∈ Γ \ {e}, and in particular every γ ∈ Γ \ {e} is hyperbolic.
Definition 2.12 (Periodic point).
A point x ∈ X is called periodic under the flow (ϕ
The smallest T > 0 satisfying (2.9) is called the (minimal) period.
Periodic points (or orbits) of the geodesic flow (ϕ X t ) t∈R on X are defined similarly.
Lemma 2.13. Suppose that every element in Γ \ {e} is hyperbolic. Then for every γ ∈ Γ \ {e} and T > 0 such that e T /2 + e −T /2 = tr(γ),
Remark 2.14. There exist bijections
between the class of periodic orbits PO X of the flow (ϕ X t ) t∈R on X = Γ\PSL(2, R), the class CG Y of oriented unit speed closed geodesics on Y = Γ\H 2 , and the system C Γ of conjugacy classes of primitive elements in Γ\{e}; here the conjugacy class of γ ∈ Γ is {γ} Γ = {σγσ −1 : σ ∈ Γ} and an element γ ∈ Γ is called primitive, if γ = η m for some η ∈ Γ and m ∈ Z implies that m = 1 or m = −1. Furthermore, if T > 0 denotes the prime period of c ∈ PO X and {γ} Γ ↔ c, then tr(γ) = e T /2 + e −T /2 . Next, if s ∈ CG Y satisfies s ↔ {γ} Γ and τ > 0 denotes the prime period of s, then the curve length (s) of s is τ , since s is a unit speed geodesic. Also tr(γ) = e τ /2 + e −τ /2 . This yields the relation T = τ = (s) between the period of c and the curve length of s. Finally, by definition, the length of γ is δ(S) = inf z∈H 2 d H 2 (z, S(z)), where S = Φ(γ). Then one can show that tr(γ) = 2 cosh(δ(S)/2), and hence δ(S) = T = τ = (s) is found, which also explains why δ(S) is called a length.
♦
We shall also need local stable and unstable manifolds.
Definition 2.15 (Local stable and unstable manifolds). Let ε > 0 and x ∈ X. Then
: |t| < ε} = {Γ(gc t ) : |t| < ε} for x = Γg are called the local stable and local unstable manifold of x of size ε, respectively.
Note that both sets do not depend on the choice of g ∈ G such that x = Γg. The following definition is modified from [4] .
Definition 2.16 (Poincaré section)
. Let x ∈ X and ε > 0. The Poincaré section of radius ε at x is Figure 2 ).
Notice that P ε (x) is independent of g, since in the case where x = Γg 1 = Γg 2 we have γg 1 = g 2 for some γ ∈ Γ. Hence γg 1 c u b s = g 2 c u b s , and consequently Γ(
Figure 2: Poincaré section
Some estimates
In this subsection we collect some useful technical results.
Lemma 2.17. (a) For every ε > 0 there is δ > 0 with the following property. If G ∈ SL(2, R)
Proof : (a) Fixing ε > 0, we define δ = min
Then we have
noting that d > 0. Applying lemma 2.4(c), we obtain
and | ln(1 + x)| < 2|x| for |x| < 1 2 . (b) Indeed, otherwise there are ε 0 > 0 and h = π(H) such that
. From (a) we deduce that and T ≥ 1, then the equation
has a solution σ ∈ R such that |σ| < 2|u|e −T .
Proof : To establish this assertion, consider first the case where s = 0. Then σ = u 1−e T is the solution, and moreover |σ| =
and take the solution
as was to be shown.
Sieber-Richter pairs
In this section we establish the existence of a partner orbit for a given periodic orbit with small-angle self-crossing in configuration space. If the crossing angle is small enough and the surface is compact, then the partner is unique. The partner avoids crossing in the encounter region and has a smaller period as compared to the original one. We also derive an estimate for the action difference between them.
Shadowing lemma and Anosov closing lemma
For brevity we write G = PSL(2, R), X = Γ\PSL(2, R) = Γ\G, and (ϕ t ) t∈R = (ϕ X t ) t∈R .
Shadowing lemma
Recall definition 2.15 of the local stable and unstable manifolds W s X, ε and W u X, ε , and see [4] for a similar result.
Figure 3: Shadowing lemma
Similarly, for t ∈ ] − ∞, 0],
completing the proof.
Anosov closing lemma
There are many different versions of the Anosov closing lemma. In the following we shall need a very quantitative version. See [4] and [8, Lemma 7.4] for results in a similar vein. Let σ 0 > 0 be chosen according to lemma 2.10: If g ∈ G and γ ∈ Γ \ {e}, then d G (g, γg) ≥ σ 0 is verified. [, x ∈ X, T ≥ 1, and ϕ T (x) ∈ P ε (x). Let x = Γg and ϕ T (x) = Γgc u b s for g ∈ PSL(2, R), |u| < ε, |s| < ε. Then there are x ∈ P 2ε (x) such that x = Γgc σ b η and T ∈ R so that
(3.1)
2)
and
First we apply lemma 2.18 to obtain a solution σ ∈ R of the equation
, so η is well-defined and |η| < 2|s| < 2ε.
owing to |σ| < 2|u|e −T . Put g = gc σ b η ∈ G and x = Π Γ (g ) to obtain x ∈ P 2ε (x). Define T = T + 2 ln(1 + su − sσ).
We have 1 + su − sσ > 1 − (
. Therefore T is well-defined and
observe that the matrix
11 − e In summary, we have shown that B −ηÂ A −T B η A T = E 2 , and thus
Now we are in a position to verify (3.1). From (3.5) and the various definition
Since ζ ∈ Γ, this implies that
Finally, for t ∈ [0, T ] by the left-invariance of d G and lemma 2.4(b)
Due to ζ = gc u b s a −T g −1 , this implies tr(ζ) = tr(c u b s a −T ) = e T /2 + e −T /2 + sue −T /2 and we obtain (3.3). 
Crossings
For p ∈ Y = Γ\H 2 and ξ, ζ ∈ T 1 p (Y ) \ {0} the angle θ = (ξ, ζ) ∈ [0, π] between ξ and ζ is given by
In the following lemma we consider a point p on the surface Γ\H 2 and two unit tangent vectors ξ and ζ at p. First we derive how the angle θ between ξ and ζ yields a simple connection between the associated elements g, h ∈ PSL(2, R): they are obtained from each other by applying a rotation d θ . In parts (b) and (c) we work out how this relation is affected if we pass to the reflected vectors ξ = −ξ and ζ = −ζ. 
, and if θ = (ξ, ζ), then x = Π Γ (g) and y = Π Γ (h) for some g, h ∈ PSL(2, R) so that either g = hd θ or h = gd θ . (b) Furthermore, denote ξ = −ξ and ζ = −ζ. If x = Ξ(p, ξ ) and y = Ξ(p, ζ ), then x = Π Γ (g ) and y = Π Γ (h ) for g = gd π and h = hd π .
(c) Either g = hd θ+π or h = gd θ+π holds.
where in general α z = g z (α, α) 1/2 and ξ p = g Γ,p (ξ, ξ) 1/2 . Then the angle θ = (ξ, ζ) may be expressed as
To use this, we first put g = Υ(z, α) ∈ PSL(2, R) and h = Υ(z, β) ∈ PSL(2, R) for the map Υ from (2.2). Then the definition of Ξ in the proof of theorem 2.8 shows that
Also by definition of Υ,
∈ SL(2, R) and put T = Φ(g) ∈ Möb(H 2 ) as well as S = Φ(h) ∈ Möb(H 2 ). Owing to (2.1) and (3.8) we obtain the explicit relations
It hence follows that
Im z = 1
and Im z = 1 Therefore T (i) = S(i) leads to (
by separation into real and imaginary parts. Then the preceding relations yield
Similarly,
In the same way,
. Now, back to (3.7), we have for θ = (ξ, ζ),
in terms of the matrix coefficients. Using (3.9) we obtain
Hence as a consequence of (c
(3.14)
Now we need to distinguish several cases related to the sign of the square root in (3.13) and (3.14). Case 1: cos(
and sin(
. Then G = HD θ , since
, and (3.10) together with (3.11) yield
whereas (3.10) and (3.12) show that
Similarly, due to c
and furthermore
Thus indeed G = HD θ , and consequently g = hd θ . Case 2: cos(
. Similarly, we obtained G = HD −θ after a shot calculation. Hence g = hd −θ and thus h = gd θ . Case 3: cos(
. Then G = −HD −θ , hence g = hd −θ and thus h = gd θ . Case 4: cos(
. Then G = −HD θ , hence g = hd θ , completing the proof of (a). 
Remark 3.5. In the setting of lemma 3.4(a), either Γh = Γgd θ or Γg = Γhd θ holds for any g, h ∈ PSL(2, R) such that x = Γg, y = Γh. ♦
The next result is a converse statement to lemma 3.4(a).
In addition, if all elements in Γ \ {e} are hyperbolic, then (ξ, ζ) = |θ|.
We are going to show that z = z . Writing
, by the definition of Υ from (2.2) we have Dg(i, i) = (z, α) and Dh(i, i) = (z , β). Using the definition of D from (2.1), it follows that Figure 5 illustrates the next result. Proof : Fix g ∈ PSL(2, R) such that Γg = Π Γ (g) = Ξ(x). We apply the preceding theorem for x 1 = x 2 = x and t 1 = τ, t 2 = τ + L to obtain a self-crossing in configuration space at the time τ . The self-crossing creates a loop which starts at the time τ and ends at the time τ + L. So the length of the loop is L; see Figure 5 .
The relation between the loop length and the self-crossing angle is illustrated by the following result which is a necessary condition for self-crossings; formula (3.19) below had already been derived in [21, p. 133] . 
Proof : Let the orbit of x ∈ X satisfy the assumption and put Γg = Ξ(x). (a) According to theorem 3.8 for τ = 0,
, and accordingly tr(γ) = tr(a L d −θ ). Recall lemma 2.13 and let ρ > 0 be such that e ρ/2 +e −ρ/2 = tr(γ). Then cosh(
) by definition of the trace. Case 2:
), completing the proof of (3.19) .
which yields (3.19).
The next observation allows us to find a self-crossing orbit with a prescribed crossing angle.
Lemma 3.10. Suppose that all elements of Γ \ {e} are hyperbolic. For every γ ∈ Γ \ {e} and θ ∈ ]0, π[ there is an orbit of the geodesic flow that crosses itself in configuration space at the angle θ and creates a loop whose length l φ (γ) is determined by
here l(γ) > 0 is the number which is determined by
Proof : Since cosh(
we shall find a g ∈ PSL(2, R) such that
First we apply lemma 2.13 to write γ = h −1 a l(γ) h for some h ∈ PSL(2, R) and rewrite (3.22) as
c(e −L/2 cos(
Note that the equations in (3.23)&(3.24) are equivalent and so are the equations in (3.25)&(3.26). Furthermore, it is obvious that e −L/2 cos(
) − e l(γ)/2 = 0. Therefore if we take any b, c ∈ R and let
then all the four equations in (3.23)-(3.26) are solved. Now the special choice
yields det(K) = ad − bc = 1 after a short calculation. Hence
is a solution to the equation (3.22) and by theorem 3.8, the orbit through x = Π Γ (g) is as desired.
Existence of a partner orbit and action difference of a Sieber-
Richter pair Theorem 3.11 (Existence of a partner orbit I). If a periodic orbit of the geodesic flow (ϕ
with the period T ≥ 1 crosses itself in configuration space at a time T 1 ∈ ]0, T [ and at an angle θ such that 0 < φ < 1 3 for φ = π − θ, then there is another periodic orbit of the geodesic flow (called a partner orbit) which remains 9| sin(φ/2)|-close to the original one. Furthermore, T < T for the period of the partner orbit and
Hence there are γ 1 , γ 2 ∈ Γ such that
Next let ξ = −ξ and ζ = −ζ. If x = Ξ(p, ξ ) and y = Ξ(p, ζ ), then x = Π Γ (g ) and y = Π Γ (h ) for g = gd π and h = hd π by lemma 3.4(b). In addition, either g = hd θ+π or h = gd θ+π by lemma 3.4(c). Henceforth, we are going to assume that g = hd θ+π , since the case where h = gd θ+π can be treated analogously. In view of (3.30) and (3.31) we may apply lemma 2.9 (see the proof of lemma 3.4(a)&(b)) to deduce that
As above it follows that there are γ 1 , γ 2 ∈ Γ such that
The angle complementary to θ = (ξ, η) is denoted
cf. Figure 6 , so that g = hd 2π−φ . Since D 2π−φ = −D −φ we have d 2π−φ = d −φ and hence g = hd −φ . From g = gd π and h = hd π we obtain Thus using lemma 2.3(c) we can write
37)
Thenx ∈ W s ε (x); see definition 2.15. By (3.35) and (3.37), Figure 7 : Periodic partner orbit A short calculation using s = tan(φ/2) reveals that
where (see lemma 2.3(b))
by (3.38), (3.29), (3.36) and corollary 3.9. As a consequence of (3.29), we have ε < min{
Furthermore, by the assumption T ≥ 1, we can apply the Anosov closing lemma to have w ∈ P 2ε (ŷ) and T ∈ R so that
(3.45)
and e T /2 + e −T /2 = e T /2 + e −T /2 +ŝû e T /2 ; note that |ŝû| < ε 2 < 1, i.e., ln(1 +ŝû) is well-defined. Since in fact In what follows, we will drop the superscript X from (ϕ X t ) t∈R to simplify notation. (a) It is a consequence of (3.6) that the period T of the partner orbit is determined by
2 .
(b) Owing to (3.27) we have
This explains the approximation of length difference ∆L = ∆T ≈ 4 ln cos(φ/2) as was obtained by Braun et al. [6] . Furthermore, by Taylor expansion,
If all elements in Γ \ {e} are hyperbolic, then by the self-crossing property, corollary 3.9(b):
Therefore it follows from (3.50) that
is the asymptotics for φ small. (c) Let all γ ∈ Γ \ {e} be hyperbolic. Recall thatỹ = Γh a −τ = ϕ −τ (y ). By the shadowing lemma,
Furthermore, according to the proof of the Anosov closing lemma,
, thus ϕ T 2 (x) =ỹ and by (3.40) we have
due to e −T 1 < sin 2 (φ/2) < 1 2
. Considering the right-hand side of (3.51), the function f (t) = 2ε(e −t + e t−T 2 ) is decreasing f or t ∈ [0,
], increasing for t ∈ [
, T 2 ], and minimal at t =
Similarly, for t ∈ [0,
and the function g(t) = e −t + e t−T 1 attains the minimum at t =
This means that outside the encounter region, the partner orbits remain very close.
(d) Recall γ 1 and γ 2 from (3.32):
for some γ ∈ Γ, and by lemma 2.13, the orbit through x (called c) corresponds to the conjugacy class {γ} Γ :
This means that the orbit c corresponds to the conjugacy class {γ} Γ = {γ 1 γ 2 } Γ . On the other hand the partner orbit (called c ) corresponds to the conjugacy class {γ } Γ = {γ 1 γ −1 2 } Γ . Indeed, according to the proof of Anosov closing lemma, the partner orbit c corresponds to the conjugacy class of ζ −1 where ζ =ĝcûbŝa −Tĝ −1 forĝ = gb s a −T 2 . Using h = gd φ = gb s c u a τ and h = g d φ = g a −τ c u b s we obtain
2 and we obtain the result by Braun et al. [6] . (e) We are going to construct a periodic orbit whose period is approximately 2T . Denote
Write v = Γk for some k ∈ G, then Γkb −s = Γg a τ +T 2 /2 cũ =: z. Next we apply the shadowing lemma to obtain
This means that ϕ T +T (ẑ) ∈ Pε(ẑ). Now we utilize the Anosov closing lemma to find aTperiodic point z * so that
For t ∈ [0, T ], by (3.52) and (3.54):
For t ∈ [0, T ], by (3.53) and (3.54):
It follows from (3.55) that
by (3.46), and we have found a periodic orbit whose the periodT is close to 2T ; see Figure 8 .
In the same way one can construct periodic orbits with periods approximately nT for any n ∈ N which are close to the original orbit. ♦ From theorem 3.11 one can also derive an ε-δ-version. with the period T ≥ 1 crosses itself in configuration space at a time T 1 ∈ ]0, T [ and at an angle θ such that 0 < φ < δ for φ = π − θ, then there is another periodic orbit of the geodesic flow (called a partner orbit) which remains ε-close to the original one. Furthermore, T < T for the period of the partner orbit, and Due to φ < min{ 1 3 , ε * 9
} we obtain 18| sin(φ/2)| < ε * . Therefore these two partner orbits must be identical, as a consequence of lemma 3.14.
Encounter duration
Consider the setting of theorem 3.11 and suppose that Γ\H 2 is compact and the crossing angle satisfies |φ| < φ 0 = min{1/6, ε * /9} as the preceding theorem. Then ε = 3 2 sin(φ/2) < ε * 12 =: . Recall from the proof of theorem 3.11 that x = Γh a −τ c −u b −s ∈ P (ỹ), where u = − sin(φ/2) cos(φ/2) and s = tan(φ/2). Using b −s a t = a t b −se −t and c −u a t = a t c −ue t , we obtain ϕ t (x) = Γh a −τ a t c −ue t b se −t ∈ P (ϕ t (ỹ)) if and only if |u|e t < and |s|e −t < , or equivalently, − ln |s| < t < ln |u| .
Then for t ∈ ] − ln( |s| ), ln( |u| )[, we have ϕ t (x) ∈ P (ϕ t (ỹ)) and hence d X (ϕ t (x), ϕ t (ỹ)) < 2 . The encounter duration is thus given by t enc = t s + t u = ln
where t s = ln( tan(φ/2) ) and t u = ln( sin(φ/2) cos(φ/2) ) are the times that the original orbit can go backward, respectively forward, from x before leaving the encounter region (see Figure 7) . We see that the smaller the crossing angle φ is, the longer will be the encounter duration. Noting that sin 2 ( φ 2 ) <
9
Pε(x)
x Figure 9 : Two periodic orbits having the ε-property create a pseudo-orbit (b) A pseudo-orbit of the geodesic flow (ϕ X t ) t∈R is a collection of periodic orbits which are the image of a pseudo-orbit of the flow (ϕ X t ) t∈R under the isometry Ξ −1 : X = Γ\PSL(2, R) → X = T 1 (Γ\H 2 ) from theorem (2.8).
Theorem 3.18. If a periodic orbit of the geodesic flow (ϕ X t ) t∈R on X = T 1 (Γ\H 2 ) with the period T ≥ 2 crosses itself in configuration space at a time T 1 ∈ [1, T [ and at an angle θ such that θ < 1 4 and T − T 1 ≥ 1, then there is a pseudo-orbit (called pseudo-partner) of the geodesic flow which remains 8| sin(θ/2)|-close to the original one. Furthermore, T < T for the period of the pseudo-partner orbit, and T − T 2 − ln(cos 2 (θ/2)) ≤ 10 sin 2 (θ/2)(e −T 1 + e −(T −T 1 ) ). (3.59)
Proof : Denote T 2 = T − T 1 . Let the orbit of (p, ξ) ∈ X = T 1 (Γ\H 2 ) be T -periodic (T being its prime period) and such that it has a self-crossing of angle θ in configuration space at the time T 1 ∈]1, T [. According to the proof of theorem 3.11, if x = Ξ(p, ξ) and y = ϕ X T 2 (x) then we may write x = Π Γ (g) and y = Π Γ (h) for some g, h ∈ PSL(2, R) so that either g = hd θ or h = gd θ . Henceforth we are going to assume that h = gd θ since the case where g = hd θ can be treated analogously. Using lemma 2.3(c) we can write . Then ϕ T 1 −τ 1 (x) = ϕ −τ 1 (y) = Γgc u 1 b s 1 ∈ P ε (x). Hence, by the Anosov closing lemma, there are x = Γgc σ 1 b η 1 ∈ P 2ε (x) and T 1 ∈ R so that ϕ T 1 (x ) = x , d X (ϕ t (x ), ϕ t (x)) ≤ 4ε = 8 sin(θ/2) for all t ∈ [0, Similarly, x = Γg = Γhd −θ = Γhc u 2 b s 2 a τ 2 for u 2 = tan(θ/2), s 2 = − sin(θ/2) cos(θ/2), τ 2 = 2 ln(cos(θ/2)).
It follows that ϕ T 2 −τ 2 (y) = ϕ −τ 2 (x) = Γhc u 2 b s 2 ∈ P ε (y). Applying the Anosov closing lemma again, there are y = Γhc σ 2 b η 2 ∈ P 2ε (y) and T 2 ∈ R such that ϕ T 2 (y ) = y , d X (ϕ t (y ), ϕ t (y)) ≤ 4ε = 8 sin(θ/2) for all t ∈ [0, T 2 ], (3.63) and T 2 − (T 2 − τ 2 ) 2 − ln(cos 2 (θ/2)) < 5|u 2 s 2 |e −T 2 +τ 2 < 5 sin 2 (θ/2)e −T 2 . (3.64)
It follows from (3.62) and (3.64) that (T 1 + T 2 ) − T 2 − ln(cos 2 (θ/2)) < 10 sin 2 (θ/2)(e −T 1 + e −T 2 ), so that we obtain (3.59) for T = T 1 + T 2 . Since u 1 s 1 < 0 and u 2 s 2 < 0, we have T 1 < T 1 as well as T 2 < T 2 and so T < T 1 + T 2 = T . Defining (q, ζ) = Ξ −1 (x ) ∈ X , (l, η) = Ξ −1 (y ) ∈ X , the orbit of (q, ζ) is T 1 -periodic and the orbit of (l, η) is T 2 -periodic, and they will have the desired properties by (3.61) and (3.63) . It remains to prove that the orbits of x and y create a pseudo-orbit. Due to h = gd θ , (3.60), and using lemma 2. A short calculation shows that |u| < 3ε as well as |s| < ε; hence ϕ −τ (y ) = Γ(gb η 1 c σ 1 )c u b s ∈ P 3ε (x ) and the orbits of x and y create a pseudo-orbit.
