Control algorithms for flexible manipulators are usually designed to calculate the torques which are required to move the manipulator along a specified joint trajectory. In this paper, we describe a method for generating a trajectory between two manipulator configurations which optimizes some objective function measured over the complete motion. In particular, we attempt to determine point-to-point motions of a flexible manipulator which minimize undesirable elastic vibrations. Accordingly, the trajectory planning problem is formulated and solved as a two-point boundary value problem with the objective function chosen to minimize the elastic deformations during the motion. The proposed methodology should therefore ease the requirements on the controller and the control algorithm in their tasks of eliminating trajectory-tracking errors and residual vibrations.
INTRODUCTION
Although there has been much work in the area of controlling flexible manipulators to follow a desired tip trajectory [l] , very little work has been conducted towards choosing the trajectory itself. Such a choice is necessary either for point-to-point motion, or for resolving the redundancy of robots with more degreesof-freedom than necessary to follow the given tip trajectory. For example, the authors of [2] used perturbation methods to separate the rigid and elastic dynamics of a flexible, redundant, space robot. They then resolved the redundancy of the rigid manipulator to determine the optimal rigid trajectory, and used LQR control on the elastic dynamics to reduce the elastic disturbance to the nominal rigid trajectory. However, this method determines a trajectory based on a cost independent of elastic deflections or velocities. Other authors have considered the complete dynamics during the trajectory optimization [3] . They included joint torque bounds and determined minimum-time trajectories to minimize tip tracking error. Again, there was no cost associated with the elastic behaviour of the manipulator.
An heuristic, graphical method for determining the trajectories of a rigid manipulator on a flexible base has been proposed based on the Coupling Map concept [4] . The Coupling Map shows regions of high coupling between the rigid and elastic motion of the system, and directions of least coupling which a human operator uses to plot the trajectory. Although relatively easy to calculate, the trajectory planning based on the Coupling Map is not aut,omated and is restricted to planning up to three degrees-of-freedom only.
The approach developed in this paper is applicable to a general flexible link manipulator system. It formulates the trajectory planning problem as a twopoint boundary value problem (BVP) with the objective function aimed at minimizing the elastic deformations during the motion.
PROBLEM FORMULATION Dynamics Equations
Our starting point is the dynamics equations governing the motion of the flexible manipulator. These are written here for the complete manipulator system, but partitioned into the "rigid" part, and the "elastic" part, In these equations, qr is a column vector of n joint angles, qe contains s elastic coordinates and the remaining quantities have the usual definitions [5] . The above form makes explicit two important features of the motion equations which are key to the proposed methodology. The first is that Eqn. (2) represents a differential constraint relating rigid accelerations qr and elastic accelerations qe. For general manipulator problems this constraint is non-integrable. The second is that, when the applied torque r is not specified a priora, as is the case for motion planning, Eqn.
(1) is not a constraint, but could be used to determine nominal control torques once the accelerations and the current state are known. Also, the righthand side of the elastic dynamics equation makes it apparent that the elastic coordinates qe are not directly controlled. Thus, the motion planning problem posed is to calculate qr which optimizes some objective function, subject to the dynamics constraint (2) and suitable boundary conditions (BC's).
Variational Method
The problem of optimizing the joint motion of a manipulator has already received much attention from researchers in the area of redundancy resolution for rigid manipulators. For redundant manipulators, the number of joints is greater than the number required to follow a specified tip trajectory. Thus, a trajectory for the "extra" joints is determined to optimize some objective function. Global optimization, in the sense of minimizing a cost functional evaluated along the entire trajectory, provides the most desirable measure of the manipulator's performance. However, local ( 2 . e . instantaneous) optimization requires less computational effort. In some cases, it may be possible to globally optimize a given measure by locally optimizing a different measure [6] . In this paper, we consider global minimization of the strain energy of the manipulator, given by To minimize the manipulator's total strain energy evaluated along the entire path, we employ standard methods from the Calculus of Variations [7] . In particular, we follow the Hamiltonian approach used in the solution of optimal control problems. A general expression for the cost functional is 
with Q and R constant, positive semi-definite and positive definite weighting matrices respectively. In particular, in accordance with our objective Eqn. (3), we have the block diagonal matrix
Finally, to enforce the constraint on the final state, we choose $(T) to be 1 2 where P is a positive semi-definite weighting matrix and ze is the error between the final state and the desired final state:
In typical control formulations,
is physically appropriate. For path planning purposes, U can be chosen to be the position coordinates q. In the presence of non-integrable velocity constraints, the velocity 4, of the system could be chosen [8].
However, since there are non-integrable constraints amongst the accelerations in our problem, Eqn. (a), we choose U = qr. The disadvantage of this choice compared to U = ~( t )
is that bounds are usually given on the applied torques and not on the accelerations. However, we do not include inequality constraints in the formulation of this problem. The advantage of our choice is that the rigid dynamics equations, Eqn. (l), are not necesary for the solution of this problem, but can be used to calculate the torques if desired. Such a calculation is also simpler than the converse one of calculating the accelerations given the torques since the mass matrix M does not need to be inverted.
The minimization of the cost functional J [ u ] is constrained by the elastic dynamics of Eqn. (2) . The constraints in the problem (other than BC's) can therefore be summarized by the state dynamics equation:
This constraint is incorporated into the problem formulation by augmenting F using the Lagrange multiplier method. This leads to the definition of a Hamiltonian function (12) where p are the Lagrange multipliers, often referred to as the costate. It can be shown that the U which minimizes H also minimizes J [7] . The Hamiltonian equations associated with H are the state dynamics, Eqn. (lo) , and the costate dynamics Note that we have avoided the question of the existence of a solution to the two-point BVP by using d(T) as a penalty function to enforce the constraint on the final state. It may not be possible to achieve the desired final state exactly, so the constant, diagonal weighting matrix P is chosen to have larger weights on the joint angle and velocity components of the state and smaller weights for the elastic deflection and velocity components. The weights on qr(T) and &(T) are also chosen to be large enough to ensure that very small errors in these values are necessary before the integral term of the cost functional dominates the cost. Thus, the rest-to-rest maneuver is given the highest priority, while the minimization of residual vibrations becomes a secondary task.
The solution of the two-point BVP defined by equations (lo), (14), and (15) together with the given initial conditions for the state, will yield the optimal trajectory of the manipulator (in the sense of Eqn.
(4)).
NUMERICAL SOLUTION ALGORITHM
The existing numerical methods for solving a twopoint BVP can be classified into four main categories: the Rayleigh-Ritz (assumed modes) method, finite-differences, dynamic programming, and shooting methods. Since we are not guaranteed that a solution exists which satisfies the system dynamics and an arbitrary desired final state, we can not expect a particular method to satisfy all of the given constraints. For our purpose, the important difference between the numerical solution methods is in how well each of the constraints are satisfied. Below, we briefly consider the suitability of the aforementioned methods for the particular application at hand. The Rayleigh-Rite method approximates the solution by a linear combination of basis functions [9] . This method was not chosen for implementation because of the lack of experience in choosing the appropriate basis functions for planning the motion of a flexible manipulator.
Finite-difference methods approximate the derivatives in the system dynamics equations by finite differences between the solution at discrete times [9] . It was felt that the vibration inherent in the present problem would require a very high number of nodes or mesh points for accurate solution.
The key to the dynamic programming schemes is to discretize time and the solution, forming a grid of possible solution values at each time [lo] . Then, one can solve an initial value problem with the exact derivatives to determine the evolution of the solution to the next discrete time. The solution at this time is then approximated by one of the grid points. Once again, it was felt that too many grid points would be required.
Finally, shooting algorithms approximate the BC's in a two-point BVP, but retain the exact solution (for the approximate BC's) and its derivatives to within integration tolerance. An iterative method is used to update the approximate BC's to converge to a solution which satisfies the given BC's. In the basic shooting method, the error in the final states is expressed as a function of the estimated initial states and a nonlinear optimization method is used to update the initial states to reduce that error. However, the authors of [ll, 21 indicate that for Hamiltonian systems this method may be unstable and has convergence problems.
Comparing now the four methods, we see that the Rayleigh-Ritz, finite-difference, and dynamic programming methods all satisfy the given BC's, but are based on approximations to the solution which do not satisfy the dynamics constraint. However, the shooting methods attempt to satisfy the dynamics as closely as possible while erring in the BC's. Note that some numerical integration algorithms are similar to the Rayleigh-Ritz method with collocation, in which the dynamics equations are satisfied at discrete points and the solution is interpolated [12] . The advantage of numerical integration, however, is that the grid points are automatically varied to control how well the solution satisfies the dynamics constraints. Because of the complexity of flexible manipulator dynamics, maintaining accuracy in the predicted behaviour of the manipulator was deemed more important than satisfaction of the BC's. Consequently, we have employed a variant of the shooting method to solve the two-point BVP described in the previous section.
Because of the particular nature of our problem, we can partition the variables in the two-point BVP into a "state" vector z and a "costate" vector p as described earlier. The evolution of the state is not a function of the costate, so we can integrate (shoot) the state dynamics Eqn. (10) The costate equations require the Jacobian df/ax which is related to the Jacobian of the costate equations by
The former is estimated using a finite difference approximation during the integration of the costate equations. By providing CVODE with a Jacobian routine (21) during the integration of the costate equations, and noting that the state Jacobian df/dx appears in both Eqn. (21) and Eqn. (14), we can make the integration of the costate equations more efficient. The same state Jacobian is used in both cases, and is only updated when CVODE determines that the costate Jacobian needs to be updated. This greatly reduces the execution time since the finite difference approximation to the state Jacobian is computationally intensive.
A quasi-Newton numerical optimization scheme, including a line search algorithm, was used to determine the optimal accelerations ui. These routines require evaluation of the cost functional and its gradient, which are shown in the main blocks of Fig. 1 .
Verification of the proposed methodology consists of two parts. First, an energy check is performed during the simulation of the state to ensure that the energy input to the system by the torques is accounted for in the state of the system. This check has proven to be sensitive to modelling and computational errors. Second, the convergence of the optimization process is verified by restarting the algorithm with the supposedly optimal accelerations while monitoring the value of the cost functional. A restart makes it possible to escape regions of the search space where little reduction in the cost is being made.
NUMERICAL EXAMPLE
We conclude the paper with an example of the proposed solution method applied to the problem of the rest-to-rest motion of a two-DOF planar manipulator attached to the end of a flexible beam. The flexible beam represents a long flexible link of the manipulator which has been locked during motion of the small, rigid manipulator. The two rigid links are identical, having a length of 0.5 m and a mass of 0.6 kg. A 10 kg point mass is added as a payload to the tip of the last rigid link.
The beam is a hollow cylinder with inner and outer radii of 28 mm and 31 mm respectively, a length of 10 m, mass of 12 kg, density of 2608 kg/m3, and Young's modulus E = 69 GPa. A finite element model of the beam was formulated using one beam element and allowing only transverse tip displacement v and slope U', giving two elastic degrees of freedom for the system. No damping was included.
The cost used for this example is determined by 2107 the matrix Q given in Eqn. (7), and by P = diag(104, 1, lo4, l),
where P is partitioned into blocks corresponding to the blocks of the state vector x (5). The elements of P were chosen to heavily weight the task of moving the joints to their desired positions and velocities, while the final elastic deflections and rates were less important. The matrix R is made positive definite to ensure a unique global minimum, but not large enough to affect the solution. The task is to move from qr = (-7r/2, ~/ 2 )~ to (n/2, -7r/2lT in 5 seconds, beginning and ending with no joint velocity, elastic deflections, or elastic rates. The best rigid accelerations U = 9,. found by the optimization procedure using 50 evenly-spaced discretization points are shown in Fig. 2 sion of the higher frequency oscillations of the beam results in similar oscillations in the torques, but not in the accelerations of the joints. Figure 4 shows the elastic deflections and the strain energy in the system. The maximum tip deflection is less than 1%
