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Vorwort
Die Seminarreihe Mobile Computing und Ubiquitäre Systeme existiert seit dem Winter-
semester 2013/2014. Seit diesem Semester findet das Proseminar Mobile Computing am
Lehrstuhl für Pervasive Computing System statt. Die Arbeiten des Proseminars werden
seit dem mit den Arbeiten des zweiten Seminars des Lehrstuhls, dem Seminar Ubiquitäre
Systeme, zusammengefasst und gemeinsam veröffentlicht.
Die Seminarreihe Ubiquitäre Systeme hat eine lange Tradition in der Forschungsgruppe
TECO. Im Wintersemester 2010/2011 wurde die Gruppe Teil des Lehrstuhls für Per-
vasive Computing Systems. Seit dem findet das Seminar Ubiquitäre Systeme in jedem
Semester statt. Ebenso wird das Proseminar Mobile Computing seit dem Wintersemester
2013/2014 in jedem Semester durchgeführt. Seit dem Wintersemester 2003/2004 werden
die Seminararbeiten als KIT-Berichte veröffentlicht. Ziel der gemeinsamen Seminarreihe
ist die Aufarbeitung und Diskussion aktueller Forschungsfragen in den Bereichen Mobile
und Ubiquitous Computing.
Dieser Seminarband fasst die Arbeiten der Seminare des Wintersemesters 2016/17 zusam-
men. Wir danken den Studierenden für ihren besonderen Einsatz, sowohl während des
Seminars als auch bei der Fertigstellung dieses Bandes.
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Abstract. Diese Arbeit wird einen Überblick über virtuelle intelligente
Assistenten (VIA), die im deutschen auch oft als Sprachassistenten beze-
ichnet werden, geben. Es werden die verschiedenen Arten von VIA gezeigt
und in welchem Zusammenhang sie momentan schon genutzt werden.
Als Beispiel werden einige aktuelle Assistenten dienen. Zudem werden
neben den Möglichkeiten der Programme, auch noch die Grenzen dieser
Technik dargestellt und mögliche Verbesserungen und Optimierungen für
die Zukunft besprochen. Ebenfalls wird das empndliche Thema Daten-
schutz mit Bezug auf die VIA behandelt. Am Ende des zweiten Teils
gehen wir auf die aktuelle Beliebtheit und Nutzung der Anwendungen
ein. Im dritten Abschnitt wird dann die Funktionsweise der Software im
Hintergrund der Assistenten betrachtet. Es wird der allgemeine Aufbau
eines VIA skizziert. Zudem werden zwei Modelle für die Arbeitsweise
der Sprachassistenten betrachtet. Dazu werden auch einige theoretische
Konzepte wie Ontologien, Knowledge Graphen und POMDP (partially
observable Markov decision process ) beleuchtet. Zum Schluss kommt
ein Fazit über die weitere Entwicklung der VIA mit Überlegungen für
Verbesserungen und Optimierungen.
Keywords: Virtuelle intelligente Assistenten - Sprachassistenten - On-
tologien - POMDP - Datensicherheit
1 Einleitung
Virtuelle intelligente Assistenten sind eine neue Technologie, die den Menschen
viele Dienste ermöglichen wollen: Man kann mit einem Sprachassistenten inter-
agieren, Gespräche führen und ihm bestimmte Aufgaben, die er ausführen soll,
auftragen. Die Assistenten können dann z.B. in einem Smart Home Musik abspie-
len lassen, die Temperatur im Raum regeln oder das Licht an- und ausschalten.
Ebenfalls gehören zu den Aufgaben, die von den Assistenten übernommen wer-
den können, die Terminplanung, das Bestellen von Waren und Reservierungen.
Diese Vorstellungen von einem ubiquitären Assistenten versuchen die groÿen IT-
Unternehmen in der realen Welt umzusetzen. Mittlerweile hat jeder der groÿen
Technologiermen einen eigenen virtuellen intelligenten Assistenten vorzuzeigen:
Google hat Google Now und seit September 2016 Google Assistant[1], Microsoft
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hat Cortana, Apple hat Siri, Amazon hat Alexa, Facebook hat M, der im Ver-
gleich zu den anderen Sprachassistenten ein textbasierter Assistent ist, und IBM
hat Watson. Auch asiatische Firmen wie Chinas Baidu und Samsung, das im
Oktober 2016 den intelligenten Assistenten Viv übernommen hat[2], investieren
in diese Technik. Wir schauen uns an in welchen Branchen(Smart Home, Auto-
mobilindustrie usw.) die Assistenten schon aktiv sind, wie groÿ der Nutzen und
wie gut die Perfomance der Assistenten ist. Ebenfalls wird es auch einen Blick
auf "kleinere" VIA geben, die sich auf einzelne Tätigkeiten spezialisiert haben.
Ein groÿes Thema unserer Zeit ist die künstliche Intelligenz und auch hinter der
Technologie der Sprachassistenten stecken Themen wie Deep Learning, Ontolo-
gien und Knowledge Graph. Ein Schaubild soll einen allgemeinen Blick auf die
Funktionsweise und den Aufbau geben. Als spezielles Beispiel dient dann ein
Schema von Alexa.
2 Allgemeine Übersicht
Man kann virtuelle intelligente Assistenten in zwei Kategorien unterteilen. Auf
der einen Seite gibt es die schon erwähnten VIA der groÿen Weltkonzerne von
Google, Apple und so weiter..Diese Assistenten haben die Absicht den Nutzern
für den allgemeinen Zweck zur Verfügung zu stellen.Das heiÿt, dass sie möglichst
alle Dienste, die man mit digitalen Medien ausführen kann, nach Aufruf durch-
führen und dem Nutzer als alltäglichen und zu jeder Zeit verfügbaren Butler
zur Verfügung stehen. Zu den Anwendungen gehören z.B. das Eintragen von
Terminen in den Kalender, das Abspielen von Liedern oder auch das Anzeigen
vom Nahverkehrsplan. Einige der VIA sind auf Smartphones und Tablets integri-
ert oder vorinstalliert. Dazu gehören Siri auf den tragbaren Apple Produkten,
Google Now (auf den neuen Modellen wird dann Google Assistant verfügbar
sein,) auf vielen Android-Geräten und Bixby[18], das auf dem Samsung Galaxy
8 erhältlich sein soll. Es ist noch nicht bekannt ob die Entwickler von Viv auch
an diesem Sprachassistenten für Samsung mitgearbeitet haben. Weitere Anwen-
dungszwecke nden sie auf Audiogeräten wie z.B. Amazon Echo, das Alexa als
Sprachassistenten besitzt und das Konkurrenzprodukt Google Home mit Google
Assistant als intelligenten Assistenten. Bei vielen Assistenten funktioniert die
Anwendung sowohl als Textübergabe als auch als Sprachaufruf (z.B. IBM Wat-
son9, aber einige sind auch auf eine Nutzungsart beschränkt (z.B.Facebooks M
ist nur über die Spracherkennung nutzbar). Es gibt aber auch noch eine zweite
Kategorie von VIA, die nur für bestimmte Aufgaben entwickelt wurden. Sie sind
nicht als allgemeiner Begleiter gedacht, und haben sich auf eine oder wenige Di-
enste beschränkt. Dazu gehören die App Dragon Dictation von Nuance und die
Dom-App von der Restaurantkette Dominos Pizza. Während Dragon Dictation
Sprachaufnahmen selbständig in Texte umwandelt, hilft die App von Dominos
Pizza den Kunden bei der Bestellung der Pizza.
2 Quy Thinh Nguyen
2.1 Leistungsvermögen und technische Grenzen
Die interessanteste Frage ist wohl: Wie gut und nützlich sind die intelligenten
Assistenten momentan? Die Technologie ist noch sehr jung und noch lange nicht
ausgereift und deswegen funktioniert auch noch nicht jede Anwendung wie man
sich es wünscht. Das ist natürlich besonders bei den ubiquitären Assistenten,
die viele Dienste anbieten, noch problematisch. Einige Assistenten kann man
noch gar nicht bewerten, da sie noch in der Entwicklung sind und bisher nur von
wenigen ausgewählten Personen getestet wurde. Beispiele wären da zum Beispiel
M und Viv[3]. Von den aktuellen verfügbaren Assistenten gibt es natürlich viele
Tests und Berichte, die auch die VIA untereinander vergleichen. Beispiele für
Testberichte gibt es unter anderem in der New York Times oder auf der Seite von
Financial Times[5]. In den vielen Berichten ist erkennbar, dass sich die Sprachas-
sistenten bei einigen Tätigkeiten schwer tun. Eines der groÿen Hindernisse für
die Assistenten sind noch etwas komplexere Fragen oder auch umgangssprach-
liche Aussagen, da sie die Semantik der Aussagen nicht richtig interpretieren
können. Fehler oder keine Ergebnisse gibt es aber auch bei einfachen Anfragen.
Zum Beispiel kann Alexa die Verkehrslage nicht so gut wiedergeben. Siri und
Cortana zeigen keine Flüge als Reiseoptionen an. Für Google Assistant ist es
problematisch eine Email laut vorzulesen.[4] Das ist der Stand im Jahr 2016, da
sich die Assistenten stetig weiterentwickeln, könnte sich die Leistung über die
nächsten Jahre stark verbessern. Es gibt natürlich auch jetzt schon Disziplinen
in denen die Assistenten schon sehr gut abschneiden. Google Assistant und Siri
sind z.B. sehr gut beim Suchen und Anzeigen von Restaurants in der Nähe, Alexa
beim Abspielen von gewünschten Liedern und Cortana beim Wiedergeben der
Ergebnisse von Sportereignissen. Eine ziemlich auÿergewöhnliche Leistung hat
Watson erreicht. Die Software von IBM hat bei der Quizshow "Jeopardy!" zwei
ehemalige Kandidaten, die Rekordsummen gewannen, geschlagen. [7]
2.2 Datenschutz
Damit die ganzen Assistenten gute Ergebnisse liefern und sich im Laufe der Zeit
noch mehr auf jeden einzelnen Nutzer einstellen können, brauchen sie Daten.
Das ist eine kritische Sache für die Datensicherheit und die Privatsphäre der
Virtuelle intelligente Assistenten 3
Menschen, denn die Sprachassistenten speichern sämtliche Anfragen ab. Alexa
sammelt die Anfragen dauerhaft mit Hilfe der Amazon-Cloud ein. Es ist möglich
die Einträge zu löschen, aber dann muss man auch mit schlechteren Leistungen
rechnen. Siri speichert laut Apple die Daten zwei Jahre ab und die ersten sechs
Monate davon mit ID. Im Vergleich zu vielen Messenger-Diensten wie WhatsApp
oder dem Facebook-Messenger verzichtet Google Allo, das auch Google Assistant
implementiert hat, auf eine end-to-end Verschlüsselung, da die künstliche Intelli-
genz von Allo für seine Arbeit den Konversationen folgen muss. Man könnte seine
Privatsphäre sichern in dem man auf einen "Inkognito Modus" schaltet[6], aber
auch hier gilt: Wer eine gute Leistung möchte, muss mit seinen Daten bezahlen.
2.3 Popularität
Die Wirtschaft schaut natürlich gespannt auf die Entwicklung der Technologie.
Mit den Assistenten können die Firmen bessere Dienste anbieten, sowie Domi-
nos Pizza es jetzt schon versucht. Ebenso kann man mit virtuellen Assistenten
Arbeitskraft und Kosten einsparen. Ein japanisches Versicherungsunternehmen
hat Anfang 2017 30 Angestellte mit dem virtuellen Assistenten von IBM aus-
getauscht.[8] In der Bevölkerung haben die Sprachassistenten noch keine groÿe
Popularität gewonnen, trotzdem ist die Anzahl der Nutzer schon beachtlich hoch.
Nach Umfragen haben in Deutschland ungefähr die Hälfte der Internetuser zu-
mindest einen Sprachassistenten schon genutzt.[9] Ein groÿes Interesse an den
Sprachassistenten ist also durchaus vorhanden, auch wenn die Häugkeit der
Nutzung noch ausbaufähig ist. Das liegt natürlich zum Einen daran, dass die
Technik noch am Anfang ihrer Entwicklung ist und noch nicht alles wie gewün-
scht angeboten werden kann. Ein weitere Ursache ist aber auch, dass es für die
meisten Menschen ungewöhnlich ist in der Öentlichkeit einen virtuellen As-
sistenten anzusprechen. Der Einsatz von den Menschen, die Sprachassistenten
nutzen, ist meistens viel häuger in einem privaten Raum, z.B. zu Hause oder
im Auto.[10] Auch sind einige nicht bereit die vielen Daten, die man zur Verfü-
gung stellen muss, und die Kontrolle über wichtige persönliche Angelegenheiten,
abzugeben. Es ist ihnen befremdlich, wenn eine Software Nachrichten an ihre
Freunde schreibt oder ihre Termine plant.
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2.4 Optimierungen und Verbesserungen
Die Sprachassistenten können einige Tätigkeiten schon gut ausführen. Damit
die Assistenten sich stetig weiter entwickeln, wollen sich die groÿen Technolo-
gie Firmen Apple, Siri und Amazon für unabhängige Entwickler önen. Diese
können eigene Erweiterungen und Funktionen, die sie als nützlich ansehen, für
die Sprachassistenten erstellen und dadurch zum Wachstum der Software beitra-
gen. Amazon hat es mit Alexa vorgemacht [12]. Apple hat sich jetzt auch nach
Jahren für externe Entwickler geönet, damit Siri davon protieren kann. Seit
Dezember 2016 erlaubt Google dritten Anbietern über die Plattform API.ai ihre
Produkte oder Services in den Google Assistant zu integrieren[11]. Die Kommu-
nikation mit den Assistenten soll besser werden. Erste Fortschritte hat angeblich
Viv schon gemacht. Die Entwickler behaupten, dass ihre Software noch bessere
Optionen anbietet und sich auch bei komplexen Anfragen besser schlägt als die
Konkurrenz. Gespannt kann man auf die Einführung hinschauen, ob der neue
Sprachassistent wirklich einen Schritt weiter gehen kann als die anderen An-
bieter. [13] Das Ziel der groÿen Technologiermen ist es in der Zukunft mit
ihren Assistenten so viele gute Dienstleistungen anbieten zu können, dass das
Nutzen von virtuellen intelligenten Assistenten zum Alltag gehört, so wie es das
Smartphone auch geschat hat. Die Notwendigkeit von Apps und Dinge wie das
Schreiben von Mails wird sich dann etwas altmodisch anhören, da es ja Assis-
tenten gibt, die die Aufgaben übernehmen können. Das hätte auch eine groÿe
Bedeutung für den eCommerce, weil Kunden nicht mehr so erreichbar wären wie
heute, aber dazu müssen Siri, Alexa und co. erstmal noch den nächsten Schritt
machen.
3 Funktionsweise
In diesem Kapitel schauen wir uns an wie die Sprachassistenten aufgebaut sind
und welche Technologie hinter ihnen steckt. Dafür schaen wir uns erst einmal
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einen Überblick mit Abbildung 1 und 2. In Abbildung 1 sieht man wie eine An-
frage (Input) bearbeitet wird. Zuerst übermittelt der Nutzer seinen Wunsch, der
dann vom Speech Recognizer wahrgenommen wird. Der Input wird dann in eine
Wortreihenfolge übertragen und damit vorbereitet bevor er in den NLU(natural
language understanding)- Status kommt. Im nächsten Schritt gibt es eine seman-
tische Interpretation der Anfrage. Falls ein Element für eine Interpretation der
Aussage fehlen sollte, versucht das Dialogue Management durch eine Interak-
tion mit dem Nutzer die fehlenden relevanten Informationen zu ergänzen. Wenn
die Informationen komplett sind, wird ausgewertet welche Antwort/Aktion am
besten gegeben/ausgeführt werden soll und diese wird dann dem User als Output
übergeben.
Wie die Auswertungen von Sprachanfragen oder Texteingaben funktionieren,
schauen wir uns mit Hilfe der zweiten Abbildung an. Für die Sprachanfragen
gibt es einen automatischen Spracherkenner(Speech Recognition), der für die
Textanfragen natürlich nicht notwendig ist. Nach der Erkennung wird der In-
put mit Hilfe von zwei Komponenten verarbeitet. Zum einen startet die Daten-
Getriebene-Komponente eine semantische Interpretation der Anfrage über ein
statistisches Framework z.B. mit Hilfe von POMDP (partially observable Markov
decision process). Hier wird der Prozess als Intent Detection dargestellt. Parallel
startet die zweite Komponente, die Entity Extraction. Dieses Konzept ist regel-
basiert. Als Grundlage zur Auswertung wird meistens eine Wissensbasis(knowledgebase)
genommen. Die beiden Systeme liefern dann Ergebnisse, die nochmal bewertet
werden, um das optimale Ergebnis auszuwählen. Danach werden die nötigen
Funktionen aufgerufen und eine Antwort wird generiert.
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Die unterschiedlichen Frameworks werden wir uns in den folgenden Abschnit-
ten genauer anschauen, da sie von allen groÿen Sprachassistenten genutzt wer-
den. Teilweise sind beide Modelle in einem Assistenten implementiert, aber es
gibt auch Entwickler die sich nur für eine Methode entschieden haben. Für das
regelbasierte Framework schauen wir uns Ontologien und den Knowledgegraph
an und für das statistische Framework werden wir uns POMDP , das auch von
Siri verwendet wird, anschauen.
3.1 Ontologien
Ontologien sind eine formale Wissenspräsentation und verwalten ein Wissenssys-
tem.Sie sind eine explizite Spezikation einer Konzeptualisierung. [19] Das Sys-
tem unterliegt bestimmten Axiomen, die nur Modellierungen, welche legitime
Aussagen für die darstellende Welt machen, erlauben soll. In der Wissensbasis
werden einzelne Domänen und ihre Beziehungen untereinander modelliert. Da-
raus entsteht ein semantisches Netzwerk, das Regeln unterworfen ist und sich
logisch nachverfolgen lässt. Für Ontologien gibt es Programme, die einem helfen
eine Wissenbasis zu modellieren, ein Beispiele wäre Protegé. Ähnlich wie bei
Datenbanken gibt es auch eine Abfragesprache wie SQL, für Ontologien ist es
z.B. SPARQL.
Abbildung 3 Beispiel[16]
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Zu den Vorteilen gehören gehören bessere Ergebnisse beim Suchen von In-
formationen durch die semantische Vernetzung der Daten und das daraus resul-
tierende bessere Verständnis für die Anfragen der Nutzer. Deswegen sind Ontolo-
gien eine sehr wichtige Rolle für das Semantic Web, aber auch Sprachassistenten
greifen auf die Dienste der Wissensbasis zurück. Im Vergleich zu den klassischen
Ontologien, die man in Abbildung 3 z.B. sehen kann, nutzen virtuelle Assisten-
ten wie bspw. Siri aktive Ontologien. Denn die konventionellen Ontologien sind
eine statische Datenstruktur und eine formale Repräsentation mit eindeutigen
Klassen, Attributen und Beziehungen. Aktive Ontologien sind dynamischer und
beinhalten auch noch ein Netzwerk an Konzepten. Das Netzwerk beschreibt zum
einen die klassische Datenstruktur und die zu den Domänen zulässigen Regeln
für mögliche Aktionen.
Abbildung 4 zeigt uns eine mögliche aktive Ontologie, die von virtuellen
Assistenten genutzt wird, für eine Termineintragung. Man sieht, dass es natürlich
auch eine groÿe Ähnlichkeit zu den klassischen Ontologien hat, aber es wird
mit dieser Modellierung ganz klar deniert wie die Termineintragung aussehen
soll. Die Struktur ähnelt einer Baumstruktur. Es gibt die Möglichkeiten von
mehreren Pfeilen zwischen zwei Objekten wie z.B. meeting und person, da hier
die Kardinalitäten dargestellt werden (zwei Personen sind für ein Meeting nötig).
Ebenfalls sind gestrichelte Pfeile möglich, die zeigen, dass bestimmte Attribute
optional sind wie z.B. Topic.
3.2 Knowledgegraph
Eine weitere Möglichkeit für eine regelbasierte Wissensbasis, die auch von Sprachas-
sistenten implementiert wird, sind Knowledgegraphen. Die Knowledgegraphen
sind eine mächtigere und allgemeinere Wissensbasis als die Ontologien, die mehrere
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Vorteile mit sich bringt.[20] Ontologien sind für eine gewisse Spezikation mod-
elliert und sind eine Teilmenge der Knowledgegraphen. Nicht jeder Knowledge-
draph ist aber eine Ontologie, da sie meistens das groÿe ganze darstellen. Sie
gewannen an groÿer Bekanntheit durch Googles Vorstellung ihres Knowledge-
graphen im Jahr 2012. Neben Google haben auch andere Firmen mittlerweile
solche Graphen entwickelt, z.B. Microsoft, Yahoo, LinkedIn und Baidu. Auch
in Deutschland wurde unter anderem von deutschen Universitäten mit DBpe-
dia ein bekannter Knowledgegraph entwickelt. Ein Knowledgegraph ist ähnlich
wie eine Ontologie ein Wissenssystem, in dem die Informationen semantisch ver-
netzt sind, um die Intentionen von Suchanfragen besser bearbeiten zu können. Im
Vergleich zu Ontologien, die etwas mehr ein Schema repräsentieren, sind Knowl-
edgegraphen faktenorientiert. Ontologien modellieren ihr bestimmtes System mit
ihren Domänen auf eine neutrale Art und Weise. Knowldegraphen können ihre
Informationen unter anderem von Ontologien ableiten, aber es ist auch möglich
faktenreichere Quellen wie Wikidata und Wikipedia zu nehmen. [17]
Abbildung 6: Schaubild eines Knowledgegraphen
3.3 POMDP
Neben dem regelbasierten Konzept, das aus einer Wissensbasis besteht, nutzen
virtuelle intelligente Assistenten oft auch noch das statistische Konzept, das
datengetrieben ist. Das ist auch eines der Nachteile des Modells, da es von
Daten abhängig ist, dafür lernt es seinen Nutzer bei häuger Nutzung besser
kennen und versteht mit der Zeit besser, welche Wünsche und Vorstellung er hat.
Das Modell versucht mit einer empirischen Betrachtung der Informationen die
Sprachanfragen zu bearbeiten. Es wurden mehrere Wahrscheinlichkeitsmodelle
ausprobiert, damit Programme die Intentionen von natürlicher Sprache nachvol-
lziehen können. Ein Modell, das sich durchgesetzt hatte und auch heute noch
verwendet wird, ist POMDP (partially observable Markov decision process).
Mit dem Konzept werden verschiedene Entscheidungsprozesse des echten Leben
modelliert.
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In der Abbildung 8 können wir ein POMDP Beispiel für die Terminverein-
barung (ähnlich wie bei der Ontologie in Abb.4), wie sie von Sprachassistenten
implementiert wird, betrachten. Man erkennt zeitliche Abschnitte eines dynamis-
ches Netzwerks. Das schraerte eckige Feld steht für die Anfrage(command) des
Nutzers und das rechteckige schraerte Feld(event) ist das gewünschte Treen,
das eingetragen werden soll. Die Knoten repräsentieren die nötigen Infos des
Nutzers, also seinen Input und sein mögliches Ziel (input und goal): d steht
für Day(tag) und p für person(Personen).Es ist nur ein vereinfachtes Modell,
welches auch noch mit Orten und Themen für die Terminplanung erweitert wer-
den kann. Ein weiterer Knoten ist der History-Knoten,der die Informationen spe-
ichert. Bei einer erneuten Anfrage mit gleichem Ziel werden die History-Daten
weiter gegeben.
3.4 Aufbaumodelle von virtuellen intelligenten Assistenten
Sowohl das regelbasierte Konzept(Ontologien, Knowledgegraphen), als auch das
statische Konzept haben ihre Vor- und Nachteile. Einige Sprachassistenten nutzen
nur eins der Konzepte , aber es gibt auch welche die beide Methoden implemen-
tieren. Ein mögliches Schaubild sieht man dafür in Abbildung 5. Hier wird der
Input parallel vom regelbasierten und vom statistischen Modell(POMDP) bear-
beitet. Die jeweiligen Daten von Input und möglichen Output werden zudem
für die Verbesserung des statistischen Modell im "POMDP Training" erfasst.
Im letzten Schritt werden die beiden Outputs verglichen und das bestmögliche
ausgewählt. Die Auswahl hängt vom jeweiligen Vertrauen und Glauben an die
Qualität von den beiden Systemen an den Output.[14]
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Abbildung 7: Aufbau von Amazon Echo
Bisher haben wir uns den Aufbau der Sprachassistenten etwas theoretisch
und abstrakt angeschaut. Als konkretes Beispiel schauen wir uns jetzt Amazons
Amazon Echo, das Alexa integriert hat, an und sehen uns an wie der theoretische
Aufbau umgesetzt wurde. Die Abbildung 7 dient als Hilfe für eine bessere Vorstel-
lung. Bei Alexa wird die Spracherkennung aktiviert wenn man seine Anfrage mit
"Alexa" beginnt, ähnlich wie bei Google und Siri auch mit einem Schlagwort.
Die Informationen werden an Alexas Service Platform gesendet, damit sie verar-
beitet werden können. Diese Verarbeitungsform ist auch bei anderen Sprachas-
sistenten vorhanden und für solch eine Nutzung ist auch bei allen Assistenten
ein Internetzugang eine Voraussetzung. Die Methoden für die Verarbeitung der
Informationen sind durch die vorherigen Kapitel erklärt. Danach kommt die An-
frage zum custom skill code, um die passende Methode aufzurufen. Der Weg geht
dann über die Platform mit einer Sprachantwort zurück zum User. Ebenfalls gibt
Alexa auch eine Nachricht an die gekoppelte Applikation auf dem Smartphone
zurück.
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4 Fazit
Wie schon erwähnt, ist die Technologie der virtuellen intelligenten Assistenten
noch sehr jung und noch am Wachsen. Viele Assistenten sind noch in der En-
twicklung, wie z.B. M und Viv. Das Interesse an der neuen Technologie ist in
der Bevölkerung vorhanden, deswegen versuchen alle groÿen IT-Unternehmen
den virtuellen Assistenten der Zukunft zu entwickeln, sodass die Sprachassis-
tenten zum festen Bestandteil des alltäglichen Lebens gehören. Das werden die
Konzerne schaen, wenn ihre Assistenten mit ihren Leistungen so gute Dienste
leisten, dass die Menschen nicht auf diese Dienste verzichten wollen. Ein ähn-
liches Beispiel für die Entwicklung einer Technologie, die für die Bevölkerung
unverzichtbar wurde, ist das Smartphone in den letzten Jahren. In Zukunft soll
es nicht mehr nötig sein auf seinem Smartphone Applikationen aufzurufen, da die
Assistenten die Dienste nach Anfrage alle ausführen können. Neben dem Wach-
stum der Sprachassistenten für die allgemeine Nutzung, der von den groÿen Fir-
men der IT-Branche vorangetrieben wird, wird wahrscheinlich auch die Anzahl
der Assistenten steigen, die nur für eine spezische Anwendung gedacht ist. Die
speziellen virtuellen intelligenten Assistenten können Firmen nutzen, um ihren
Kunden einen besseren Service zu bieten, indem sie zum Beispiel die Kundschaft
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Zusammenfassung. Reverse Geocoding beschreibt das Zuordnen von
semantischen Informationen zu gegebenen Koordinaten. In dieser Arbeit
wurde eine Übersicht und ein Vergleich kostenloser Reverse Geocoding
APIs erstellt. Hierzu wurden Koordinaten zu verschiedenen Plätzen fest-
gelegt und getestet, ob die Schnittstellen den korrekten Namen zurück-
geben. Es zeigten sich Unterschiede zwischen Sehenswürdigkeiten und
lokalen Einrichtungen in der Innenstadt. Insgesamt schnitt Foursquare
vor Google und OpenStreetMap am besten ab.
Schlüsselwörter: Recerse Geocoding APIs, Übersicht, Evaluation
1 Einleitung
Standortbezogene Dienste gewinnen durch das Internet of Things und der zu-
nehmenden Vernetzung von Geräten wie beispielsweise Autos fortlaufend an Be-
deutung. Moderne Navigationssysteme sind nicht nur in der Lage, die schnellste
Route von einer Start- zu einer Ziel-Adresse zu ermitteln, sondern auch die na-
he Umgebung nach bestimmten Orten abzusuchen. So kann im Umkreis nach
Restaurants gesucht werden, falls der Nutzer Hunger verspürt.
Um dieses Filtern zu ermöglichen, reichen nicht nur einzelne Koordinaten
der Restaurants aus, sondern es sind weitere semantischen Informationen not-
wendig. So muss das Restaurant auch als solches kategorisiert werden. Für den
Nutzer sind daher Informationen wie der Name des Ortes oder die Kategorie
(Restaurant, Kino, Bar, Spielplatz etc.) notwendig.
Die Funktionalität, zu festgelegten Koordinaten semantische Informationen
abzurufen, bewerkstelligen Reverse Geocoding APIs. Diese nehmen als Eingabe
eine Koordinate (Längen- und Breitengrad) entgegen und geben eine Adresse
oder einen Namen zurück. Darüber hinaus beinhalten die Antworten der meis-
ten Schnittstellen zusätzliche Informationen wie beispielsweise Önungszeiten,
Preisniveau oder eine durchschnittliche Nutzerbewertung.
Thema dieser Arbeit ist es, kostenlose Reverse Geocoding APIs zu verglei-
chen. Zunächst zeigt eine Übersicht auf, welche zusätzlichen Informationen die
behandelten Anbieter bereitstellen. Zum Vergleich der Endpunkte wird getestet,
ob die Schnittstellen zuvor festgelegte Koordinaten von internationalen sowie
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deutschen Sehenswürdigkeiten korrekt in deren Namen umsetzen können. Auÿer-
dem wurden Koordinaten von POIs in Karlsruhe vor Ort mit einem Smartphone
bestimmt, für die ebenfalls die richtige Zuordnung überprüft wird. Dadurch wird
eine Übersicht ermöglicht, in der nicht nur bekannte Sehenswürdigkeiten, son-
dern auch kleine städtische Unternehmen berücksichtigt werden. Dies bedeutet
eine bessere Praxisnähe.
2 APIs
Im Nachfolgenden werden Reverse Geocoding APIs behandelt, die kostenlos ver-
fügbar sind. Obwohl diese kostenlos sind, unterscheiden sie sich dennoch darin,
wie viele Anfragen in einer bestimmten Zeitspanne getätigt werden können. Zu-
dem setzt die Evaluation dieser Arbeit voraus, dass die getesteten Schnittstellen
nicht nur eine Adresse, sondern auch mindestens einen Namen zurückgeben und
als Parameter nur die Koordinate und gegebenenfalls ein Suchradius notwendig
ist. Das letzte Kriterium erfüllen nicht alle Anbieter; die Benutzung erfordert oft
einen zusätzlichen Suchbegri.
Wie beschrieben geben alle getesteten Endpunkte einen Namen des Ortes als
Antwort zurück. Bei der Adresse hingegen stellt GeoNames eine Ausnahme dar.
Abgesehen von diesem Anbieter beinhaltet die API-Response immer die Adresse.
Im nachfolgenden werden die Datenstrukturen und Inhalte der Requests und
Responses der jeweiligen APIs behandelt. Dabei werden nicht alle Parameter
und Rückgabewerte einzeln erwähnt, sondern nur solche, die eine Relevanz zum
Thema Reverse Geocoding und semantische Informationen aufweisen.
2.1 GeoNames
Die Daten der über 10 Millionen geographischen Namen stammen unter anderem
von der National Geospatial-Intelligence Agency's (NGA), dem U.S. Board on
Geographic Names und weiteren internationalen Ämtern für Statistik.[14] Bei
der getesteten API lieÿ sich keine Datenstruktur erkennen. So wurden Ergebnis-
se keine Kategorien zugeteilt. Die komplette Datenbank steht auf der Website
kostenlos zum Download verfügbar. Zusätzlich kann für eine jährliche Gebühr
von 720 Euro ein Premium-Zugang erworben werden. Dieser bietet u. A. die
Vorteile, dass die Datenbank Konsistenztests unterzogen und die Änderung der
Daten dokumentiert wird.[15]
Für die nd nearby toponym-API ist neben den Koordinaten ein Username,
der bei einer kostenlosen Registrierung festgelegt wird, als Parameter erforder-
lich. Zusätzlich kann ein Radius in km angegeben werden, in dem die Ergebnisse
liegen sollen. Als Antwort liefert GeoNames den Namen des nächstgelegenen
Point of Interest ausgehend von den angegebenen Koordinaten. Zusätzlich wer-
den die Koordinaten des POIs, sowie die Distanz in Kilometern und das Land
zurückgegeben.[16]
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2.2 Here
Der Datensatz von Here kann Unternehmen nach vorheriger Absprache zur Ver-
fügung gestellt werden.[21] Dessen Datenstruktur zeichnet sich durch eine Ka-
tegorisierung der POIs aus.
Als Parameter für eine gültige Abfrage sind die Koordinaten sowie ein API-
Key notwendig, der nach einer kostenlosen Registrierung erstellt werden kann.
Durch zusätzliche Parameter können mögliche Ergebnisse weiter eingegrenzt wer-
den. So kann nach bestimmten Kategorien geltert oder nur Ergebnisse in einem
bestimmten Bereich (Kreis, Bounding Box, . . . ) angezeigt werden. Auÿerdem
lässt sich die maximale Ergebnisanzahl festlegen. Nach einer Abfrage werden
Name, Adresse, Koordinaten und Distanz zum POI zurückgegeben. Darüber
hinaus enthält die API-Response eine durchschnittliche Bewertung und die zu-
geordneten Kategorien.[22]
2.3 OpenCage
OpenCage bezieht seine Daten von OpenStreetMap, Yahoo! GeoPlanet, Natural
Earth Data, Thematic Mapping und weiteren Diensten.[26] Dabei unterliegen die
Daten keiner Strukturierung. Es existieren also keine Kategorien für die Points
of Interests.
Zu den erforderlichen Parametern zählen die Koordinaten und ein nach Regis-
trierung erhaltener API-Key. Zusätzlich ist die Festlegung des Ausgabeformats
notwendig. Dazu gehören neben XML und JSON auch eine HTML-Seite, auf der
der erhaltene Ort auf einer Karte angezeigt wird. Neben den erforderlichen lassen
sich auch zusätzliche Parameter festlegen. So ist es möglich, die Ergebnisse auf
solche in einer Bounding Box zu begrenzen. Auÿerdem ist die Ergebnisanzahl
limitierbar; Standard sind zehn Ergebnisse. OpenCage erlaubt es zudem, eine
minimale Condence festzulegen. Es handelt sich hierbei um eine Zahl zwischen
0 und 10, die die maximale Distanz zwischen den ausgehenden Koordinaten und
denen des Ergebnisses beschreibt.
In der Response der API nden sich Name, Adresse und Koordinaten des
POI. Zudem gibt der Typ an, ob es sich um einen POI handelt oder es eine
Straÿe, Stadt oder Ähnliches ist. Der Condence-Wert, der auch im Request
festgelegt werden kann, wird auch bei der API-Antwort zurückgegeben. Dar-
über hinaus enthält diese ortsspezische Informationen wie Vorwahl, Währung,
Zeitzone und Sonnenauf- und -Untergangszeit. Da zu den Datenquellen unter an-
derem OpenStreetMap zählt, wird zusätzlich die OpenStreetMap-URL für den
entsprechenden POI angegeben.[27]
2.4 Mapbox
Mapbox basiert grundlegend auf den Daten von OpenStreetMap.[29] Die POIs




0 keine Bounding Box
1 25+ km Distanz
2 < 25 km Distanz
3 < 20 km Distanz
4 < 15 km Distanz
5 < 10 km Distanz
6 < 7,5 km Distanz
7 < 5 km Distanz
8 < 1 km Distanz
9 < 0,5 km Distanz
10 < 0,25 km Distanz
Erforderliche Parameter zur Nutzung des Reverse Geocoding - Endpunktes
sind lediglich Koordinaten und ein API-Key. Zusätzlich wird erlaubt, einen nahe-
gelegenen Ort in Form von Koordinaten festzulegen, anhand dessen sich die Er-
gebnisse orientieren sollen. Des Weiteren ermöglicht das Festlegen auf bestimmte
Ergebnistypen das Filtern der zurückgegebenen Orte. Zu besagten Typen zählen
unter anderem Land, Postleitzahl, Adresse und POI. Auch kann eine Bounding
Box festgelegt werden, in der sich mögliche Ergebnisse benden müssen. Stan-
dardmäÿig folgt auf eine Anfrage genau ein Ergebnis. Diese Anzahl lässt sich
ebenfalls anpassen.
Neben Informationen wie Name, Adresse, ISO 3166-1 Land- und ISO 3166-2
Regioncodes wird ein Wikidata Identier zurückgegeben. Auÿerdem beinhal-
tet die API-Response eine Liste der Kategorien, die dem jeweiligen Ergebnis
zugeordnet sind. Diese Kategorien werden dafür verwendet, ein Icon des Maki-
Projekts auszuwählen und mitzuliefern. Zudem benutzt Mapbox einen boolschen
Landmark-Wert, der anzeigt, ob ein Ort ein Wahrzeichen ist. Dazu gehören zum
Beispiel Schulen, Parks und Museen.[24]
2.5 OpenStreetMap
Die Daten von OpenStreetMap sind nutzerbasiert und werden von diesen über-
prüft. Eine neue Version des Datensatzes wird wöchentlich veröentlicht und
kann kostenlos heruntergeladen werden.[32] Strukturiert werden Orte durch No-
des, die durch aus einem Identier und den jeweiligen Koordinaten bestehen.
Zusätzlich hat jede Node typischerweise mindestens einen Tag, der zur Beschrei-
bung von geographischen Eigenschaften, so genannten Map Features, dient.[30]
Die Reverse Geocoding  Funktionalität auf den OpenStreetMap-Daten stellt
das Tool Nominatim bereit. Erforderlich für eine Abfrage sind lediglich Koor-
dinaten, auf einen API-Key wird verzichtet. Durch weitere Parameter kann das
Ausgabeformat festgelegt werden. Default ist XML, aber auch JSON ist möglich.
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Auÿerdem erlaubt ein Zoom-Wert die erforderliche Genauigkeit der Ergebnisse
festzulegen. Dabei handelt es sich um einen Wert zwischen 0 und 18, wobei 0
der API signalisiert, dass der Name des Landes hinreichend ist, steht der Wert
18 für ein bestimmtes Gebäude. Durch weitere Flags können sowohl zusätzliche
Informationen wie Wikipedia-Link oder Önungszeiten, als auch Namensdetails
angefordert werden. Zu Namendetails gehören alternative Namen des Ergebnis-
ses sowie verschiedene Sprachvariationen und ähnliches.
Bei einer gültigen Abfrage enthält die API-Response den Namen, die Adresse
und den Identier des nächstgelegenen Ortes. Falls die entsprechenden Parame-
ter gesetzt wurden und die jeweiligen Informationen verfügbar sind, werden die
jeweiligen Zusatzinformationen und Namensdetails ebenfalls zurückgegeben.[31]
2.6 Yelp
Die Gliederung der Daten, die Yelp zur Verfügung stellt, erfolgt durch eine Viel-
zahl an hierarchisch aufgebauter Kategorien. Zudem handelt es sich vorwiegend
um eine Datenbank von Unternehmen und nicht Points of Interest. Ein Teil
des Datensatz steht zum kostenlosen Download bereit. Dieser beinhaltet unter
anderem Karlsruhe als einzige deutsche Stadt.[38]
Vorausgesetzt werden bei einem Request ein Koordinatenpaar und ein API-
Key, der nach der Registrierung erstellt wird. Zusätzlich erlaubt Yelp die Festle-
gung eines Umkreises, in der potentielle Ergebnisse liegen sollen. Auÿerdem kön-
nen Ergebnisse geltert werden. Zu den angebotenen Filtern zählt ein Kategorie-,
ein Preisniveau-, gerade geönet- sowie ein Attribut-Filter. Als Attribut kann
beispielsweise waitlist_reservation angegeben werden, um ausschlieÿlich Unter-
nehmen anzuzeigen, die eine Online-Reservierung anbieten. Neben dem Filtern
der Ergebnisse nach solchen, die gerade geönet sind, wird auch die Suche nach
Unternehmen, die zu einem bestimmten Zeitpunkt geönet haben, ermöglicht.
Dies entspricht einem weiteren optionalen Parameter. Zudem lässt sich die maxi-
male Ergebnisanzahl festlegen. Darüber hinaus stehen verschiedene Sortierungs-
arten zur Verfügung: Höchste Übereinstimmung (bei Textsuche), Bewertung,
Anzahl an Reviews und Distanz.
Die API-Response beinhalten einen Identier, den Namen, die Adresse und
die Koordinaten der nahegelegenen Unternehmen sowie die Distanz zu der aus-
gehenden Koordinate. Auÿerdem stehen zusätzliche Informationen wie Preisni-
veau, Telefonnummer, Bewertung und Reviewanzahl zur Verfügung. Zur korrek-
ten Verlinkung enthält die Response die URL des Yelp-Eintrags und eine URL
zu einem festgelegten Foto des Unternehmens.[36]
2.7 Foursquare
Die bei Foursquare hinterlegten Daten werden in verschiedene Kategorien un-
terteilt. Diese sind hierarchisch aufgebaut. So werden Top-Level Kategorien
in Sub- und Sub-Sub-Kategorien unterteilt.[9] Auÿerdem erlaubt Foursquare
die Abfrage, welche Sub-Kategorien von einer gegebenen Top-Level Kategorie
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abstammen.[13] Datensätze der Datenbank werden oziell nicht verbreitet. Al-
lerdings können veraltete und nicht vollständige Datensätze von anderen Web-
seiten kostenlos bezogen werden.[1]
Zu den erforderlichen Parametern bei Nutzung der Foursquare Serach API
zählen ein Koordinatenpaar und ein API-Key. Darüber hinaus können die po-
tentiellen Ergebnisse mit einem bestimmten Begri verglichen werden, der per
optionalem Parameter übergeben wird. Auÿerdem kann die Ergebnisanzahl oder
der geographische Radius, in dem sich die gefundenen Orte benden sollen, ein-
gegrenzt werden. Die Vielzahl an Kategorien erlaubt ein weiteres Filtern, indem
die Ergebnisse auf in der Abfrage festgelegte Kategorien reduziert werden kön-
nen. Ein besonderes Feature der Foursquare-API ist ein zusätzlicher Parameter,
der es erlaubt, eine URL bereitzustellen, mit der die Ergebnisse abgeglichen
werden. Um diese Funktionalität umsetzen zu können, existiert serverseitig eine
Abbildung, die einem Ort eine URL von Foursquare zuordnet.
Als Response werden Name, Adresse und Koordinaten des Ortes zurückge-
geben. Zusätzlich wird die Distanz zur ursprünglichen Koordinate berechnet.
Enthalten ist zudem ein Array von Kategorien, die dem POI zugeordnet sind.
Ein boolscher Wert repräsentiert auÿerdem, ob der Besitzer des Unternehmens








 Anzahl an Besuchen
 Fotos
 Likes und Dislikes
 Attribute wie Reservierung- und Parkmöglichkeiten
Darüber hinaus sind Statistiken enthalten, die zeigen, wie viele Check-Ins ge-
tätigt wurden, wie viele verschiedene Nutzer ein Check-In getätigt haben und wie
viele Tips ausgesprochen wurden.[11] Check-In bezeichnet das Feature von Four-
square, das dem Nutzer ermöglicht, seinen Standort zu ändern. So kann er bei-
spielsweise das Restaurant auswählen, in dem er sich gerade bendet und diesen
Besuch kommentieren oder ein Foto einfügen.[7] Als Tips bezeichnet Foursquare
Empfehlungen, die Nutzer nach ihren Erfahrungen aussprechen. Zum Beispiel
gibt ein Nutzer den Tipp, ein Café zu bestimmten Önungszeiten zu meiden,
weil der Ansturm zu groÿ ist.[12]
2.8 Google Places
Google benutzt für die Struktur seiner Daten Ortstypen, die den Kategorien
anderer Anbieter ähneln. Ein hierarchischer Aufbau ist allerdings nicht im-
plementiert. Einem Ort werden folglich die Typen zugeordnet, die ihn näher
beschreiben.[18]
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Die erforderlichen Parameter unterscheiden sich bei einer Abfrage abhängig
davon, welche Sortierung der Ergebnisse gewählt wird. Allerdings sind in beiden
Fällen ein API-Key und die Koordinaten erforderlich. Zudem muss der Daten-
typ der Antwort festgelegt werden. Zur Auswahl stehen XML und JSON. Google
sortiert standardmäÿig nach Prominence , was einen Radius, in dem die Er-
gebnisse liegen sollen, als Parameter fordert. Dabei wird sich an der Beliebtheit
der Orte orientiert, die durch die Bewertung eines Ortes im Index von Google,
die weltweite Bekanntheit und weitere Faktoren beeinusst[19] wird. Wird hin-
gegen nach Distanz zur ursprünglichen Koordinate sortiert, so muss mindestens
einer der zusätzlichen Parameter keyword, name oder types gesetzt werden.
Keyword und Name sind jeweils ein Begri, der mit dem Ergebnis abzugleichen
ist. Allerdings wird der Name nur mit dem Ortsnamen und das Keyword mit
allen verfügbaren Informationsinhalten abgeglichen. Types dient zur Einschrän-
kung der Orte auf bestimmte Ortstypen. Die weiteren zusätzlichen Parameter
erlauben, das Preisniveau einer Location einzuschränken oder nur diejenigen an-
zuzeigen, die zum Zeitpunkt der Abfrage geönet sind.
Eine Antwort beinhaltet den Namen, die Adresse und Koordinaten der Orte.
Zudem stehen Önungszeiten und die Information, ob zum jetzigen Zeitpunkt
geönet ist, zur Verfügung, falls diese hinterlegt wurden. Auch das Preisniveau,
das durch einen Wert zwischen 0 und 4 widergespiegelt wird, und die durch-
schnittliche Bewertung lassen sich abrufen. Die anfangs genannten Ortstypen
werden ebenfalls zurückgegeben.[19]
2.9 Limitationen
Auch wenn als grundlegende Voraussetzung für das Betrachten einer API in
dieser Arbeit die kostenlose Verfügbarkeit ist, unterscheiden sich die Nutzungs-
einschränkungen je nach Anbieter stark.
Tabelle 2. Limitationen in Form von Anfragen im Monat
Anbieter kostenlos kostenpichtig
GeoNames 900.000 [15]
Here 15.000 100.000 - 1.000.000+
OpenCage 75.000 [28] 300.000 - 30.000.000 [28]
Mapbox 25.920.000 25.920.000 - 103.680.000+
OpenStreetMap keine schwere Nutzung [6]
Yelp 750.000 [37] auf Anfrage [37]
Foursquare 3.600.000 auf Anfrage
Google 30.000 - 4.500.000 benutzerdeniert [20]
Die Angaben der Tabellen sind auf den Zeitraum eines Monats bezogen. Da
nicht alle API-Anbieter diesen Zeitraum als Limitation nutzen, wurde, um einen
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besseren Vergleich zu ermöglichen, die Angaben umgerechnet. So erlaubt Map-
box beispielsweise kostenlose 600 Anfragen pro Minute[25], was bei maximaler,
konstanter Auslastung 25.920.000 Anfragen pro Monat entspricht.
Bei maximaler, konstanter Auslastung ermöglicht folglich Mapbox die meis-
ten Anfragen im Monat. Danach folgen Google mit bis zu 4.500.000[17] und
Foursquare mit 3.600.000[10] Anfragen monatlich. Die wenigsten Anfragen er-
laubt die API von Here. Allerdings bezieht sich die Angabe von 15.000 Anfragen
im Monat[23] auch tatsächlich auf den Zeitraum eines Monats. Folglich wird
nicht vorausgesetzt, eine konstante Auslastung zu verwendet. Dies Variabilität
ermöglicht das Szenario, alle Anfragen an einem Tag des Monats zu benutzen,
während an den restlichen Tagen keine Anfrage gestellt wird.
Werden die kostenpichtigen Angebote der jeweiligen Unternehmen betrach-
tet, lässt sich keine maximale Anfragenanzahl ausmachen, da diese meist durch
individuelle Anfragen an die Bedürfnisse der Kunden angepasst werden.
2.10 Nicht berücksichtigte APIs
Neben den bereits beschriebenen Reverse Geocoding APIs waren weitere verfüg-
bar, die allerdings nicht getestet werden konnten. So wird man beim Anbieter
Factual[5] beim Erstellen eines API-Keys lediglich auf das Kontaktformular ver-
wiesen und keine automatische Zuweisung ndet statt.[4] Auÿerdem wurde die
manuell gestellte Anfrage für einen API-Key nicht beantwortet, was das Testen
nicht ermöglichte.
Beim Anbieter Yahoo BOSS Geo Services[2] konnte ebenfalls kein API-Key
erstellt werden. Auf der dafür vorgesehenen Seite wird The requested page was
not found. gemeldet.[35]
Eine weitere Schnittstelle, die nicht berücksichtigt wurde, wird von Whitepa-
ges Pro[33] betrieben. Dieser Anbieter verwendet keine weltweite Daten, sondern
nur solche aus den USA und Kanada. Daher erscheint nach dem Versuch der
Registrierung für einen API-Key die Meldunf Sorry, Whitepages Pro is not yet
available in your country.[34]
2.11 Übersicht
Tabelle 3. Übersicht der behandelten APIs
Anbieter Zusatzparameter Zusatz- Limits Datentyp
informationen
GeoNames Radius Distanz 900.000 XML
Here Umkreiseingrenzung Bewertung 15.000 JSON
Kategorien-Filter Typ
Ergebnisanzahl Kategorien
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Anbieter Zusatzparameter Zusatz- Limits Datentyp
informationen






Mapbox Orientierung Wikidata ID 25.920.000 JSON
Filter Kategorien
Bounding Box Maki Icon
Ergebnisanzahl Landmark
OpenStreetMap Ausgabeformat Wikipedia-Link keine XML
Zoom Önungszeiten schwere JSON
alternative Namen Namensdetails Nutzung 
Extrainformationen












Google Radius Önungszeiten 30.000 JSON
Keyword Fotos bis XML
Filter Preisniveau 4.500.000




Um die zuvor vorgestellten Reverse Geocoding APIs zu vergleichen, wurden
drei Testverfahren festgelegt. Dabei wurden zunächst Koordinaten festgelegt,
die den Endpunkten übergeben wurden. So wurde bestimmt, wie oft ein API-
Anbieter einer Koordinate den korrekten Ort zuordnet. Falls mehrere Ergebnisse
zurückgegeben wurden, wurde stets das erste als Vergleichswert benutzt.
Zunächst werden von zehn Groÿstädten weltweit jeweils zwei verschiedene
Orte ausgesucht. Danach folgt die Auswertung der Ergebnisse zu Koordinaten
in deutschen Städten. Hier wurden in fünf Städten jeweils drei Orte ausgewählt.
Hierbei erfolgte die Auswahl der Orte mithilfe der Rangliste von TripAdvisor.
So wurden die jeweiligen höchst-platzierten Aktivitäten übernommen, falls sich
für diese Koordinaten bestimmen lassen. Folglich wurden etwa Rundreisen oder
ähnliches nicht berücksichtigt. Als Referenzwert wurden die Koordinaten dieser
Orte mithilfe von Google Maps erstellt. Somit wird Googles Places API bei den
ersten beiden Tests nicht berücksichtigt.
Das Ergebnis zu einer Koordinate wird nur dann als korrekt gewerten, wenn
neben dem Ortsnamen auch die erhaltene Kategorie mit dem vorgegebenen Ort
übereinstimmt. So ist die Zuordnung Kolosseum-Touren zum eigentlichen Ort
des römischen Kolosseums nicht als zutreend zu werten, da es sich beiden Tou-
ren um eine Dienstleistung, aber beim Kolosseum selbst um eine Sehenswürdig-
keit handelt.
Sowohl Google als auch Foursquare erlauben es, ihre Ergebnisse nach Di-
stanz zur ursprünglichen Koordinate oder Popularität der einzelnen Vorschläge











(a) Bondi to Coogee Beach Coastal Walk




















Die Aktivität an erster Stelle in Hongkong ist die Hongkonger Skyline. Diese
kann oensichtlich nicht als spezischer Ort festgelegt werden. Folglich wurden










































Das beste Ergebnis erzielte Foursquares Endpunkt mit 87,5% korrekt zuge-
ordneten Koordinaten. Danach folgt GeoNames, das 80 Prozentpunkte erzielte.
Abgeschlagen auf dem letzten Platz liegt die Here-API mit 10%.























Wie bereits bei den internationalen Aktivitäten waren in Deutschland eben-
falls einige nicht messbar. So war der erste Platz in Berlin Private Touren und










































Die Auswertung zeigt, dass Foursquare mit 80% die meisten korrekten Ergeb-
nisse zurückgab. Während fünf von sieben APIs 60% und mehr erreichten, liegen
Yelp mit 20% und Here mit 13,33% auf den letzten Rängen. Im Falle von Yelp
liegt die Begründung darin, dass sich der Service vorrangig an Unternehmen wie
Restaurants und Dienstleistern orientiert. Somit werden Sehenswürdigkeiten im
Datensatz meist vernachlässigt.
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3.3 Orte in Karlsruhe
Gewählte Points of Interests
1. C&A am Marktplatz
2. McDonald's am Marktplatz
3. Nordsee am Marktplatz
4. Volksbank am Marktplatz











Die Orte 1-10 benden sich in der Kaiserstraÿe in Karlsruhe. Folglich sind
diese direkt von einer Vielzahl an anderen Unternehmen umgeben. Im Gegen-
satz dazu wurden die POIs 11-15 so ausgewählt, dass die Dichte der Locations
in der direkten Umgebung niedriger ist. Auÿerdem lassen sich Orte wie Parks
oder Stadien, die sich über Areal strecken, nicht ohne Weiteres einer einzelnen
Koordinate zuordnen wie ein Restaurant.
Die Bestimmung der Koordinaten erfolgte mithilfe eines Samsung Galaxy S5
Smartphones. Ferner wurde die Android-App GPS Status & Toolkit[3] ver-
wendet, laut der die Abweichung der GPS-Daten bei den Messungen zwischen
drei und fünf Metern betrug. Ermittelt wurden die Koordinatenpaare für die
Läden in der Kaiserstraÿe vor deren Eingang. Bei Orten, die sich hingegen über
eine gröÿere Fläche strecken, fand die Messung in einem zentral gelegenen Punkt
statt.
Da die Prominence-Suche von Google einen Radius erfordert, bei Foursquare
allerdings nur optional ist, wurde er bei beiden APIs auf denselben Wert gesetzt.
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Korrekte Zuordnung des Karlsruher Schlosses





















Korrekte Zuordnung des Nordsee-Lokals am Marktplatz
Die obigen Abbildungen zeigen, dass bei Orten, die von wenigen anderen Pla-
ces umgeben werden, ein gröÿerer Bereich von Radien zum Erfolg führt, während
in dichteren Umgebungen ein Radius von 10-30 Metern die besten Ergebnisse
erzielt. Folglich wurde der Radius für das Schloss und den Fasanengarten auf
50 Meter und der des Stadions aufgrund dessen Gröÿe auf 150 Meter festgelegt.
Alle anderen Anfragen begrenzten sich auf 25 Meter.














































Zunächst ist hervorzuheben, dass die Foursquare-Suche nach Popularität le-
diglich einer der Koordinaten den korrekten Ort zuordnet und somit eine Tref-
ferquote von 6,67% aufweist, was das durchschnittliche Ergebnis stark beein-
trächtigt. So beträgt die Quote bei der Distanzsuche 60%. Folglich liegt der
Durchschnitt bei lediglich 33,33%.
Die Google Places - API konnte die meisten Koordinaten mit durchschnitt-
lich 63,33% richtig zuordnen. Dabei konnte die Distanzsuche 53,33% und die
Suche nach Prominence sogar 73,33% korrekte Ergebnisse verzeichnen. Danach
folgen OpenStreetMap, OpenCage und Here mit jeweils 46,67%. Am schlechtes-
ten schnitt GeoNames ab. Ordneten die anderen Endpunkte den Koordinaten
bei einem falschem Ergebnis meist einen anderen, nicht zutreenden Ort zu, so
wurde bei GeoNames gröÿtenteils kein Ort in der Nähe gefunden und lediglich
die Stadt Karlsruhe ausgegeben.
Auällig ist das Ergebnis von Here, da die Quote deutlich höher ist, als bei
den bisherigen beiden Test. Eine denkbare Begründung ist, dass die intern ver-
wendeten Koordinaten der API zuvor oft zu stark von den festgelegten Referenz-
Koordinaten von Google abwichen. Denn die richtigen Locations befanden sich
meist erst an zweiter oder dritter Stelle des Rückgabe-Arrays, was zu einem in-
korrekten Wert in der Evaluation führte. Bei den Orten in Karlsruhe hingegen
zeigte sich, dass im Umkreis einer Koordinate nur wenige bis gar keine Ergeb-
nisse liegen, sodass an erster Stelle öfter die korrekte Zuordnung positioniert
war.
4 Fazit
Das Testen der verfügbaren, kostenlosen Reverse Geocoding APIs zeigte, dass
diese sich in ihrer Konstanz und ihrem Einsatzbereich stark unterscheiden. So
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ordnete GeoNames auf der Welt verteilten Koordinaten von Sehenswürdigkeiten
in 80% der Fälle den richtigen Ort zu, während der Wert bei der Eingabe von
Orten in Karlsruhe auf 13,33% sank.
Die Ermittlung der Koordinaten in Karlsruhe zeigte sich als unpräzise. So
wichen diese teilweise zehn Meter von dem Referenz-Standort von Google ab,
obwohl die Android-App eine Abweichung von höchstens fünf Metern anzeigte.
Zu zeigen wäre folglich, ob sich die Ergebnisse der getesteten APIs signikant
verändern würden, falls ein präziserer GPS-Empfänger eingesetzt wird.
Zusammenfassend ergibt sich das Bild, dass die APIs zwar einen Groÿteil,
aber nicht die vollständige Reverse Geocoding - Funktionalität ausmacht. So
hängt es ebenfalls davon ab, wie präzise die vom Endgerät bestimmten Ko-
ordinaten sind. Demzufolge sind zuverlässige GPS-Empfänger ebenso wichtig
einzustufen wie zuverlässige Programmierschnittstellen.
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Abstract. This survey paper’s purpose is to present a conclusive look
at tactile sensory augmentation research as well as its applications, with
a HCI and ubiquitous computing perspective in mind. Beginning with
early studies in the related field of sensory substitution, basic ideas and
concepts are explained with equal focus on interface technology and the
cognitive characteristics of man that allow it to function. Taking the leap
from substituting lost senses to the claim of creating entirely new ones,
the promise itself is discussed from different viewpoints in the interdis-
ciplinary field of cognitive science. Resulting in the question, if after all
sensory augmentation might even in the strictest sense be a more tangi-
ble approach than trying to generally substitute modalities. An extensive
review of several projects in four categories that take advantage of tactile
sensory augmentation concludes the file.
Keywords: New senses, sensory augmentation, sensory addition, sen-
sory substitution, tactile displays, human-computer devices, ubiquitous
computing interfaces
1 Introduction
The idea that man’s mind is limited by its number of senses dates back to an-
tiquity. And modern philosophy has discussed this issue imagining the “Brain in
a vat”. While changing human physiology to allow for artificial ports into the
brain remains unfeasible in its earliest days [21], the fascination of creating new
senses persists. Sensory augmentation attempts to use existing human sensory
modalities to feed the brain with inputs that are supposed to be interpreted
by the nervous system in a new desired way. With computing playing an es-
sential role in contemporary life and the ubiquity of mobile computing devices,
this approach to adding senses appears highly interesting for new intuitive and
non-distracting concepts in human-computer interaction, even posing questions
about human cognition itself and enabling related research [17].
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2 Roots of the field: Sensory Substitution
2.1 Characteristics of the brain and its perception
This preceding section attempts to explain select aspects of human cognition
that will be important for our purposes.
In the context of human physiology, the term of “brain plasticity” refers to adap-
tive capacities of the central nervous system [17]. This characteristic allows the
brain to change its structure and functioning based on demand or training while
retaining previous abilities [17]. These effects are not limited to a certain age
group or special attributes of anatomy (e.g. loss of a sensory modality) and can
be demonstrated in healthy human beings through directed training [11]. Neural
plasticity can for example be induced by cross-modal and sensorimotor activa-
tion [11]. Sensory substitution – and sensory augmentation as an extension of
the former, as will be discussed later – is only possible because of brain plasticity
[17].
It is important to understand the way our perception through senses originates.
Bach-y-Rita emphasises that “We see with the brain, not the eyes” [18], stating
that every human sense (applied to vision in this case) is not merely based on
analysis of input through a sensory organ, e.g. the eye’s retina, but most im-
portantly depends on memory, learning and contextual interpretation [18]. Only
therefore can an activity like Braille reading activate the primary visual cortex
[13]. This viewpoint on cognition is another cornerstone to understanding the
plausibility of sensory substitution and addition.
“Sensorimotor contingencies” connect certain patterns of activation in the ner-
vous system to motor actions that produce them [13]. For example, the human
retina is not homogeneous but we normally do not experience irregular color
distribution or areas missing from the picture where it lacks corresponding pho-
toreceptors [13]. When moving towards a straight line, our brain receives highly
different patterns of activity yet the line is perceived as the same entity [13].
Research indicates that it is possible for humans to learn new sensorimotor con-
tingencies [13] (see 4.1).
Another important term regarding perception is the concept of “distal attribu-
tion”. Loomis explains: “The perceptual world created by our senses and ner-
vous system is so functional a representation of the physical world [...] The phe-
nomenon, which has been referred to as [...] ‘distal attribution’, is this–that most
of our perceptual experience, though originating with stimulation of our sense or-
gans, is referred to external space beyond the limits of the sensory organs.” [12].
In the context of sensory substitution, achieving distal attribution means that a
stimulus is not attributed to the skin, but the location in space that corresponds
to the stimulation while moving the sensor attached to the substitution system
[20].
In terms of sensor-coupled physical stimulation, the Weber-Fencher law states
that as stimulus intensity increases, a greater absolute increase in stimulus in-
tensity is required to create representative perception in humans of the prior [1].
Last, under normal circumstances, the brain does not tend to overload, but is
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able to select the information important for its current context successfully and
effectively. On the contrary, some sensory modalities thrive when flooded with
input, such as vision when reading text [17]. Sensory overload on deliberate stim-
ulation therefore strongly indicates wrong choice of interface [17]. The challenge
will also be to create interfaces that humans are able to focus their attention on
naturally instead of not perceiving them [19].
With these most fundamental elements of knowledge about the working of the
human nervous system and perception in mind, we will take our first look at
approaches that facilitate existing sensory modalities in order to create other
ones.
2.2 An introduction to Bach-y-Rita and other founding works
Fig. 1. The TVSS system, 400 point sample as seen on a connected oscilloscope [16]
Early research on brain plasticity led to the idea of directly substituting
senses, in order to restore lost sensory modalities. In 1963, Paul Bach-y-Rita et
al. began to work on a tactile-visual substitution system (TVSS), transmitting
visual information using a stimulator array on abdomen, back and thigh [18].
The final setup was based on a dental chair with a 20x20 tactile stimulator ma-
trix, each vibrator tip having a diameter of 1mm, spaced 12mm apart, touching
the back of a user. This array was driven at 60Hz field rate [16]. Bach-y-Rita de-
scribed his results with TVSS in 2003: “After sufficient training with the TVSS,
our subjects reported experiencing the image in space, instead of on the skin [...]
They learn to make perceptual judgments using visual means of analysis, such as
perspective, parallax, looming and zooming, and depth judgments” [18] and “Al-
though the TVSS systems have only had between 100 and 1032 point arrays, the
low resolution has been sufficient to perform complex perception and ‘eye’-hand
coordination tasks. These have included facial recognition, accurate judgment of
speed and direction of a rolling ball with over 95% accuracy in batting a ball as
it rolls over a table edge, and complex inspection-assembly tasks” [18]. Though
this approach opened the field of research into sensory substitution and led to
Sensory Augmentation with Tactile Interfaces 33
publications by Collins, Kaczmarek, Szeto, Riso, Mann and others [18], it had
many practical problems [18], beginning with its stationary character.
Fig. 2. Tongue Display Unit system by Bach-y-Rita et al., 144 points resolution [18]
Bach-y-Rita intended to overcome these limitations by switching to an elec-
trotactile display unit (further discussion in 2.3), meant for stimulation of the
tongue through voltage applied to 12x12 contacts [18]. It is also known as the
“BrainPort” [17]. Importantly, the TDU design allows for much higher resolution
without conceptual changes thanks to its simple nature, the display itself being
only a sheet with conducting paths and contacts while externalising controller
electronics.
Bach-y-Rita et al. chose the tongue as the place for this kind of stimulation over
finger tips in part, because it requires only about 3% the voltage (5-15V) and
much less current (0.4-2.0mA) in comparison [18].
While TVSS permitted display of “black and white” information only, the tongue-
based system also supports gray-scaled pattern information. To achieve this re-
sult, six signal parameters could be varied independently: Current level, pulse
width, interval between pulses, number of pulses in a so called burst, burst in-
terval and frame rate [18].
2.3 Tactile display technology approaches
We have already distinguished between two kinds of tactile display systems used
when implementing sensory substitution systems: Those based on vibrotactile
stimulation and such that are purely electric. In the following, a number of angles
on their implementation are introduced and discussed.
Mechanism of stimulation Kaczmarek et al. consider three kinds of tactile
display approaches for sensory substitution purposes [8]:
– Slowly-varying tactile display
Persistently slow-varying tactile displays are not suitable for application
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in sensory substitution systems, because the tactile sensory modality does
adapt to static stimuli too quickly for most applications.
– Vibrotactile display
Vibrotactile displays solve the issue present with slowly-varying stimulators
by continuously oscillating while carrying information encoded in other sig-
nal parameters, such as amplitude or frequency. Vibrotactile displays can be
realised using round or linear motors accelerating adequately sized weights.
– Electrotactile stimulation
It is also possible to stimulate parts of the human body directly through
electric means, for example sensitive skin sites such as finger tips or the
tongue. Depending on voltage, current and AC frequency, the feeling of elec-
tric stimulation reaches from a subtle vibratory feeling to pain.
Electrotactile displays can easily reach high stimulator density since only
contacts and wiring is needed on the display itself while every element in a
vibrotactile display requires its own motor with fixture and clearance close
to the point of stimulation.
Appropriate measures have to be taken regarding contact material and signal
characteristics in order to prevent skin irritation or even burns.
Display layout The stimulator elements mentioned above in 2.3 can be com-
posed in various layouts, most importantly forming [8]:
– Single-element displays
One point stimulating the body can only vary in intensity, frequency or
both. These displays are hence limited to low-bandwidth applications. It is
also important to keep in mind, that one single stimuli might be error-prone
due to fixture and pressure variations or even effects of perspiration while
spatio-temporal patterns, which might relieve effects of such failure, are not
possible to implement.
As cited by Spence, distal attribution (see 2.1) can be achieved even with a
single stimulator display [19].
– One-dimensional displays
Displays spreading multiple points in one direction allow for the utilisation of
spatio-temporal patterns, multi-point code, but may also improve perception
of static ones because more surface can be covered and stimulated at once.
– Two-dimensional displays
Two-dimensional displays can make stimulated areas work like the eye when
presenting originally visual information [16] and are therefore even more
powerful than displays working in one dimension. It does not seem plausible
that the human brain can handle temporal “multiplexing” between rows or
columns when dealing with multi-dimensional information. However, Spence
points out that this apparent similarity between vision and touch in two-
dimensional displays might be misleading since they vary in almost any
characteristic other than dimensionality [19]. In general, two-dimensional
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displays enable spatio-temporal patterns in more directions than its rows or
columns working independently, because of diagonals.
Note: One and two-dimensional displays as characterised above do not have
to be placed in a plane. For example, a belt with stimulators worn on the waist
can be interpreted as a bent and closed one-dimensional display. In favour of clas-
sification simplicity, only these three manifestations of dimensionality variation
have been discussed.
Protocol types The following protocol classes can be considered when control-
ling one and multi-dimensional tactile displays:
– Single and multi stimulator
With only a single stimulator active at a time, the combinatory coding ad-
vantage of multi-element displays can’t be exploited fully. Multi-stimulator
patterns are only possible with one and two-dimensional displays on the
other hand.
Interestingly, Nagel et al. report annoyance of test subjects caused by multi-
ple concurrently active stimulators on the feelSpace belt [13] (see 4.1). Such
effects might highly depend on the specific application since other authors
don’t report these phenomena [10] but in contrary build on multi-stimulator
approaches in their work [14].
Fig. 3. Results of the tactile numerosity judgement study by Gallace et al. 2006, single
(solid line) and repeated (dashed line) stimulus presentation [19]
It is generally hard for humans to perceive complex multidimensional pat-
terns through the tactile sense and it might also be challenging to differen-
tiate between closely placed stimuli. Spence highlights that in a study by
Gallace et al. in 2006, participants were not able to count more than two ore
three vibrotactile stimuli on the skin surface even though displayed once a
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second over 10 seconds [19].
Therefore it seems highly application specific whether to choose the first or
second approach, if limited to spatially-only encoded patterns.
– Spatio-temporal patterns
Only possible with one and two-dimensional displays.
Generally, patterns encoded in space and time or intensity both far exceed
performance of only spatially encoded ones [14]. There is also an interest-
ing observation regarding the minimal distance between two stimuli: Using
spatio-temporal patterns, the limitations of vibrotactile two-tacton resolu-
tion can be overcome [14]. Using vibrotactile display matrices and spatio-
temporal patterns, Novich and Eagleman estimate a theoretical maximum
throughput of about 600-925bit/s on the human torso [14].
Spatiotemporal patterns that appear as motion may be most intuitively per-
ceived, as some studies have indicated [10].
However, concrete stimulator layout and protocols have to take into con-
sideration many application-specific practical aspects such as compensation for
the Weber-Fenchner law (see 2.1) that will be discussed later when reviewing
different projects in the field of sensory augmentation.
3 From Substitution to Augmentation
When sensory substitution can be defined as “[...] the use of one human sense
to receive information normally received by another sense” [18], it is intuitive
to declare sensory augmentation as the use of one human sense – the tactile
one in this paper – to receive information normally not received by any sense.
Therefore, we can interpret sensory substitution for individuals with sensory loss
as sensory augmentation that isn’t necessary without loss of a certain modality
(at least under the assumption, that there is no conceptual difference between re-
learning a sense that a person once might have had and entirely new ones). Yet,
this apparent analogy combined with the deferred question, what substitution
in real-world applications means, will open another perspective on the subject.
3.1 Physiological feasibility
Bach-y-Rita, without reservation, extrapolates from his research in sensory sub-
stitution to the possibility of creating new senses: “In addition to sensory substi-
tution, a whole world of opportunities is opening for sensory augmentation, such
as for night vision, sensate robots, sensate Internet and telecommunications, and
many others.” [15].
Furthermore, a number of experimental studies [13]/[11]/[9] have confirmed the
hypothesis that new sensorimotor contingencies (see 2.1) can be learned, as will
be discussed in 4.1.
There seems to be no problem deterring us from extending the aspects learned
on cognitive attributes of man and interface technology to creating entirely new
senses instead of only restoring ones lost.
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3.2 Departing from general restoration
There has been reasoned criticism regarding the general type of sensory substi-
tution, Bach-y-Rita approached from the beginning in his studies. He explains
in 2003: “Are blind persons using tactile-vision sensory substitution (TVSS) ac-
tually seeing? Heil [...] and Morgan [...] suggest that because blind subjects are
being given similar information to that which causes the sighted to see and are
capable of giving similar responses, one is left with little alternative but to admit
that they are seeing [...]” [17].
But the broad claim of fully substituting senses has to be challenged based on
the following consideration that points out specific deficiencies. For example,
empirical studies have reported that a number of well-trained users of tactile-
visual substitution systems report missing emotional content to human images
they can recognise, resulting in disappointment [19]. There seem to be aspects
of modalities like vision that cannot be achieved through sensory substitution.
These basic issues might reveal a deeper problem with the substitution systems
in place, leading to the question if they can even recreate the most characteristic
attributes of sensory modalities.
Furthermore, Spence states concerning all tactile sensory substitution systems:
“I would like to argue that a number of fundamental perceptual, attentional and
cognitive limitations constraining the processing of tactile information mean that
the skin surface is unlikely ever to provide such general-purpose sensory substitu-
tion capabilities [...] Instead, the use of the skin will likely be restricted to various
special-purpose devices that enable specific activities such as navigation, the con-
trol of locomotion, pattern perception, etc.” [19].
This notion is mainly based on the limits of spatial and temporal resolution of
the tactile sense, the ability to attend to tactile stimuli at skin sites we are not
used to focus attention on, the vast difference in brain utilisation by different
senses (e.g. generally more than 50% for the visual sense and less than 10% of
the brain is given to the tactile sense) possibly resulting in processing bandwidth
problems and the partially open question how real-world conditions of multisen-
sory stimulation impair the capacity to process tactile information [19]. Deroy
et al. further argue, that sensory substitution might not be equivalent to other
sensory modalities but facilitate skills such as reading in new ways [4].
However, it is important to note, that Spence and other authors don’t argue that
sensory substitution (and in extension augmentation) does not work per se, but
that the tactile modality favours low-bandwidth special purpose concepts that
do not suffer under the restrictions of perception mentioned above.
Or, to put it in different terms: Tactile applications that can make the most of
man’s cognition are likely simple ones that process inputs smartly if needed and
display them in an often highly abstracted and task-related yet therefore use-
ful manner. Ultimately, this even means that general sensory substitution needs
might be better served by well-designed augmentation systems: Not trying to
create a canonical approach to seeing for the blind or to hearing for the deaf,
but picking – one at a time – important aspects and solving them appropriately.
For example, it could be possible to design a navigation system with collision
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detection using a vibratory belt and appropriate sensors, to solve the problem of
navigating the world for blind people. While reading is best served by systems
like Braille, in a vastly different way.
In the following, we will keep this special-purpose consideration in mind, when
reviewing different approaches to sensory augmentation.
4 Creating New Senses
After introducing cognitive and technical characteristics that guide tactile sen-
sory substitution and augmentation systems, we are going to take a look at
four promising categories of “new senses” exemplarily for many projects in the
field, that will further explain and discuss many practical aspects and important
results.
4.1 Orientation and navigation: The feelSpace belt
The feelSpace project was initiated in 2005 by Nagel et al. and has resulted in
a number of papers exploring sensory contingencies (see 2.1). It has been devel-
oped as a commercial spin-off product since November 2015 [11].
feelSpace in its original form is a waist-worn belt equipped with 13 vibrators
placed around the perimeter, all driven by a compass controller unit [13] (see
Fig. 4). It was designed to either continuously display the direction to the mag-
netic north pole or manipulated substitute data [13]. At any time, at most one
motor is active, as early tests indicated annoyance of test subjects using other
configurations [13].
Fig. 4. The feelSpace belt device (a), its controller unit (b), the compass used (c) as
well as one vibrator element (d) [13]
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Original experimental findings In 2005, Nagel et al. conducted experiments
in order to test the following four hypotheses after extended use of the belt [13]:
– Weak integration hypothesis: The sensory information provided by the
belt can be processed and improves performance in some tasks.
– Strong integration hypothesis: Information on orientation of the belt
is firmly integrated in human perception and sensory signals of the belt,
inconsistent with sensory inputs provided by the other modalities produce
measurable responses.
– Subcognitive processing hypothesis: Sensory information provided by
the belt can be processed at least partly without attention.
– New modality hypothesis: Use of the belt-imposed sensorimotor contin-
gencies results in qualitatively new perceptual experiences.
Four subjects and four controls took part in these experiments after contin-
uously wearing the feelSpace belt for six weeks during their waking hours. They
also participated in weekly outdoor training sessions. It is important to note
that one experimental subject is the author of the paper [13] which is generally
problematic. The authors argue that in this case, it is excusable because of the
exploratory nature of their work.
Nagel et al. report the following results [13]:
– Experiment 1 (Weak integration hypothesis): Blindfolded subjects are
placed at a starting point and then led along the edges of shapes with vary-
ing complexity before being asked to return to their origin.
Results: Before training, there was no performance difference between ex-
perimental subjects and the control group, whether or not the belt provided
correct or manipulated information. For trained subjects however, correct
belt information resulted in fewer errors than with incorrect information. As
long as the belt was switched on, experimental subjects were better than
control subjects. Confirms the hypothesis.
– Experiment 2 (Strong integration hypothesis): Subjects have to com-
plete time competitive tasks in a virtual environment.
Results: The trained subjects did not improve their ability to use correct
belt information. A disturbing effect of wrong information was only observed
in one experimental subject. Does not support the hypothesis.
– Experiment 3 (Subcognitive processing hypothesis): Balance tests
and testing the stabilisation of visual stimuli on the retina during head move-
ments.
Results: Measurement of the sway path increased after training in one of
the experimental subjects and one control subject. Also, the number of fast
eye movements increased after training in three of the four experimental
subjects. Confirms the hypothesis.
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– Experiment 4 (New modality hypothesis): The subjects’ experience is
assessed using questionnaires, diaries and through face-to-face feedback.
Results: Two of four experimental subjects reported profound changes of
sensory experience. North was perceived as an orientation point by one sub-
ject, all directions as equally important by others. Yet, no subject reported to
perceive a local magnet field as could have been assumed based on the nature
of the sensory modality “created”. Lends support to new modality hypothesis.
Nagel et al. conclude: “The results indicate that the sensory information pro-
vided by the belt (1) is processed and boosts performance, (2) if inconsistent with
other sensory signals leads to variable performance, (3) does interact with the
vestibular nystagmus and (4) in half of the experimental subjects leads to quali-
tative changes of sensory experience” [13].
Overall, the experiments point to the assumption that new sensorimotor con-
tingencies can be learned and integrated into human behaviour while they also
affect perceptual experience [13].
Further results and observations Kaspar et al. in 2014 supported the origi-
nal results of Nagel et al. After seven weeks of training with the feelSpace device,
participants reported substantial changes in perception of space and the belt vi-
bration [9].
Also, König et al. confirm that physiological processes and subjective experience
correspond to the hypothesis that new sensory contingencies can be learned: “Our
EEG results indicate that training with the belt leads to changes in sleep architec-
ture early in the training phase, compatible with the consolidation of procedural
learning as well as increased sensorimotor processing and motor programming”
[11].
Both Kaspar and König used improved versions of the feelSpace belt, carrying
30 vibratory elements [9]/[11]. Tactile displays mounted to a belt have also been
used in other projects, for example to create an obstacle warning system for the
blind [7]. Interestingly, Spence points out that the feelSpace belt has not turned
into a viable commercial product offering, despite the vast media attention the
device has received [19].
4.2 Tactile language: Early and contemporary approaches
One of the earliest attempts to create a tactile language, while not generally
trying to substitute hearing through another sensory modality, dates back to
Geldard in 1957 [5]. Hence, even earlier than Bach-y-Ritas research on sensory
substitution. He describes a system called “Vibratese”, consisting of 45 elements
transmitted through a vibrotactile display, limited to three different levels of
intensity and with temporal discrimination in the range of 0.5-1.5s [5].
Spence points out: “A number of early studies of tactile information process-
ing in humans [such as Vibratese] gave the distinct impression that people could
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be trained to perceive large amounts of information by means of their sense of
touch, after, that is, having learned a tactile codification system [...]” [19]
Vibratese didn’t turn out to be a successful approach and is no longer discussed
as a feasible solution in contemporary publications, but ultimately appears note-
worthy in historical terms.
At least with electronically controlled Braille output devices in mind, the idea
of Braille (developed in 1825) being a tactile language in terms of the sensory
augmentation described in this paper, needs further discussion. It will only be
mentioned briefly due to its open character of implementation in interface de-
vices, but remains interesting to sensory augmentation nevertheless.
However, there are many other proposals following Geldards initial idea, reduc-
ing the problem of communication in highly application-specific ways. Kerdegari
et al. describe a “language” of navigation commands created for a head-mounted
vibrotactile sensory augmentation device [10]. “A head-mounted display may [...]
be intuitive for navigation since a relative straightforward mapping can be cre-
ated between sensed objects [...] and stimulation of the head in the direction of
that object.” [10], Kerdegari explains her intentions. The navigation commands
designed consist of spatiotemporal patterns, since their apparent motion is gen-
erally perceived as most intuitive [10].
Fig. 5. Experimental “Mark 2” device by Kerdegari et al., pattern sketches for turn-left,
turn-right and go-forward commands [10]
Kerdegari et al. used an adapted version of the Tactile Helmet (discussed
in 4.3), equipped with seven vibrotactile stimulators placed around the wearer’s
forehead [10]. It was important not to display too much information, since vi-
bration at the head is also picked up by the ears as a buzzing noise.
The authors set out to test continuous and discrete modes of command presen-
tation in single and recurring types while the series of stimulator activation in
each case were the same ones, as described in Fig. 5 [10]. In the continuous pre-
sentation mode, stimulator activation overlaps 75% (300ms) of the active time
per stimulator (400ms) in order to take full advantage of the effect that a trav-
eling stimulus is perceived. While in the discrete mode, 75% of the time select
for single stimulator activity (also 400ms) has to elapse after deactivation before
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the next vibratory element becomes active [10]. With the recurring command
type, a command is repeated with delays of 500ms until the next navigational
command arrives [10].
In a 15m2 environment with virtual walls, the authors observed 18 test subjects
in 72 navigation tasks each. They came to the result that continuous command
presentation led to faster reaction times than discrete ones [10]. Also, measures
show that recurring commands were the most effective and easiest to distinguish
which was reported by the experimental subjects, too [10]. Recurring stimuli
were not perceived to be meaningfully distracting [10].
Kerdegari’s work points out that there is potential for tokenised tactile languages
in contexts such as navigation and that the head as a position of vibrotactile
stimulation might be interesting for further research in sensory augmentation.
4.3 Long range touch: The Tactile Helmet project
In 2013, Bertram et al. set out to design a helmet-based system to augment
the wearer with long-range touch – to empower users with a rat-like capability
to quickly acquire environment information with their synthetic “whiskers” [1].
Research by Prescott has shown that whisking is an effective way to gain sensory
environment information in robots [1], therefore it seems reasonable to test sim-
ilar perception in humans. Naturally, application seems to fit in an emergency
response context such as firefighters working their way in a smoke filled or oth-
erwise low-visibility environment. Bertram et al. explain the overall concept and
choice of form factor as follows: “[...] it is head mounted, which provides a bal-
ance of sensitivity and response time to tactile stimulation whilst also leaving the
hands-free for other tasks including direct haptic exploration of surfaces” [1]. The
head is also an interesting choice due to the fact that a wearer can react faster
to signals that arrive there, because tactile response latencies are about linear
in distance from the brain [10]. Using ultrasonic sensors, measured distances to
nearby obstacles are signalled to the wearer using a vibrotactile display on the
helmet’s inside headband [1].
A context sensitive algorithm controls the four stimulator vibrotactile dis-
play based on input from eight ultrasonic sensors. At walking speed and faster,
the helmet functions as a unidirectional obstacle warning system while at slower
speeds, the stimulators are turned off. However, an alternative mode for these
latter situations is being developed that provides information on the area of user
focus [1].
Objects closer than 50cm result in a 80Hz warning signal, while normal stim-
ulation frequency rests at 150Hz [1]. The requested signal amplitude (a) for each
of the four stimulator elements is determined from the average measurement of
two sensors adjacent to a stimulator. Initially, formula a′ was used for standard
mode, where x is the average distance measured by two sensors, m is the max-
imal distance set to measure (200cm). After testing, a′ was select for x < 100
and a′′ for x ≥ 100. At slower speeds, the rear stimulators continue to function
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Fig. 6. The Tactile Helmet with its sensors on the outside and stimulators within,
adjacent to a single stimulator element [1]
according to a′, while the frontal ones are set to zero if x ≥ 100 and to a′′′
otherwise [1].
a′ = (1− xm )3 a′′ = 2(1− xm )3 a′′′ = (1− x0.5m )3
Experimental testing A 4m long corridor with exits to the left an right was
built in order to experimentally evaluate the Tactile Helmet. In each run, a
blindfolded test subject was asked to escape from the corridor while one was
narrowed in order to make passing unfeasible. The authors report: “[...] trials
suggests that, although participants used their hands in both conditions, they
were relying on their hands much less in the helmet on condition than when no
information was available [...]” [1].
Comparable projects Carton et al. developed a similar glove-based system to
support firefighters when navigating in low-visibility environments [3].
4.4 Continuous periphery perception: A Shape-changing Car Seat
Vibratory warning systems have long been used in cars to signal certain dan-
gerous situations to the driver. But while those haptic interfaces have been
widely adopted for simple applications like vibration on/off corresponding to
danger/clear, only little innovation has seen the light of day regarding other
more advanced use cases of tactile displays in the automotive space.
Grah et al. have developed a seat-based sensory augmentation system that con-
tinuously delivers information of a car’s rear periphery [6]. The authors explain:
“When walking, we receive additional information about our periphery from audi-
ble and sensorimotor stimuli. This peripheral extension of the human perceptions
vanishes to a certain extent when driving a car because the area of non-visual
stimuli is more or less limited to the interior of the car. [...] A non-visual ex-
tension of the human field of view could help to decrease the visual and mental
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workload.” [6]. While many cars offer sensory systems that monitor their sur-
roundings, no adequate displays exist as of today that allow drivers to perceive
their environment while keeping focus on the road ahead of them.
Also, the approach described in the following has the distinct advantage in com-
parison to mirrors or screen based that the driver is never forced to change
perspective of the car’s orientation.
Fig. 7. Mapping of an obstacle to driver’s back, prototype car seat with 16 motors [6]
The prototype system that has been built consists of a car seat equipped
with a 4x4 servomotor matrix [6]. The motors act as linear actuators that create
pressure points on the user’s back, spread by small wooden plates [6]. Though,
slow-varying tactile displays have been criticised earlier in 2.3, the specific use
case seems to support the interface choice due to its dynamic nature, as experi-
mental results will also show in the following.
The designers decided to focus on the display of obstacle distance, size, pace and
position [6]: “As objects visually appear larger when closer, we map the distance
of the object to the total volume of the deformation [...] The lateral position of
deformation corresponds to the angle from the obstacle to the cars center [and]
The sensitivity levels of the actuation should correlate with the relevance of the
situation.” [6]. When speaking about object relevance, the authors refer to the
combined meaning of approach path and speed – in worst case danger displayed
in a way the driver can’t ignore and just subtle if no immanent danger seems
likely [6].
Interestingly, when reviewed closely, the described system forms a closed sen-
sorimotor loop because driver action (steering, acceleration or deceleration) has
direct effects on the information displayed, which may previously have informed
driving decisions [6].
Experimental testing Using a virtual driving simulator equipped with the
prototype car seat, Grah et al. designed two tasks on a straight five-lane road,
one with and another one without user input [6]. Both tasks are limited to one
stimulus displayed at a time [6].
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In the first task without user input, about 63% obstacle detection rate was
achieved, while inner lanes had a much higher detection rate than outer ones [6].
In the active test, circa 51% of obstacles were detected [6]. False detections
occurred when the lane of an approaching object was crossed, in which case the
stimulation move from one side to the other on the user’s back [6]. Interestingly, a
left-tendency in false detections was discovered, possibly related to the projection
of obstacles based on the center of the car [6].
5 Conclusion
Sensory substitution and addition are ideas far from new at their core, as this
paper has shown, sketching the long way from Bach-y-Rita and Geldard to con-
temporary applications. In general, it is hard to clearly differentiate the two
fields, because this task highly depends on defining aspects that characterise
a certain sense and which characteristics are therefore needed to substitute it.
The full promise of tactile sensory substitution has not come true over 50 years
after its inception in research in the eyes of some authors. But if we take a
step back from man’s complex high-bandwidth sensory modalities like vision
or hearing that might never be matched through tactile interfaces, modern mo-
bile computing technology enables simple yet interesting special-purpose sensory
augmentation devices that can be of immediate value. Any sensor can be con-
nected to powerful mobile computing hardware and tactile displays, allowing for
rapid prototyping [2] and therefore effective experiments for the evaluation of
many use cases.
As the research projects reviewed in this file have demonstrated, there is great
promise in the use of tactile displays for low-bandwidth applications in contexts
that could not be more different from each other, reaching from firefighters in
emergency situations to drivers on their daily commute – but that all make the
most out of abandoning ordinary screens in order to empower users to focus
modalities such as their vision on other tasks.
Only success of widely available commercial applications can tell, but there is
no reason to assume that tactile interfaces will not be able to create useful ubiq-
uitous computing experiences equipping us with “new senses”. And maybe even
ones, we cannot imagine today.
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Zusammenfassung. Smartphones haben unsere Welt innerhalb weni-
ger Jahre deutlich verändert. Das Smartphone ist unser ständiger Beglei-
ter geworden. Über den Tag hinweg wird das Smartphone für verschiede-
ne Zwecke benutzt, von der Kommunikation mit Freunden und Kollegen
über den Konsum von Nachrichten bis hin zum mobilen Zahlungsmittel.
Für viele Menschen ist es dabei die erste Beschäftigung am Morgen und
die letzte Beschäftigung am Abend.
Die breite Anwendung der Smartphones, in allen Bereichen, hat sowohl
positive als auch negative Folgen. Dabei sind viele positive Aspekte direkt
ersichtlich, während negative Effekte oft nicht direkt auffallen.
Diese Arbeit gibt einen Überblick über den Einfluss des Smartphones auf
den Nutzer und diskutiert dabei beide Seiten. Sie betrachtet den Einfluss
auf das gesellschaftliche Leben, zeigt problematische Verhaltensweisen
sowie deren Ursachen auf und betrachtet die Folgen von ständiger Er-
reichbarkeit. Weiter wird der Einfluss in den Bereichen Gesundheit und
Sicherheit diskutiert. Das Ergebnis zeigt, dass Smartphones zwar durch-
aus nützlich sind, die Nutzung jedoch bewusst erfolgen und der Nutzer
sich auch der negativen Folgen bewusst sein sollte. Insgesamt besteht
auch ein Verbesserungspotential auf der Seite der Softwarehersteller, die
durch technische Lösungen einige negative Seiten abmildern könnten.
Schlüsselwörter: Smartphones; Ubiquitous Computing; Social Impact;
Communication; Addiction; Health; Security
1 Einführung
Smartphones haben begonnen das digitale Leben der Menschen zu verändern.
Seit der Einführung des ersten iPhones im Jahr 2007 [30, Folie 7] gewinnen
Smartphones ständig an Bedeutung. Im Jahr 2014 entfielen laut Digital Consult
statistisch fast 1,5 SIM-Karten auf jeden Menschen in Deutschland. [5, Seite 24].
Doch es steigt nicht nur die Zahl der Smartphone-Nutzer. Die durchschnittliche
weltweite Nutzungsdauer pro Tag lag im Jahr 2016 bei vier Stunden. [25, Seite
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109] Smartphones haben Desktop-Computer als führende Plattform beim Inter-
netzugriff abgelöst. [8] Smartphones sind Mobiltelefone, die neben den traditio-
nellen Funktionen „Telefonieren“ und „Versenden von Textnachrichten“ weitere
Funktionen bieten. Die ständigen Begleiter erlauben unter anderem den Internet-
zugriff von fast überall, fungieren als Taschenrechner, Notiz- und Kontaktbuch,
ersetzen den Fotoapparat und Musikspieler, teilweise sogar bereits das Bargeld
bzw. die Kreditkarte. Das Smartphone hat unseren Alltag in wenigen Jahren
stark verändert und hat heute Einfluss auf fast alle Bereiche des täglichen Le-
bens. Die schnelle Verbreitung der vergleichsweise noch jungen Technologie zeigt,
dass viele Menschen das Smartphone als sinnvoll erachten, allerdings werden ge-
rade beim schnellen Wandel die negativen Folgen außer Acht gelassen. Diese
Arbeit legt daher sowohl die positiven Seiten der Smartphone-Nutzung als auch
die negativen Folgen dar. Da das Smartphone in fast allen Bereichen des Lebens
präsent ist, beschränkt sich diese Arbeit auf wichtige Themen des Alltags. Zuerst
wird die Geschichte des Smartphones betrachtet und wie es zu seiner Verbreitung
kam. Anschließend wird der Einfluss auf das gesellschaftliche Leben, mögliche
problematische Verhaltensweisen von Nutzern und deren Ursachen, der Einfluss
der ständigen Erreichbarkeit, die Nutzung im Gesundheitsbereich sowie die mit
der Nutzung des Smartphones verbundenen Aspekte der Sicherheit betrachtet.
2 Geschichte des Smartphones
Das Smartphone, wie man es heute kennt, wurde von Apple im Jahr 2007 in den
Verbrauchermarkt eingeführt. [30, Folie 7] Auch vorher gab es schon Smartpho-
nes, diese wurden aber vor allem von Unternehmern genutzt. Zum einen wurden
diese primär für den unternehmerischen Nutzen entwickelt und damit auf des-
sen Ansprüche zugeschnitten, zum anderen wurden sie für Verbraucher als zu
teuer angesehen. [33] Das erste Smartphone war das „IBM Simon“ aus dem Jahr
1993. Es kombinierte die Funktionen eines Telefons, eines Personal Digital As-
sistant (PDA) sowie eines Faxgeräts. Es bot schon damals einen Touchscreen,
der zum Wählen von Rufnummern benutzt werden konnte. [30, Folie 2] Obwohl
selbst kein Smartphone, wird der PDA „Palm Pilot“ aus dem Jahr 1996 als weg-
weisend für den Formfaktor von heutigen Smartphones gesehen. Er machte die
Nutzung mobiler Daten für Unternehmen populär. [30, Folie 3] [26] 2002 stieg
RIM in den Mobilfunkmarkt ein und brachte das „BlackBerry 5810“ heraus, mit
dem man E-Mails abrufen und im Internet surfen konnte. [30, Folie 5]. Schließlich
veröffentlichte Apple das „iPhone“ im Jahr 2007, das als „revolutionär“ bezeich-
net wurde, und begründete damit den Smartphone-Massenmarkt. [30, Folie 7]
Noch im selben Jahr stellte Google sein mobiles Betriebssystem „Android“ vor,
welches sich inzwischen mit 84,8% Marktanteil bei neu verkauften Geräten als
führendes mobiles Betriebssystem durchgesetzt hat. Apple’s „iOS“ kommt auf
14,4% Marktanteil, andere Betriebssysteme sind heute nur noch Randerschei-
nungen. [7]1 Die anfangs noch üblichen Hardwaretastaturen gibt es heute fast
1 Für die Berechnung des Marktanteils wurde die Anzahl der verkauften Geräte im
Jahr 2016 betrachtet.
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nicht mehr, stattdessen wird der Touchscreen für Eingaben benutzt. [24] Ins-
gesamt ist der Markt stark gewachsen und mit der zunehmenden Nutzung der
Einfluss der Smartphones auf den Nutzer gestiegen.
3 Gesellschaftliches Leben
Smartphones bieten gegenüber herkömmlichen Mobiltelefonen neue Wege der
Kommunikation. Sie bieten unter anderem die Möglichkeit der Videotelefonie
sowie des Instant Messagings. Letzteres beschränkt sich dabei nicht wie die SMS
auf per Nachricht zu bezahlende Textnachrichten, sondern erlaubt außerdem
Audio- sowie Videonachrichten und das Versenden von Bildern und Dateien. Des
Weiteren sorgen Push-Benachrichtigungen dafür, dass Inhalte direkt dem Kom-
munikationspartner zugestellt werden und dieser benachrichtigt wird. Herkömm-
lich wurden Inhalte explizit angefragt, man sprach z. B. von „E-Mails abholen“.
Die neuen Kommunikationsmöglichkeiten erleichtern den Kontakt mit anderen
Menschen, verändern aber auch die bisherigen Wege der Kommunikation.
3.1 Vereinfachte Kommunikation
Während in der Vergangenheit nur Telefonate auf weiten Strecken in Echtzeit
realisierbar waren, sind heute Videochats und weitere Formen der Kommunika-
tion möglich. Diese Möglichkeiten werden durch die Verbreitung des Internets
geschaffen, doch erst das Smartphone erlaubt die Nutzung von nahezu über-
all. [33]
Die mobile Kommunikation vereinfacht das gegenseitige Finden auf großen
Veranstaltungen, das Verlegen von Terminen, macht kurzfristig abgesprochene
Treffen und vieles weitere möglich. Mit der Verbreitung von Smartphones ist die
Kommunikation heute ortsunbeschränkt möglich. Wichtig sind diese verbesser-
ten Kommunikationsmöglichkeiten auch für Flüchtlinge. Häufig werden Famili-
enmitglieder oder Freunde in der Heimat zurückgelassen.
Im Zuge der syrischen Flüchtlingskrise zeigte sich in den sozialen Medi-
en Verwunderung darüber, dass Flüchtlinge Smartphones besitzen. Laut dem
CIA World Factbook besitzt allerdings rund 90% der syrischen Bevölkerung ein
Smartphone. [4] Smartphones erleichtern Flüchtlingen nicht nur die Kommuni-
kation mit Menschen, sie können auch helfen humanitäre Hilfe zu bekommen
oder allgemein, um an Informationen zu gelangen. [23]
Aufgrund der geringen Größe und des geringen Gewichts kann das Smartpho-
ne leicht überall hin mitgenommen werden, auch auf einer Flucht. Mit seinen
vielen hilfreichen Funktionen kann das Smartphone ein gutes Hilfsmittel sein.
Besonders wenn Menschen vor Gewalt und Krieg anstatt vor Armut fliehen, ist
der Besitz von Smartphones daher nicht verwunderlich.
Zu untersuchen bleibt, wie sich der persönliche Kontakt zwischen weit ent-
fernt lebenden Menschen durch den häufigen Kontakt mittels Smartphones ver-
ändert. Einerseits könnte er sich erhöhen, da durch die gestiegene digitale Kom-
munikation der Kontakt eher aufrecht erhalten bleibt, andererseits ist es möglich,
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dass der digitale Kontakt als ausreichend empfunden wird und somit etwa ein
Besuch ausbleibt bzw. die Häufigkeit von gegenseitigen Besuchen sinkt.
3.2 Weniger persönliche Kontakte
Das Internet und Smartphones erleichtern die Kommunikation nicht nur für
Menschen in großer Entfernung. Auch Menschen in geringer Entfernung pro-
fitieren von einer einfacheren Kommunikation. Während bei großer Entfernung
die Technologie die Kommunikation erst ermöglicht, ist diese bei geringer Ent-
fernung auch ohne Technologie möglich. Diese schafft hier eine alternative Form
der Kommunikation und verändert dadurch die persönliche Kommunikation.
Bei einer Umfrage durch Coupofy aus dem Jahr 2016 gaben 15% der Be-
fragten geminderte persönliche Kontakte zu Familie und Freunden als größte
Negativfolge der Smartphone-Nutzung an. Weitere 17% nannten, dass ihre Ver-
bindungen zu neuen Kontakten und Freunden durch die Smartphone-Nutzung
weniger bedeutsam sind. [14] Dies bedeutet, dass eine große Zahl an Nutzern mit
der Verschiebung von persönlichen Kontakten in die digitale Welt unzufrieden
sind.
Der persönliche Kontakt zwischen Menschen leidet jedoch nicht nur unter der
Verschiebung in soziale Netzwerke. Um nichts aus der digitalen Welt zu verpas-
sen, verwenden viele Nutzer ihr Smartphone auch während persönlichen Treffen.
Dieses Verhalten wird oft als unfreundlich empfunden. Es zeigt Desinteresse und
sorgt durch die Ablenkung dafür, dass dem eigentlichen Geschehen nicht mehr
mit voller Konzentration gefolgt werden kann. [10, Punkt 1] [36] Die Angst et-
was zu verpassen und das darauf folgende Nutzerverhalten wird neben anderen
problematischen Verhaltensweisen im nächsten Abschnitt näher betrachtet.
4 Problemverhalten von Nutzern
Laut der Umfrage durch Coupofy sind 29,5% befragten Nutzer unzufrieden mit
ihrer häufigen Smartphone-Nutzung, bei Nutzern mit eigenen Kindern liegt die-
ser Anteil sogar bei 42%. [14] Im Folgenden werden die Gründe für diese überhöh-
te Nutzung und weitere problematische Verhaltensweisen von Nutzern dargelegt.
4.1 Abhängigkeit und Technostress
Für eine zwanghafte Nutzung von Smartphones gibt es eine Reihe von Einfluss-
faktoren. Nach Lee et al. haben die Art der Kontrollüberzeugung, das Maß an
sozialer Angst und das Bedürfnis nach Berührung einen Einfluss. [22] Weitere
Faktoren sind soziale Netzwerke und die Angst, etwas zu verpassen. [32] [15] Die
zwanghafte Nutzung sorgt in der Folge für Technostress. Technostress bezeichnet
Stress, der durch die Nutzung von technischen Geräten erzeugt wird. [22]
Kontrollüberzeugung bezeichnet nach Rotter die Auffassung eines Menschen,
in wie weit er selbst durch seine Handlungen sein eigenes Leben bestimmen kann.
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Dabei wird zwischen „intern“ und „extern“ unterschieden. Bei interner Kontroll-
überzeugung geht eine Person davon aus, selbst für die eigenen Taten und das
eigene Schicksal verantwortlich zu sein, während bei externer Kontrollüberzeu-
gung die Person davon ausgeht, dass ihr Leben von externen Kräften bestimmt
wird, etwa durch Glauben, Glück oder andere Menschen. [31]
Weiter bezeichnet soziale Angst nach Schlenker et al. die Angst, in sozialen
Situationen im Zentrum der Aufmerksamkeit zu stehen, etwa anderen Menschen
vorgestellt zu werden oder eine Rede zu halten. [34] Für Menschen mit sozia-
ler Angst ist es einfacher, Interaktionen mit anderen Menschen online durchzu-
führen. Aufgrund dessen ist eine erhöhte Internet-Nutzung und damit erhöhte
Smartphone-Nutzung für diese Personengruppe wahrscheinlich. [22]
„Need for Touch“, das Bedürfnis nach Berührung, bezeichnet nach Peck et
al. die Vorliebe für die Nutzung von sensorischen Informationen bei Berührung.
Menschen zeigen ein unterschiedlich starkes Bedürfnis danach. Während man-
che Menschen beispielsweise Produkte beim Einkauf rein für das Einpacken in
die Hand nehmen, beziehen andere die sensorischen Informationen in ihre Kauf-
entscheidung mit ein. [27] Der Touchscreen eines Smartphones ist eine weitere
Möglichkeit, dieses Bedürfnis zu befriedigen. [22] [15]
Nach Lee et al. zeigen Menschen, die zu einer eher externen Kontrollüberzeu-
gung neigen, höhere soziale Angst oder ein größeres Bedürfnis nach Berührung
haben, eher eine zwanghafte Nutzung von Smartphones. [22, H1, H2, H3]
Die Nutzung von sozialen Netzwerken ist nach Salehan et al. ein signifikanter
Prädikator für eine Abhängigkeit von Smartphones. Die Anzahl der Kontakte
in einem sozialen Netzwerk und die Nutzungsintensität beeinflussen dabei die
Häufigkeit der Nutzung auf mobilen Geräten. [32]
Nach Cheever et al. kann der Entzug des Smartphones zu einem Gefühl
der inneren Unruhe führen. Bei höherer täglicher Nutzungsdauer ist dieses Ge-
fühl statistisch signifikant stärker. Dieses Gefühl tritt bereits bei einer kurzen,
vorher bekannten Dauer auf, unabhängig davon, ob das Smartphone abgege-
ben wird oder außer Sicht und lautlos beim Nutzer bleibt. Es verstärkt sich,
je länger Smartphone und Nutzer getrennt bleiben. Mögliche Erklärungen für
die innere Unruhe sind einerseits die reine Trennung vom Gerät und damit der
Kommunikations- und Informationsmöglichkeit, andererseits die „Fear of Missing
Out“ (FoMO), die Angst etwas zu verpassen. [12]
FoMO kann zu einer überhöhten Nutzung des Smartphones führen, da der
Nutzer dauerhaft das Gefühl verspürt etwas zu verpassen. Dies kann sich bei-
spielsweise durch ein häufiges Überprüfen des Smartphones äußern, ohne dass
dieses den Nutzer benachrichtigt. Nach Elhai et al. bestimmt der Grad an FoMO
allerdings nicht zwingend die Viel- oder Wenig-Nutzung, sondern eher, ob die
Nutzung als problematisch einzustufen ist. [15]
4.2 Datenabhängigkeit
Neben der Abhängigkeit vom Gerät selbst kann ein Nutzer auch abhängig von
seinen Daten sein. Neben der reinen Kommunikation lagern Nutzer von Smart-
phones viele Informationen und Daten auf das Smartphone aus. Es wird als
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Notiz- und Kontaktbuch, als Kalender, zur Navigation und für viele weitere Ak-
tivitäten benutzt, die hauptsächlich auf Daten basieren. Vertraut der Nutzer
dabei rein auf das Smartphone, macht er sich abhängig.
Einerseits speichern Nutzer eine Vielzahl eigener Daten auf ihrem Smart-
phone, die ohne regelmäßige Backups bei Verlust, Diebstahl oder technischem
Versagen des Geräts verloren gehen. Dazu gehören Notizen, Kontakte, Termi-
ne, Bilder und Musik. Andererseits greifen Nutzer auf eine Reihe von externen
Daten zu, etwa Suchmaschinen, soziale Netzwerke und Kartendienste. Bei einer
durchschnittlichen Akkulaufzeit von einem bis zu wenigen Tagen, benötigt der
Nutzer zudem regelmäßigen Zugriff zu Strom.
Gerade Standort- und Navigationsdienste sind bei Nutzern beliebt. 73% der
durch Coupofy befragten Nutzer gaben an, dass sie ihr Smartphone aufgrund der
jederzeitigen Möglichkeit der Standortfindung und Navigationshilfe mögen. [14]
Das ständige und teilweise exklusive Vertrauen auf diese Dienste kann dafür
sorgen, dass eigene Navigationsfähigkeiten nicht genutzt und damit gemindert
werden. [10, Punkt 4] Dies zeigte sich unter anderem, als mehrere Autofahrer
„Apple Maps“ folgten, mehrere Schilder ignorierten und über das Rollfeld sowie
Start- und Landebahn zu einem Passagierterminal eines Flughafens fuhren. [11]
5 Ständige Erreichbarkeit
Als ständiger Begleiter bietet das Smartphone fast überall die Möglichkeit so-
wohl andere Menschen zu erreichen als auch erreichbar zu sein. Die Raum-Zeit-
Bindung von Kommunikation entfällt. Die ständige Kommunikationsmöglichkeit
erlaubt es Nutzern auf dem neuesten Stand bezüglich der aktuellsten Neuigkeiten
aus Politik, Wirtschaft und dem eigenen Sozialleben zu bleiben. Sie ermöglicht
Nutzern etwa das Warten an der Bushaltestelle zu Nutzen, um mit Freunden
oder der Familie zu kommunizieren. [33]
5.1 Familienleben
Im Familienleben erlaubt die ständige Erreichbarkeit Eltern, Termine zu or-
ganisieren und Aufgaben einfach zu delegieren. Weiterhin gibt sie Eltern ein
Sicherheitsgefühl, wenn ihre Kinder anfangen selbständiger zu werden. Ande-
rerseits können auch Kinder jederzeit die Eltern erreichen, etwa bei Notfällen.
Beide Gruppen bewerten die ständige Erreichbarkeit grundsätzlich als positiv,
jedoch bewerten Jugendliche sie als negativ, wenn sie zur Kontrolle genutzt wird.
Während Jugendliche bereits 2003 mit ihrer Handynummer sehr offen umgingen,
teilten Eltern ihre private Handynummer eher nur mit dem engen Kreis der Fa-
milie oder guten Freunden, während die Nummer des Festnetzanschlusses meist
öffentlich im Telefonbuch stand. Durch die Geheimhaltung der Handynummer
kann die eigene Privatheit erhöht werden. [16]
Ob dies heute noch der Fall ist, ist höchst fraglich. Ein Drittel der Haushalte
in der Europäischen Union hatte im Jahr 2015 ausschließlich einen Mobiltele-
fonanschluss. [6, Seite 51] Zusätzlich muss die Handynummer für verbreitete
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Kommunikationsdienste wie „WhatsApp“ geteilt werden, um diese nutzen zu
können.
5.2 Arbeitsleben
Im Arbeitsleben erlaubt die ständige Erreichbarkeit Unternehmen und Arbeit-
nehmern in Kontakt zu bleiben, sowohl während sich der Arbeitnehmer außer-
halb des Büros aufhält, als auch außerhalb der Arbeitszeiten. Eine Kontakt-
möglichkeit war auch vor der Verbreitung des Smartphones per Festnetz- oder
Mobiltelefon möglich, allerdings musste dazu explizit ein Telefonat geführt oder
eine Textnachricht an das Telefon gesendet werden. Heute erlauben Smartphones
den Zugriff auf E-Mails und andere Internet-basierte Kommunikationskanäle, die
unabhängig vom benutzen Gerät sind. Damit lässt sich die gewöhnliche Kom-
munikation mobil abhandeln, ohne dass der Kommunikationspartner den Nutzer
zielgerichtet mobil erreichen muss.
In Besprechungen können Smartphones einerseits benutzt werden, um damit
Notizen aufzuzeichnen oder Fakten zum aktuell besprochenen Thema zu fin-
den, andererseits können sie zur Kommunikation genutzt werden. Einige Nutzer
argumentieren, dass sie für Klienten jederzeit erreichbar sein und damit auch
in Besprechungen E-Mails lesen und darauf antworten müssen. Für Anwesen-
de ist dabei häufig nicht ersichtlich, ob das Smartphone als Hilfsmittel für die
Besprechung oder rein als Nebenbeschäftigung benutzt wird. Unabhängig davon
lenkt die Nutzung des Smartphones vom eigentlichen Geschehen ab und wird als
häufig unhöflich gesehen. [36]
Die Nutzung von Smartphones und allgemein des Internets lässt die Grenzen
zwischen Arbeits- und Privatleben verschwimmen. Vor der starken Verbreitung
von Smartphones war eine Antwort auf Nachrichten außerhalb der Arbeitszeit
vor allem aufgrund der fehlenden Benachrichtigung bzw. des fehlenden Wissens
über die Existenz der Nachricht nicht möglich. Heute nutzen viele Arbeitnehmer
ihr Smartphone um auf Arbeits-E-Mails zuzugreifen. [13]
6 Gesundheit und Nutzung in der Medizin
Im Folgenden wird mit dem Gesundheitsbereich ein Einflussbereich des Smart-
phones genauer betrachtet. Es wird einerseits der Einfluss auf Patienten und
somit den privaten Nutzer und andererseits die Nutzung durch Versorger und
damit die Auswirkungen im Arbeitsbereich betrachtet. Die Erkenntnisse sind
teilweise auf andere Bereiche übertragbar, teilweise aber auch spezifisch für den
Gesundheitsbereich.
Die Versorgung im medizinischen Bereich läuft traditionell über persönliche
Treffen, etwa mit Ärzten oder Psychologen. Dabei sucht üblicherweise der Pa-
tient den Versorger auf. Traditionell wird daher die Zugangsmöglichkeit eines
Menschen zum Gesundheitssystem über die damit verbundenen Merkmale ge-
messen, z. B. über die Zeit, die der Patient bis zum nächstgelegenen Versorger
benötigt. Das digitale Zeitalter sowie das Smartphone im Besonderen eröffnen
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in diesem Bereich neue Möglichkeiten, die nach Fortney et al. zu einer Rekon-
zeptionalisierung der Gesundheitssysteme führen sollten. Das System müsse sich
den aktuellen Möglichkeiten anpassen und dabei die Einschränkungen einzelner
Individuen, wie z. B. einen ländlichen Lebensraum oder Armut, nicht außer Acht
lassen. [19]
6.1 Wege der virtuellen Gesundheitspflege
Fortney et al. unterscheiden zwischen vier möglichen Typen der virtuellen Ge-
sundheitspflege aus Sicht des Patienten, welche sich durch den Kommunika-
tionspartner und die Reaktionszeit des Partners unterscheiden. Allen gemein
ist jedoch, dass durch die digitale Kommunikation der Weg zwischen Patient
und Kommunikationspartner entfällt und damit deren Entfernung irrelevant
wird. [19]
Synchrone digitale Patient-zu-Versorger Kommunikation
Eine synchrone Kommunikation liegt dann vor, wenn sowohl Patient als auch
Versorger zur gleichen Zeit miteinander interagieren. Mit Hilfe von Smartpho-
nes ist dies einerseits über Videotelefonie möglich, andererseits durch herkömm-
liche Telefongespräche, wobei letztere eher dazu genutzt werden Seiteneffekte zu
besprechen oder Behandlungseffekte zu beurteilen. [19, Tabelle 1]
Asynchrone digitale Patient-zu-Versorger Kommunikation
Eine asynchrone Kommunikation liegt vor, wenn Patient und Versorger nicht not-
wendigerweise zur gleichen Zeit miteinander kommunizieren. Der Patient kann
etwa seine Informationen als Audio- oder Videonachricht oder in Textform auf
eine Plattform hochladen, während der jeweilige Versorger diese häufig zeitver-
zögert zur Kenntnis nimmt und gegebenenfalls darauf reagiert. [19, Tabelle 1]
Dies hat den großen Vorteil, dass Patient und Versorger keinen gemeinsamen
Termin für die Kommunikation finden müssen, und ist besonders dann sinnvoll,
wenn keine Konversation nötig ist, z. B. für das Teilen von Überwachungsdaten.
In der anderen Richtung kann eine solche asynchrone Kommunikation u.a. dazu
genutzt werden, Patienten daran zu erinnern verordnete Medikamente einzuneh-
men. [19, Tabelle 1]
Digitale Peer-to-Peer Kommunikation
Peer-to-Peer Kommunikation meint die direkte Kommunikation zwischen Pati-
enten. Diese können über soziale Medien und Onlineforen Informationen und
praktischen Rat austauschen und sich damit gegenseitig unterstützen. Die Em-
pathie von Mitleidenden wird dabei häufig authentischer empfunden als die von
Ärzten oder anderen Versorgern. Diese Art der Kommunikation ist sowohl syn-
chron als auch asynchron möglich und hängt von der genutzten Technologie
ab. [19, Tabelle 1]
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Synchrone digitale Interaktion des Patienten mit
Computeranwendungen
Der Patient kann mit Computeranwendungen interagieren, ohne dass dabei eine
andere Person auf der Gegenseite reagiert. Aufgrund der hohen Verfügbarkeit
und starken Präsenz wird hierzu immer häufiger das Smartphone anstatt von
herkömmlichen Desktop-Computern benutzt. Das Angebot an Anwendungen
reicht von der einfachen Suche zum Einholen von Informationen über Symptom-
Checker bis zur Selbstüberwachung. [19, Tabelle 1] Gemessen an der Anzahl der
verfügbaren Anwendungen, ist die Kategorie „Health & Fitness“ mit 85864 An-
wendungen (Stand: 30.03.2017) eine vergleichsweise große Kategorie im Google
Play Store. [3]
Insgesamt wird ein digitales Gesundheitssystem vor allem durch das Internet
ermöglicht. Das Smartphone im Speziellen sorgt für die ständige Erreichbar-
keit, die einfache Kommunikation von überall und kann Basis für Sensoren zur
Selbstüberwachung sein.
6.2 Probleme der Smartphone-Nutzung durch Versorger
In Krankenhäusern werden heute oft Pager zum Rufen von Personal eingesetzt.
Ein Ersatz dieser Pager durch Smartphones scheint attraktiv. Diese bieten die
Funktionalität eines Pagers, bieten darüber hinaus allerdings viele weitere Funk-
tionen. Ein Umstieg bringt neue Möglichkeiten der Kommunikation und andere
neue Funktionalität, allerdings haben Smartphones gerade in diesem Bereich
auch Nachteile. Die Kommunikation per Textnachrichten auf Smartphones er-
folgt eher flüchtig, wodurch die Kommunikation weniger präzise und fehlerhafter
werden kann. Mögliche Fehler beinhalten Rechtschreibfehler, die möglicherweise
von einer genutzten Autokorrektur verstärkt werden, da dann nicht nur einzelne
Buchstaben, sondern direkt ganze Wörter verfälscht werden. Dies ist kritisch,
wenn es um die Gesundheit von Menschen geht. Ein weiteres Problem kann
die Menge der unwichtigen Nachrichten sein. Einerseits produzieren Funktionen
wie „Allen Antworten“ Nachrichten an viele Empfänger, die diese Informationen
nicht zwingend benötigen, andererseits beschränken sich viele Textnachrichten
nicht auf das Nötigste. Dies resultiert darin, dass das Personal Zeit mit dem Le-
sen unwichtiger Nachrichten verbringt, die anders besser genutzt werden kann.
Heutige Smartphones sind im Allgemeinen für den Verbrauchermarkt entwor-
fen und damit nicht auf die Bedürfnisse im Gesundheitssystem zugeschnitten.
Sie bieten eine kürzere Akkulaufzeit, weniger Schutz vor Fall- und Flüssigkeits-
schäden und sind durch ihre Komplexität weniger zuverlässig als herkömmliche
Pager. Zudem lassen sie sich aufgrund der häufig fehlenden Dichtheit nicht ein-
fach desinfizieren. [29]
Bei der Umstellung von einer existierenden, zuverlässigen Technologie auf
eine neue sollten alle Aspekte des Umstiegs berücksichtigt werden. In diesem
Fall sollte besonders auf Wasserdichtigkeit und Stoßfestigkeit geachtet werden
um die negativen Folgen zu mindern.
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6.3 Folgen eines digitalen Gesundheitssystems
Während der Zugang zum Gesundheitssystem durch das Smartphone und ver-
wandte Technologien für viele Menschen immer einfacher wird, dürfen arme und
alte Menschen nicht außer Acht gelassen werden. Es muss sichergestellt werden,
dass ein fehlender Zugang zu Technologien nicht in fehlendem Zugang zum Ge-
sundheitssystem resultiert. Weiterhin erhöht das Smartphone zwar den Zugang
zum Gesundheitssystem, doch damit steigt nicht zwangsläufig die Qualität und
Effektivität. Wichtig ist es, die möglichen Folgen zu erkennen und entsprechend
zu reagieren. Durch den einfacheren und bequemeren Zugang kann es zu ei-
ner Überflutung der Versorger kommen. Diese kann durch geeignete Filter- und
Priorisierungsmaßnahmen abgemildert werden, wie sie auch heute schon in man-
chen Krankenhäusern angewendet werden. [19] Ebenso kann es dazu kommen,
dass Patienten den digitalen Weg wählen, obwohl ein persönlicher Arztbesuch
dringend zu empfehlen wäre.
Je mehr sich die Gesundheit des Nutzers in die digitale Welt verlagert, desto
mehr Daten werden auf dem Smartphone ein- und ausgegeben. Diese werden
nicht nur dort, sondern auch auf den Servern der Versorger zumindest teilweise
gespeichert. Die Masse an Daten öffnet dabei nicht nur neue Wege für die For-
schung, sondern schafft auch mögliche Angriffspunkte und Sicherheitsprobleme.
7 Sicherheit
Das Thema Sicherheit teilt sich in zwei Bereiche. Im Englischen werden diese
durch zwei unterschiedliche Begriffe unterschieden, „Security“ und „Safety“. „Se-
curity“ bezeichnet dabei die Sicherheit vor Angriffen wie Datendiebstahl oder ab-
sichtlichem Löschen von Daten durch fremde Programme, während „Safety“ die
Sicherheit bei natürlichen Ereignissen wie Unfällen bezeichnet. Die im Folgenden
dargelegten Auswirkungen auf die Privatsphäre sind Teil des „Security“-Bereichs,
während die Auswirkungen auf die Verkehrssicherheit Teil des „Safety“-Bereichs
sind.
7.1 Privatsphäre
Mit der steigenden Zahl an Smartphones sowie der steigenden Zahl an Apps
steigt auch das Datenaufkommen. Teile der Daten werden über das Internet
übertragen und auf Servern gespeichert. Diese Daten können an einer Reihe
von Orten abgegriffen werden und somit die Privatsphäre des Nutzers verletzt
werden. Angriffe auf Server und Übertragungswege sind allgemeine Gefahren des
Internets, weshalb im Folgenden nur der Schutz auf dem Gerät selbst betrachtet
wird.
Während sich die Forschung anfangs vor allem mit der Privatsphäre des
aktuellen Standorts eines Nutzers beschäftigte, wird diese heute von Nutzern
nur als mittleres Risiko eingeschätzt. Als sehr hohes Risiko wird dagegen zum
Beispiel das Teilen der eigenen Textnachrichten mit der Öffentlichkeit oder mit
Freunden gesehen. [17]
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Rechtebeschränkung zur Datenzugriffskontrolle
Auf Desktop-Computern gilt oft noch das Prinzip „If it runs, it has to be trusted.“
Zwar gibt es normalerweise einen Administrator-Account, jedoch schützt dieser
nur das System selbst vor Anwendungen, nicht aber die Daten des Benutzers
bzw. Daten von Anwendungen voreinander.
Mobile Betriebssysteme sind einen Schritt weiter und gehen in Richtung des
„Principle of least privilege“. Anwendungen haben demnach nicht direkten Zu-
griff auf alle Daten, sondern müssen Berechtigungen vom System anfordern.
Unterschiedliche Betriebssysteme bieten solche Berechtigungen jedoch zu einem
unterschiedlichen Grad an Granularität. Während Android 4.0 zwischen 165
Rechten unterscheidet, bietet Windows Phone 7 nur 16 unterschiedliche Berech-
tigungen an, iOS 5 sogar nur zwei. [17, Seite 1]
Prozessisolation zur Trennung von Anwendungen
Damit ein solches Berechtigungssystem funktioniert, müssen Anwendungen von-
einander abgeschottet werden. Passiert dies nicht, können Anwendungen über
andere Anwendungen an Bereiche gelangen, für die sie keine Berechtigung be-
sitzen. Ein weiteres Risiko besteht grundsätzlich darin, dass Anwendungen auf
gespeicherte Daten anderer Anwendungen zugreifen können.
Da Android auf Linux basiert, erbt es dessen Basis-Rechtesystem für Dateien
mit „Benutzer“, „Gruppe“ und „Andere“. Dies wird genutzt, um jede Anwendung
mit einem eigenen Benutzer und einer eigenen Gruppe auszuführen. Dadurch
sind die einzelnen Anwendungen voneinander isoliert und können nicht auf Daten
der jeweils anderen Anwendung zugreifen. [2]
Kontrolle des Nutzers über eigene Daten
Die Betriebssystemhersteller nutzen unterschiedliche Wege, um den Nutzer über
die Rechte einer Anwendung zu informieren. Android zeigt die Rechte einer
Anwendung zur Installationszeit an, während iOS über einen Systemdialog den
Nutzer beim erstem Gebrauch der Rechte durch die jeweilige Anwendung zum
Einverständnis auffordert. Seit Version 6.0 fordert auch Android beim ersten
Rechtegebrauch einer Berechtigung aus einer riskanten Gruppe den Nutzer zum
Einverständnis auf. Riskante Berechtigungen sind solche, die auf private Daten
des Nutzers zugreifen oder potentiell dessen Daten löschen können. [2] [1]
Wie Felt et al. zeigen, sind Nutzern die Rechte einer Anwendung häufig
nicht bewusst. Einerseits wissen einige Nutzer nicht einmal von der Existenz
von Berechtigungen, andererseits bestehen bei vielen Nutzern Schwierigkeiten,
die angezeigten Berechtigungen zu verstehen und ihren Umfang zu erkennen.
Weiterhin sind Berechtigungen in Android auf Ressourcen bezogen und nicht
auf damit verbundene Risiken, was diese Abwägung dem Nutzer überlässt. Felt
et al. schlagen in ihrer Arbeit verbesserte Berechtigungskategorien, einen Bezug
auf Risiken statt Ressourcen, das Entfernen von Warnungen mit geringem Risiko
sowie optionale Berechtigungen vor. [18] Einige dieser Vorschläge sind heute in
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aktuellen Android-Versionen implementiert, beispielsweise gibt es die eingeführ-
ten Systemdialoge nur für riskante Berechtigungen und der Nutzer hat hier die
Möglichkeit die Anfrage abzulehnen.
Ein weiterer Ansatz zur Kontrolle der eigenen Daten bietet „MockDroid“.
Bei diesem Projekt können einzelne Ressourcen ersetzt und simuliert werden.
Dies erlaubt dem Nutzer bei jeder Anwendung selbst du entscheiden, ob diese
auf die richtigen Daten zugreifen darf, simulierte Ersatzdaten bekommt oder
einen „nicht verfügbar“-Status. Beresford et al. kritisieren in ihrer Arbeit, dass
Android keine „Jedes mal fragen“-Option besitzt. Auch sie merken an, dass ein
Nutzer nicht unbedingt versteht, warum bestimmte Rechte gebraucht werden
und was mit seinen Daten passiert. [9]
Unter Berücksichtigung der Erkenntnisse von Felt et al. erscheint „MockDro-
id“ als zu technisch für einen durchschnittlichen Nutzer. Als technischer An-
satz im Hintergrund ist ein breiterer Einsatz durchaus denkbar, allerdings muss
hier eine gute Präsentation für den Nutzer gefunden werden, damit dieser von
der Funktionalität und damit dem erhöhten Schutz der Privatsphäre profitieren
kann.
Während Privatsphäre und Datenkontrolle wichtig sind, sollten diese nicht
auf Kosten der Nutzerfreundlichkeit gehen. Berechtigungen müssen klar abge-
grenzt, für den Nutzer verständlich und der Grund für die Nutzung einer Be-
rechtigung durch eine Anwendung dem Nutzer bekannt sein, damit dieser die
Kontrolle über seine Daten behalten und eine bewusste Entscheidung treffen
kann. [18]
Um sich vor potentiellem Datenmissbrauch zu schützen sind das Nutzen von
mehreren Faktoren auf Authentifizierung bei Onlinediensten und eine allgemeine
Datensparsamkeit ratsam. Das Smartphone wird häufig als zweiter Faktor bei
der Authentifizierungen genutzt, indem entweder Einmalpasswörter über SMS
versendet werden oder basierend auf einem kryptographischen Schlüssel solche
auf diesem generiert werden. Insgesamt können weniger Daten missbraucht wer-
den, wenn weniger Daten dem Gerät bzw. den Anwendungen bekannt sind, dies
schränkt jedoch nicht nur einige Dienste sondern auch den Zugriff auf die eigenen
Daten durch den Nutzer ein.
7.2 Verkehrssicherheit
Im Straßenverkehr ist die Nutzung von Smartphones sowohl für Fußgänger, als
auch für Führer von Fahrzeugen ablenkend. Während Nebenbeschäftigungen wie
Essen nur für unerfahrene Fahrer zu einer starken Ablenkung führen, ist die Be-
dienung eines Smartphones sowohl für unerfahrene als auch für erfahrene Fahrer
mit einer starken Ablenkung verbunden. Die Nutzung lenkt den Blick vom Stra-
ßengeschehen auf das Gerät und verlängert damit die Reaktionszeit bei unge-
wöhnlichem Straßengeschehen. In der Folge steigt die Gefahr von Unfällen und
Beinahe-Unfällen. [21]
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In Deutschland ist die Benutzung von Mobiltelefonen während des Führens
eines Fahrzeuges nach §23 StVO untersagt. Andere Länder haben ähnliche Vor-
schriften. In Kalifornien zeigte sich ein deutlicher Rückgang der Unfälle durch
Smartphone-Ablenkungen nach der Einführung eines Verbots von Mobiltelefo-
nen am Steuer. [28]
Abgelenkte Fußgänger überqueren Straßen langsamer, ignorieren eher Am-
peln und beachten weniger den Verkehr von beiden Seiten. [35]
Während die generelle Nutzung eines Smartphones im Straßenverkehr le-
diglich ablenkend wirkt, haben neue Phänomene wie Augmented-Reality-Spiele
weitere Effekte. Das Spiel „Pokémon Go“ sorgte im Jahr 2016 für Unfälle, bei
denen das Spiel explizit als Ursache genannt wurde. Spieler müssen sich bei die-
sem Spiel an bestimmten Orten befinden um „Pokémon“ zu fangen. Sie lassen
sich dabei teilweise nicht vom Straßenverkehr abschrecken und stellen sich z. B.
mitten auf eine Straße. [20] Hier sorgt das Smartphone nicht nur für Ablenkung,
sondern lenkt den Nutzer direkt in seiner Navigation und damit in potentiell
gefährliche Situationen.
8 Fazit
Das Smartphone hat sich innerhalb weniger Jahre rasant verbreitet. Heute hat
es einen großen Einfluss auf fast alle Bereiche unseres Lebens, sowohl privat
als auch im Beruf. Es macht das Internet von fast überall aus zugänglich. Es
bietet eine ständige Kommunikationsmöglichkeit, fungiert als Kamera, Musik-
spieler, Kontaktbuch, Kalender und hat viele weitere Funktionen. Ohne Frage
haben diese nützlichen Funktionen zur Verbreitung des Smartphones beigetra-
gen. Insgesamt hat die Nutzung von Smartphones allerdings neben positiven
auch negative Seiten. Diese reichen von geminderten persönlichen Kontakten
über Ablenkungen bis hin zur Abhängigkeit vom Gerät bzw. den damit erreich-
baren Daten und Informationen. Viele dieser negativen Folgen hängen mit einer
zu starken Nutzung des Smartphones zusammen. Sie lassen sich mindern, in-
dem das Smartphone weniger und bewusster eingesetzt wird, doch gerade das
Abschalten fällt häufigen Nutzern besonders schwer wie Cheever et al. zeigen.
Im Bereich der Sicherheit sind Smartphones deutlich weiter als viele Desktop-
Betriebssysteme, doch es gibt weiteres Verbesserungspotential wie eine „Jedes
Mal Fragen“-Option. Es müssen weitere Ansätze für digitale Rechte erprobt und
validiert werden, um deren Wirkung beim Nutzer zu erreichen und zu zeigen,
was gerade bei der weiteren Digitalisierung von persönlichen Daten (z. B. im
Gesundheitswesen) nötig ist.
Insgesamt sollte nicht nur die Nutzung des Smartphones bewusst erfolgen,
sondern gerade auch der Verzicht darauf. Der bewusste Umgang mit Smartpho-
nes sollte auch an Kinder und Jugendliche der nächsten Generation weitergege-
ben werden, die von Anfang an in einer Welt mit Smartphones aufwachsen und
diese gar nicht ohne Smartphones kennen.
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Zusammenfassung. Bei der sensorischen Augmentation kann man den
menschlichen Sinnesapparat durch neue Sinne erweitern, was möglich
wird durch die Gehirnplastizität. Sensoren senden die gesammelten und
vorverarbeiteten Informationen über taktile Schnittstellen an das Gehirn.
Besonders oft werden neue Sinne in der Navigation, sowie bei Personen
eingesetzt, bei denen andere Sinne beschädigt sind. Besonders als Navi-
gationshilfe wurden schon einige Geräte getestet, jedoch können sie auch
helfen Fehlfunktionen anderer Sinne auszugleichen oder diese zu ersetzen.
Es werden bei der sensorischen Augmentation Daten über Sensoren ge-
sammelt, weiterverarbeitet, an den Zweck des Systems und an die Über-
tragung auf die Haut angepasst und geltert. Im Anschluss übertragen
taktile Displays bspw. mittels schwacher elektrischer Stöÿe, Vibrationen
oder Verformungen von Substanzen diese Signale an die Haut.
Damit solche Systeme auch kommerziell erfolgreich sein können, gibt es
jedoch noch einige Probleme. So wurden noch keine Konzepte für eine
Integration der Geräte erstellt und v.A. für komplexe Informationen lässt
die Qualität der Geräte und der Informationen stark nach.
Schlüsselwörter: sensorisch, Augmentation, taktil, Substitution, neue
Sinne, taktile Displays, Navigation
1 Einleitung
Mit technischen Geräten agieren wir heutzutage hauptsächlich auf eine bewuss-
te Art und Weise. Sie liefern uns über den Sehsinn oder das Gehör Informatio-
nen mittels Bilder, Text, Geräuschen oder Sprache durch elektronische Geräte
wie Smartphones, PCs oder Tablets. Diese Informationen nehmen wir auf und
verarbeiten sie. Taktile Schnittstellen werden eher selten verwendet. Wenn die-
se verwendet werden, dann haben die taktilen Reize meistens eine Warn- oder
Benachrichtigungsfunktion, bspw. die Vibrationsfunktion bei Benachrichtungs-
eingang, welche in Smartphones verwendet wird, oder haptisches Feedback nach
Aktionen, das über Erfolg oder Misserfolg informiert. Komplexere Informationen
werden fast nie über diesen Weg transportiert. Beim haptischen Feedback oder
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der Benachrichtigungsfunktion wird lediglich zwischen Intensität der Vibration
und teilweise auch zwischen Vibrationspattern unterschieden. So sind länger an-
dauernde Vibrationen für Anrufe und zwei kürzere, schnell aufeinanderfolgende,
Vibrationen für sonstige Benachrichtigungen bekannt. Die Möglichkeiten, den
Vibrationen eine bis zu dreidimensionale räumliche Information mitzugeben, in-
dem wir die Vibrationen an unterschiedlichen Körperstellen spüren oder, dass
diese verschiedene Typen von Rezeptoren ansprechen können, werden bislang
nicht genutzt.
Darüber hinaus werden Informationen in der Regel bewusst angefordert und
verarbeitet. So schauen wir bspw. bei der Navigation auf einen Kompass, der uns
anzeigt, wohin wir laufen müssen. Stattdessen könnte uns mitgeteilt werden, wo
Norden ist, ohne dass wir Aufmerksamkeit darauf richten müssen.
Dieser Ansatz führt zur Entwicklung von Geräten, die unsere Sinne erweitern.
Deren Qualität ist ausschlaggebend, inwiefern die sensorische Augmentation er-
folgreich sein wird. Diese Seminararbeit wird sich daher mit diesen Geräten,
Konzepten, deren Qualität und ungelösten Fragen beschäftigen.
Bei der sensorischen Augmentation werden bestimmte Eigenschaften des
menschlichen Körpers genutzt. Genauer: Die Gehirnplastizität[5].
2 Grundlagen
2.1 Signalverarbeitung des Körpers und Gehirnplastizität
Die neuronale Plastizität spielt eine wichtige Rolle in der Erforschung von sinnes-
erweiternden Schnittstellen, da sie überhaupt erst ermöglicht, dass neue Sinne
entstehen können.
Das Gehirn modiziert die eigene strukturelle Organisation und Funktions-
weise[3] und passt sie an die Anforderungen an, was neurochemische, synapti-
sche, rezeptorische und neuronale strukturelle Veränderungen beinhaltet[5].
Auÿerdem wichtig ist, dass unsere Sinneseindrücke nicht in den Sinnesorga-
nen entstehen. So sieht man nicht mit dem Auge, im Auge werden lediglich die
Signale empfangen und an das Gehirn gesendet. Dieses konstruiert dann daraus
ein Bild, wobei persönliche Erfahrungen miteinbezogen werden. Es sammelt al-
le Informationen, die verfügbar sind, und konstruiert daraus den Eindruck, den
wir sehen, hören, riechen oder fühlen. Auf diese Weise können auch neue Sinne
entstehen. Da Erfahrungen nicht im Sinnesorgan entstehen, sondern im Gehirn,
können in Kombination mit der Gehirnplastizität neue Sinnesorgane durch Trai-
ning etabliert werden. Dadurch werden diese neuen Übertragungswege in die
Bilder und Eindrücke, die das Gehirn erstellt, unbewusst miteinbezogen[29].
2.2 Konzept der sensorischen Augmentation
Ziel der sensorischen Augmentation ist es, den menschlichen Sinnesapparat zu
erweitern. Dazu nehmen Sensoren bestimmte Signale aus der Umwelt auf, die
dann über bestehende Sinne an das Gehirn weiter transportiert werden.
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Die sensorische Augmentation ist aus der sensorische Substitution ent-
standen. Diese wurde in den 1960er Jahren von Paul Bach-y-Rita begründet,
wobei er sich mit Geräten beschäftigte, die blinden Menschen helfen, wieder
sehen zu können. Später wurde die Forschung auch auf weitere Einsatzzwecke
erweitert. Kaczmarek et al. beschreiben die sensorische Substitution so, dass bei
diesem Konzept ein Sinn verwendet wird um Informationen zu empfangen, die
normalerweise von einem anderen Sinn empfangen werden. Für den Tastsinn
bedeutet das, dass an einem Teil der Haut Informationen empfangen werden,
die sonst an einem anderen Teil der Haut ankommen[17]. In der neueren Ent-
wicklung werden hierfür zumeist elektronische Geräte genutzt. In Abgrenzung
zu herkömmlichen Maÿnahmen, wie dem Tragen von Brillen oder Hörgeräten,
werden Mängel des bestehenden Sinnesorgans nicht ausgeglichen, sondern eine
Ersetzung des Sinns durchgeführt.
Die sensorische Augmentation oder Substitution muss sich jedoch nicht auf
elektronische Geräte beschränken. So ist Braille (Blindenschrift) bereits eine
Form der (taktilen) sensorischen Substitution. Informationen, die sonst das Au-
ge wahrnimmt, werden übersetzt, sodass sie ertastet werden können. Die seh-
behinderte Person nimmt jedoch nicht mehr die Punkte wahr, die sie ertastet,
sondern lediglich die Buchstaben und Wörter, ähnlich dem wirklichen Lesen. So-
gar das Lesen kann als sensorische Substitution gesehen werden, da es lediglich
eine Substitution für das Gespräch ist. Auch hier werden nicht mehr die Linien
auf dem Papier, sondern die Buchstaben, Laute oder Wörter wahrgenommen[5].
Ein anderes Beispiel ist das Tasten mit einem Stock, bspw. einem Blinden-
stock. An der Spitze des Stocks hat man keine Rezeptoren, die Signale an das
Gehirn senden. Lediglich die Rezeptoren in der Hand detektieren Veränderun-
gen der Lage des Stocks. Dennoch fühlen wir nicht dieses Detektieren, sondern
bekommen ein Gefühl für das Ende des Stocks[5].
In Erweiterung zur sensorischen Substitution wird bei der sensorischen
Augmentation nicht nur ein bestehender Sinn und ein dazugehöriges Sinnes-
organ ersetzt, sondern ein neuer Sinn geschaen. Die sensorische Augmentati-
on entwickelte sich, als man nicht mehr nur versuchte schlecht oder gar nicht
funktionierende Sinne zu ersetzen, sondern diese mangelbehaftete Funktionali-
tät durch kreative neue Lösungen auszugleichen. Inzwischen geht die Forschung
so weit, dass auch versucht wird neue Sinne zu schaen, die auch für Menschen
mit vollständig funktionierendem Sinnesapparat eine Erweiterung darstellen.
Auch wenn es in dieser Seminararbeit vorwiegend um sensorische Augmenta-
tion gehen soll, so stellt die sensorische Substitution die Grundlage der Forschung
zur Augmentation dar. Die entwickelten Geräte lassen sich auch weitgehend in
die sensorische Augmentation übertragen. Dies bedeutet, dass nur die transpor-
tierte Information, d.h. der Sinn als solches, ersetzt werden muss, jedoch die
Geräte ansonsten gleich aufgebaut sind. Aufgrund dessen sind die Erkenntnisse
aus der sensorischen Substitution für die sensorischen Augmentation sehr wichtig
und hier auch zu behandeln.
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Des Weiteren soll es hier im Besonderen um Geräte und Konzepte gehen, bei
denen Informationen von den Sensoren über den Tastsinn, also auf taktile Art
und Weise, an das Gehirn übertragen werden.
3 Entwickelte Sinne und deren Einsatzzwecke
Wissenschaftler auch abseits von Begründer Paul Bach-y-Rita [4] bzw. denen,
die mit ihm zusammen arbeiteten, entwarfen eine ganze Reihe an Geräten und
Konzepten, die eine sensorische Augmentation möglich machen. Die dabei ent-
wickelten Sinne kann man in verschiedene Kategorien einteilen: Die, die bereits
im menschlichen Sinnesapparat vorhanden sind, womit eine sensorische Substi-
tution stattndet und die, die so vom menschlichen Körper nicht bereitgestellt
werden, womit man von einer sensorischen Augmentation spricht.
3.1 Sensorische Substitution
Ein groÿer Teil der Forschung über die sensorische Substitution beschäftigt sich
mit dem Ersatz des Sehsinns. Bach-y-Rita et al. [4][2] entwickelten sogenannte
TVSS-Geräte (Tactile Vision Sensory Substitution), die einem blinden Menschen
helfen die Umgebung besser wahrzunehmen, quasi zu sehen.
Des Weiteren gibt es einige Konzepte, die sich damit beschäftigen den Hörsinn
zu ersetzen und Tauben zu helfen wieder zu hören, wobei diese Konzepte auch
kommerziell getestet wurden[30][10].
Ein weiterer Ansatz ist die Ersetzung des Tastsinns. Diese kann für quer-
schnittsgelähmte Personen hilfreich sein. Sinneseindrücke an Stellen, wo diese
Personen nichts fühlen können an Stellen übertragen werden, an denen sie etwas
fühlen. Eine medizinische Anwendung könnte darin bestehen, der Druckstellen-
bildung vorzubeugen. Querschnittsgelähmte Menschen sitzen und liegen oft den
ganzen Tag, können jedoch gleichzeitig nicht fühlen, wenn sich Druckstellen bil-
den. So können sie bspw. an der Zunge wahrnehmen wenn sich Druckstellen an
den Beinen bilden[25].
Den Tastsinn zu ersetzen kann jedoch auch für Leute interessant sein, die
Schutzanzüge tragen, die den Kontakt mit Gegenständen beeinträchtigen, und
diese so weniger fühlbar machen. Dies können bspw. Astronauten sein, man kann
es aber auch auf Weltraumroboter übertragen, die auf diese Weise Informatio-
nen sammeln, diese an die Basisstation übertragen und so Gegenstände für die
Menschen an der Basisstation fühlbar werden, die weit entfernt sind[1].
Es können auch im Körper tiefer integrierte und unbewusst benutzte Sinne
substituiert werden. So ersetzen Tyler et al. den Gleichgewichtssinn. Dessen Er-
setzung kann sinnvoll sein, da dieser Sinn durch Krankheiten oder Vergiftungen,
bspw. durch eine Überdosis Drogen, eingeschränkt sein kann.
3.2 Sensorische Augmentation
Mehr Möglichkeiten an möglichen Sinnen erlaubt die sensorische Augmentation,
da sie sich nicht auf die Sinne beschränkt, die ein Mensch normalerweise besitzt.
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Ein groÿer Teilbereich ist die Sinneserweiterung um die Navigationsfähigkei-
ten zu verbessern. Man kann hier eine Art Sonar entwickeln, womit man Hin-
dernisse und deren ungefähre Lage detektieren kann[19]. Wenn man sich schnell
bewegt können die Informationen jedoch zu einer kognitiven Überlastung führen,
andererseits jedoch das Gehirn, wenn man steht, detailreichere Informationen
verkraften. Bertram et al. schlagen hier vor, dass bei schnellerer Geschwindig-
keit praktisch nur noch Kollisionswarnungen angezeigt werden. Diese werden
schwächer, bis man steht. Bei langsamer Bewegung schaltet sich darüber hinaus
noch ein Scanning-Modus ein, der genauere Informationen über die Umgebung
liefert[6]. Eine andere Möglichkeit um die Navigation zu verbessern ist dem Trä-
ger anzuzeigen, in welcher Richtung Norden liegt.
Einsatzmöglichkeiten für solche Navigationshilfen sind vielfältig. Mit einem
Sinn für Norden kann Blinden geholfen werden Abkürzungen zu nehmen oder
über längere Strecken die Richtung beizubehalten[18]. Letzteres ist auch für Se-
hende interessant, da der Eekt bekannt ist, dass man in Terrain ohne Anhalts-
punkte zum Orientieren, bspw. in der Wüste, nur im Kreis läuft. Wenn einem
jedoch die Richtung des Nordpols immer angezeigt wird, kann so etwas vermie-
den werden. Ähnliches gilt für Segler und Wanderer[36] oder für Umgebungen,
bei denen herkömmliche Displays oder ein herkömmlicher Kompass nur bedingt
geeignet sind.
Van Erp et al. beschreiben, dass bei einem Pilot, dessen Sehsinn durch viele
Displays ausgelastet ist, ein Kompass nicht so gut geeignet ist. Hier kann ein
zusätzlicher Sinn, der nicht so viel Aufmerksamkeit benötigt, Abhilfe schaen.
Für Fahrer von schnellen Motorbooten sind visuelle Displays nicht gut geeignet,
da diese sich bei schneller Fahrt durch das Wackeln des Bootes und evtl. Spritz-
wasser nicht gut ablesen lassen[35]. Dabei beschreiben sie zwar einen Gerät, das
nicht die Richtung des Nordpols sondern des nächsten Wegpunktes auf einer
Route anzeigt, die dadurch gewonnenen Erkenntnisse lassen sich jedoch ohne
weiteres übertragen.
Sonare mit einer Kollisionswarnung sind sowohl für Sehbehinderte inter-
essant, als auch für Sehende in Umgebung mit schlechter Sicht[6]. Bertram et
al. führen hier das Beispiel eines Feuerwehrmanns an, der in einem unbekannten
verrauchten Haus navigieren muss.
An Gehörlose richtet sich ein Sinn, der das Lippenlesen vereinfacht. So kön-
nen Vibrationen in der Nase oder am Kehlkopf des Sprechers sowie die Amplitude
während dem Sprechen taktil an den Gehörlosen übertragen werden[24][23].
4 Arten von Taktilen Displays
Ein wichtiges Teilgebiet der sensorischen Augmentation ist die Übertragung von
Informationen. Diese können bereits vorverarbeitet oder geltert sein. Bei takti-
len Displays werden diese auf die Haut und weiter über den Tastsinn übertragen.
Gelingt die Übertragung nicht, so gehen mindestens einige Informationen ver-
loren, wobei bei groben Verfehlungen im Design des taktilen Displays die Haut
sogar Schäden davon tragen kann.
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Diese taktilen Displays bestehen aus Signalsendern, wobei zumeist die räum-
liche Lokalität des Signals auf der Haut entscheidend für die Wahrnehmung und
für die überbrachte Information ist. Codes aus Kombinationen von gleichzeitig
sendenden Signalsendern werden zumeist nicht verwendet. Somit kann vermieden
werden, dass die überbrachten Informationen erst noch dekodiert werden müs-
sen. Bei den Signalsendern sind alle Signale möglich, die in irgendeiner Weise von
der Haut detektiert werden können, ob mechanisch, elektrisch oder thermisch. Es
kann ein einzelner Signalsender verwendet werden, wobei alternativ auch meh-
rere Sender ein- oder zweidimensional auf der Haut angeordnet werden können.
Hier sind sowohl engere, als auch weiter auseinander liegende Anordnungen mög-
lich. Die Signalsender können des Weiteren oft in verschiedenen Intensitäten und
Frequenzen senden. Hieraus ergeben sich viele verschiedene Möglichkeiten, die
einen Vergleich schwierig machen. Es haben sich jedoch Bewertungsmaÿstäbe
etabliert.
Bei der Bewertung taktiler Displays spielen mehrere Aspekte eine Rolle. Ei-
nerseits natürlich Komfort, ein potentieller Nutzer muss sich wohl fühlen mit
einem solchen Display auf der Haut. Ein Gerät, das einen ausreichenden Kom-
fort nicht bietet wird kaum auf dem Markt erfolgreich sein. Weitere Kriterien
sind die Qualität der Informationsübertragung auf die Haut und wie gut die Dis-
plays sich steuern lassen. Der Energieverbrauch ist auch ein wichtiger Aspekt,
v.A. da es sich bei der sensorischen Augmentation oft um mobile Geräte handelt,
die ihre Energie von einem Akku beziehen.
Hier werden mehrere verschiedene Arten von Displays bei der Übertragung
von Informationen auf die Haut unterschieden.
4.1 Vibrotaktile Displays
Vibrotaktile Displays bestehen aus angeordneten Vibrationsmotoren, die hapti-
sche Informationen mittels Vibrationen auf die Haut transportieren. Sie können
durch stärkere Vibrationen (also Erhöhung der Amplitude) auch ihre Intensität
und durch schnellere Vibrationen ihre Frequenz steigern.
Probleme mit der Sicherheit während der Benutzung bei vibrotaktilen Dis-
plays können Verbrennungen sein, die durch zu stark aufgeheizte Displays ent-
stehen. So beschreibt LaMotte[21], dass bereits 3 Minuten bei 49◦C mit einem
Display mit 7,5 mm Durchmesser ausreichen, um eine kleinere Verbrennung aus-
zulösen.
Der Tragekomfort hängt von verschiedenen Faktoren ab. Van Erp schrieb,
dass es wichtig ist, dass der Komfort auch über längere Zeiträume gesichert ist
und, dass das Display den Nutzer nicht stören sollte. 15-20 dB über der Schwelle,
an der man etwas spürt sollten nicht überschritten werden. Amplituden über 0.6-
0.8 mm führen sogar zu Schmerzempndungen. Collins schreibt, dass bei einer
Amplitude von 0,5 mm für einen Stimulator mit 1 mm Durchmesser der Komfort
am höchsten ist[9]. Die Abwärme sollte maximal 62 mW/cm2 betragen um ein
Hitzegefühl und damit einhergehendes Schwitzen zu vermeiden.
Im angemessenen Komfort zu gewährleisten sollte man auÿerdem aufpassen,
dass die Vibrationen des Displays sich nicht auf den ganzen Arm ausdehnen.
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Die Vibrationen des Arms sollten auf max. 12 Hz begrenzt werden und max. 1-5
m/s2 stark sein[34].
Die Empfangsqualität scheint zumindest bis zu einer Stimulatorgröÿe von
0.05cm2 bei einer Frequenz von 250 Hz gut zu sein[17].
4.2 Elektrotaktile Displays
Bei elektrotaktilen Displays handelt es sich um Displays, die aus mehreren an-
geordneten Elektroden bestehen. Wenn ein Signal an die Haut gesendet werden
soll, so wird eine Spannung angelegt, was im Vergleich zu vibrotaktilen Displays
zu ganz eigenen Schwierigkeiten führt.
Die Sicherheit ist ein Problem, das besonders bei elektrotaktilen Displays
auftritt. So können verschiedene Arten von Verbrennungen entstehen, wenn die
elektrischen Impulse zu lang, zu frequent oder wenn Spannung und Stromstärke
zu hoch sind[17]. Ein weiteres Problem ist die Möglichkeit eines elektrischen
Schocks. So schreibt Olson, dass der Strom durch den Körper zu jedem Zeitpunkt
kleiner als 0,1 mA sein sollte, um diesem vorzubeugen.[26]
Der Tragekomfort kann sehr hoch sein, Kaczmarek et al. kommen jedoch zu
dem Schluss, dass er nicht nur stark zwischen verschiedenen Personen variiert.
Auch bei einer Person kann der Komfort stark variieren, je nachdem zu welchen
Zeiten man das Display trägt. Um das zu verbessern, sollte der Nutzer die Stärke
der Stimulation schnell und einfach einstellen, aber auch komplett ausschalten
können[17]. Auÿerdem sollten Display und Haut immer in Kontakt sein, da sonst
ein ausreichender Tragekomfort nicht gewährleistet ist[15].
Bezüglich des Energieverbrauchs benötigt eine Elektrode mit 3 mm Durch-
messer 1,2 mW/Pixel bei einem komfortablen Stimulationslevel von 6 mA. Der
reale Verbrauch verringert sich jedoch deutlich und die Ezienz wird erhöht,
wenn man bedenkt, dass in einem praktischen System in der Regel nicht alle
Elektroden gleichzeitig stimulieren[17].
4.3 Weitere Arten
Skin Stretch: Ein besonderes Konzept im Bereich der taktilen Displays ist In-
formationen, insbesondere Richtungsinformationen, über Skin Stretch-Feedback
zu übertragen. Dabei wird die Haut in eine bestimmte Richtung mittels eines
kleinen herausstehenden Stabs bewegt. Skin Stretch eignet sich besonders gut
für Richtungsinformationen oder um die Steifheit eines Objektes herauszunden
[31][27].
Displays mittels fokusiertem Ultraschall: Mittels Ultraschall ist es mög-
lich Rezeptoren direkt zu stimulieren. Gavrilov et al. erforschten die Wirkung
von Ultraschall auf neurale Rezeptorstrukturen. Sie kamen zu dem Schluss, dass
Ultraschall eine sehr hohe Genauigkeit zulässt[12][8]. Ultraschall lässt ein brei-
tes Frequenzband zur Stimulation zu, ohne Schäden zu verursachen. Auÿerdem
kann akkustische Druck auf die Haut sehr leicht kontrolliert werden. Akkustische
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Stimulation eignet sich ebenso, wenn man nur bestimmte Rezeptoren anspre-
chen will. Die Rezeptoren der Haut liegen in unterschiedlichen Schichten und so
kann trotz eigentlich zweidimensionaler Haut ein dreidimensionales Bild erzeugt
werden[8].
Elektro- und magnetorheologische Displays: Elektro- und magnetorheo-
logische Displays funktionieren mittels einer Flüssigkeit. In Abhängigkeit einer
angelegten Spannung oder eines Magnetfelds verändern sich Eigenschaften wie
die Viskosität, sowie bei magnetorheologischen Displays zusätzlich die Festigkeit
und die Oberächenstruktur der Flüssigkeit. Die Haut erfühlt diese Veränderun-
gen, sodass sich Informationen übertragen lassen[22].
Bei elektrorheologischen Displays verändert sich das Fluid von üssig zu halb-
fest. Wenn eine Spannung angelegt wird, werden in der Flüssigkeit Dipole indu-
ziert, die sich in Feldrichtung ausrichten und die Flüssigkeit wird fester.
Magnetorheologische Displays bestehen aus Metallpartikel in einer Flüssig-
keit. Wenn ein Magnetfeld angelegt wird richten sich die Metallpartikel an den
Feldlinien aus und die Flüssigkeit wird fester und verändert ihre Struktur[8].
5 Verarbeitung der Signale
Die Signalverarbeitung ist das Herzstück eines Geräts zur sensorischen Augmen-
tation. Wenn sie nicht gut funktioniert, dann gehen entweder wichtige Informa-
tionen verloren, oder der Empfänger wird mit unnötigen Informationen überlas-
tet.
Abb. 1. Architektur der Software des Bild-
prozessor [16]
Deshalb muss eine Selektion statt-
nden, welche Informationen verwor-
fen werden und welche gesendet. Dies
ist umso wichtiger, da die Signale,
die über die Haut empfangen werden
zwar schnell verarbeitet werden, die
Bandbreite jedoch (im Vergleich zum
Auge oder dem Gehör) sehr begrenzt
ist[8].
Ebenso wichtig ist, in welcher
Form die Informationen gesendet wer-
den. Wenn der Empfänger die Infor-
mationen erst noch aufwendig deko-
dieren muss, dann verliert man Band-
breite und Geschwindigkeit und es ist
eine längere Trainingszeit notwendig.
Es gibt Zwecke, für die eine auf-
wendige Signalverarbeitung und An-
passung an die Rezeptoren der Haut
nicht notwendig ist. Dies ist bei sehr
einfach strukturierten Signalen wie
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die, eines Geräts, das in Richtung Norden zeigt, der Fall[18]. Wenn, wie oben
beschrieben, der Tastsinn ersetzt werden soll, z.B. für einen Astronauten oder
bei querschnittsgelähmten Personen, so müssen die Signale, abgesehen von einer
Kalibrierung des Displays, nicht verändert werden, da es sich auf beiden Enden
um taktile Signale handelt[25]. Handelt es sich jedoch um komplett verschiedene
Signaltypen, die auch noch komplexer sind als eine einfache Richtungsanzeige,
so ist die Verarbeitung dieser aufwendiger.
Während in ihrer ersten Arbeit im Jahr 1969 Bach-y-Rita et al. den Kontrast
der Pixel, die von der Kamera aufgenommen werden mehr oder weniger direkt
mit den Pixel des taktilen Displays verknüpfen[4], schreiben schon Kaczmarek et
al. über einen, wenn auch einfachen, Bildprozessor(s. Abb. 1), der die aufgenom-
menen Bilder verarbeitet[16]. Bei Bach-y-Rita et al. müssen die Informationen
zwar auch natürlich verarbeitet werden, jedoch scheint diese Verarbeitung nicht
maÿgeblich für die Studie, sodass man sich ihr nicht im Artikel widmet.
Bei Johnson und Higgins aus dem Jahr 2005 wird die Bildverarbeitung kom-
plexer. Sie entwarfen eine Navigationshilfe, die zwei Kameras verwendet, wel-
che Bildinformation aufnehmen und diese an ein Notebook senden. Diese Bilder
werden durch einen Algorithmus, der in Matlab läuft, in räumlich angeordne-
te, vibrotaktile Stimuli umgewandelt und an die einzelnen Vibrationsmotoren
gesendet (s. Abb. 2). Johnson und Higgins beschreiben den Algorithmus als
computational stereo algorithm (deutsch etwa: rechnergestützter Stereobild-
Algorithmus), bei dem aus zwei Bildern (ähnlich der Funktionsweise des mensch-
lichen Auges) eine dreidimensionale Information gewonnen wird. [14].
Abb. 2. Schema des Prototyps[14]
Eine Besonderheit, die dieses System
mit sich bringt, ist die Tatsache, dass
es lediglich als Navigationshilfe ge-
dacht ist. Daher bekommt der Nut-
zer nicht die gesamte Bildinformati-
on, sondern nur die Richtung eines
Objektes und dessen Entfernung[14],
welche die einzigen wirklich relevan-
ten Informationen für diesen Ein-
satzzweck sind. Formen, Farben etc.
werden nicht gesendet. Dies ermög-
licht, dass man die Vibrationsmotoren
nicht zweidimensional anordnen muss.
Stattdessen reicht eine eindimensiona-
le Anordnung als Gürtel aus Die emp-
fangenen Informationen sind stark vereinfacht, was dazu führt, dass der Nutzer
schneller Entscheidungen treen kann und mögliche Hindernisse schneller er-
kennt. Dies ist wiederum eine der Grundvoraussetzungen dafür, dass diese Art
von Navigationshilfe funktionieren kann. Ursprünglich nötiges Training kann re-
duziert werden und eine kognitive Überlastung kann durch die geringere Infor-
mation vermieden werden.
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Ebenso wichtig für Navigationshilfen ist, dass die Signale in der richtigen In-
tensität ankommen, damit der Nutzer die Entfernung korrekt einschätzen kann.
Für die empfundene Intensität gibt es das Weber-Fechner-Gesetz[6], das, obwohl
umstritten, wohl zumindest bei niedrigen bis mittleren Intensitäten korrekte Er-
gebnisse liefert. Vereinfacht sagt dieses aus, dass, obwohl bspw. eine Entfernung
linear wächst, der dafür nötige Stimulus jedoch exponentiell wachsen muss, damit
das lineare Wachstum als solches wahrgenommen wird. Ein einfaches Übertragen
der Intensität des Stimulus ist als solches nicht möglich. Für mittlere bis hohe
Intensitäten gibt es eine Debatte über die Korrektheit[13][11]. Hohe Intensitä-
ten sind jedoch im Bereich der sensorischen Augmentation meist nur für kurze
Warnungen wichtig, sodass in diesem Bereich ein genaues Empnden der Signale
nicht unbedingt erforderlich ist.
Tyler et al. entwarfen ein System, bei dem der Gleichgewichtssinn substituiert
wird. Um das zu erreichen verwenden sie einen 2-Achsen-Beschleunigungssensor.
Der Beschleunigungssensor zeigt jedoch zunächst nur an in welche Richtung man
sich bewegt, also ob man das Gleichgewicht verliert und zu stark in eine Richtung
gebeugt ist. Wenn man dem Benutzer die Beschleunigung direkt überträgt, dann
muss er aktiv registrieren, dass er zu weit in eine Richtung gelehnt ist und Gegen-
maÿnahmen einleiten. Viel intuitiver wäre es, wenn der Benutzer die Richtung
angezeigt bekommt, in die er sich lehnen muss. Tyler et al. integrieren hierzu die
vom Beschleunigungssensor gesendeten Signale zweifach und bekommen so eine
vorne-hinten und eine mitte-seitlich Information. Diese Signale werden an das
taktile Display weitergereicht. Der Nutzer bekommt nun durch einen Stimulus
an einer Seite des Displays angezeigt, dass er sich in die entsprechende Richtung
lehnen muss, was er dann tut, worauf der Stimulus zur Mitte wandert[33].
6 Diskussion und Ausblick
6.1 Entwickelte Sinne und deren Einsatzzwecke
Der Kreativität bei der Entwicklung neuer Sinne sind kaum Grenzen gesetzt.
So gab es in der Vergangenheit viele Ideen für die Einsatzzwecke und Sinne, bei
denen ein praktischer Nutzen vorhanden ist. Besonders im Bereich der Naviga-
tionshilfen gibt es sowohl für Menschen mit, als auch ohne Sehbehinderung eine
Vielzahl an Studien, die das Ziel haben, den Sinnesapparat zu erweitern. Bisher
wird meist versucht Schwächen bestehender Sinne auszugleichen. So wird in et-
wa auf ein Sonar gesetzt, wenn die Sicht schlecht ist. Ideen für neue Sinne, mit
denen Informationen aufgenommen werden können, die bisher überhaupt nicht
durch unseren Sinnesapparat abgedeckt sind, sind eher wenige, was auch damit
zusammenhängen könnte, dass dieser sehr ausgereift und vielseitig einsetzbar ist.
Auÿerdem sind Menschen durch bereits bekannte Dinge und Sinne aus der Natur
unter Umständen voreingenommen und so in ihrer Kreativität beschränkt. Zu
nennen wäre hier jedoch ein Sinn für magnetische Felder um einen Kompass zu
implementieren.
Auch denkbar ist ein Sinn für radioaktive Strahlung. Dies kann für Arbeiter
die bspw. in Tschernobyl tätig sind interessant sein. Diese müssen nicht mehr
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bewusst auf den Geigerzähler achten oder auf eine Benachrichtigung warten,
sondern nehmen unbewusst zu jeder Zeit die radioaktive Strahlung war. Eine
weitere Möglichkeit ist ein Sinn für oenes WLAN und dessen Stärke. Viele
Menschen sind auch in Zeiten steigender Datenvolumen in Mobiltarifen auf oene
Internetzugänge angewiesen und können so darüber informiert werden. Sinnvoll
ist dies allerdings nur während sie sich nicht fortbewegen, da dies sonst sehr
schnell sehr störend werden kann, vor allem in der Stadt.
6.2 Taktile Displays
Wenn man die verschiedenen Arten taktiler Displays vergleicht, so stellt sich
heraus, dass man nicht sagen kann, dass es ein Konzept gibt, das überall am
besten abschneidet. So beschreiben Kaczmarek et al., dass oftmals ein Kompro-
miss gemacht werden muss, zwischen Leistung und Komfort eines Displays[17].
Andererseits hängt die Art des bestmöglichen Displays auch mit dem Körperteil
zusammen, an dem es angebracht werden soll. So ist zum Beispiel ein elektrotak-
tiles Display auf der Zunge wesentlich besser geeignet als bspw. am Finger[28].
Ein elektrotaktiles Display hat jedoch den Nachteil, dass der Kontakt zwischen
Haut und Display immer gewährleistet sein sollte und die verwendete Spannung
und Stromstärke an das Individuum angepasst sein sollte, was sie für viele Zwe-
cke, besonders für Massenware unpraktikabel machen können[15][17].
Vibrotaktile Displays wurden besonders in der Anfangszeit der sensorischen
Augmentation und Substitution erforscht. Obwohl die anderen Arten viele Vor-
teile haben, sind sie noch nicht so stark präsent, was mit Schwierigkeiten bei der
Herstellung und bei der Integration zusammenhängt[8].
Der Komfort bei den unter Weitere Arten geführten Displayarten scheint
am höchsten zu sein. Falls ein elektrotaktiles Display korrekt kalibriert wurde,
kann es ebenfalls sehr komfortabel sein. Das Problem bei Vibrationsmotoren
ist, dass sie recht schnell sehr warm werden können. Dies hängt mit der me-
chanischen Energie und der Reibung zusammen. Sicherheitstechnisch scheinen
elektrotaktile Displays am problematischsten zu sein, da eine ständig anliegen-
de Spannung die Haut reizen kann und im schlimmsten Fall zu Verbrennungen
führen kann. Im Vergleich zu vibro- und elektrotaktilen Displays sind die unter
Weitere Arten geführten Displayarten noch weniger erforscht und oft noch nicht
mit sensorischer Augmentation getestet, was auch an Fertigungsschwierigkeiten
liegt[8]. Über Risiken dieser Displayarten ist nur wenig bekannt.
So ist der Bereich der taktilen Displays insgesamt noch ein recht wenig ex-
plorierter Forschungsbereich. Zwar ist für einige Körperstellen klar, dass deren
taktile Sensitivität geringer ist als andere Körperstellen, so ist bspw. die Zunge
besser geeignet für elektrotaktile Stimulation als der Finger[28], grundsätzlich
ist jedoch noch nicht eindeutig bestimmt, wie sich taktile Displays verändern
müssen, wenn sie an andere Körperstellen transportiert werden[15]. Dies hängt
auch mit einer Vielzahl an Kongurationsmöglichkeiten taktiler Displays zusam-
men. Diese reichen von Gröÿe, Intensitäten, Frequenzen, der Gröÿe und Dichte
der Signalsender bis hin zu den Wellenformen der Signale. Hiervon müssen die
meisten Parameter angepasst werden, sollten das Display an eine andere Stelle
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transportiert werden. So beschreiben dies Bach-y-Rita et al. als sie ein elektrotak-
tiles Display, das an den Finger angepasst war, mit der Zunge testen wollten[28].
Insgesamt lassen sich so wenige generell gültige Aussagen treen. Dies hängt we-
niger mit der bereits investierten Forschung zusammen, die Anzahl an Studien zu
dem Thema ist durchaus beträchtlich, sondern eher mit der Gröÿe des Bereichs
und der groÿen Anzahl an Möglichkeiten wie ein taktiles Display funktionieren
soll, wo es angebracht ist etc. Ebenfalls kann man nicht sagen, dass Teilbereiche
der taktilen Displays besonders gut erforscht sind. Studien beleuchten oft ganz
eigene Aspekte, sodass es oft schwer fällt, diese zu verknüpfen.
Dies bedeutet jedoch nicht, dass in der Vergangenheit nicht sehr gute taktile
Displays entstanden sind. Jedoch wirkt es so, dass eher nach dem Trial and
Error-Prinzip vorgegangen wurde, da noch zu wenig bekannt war. Erst in jün-
gerer Zeit wurde es möglich Richtlinien für deren Entwicklung und Testen zu
veröentlichen[34][32].
6.3 Signalverarbeitung
Ob eine Signalverarbeitung notwendig ist, hängt stark von den benötigten Daten
ab. Je komplexer diese sind, desto eher ist sie notwendig. In den letzten Jahren
hat sich die Signalverarbeitung durch gestiegene Rechenleistung stark verbes-
sert. So konnte durch die gute Parallelisierbarkeit[20] in der Bildverarbeitung
Geschwindigkeit und Qualität der Informationen verbessert werden. Auch in an-
deren Anwendungsbereichen stellt die Rechenleistung ein zunehmend kleineres
Problem dar.
Des Weiteren ist durch die Entwicklung der Smartphones ein Trend zu immer
kleineren, energieezienteren Platinen, Prozessoren und Computern erkennbar.
Auch in der sensorischen Augmentation werden so die Hürden für einen mobilen
Einsatz bei Verwendung von Signalverarbeitung gesenkt.
Vor allem in der Bildverarbeitung werden die Algorithmen stetig verbessert.
So investieren auch groÿe Unternehmen wie Google und Microsoft[7] stark in
die Erkennung von Gesichtern und Gegenständen, was auch in der sensorischen
Augmentation von Nutzen sein kann. So kann man sich vorstellen, dass eine
sehbehinderte Person erkennen kann, ob Personen in einem Raum, in den sie
eintritt, anwesend sind, oder ob sich bestimmte Gegenstände darin benden.
Dieses Gebiet ist jedoch recht jung und kam daher noch nicht in der sensorischen
Augmentation vor.
6.4 Integration
Auch wenn es funktionstüchtige Geräte gibt, die eine sensorische Augmentation
ermöglichen, so sind diese von einem Einsatz in der Praxis immer noch weit ent-
fernt. In vielerlei Hinsicht sind diese unpraktisch. Sei es bei den taktilen Displays,
dass diese so angebracht werden müssen, dass man nicht in seiner Bewegungsfrei-
heit eingeschränkt ist und diese als nicht störend empfunden werden, als auch bei
den Geräten der Signalverarbeitung. Diese dürfen nicht zu groÿ sein und sollten
bestenfalls entweder bei den taktilen Displays oder bei den Sensoren integriert
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werden. Auch Smartphones könnten diese Aufgabe übernehmen, was aber zu
Lasten deren sowieso schon schwachen Akkus geht. Der Vorteil wäre, dass kein
zusätzlicher Prozessor zur Datenverarbeitung nötig ist, womit man die Geräte
billiger machen könnte. Auch in der Kommunikation zwischen den Komponenten
gibt es noch oene Fragen. Kabel können als lästig empfunden werden, drahtlose
Kommunikation bspw. via Bluetooth benötigt jedoch mehr Energie und damit
einen gröÿeren Akku, was die Systeme schwerer macht. Eine Lösung könnten
vollintegrierte Geräte darstellen, die Sensoren, Signalverarbeitung und taktiles
Display in sich vereinen. Bei dieser Methode scheidet jedoch das Smartphone als
zentraler Punkt aus. Auÿerdem sind vollintegrierte Geräte nicht für alle Sensoren
sinnvoll. So ist bei einer Kamera oder einem Sonar wichtig wo diese angebracht
sind, was aber u.U. an Stellen ist, an denen ein taktiles Display nicht sinnvoll
erscheint.
Zwischen all diesen Aspekten muss abgewogen und im spezischen Fall ent-
schieden werden, was das jeweils Sinnvollste ist. Diese Fragen müssen jedoch
beantwortet werden. Bereits in den 80-er Jahren gab es mit dem Tickle Talker
und dem Tacticon kommerzielle Systeme der sensorischen Substitution, die
sich jedoch nicht durchsetzen konnten, was auch mit der damals jungen Technik
zusammen hing. Heute sollte das besser möglich sein. Ein einfaches Gebiet ist
es jedoch trotzdem nicht, sodass wahrscheinlich die Lösungen erfolgreich sein
werden, die den besten Kompromiss aus all diesen Aspekten nden und darüber
hinaus eine gute Sensorik, Signalverarbeitung und ein gutes taktiles Display bie-
ten. Des Weiteren stellt sich die Frage, ob sich Sensoren und taktile Displays
überhaupt so entwickeln lassen, dass der Nutzen, auch vermeintlich unwichtiger
Sinne, gröÿer ist, als die mit dem Tragen des Geräts einhergehenden Einschrän-
kungen. So könnte es sein, dass sich der Sinn für WLAN-Signalstärke deshalb
nicht durchsetzen kann.
Lediglich bei erforderlichen Sensoren ist wenig oder keine weitere Forschung
nötig. In den letzten Jahren wurden für Smartphones eine Vielzahl an Sensoren
entwickelt und verbaut, sodass diese sowohl sehr klein, als auch kostengünstig
und energiesparend geworden sind.
7 Fazit
Die sensorische Augmentation bietet viele Möglichkeiten für alle Menschen un-
serer Gesellschaft. Unsere Navigationsfähigkeiten können verbessert werden und
wir können lernen Dinge wahrzunehmen, die wir vorher nicht konnten. Allein
das schon macht die sensorische Augmentation zu einem auÿergewöhnlichen, ein
wenig futuristischen, Konzept.
Für viele spezielle Einsatzzwecke, wie Feuerwehrmänner, Arbeitern in radio-
aktiv verseuchtem Gelände, Astronauten etc., kann die sensorische Augmenta-
tion auch heute schon Vieles erleichtern. Ansonsten sind jedoch viele Proble-
me vorhanden: Bei der Entwicklung von taktilen Displays treten immer wieder
Schwierigkeiten auf. So sind sie aktuell noch nicht für komplexe Informationen,
wie z.B. Bildinformation, geeignet. Hierbei stellt sich die Frage stellt, ob der Tast-
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sinn überhaupt dafür geeignet und das Mittel der Wahl ist diese Informationen
zu empfangen. Auch nach Jahrzehnten der Forschung auf diesem Gebiet wird im-
mer noch sehr viel experimentiert und es werden neue Technologien entwickelt,
ohne dass ein Durchbruch wirklich gelungen ist. Einfache und eindimensionale
Informationen scheinen dagegen prädestiniert für taktile Schnittstellen. Deren
Verarbeitung läuft durch die Geschwindigkeit, mit der die Rezeptoren der Haut
Reize erkennen können, schneller, als bspw. beim Auge. Das ist eine groÿe Stärke
taktiler Schnittstellen. Die Forschung sollte sich darauf konzentrieren eher einfa-
che Informationen, wie Warnungen, Richtungsinformationen o.Ä. an das Gehirn
zu senden, und die vollständige Substitution des Sehsinns oder des Gehörs nicht
mehr weiter zu erforschen, wie dies zu groÿen Teilen auch geschehen ist.
Nicht zuletzt muss die Integration der Geräte angegangen werden. Es er-
scheint mühsam diese Geräte die ganze Zeit mit sich zu führen und auf der Haut
zu haben. Nur, wenn Nutzer keine Beeinträchtigung im alltäglichen Leben spü-
ren, wenn sie die Geräte am Besten gar nicht wahrnehmen, wird die sensorische
Augmentation abseits spezieller Einsatzzwecke und im täglichen Leben nützlich
und für die Masse kompatibel. Vorerst ist ein solcher praktischer Nutzen, der
deutlich gröÿer ist, als die Einschränkungen, die mit solchen Systeme einherge-
hen, jedoch nicht vorhanden.
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Abstract. This survey aims to provide an overview over the current
state of skin reading – that is, using the skin’s senses to convey informa-
tion such as text or data – with a particular focus on integrating these
techniques into the context of mobile and wearable computing. Follow-
ing a brief tour into the roots of reading with one’s skin, the general
physiological quality of the sense of touch and the resulting technical
considerations and parameters that define successful skin reading devices
are discussed. Applying these underlying properties of haptic perception,
multiple projects aiming to implement this in working skin reading devices
are presented. These include systems expressly designed to be based on
the Braille system as well as new ones featuring specifically designed
encoding schemes. The paper discusses their broader application and tries
to evaluate the idea that these techniques might once transcend providing
assistance for the visually impaired to also enhance mobile and wearable
devices in a more generally accessible way.
Keywords: skin reading, vibrotactile, haptic, haptic perception, tactile
interfaces, assistive technologies, augmented Braille
1 Introduction
Visual displays still dominate the way information is presented on computer
systems, even with the advent of mobile devices and their natural restrictions
relating to their screen or visual display hardware. Simple notifications that work
via touch are very common though – usually transmitted with vibrotactile motors
– as they provide a rather discrete but attention-grabbing way to notify the user.
With their simplicity, they typically are not designed as a real alternative to the
visual representation on the devices though [11]. Recent advancements may allow
for meaningful expansion of this model.
On the other hand, the idea of non-visual substitution of written text is
even an essential one for visually impaired people. Systems such as Braille have
existed for a long time, and more recent computer systems complement this with
auditory feedback. Still, these systems have obvious drawbacks for non-visual
communication, especially in the context of increasingly mobile or wearable
devices.
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Starting with a short introduction into the prior condition of this field of
research, this paper explores general constraints for usable skin reading systems
that are rooted in the physiological boundaries of the skin’s perception and
presents recent suggestions of usable designs for such systems.
This paper primarily focuses on transmission of text or similarly structured
information through the skin, the haptic senses acting as a primary means of
transferring information. Other systems using similar haptic methods to enhance
perception in other ways or transmit different kinds of information are also
actively researched but not covered at length here. This also applies to a more
general look at the large field of sensory substitution.
2 Braille and the Roots of Haptic Reading
Still heavily in use today, the Braille writing system was arguably the most
important step in written communication for blind people as of yet [8]. In this
context, it seems useful to very briefly outline its inception and the impact it has
had.
Braille originated in the first half of the 19th century, developed by Louis
Braille. Blind himself after an accident in his youth, he developed the system
now bearing his name. It is outlined in a revised version in his 1837 edition of
the publication “Procédé pour écrire les paroles, la musique et la plain-chant au
moyen de points, a l’usage des aveugles et disposés por eux” (after originally
being published as a first version in 1829). It uses a matrix of 2 (horizontal) by 3
(vertical) possible locations for embossed (raised) dots, with different combinations
signifying letters, numbers and punctuation.
Braille is based on another system devised by Charles Barbier (also called
the Night Writing system) [8]. Barbier’s alphabet was also based on a dot matrix
with 6 instead of 3 rows, but encoded French using phonemes instead of letters.
It was originally designed for military applications, as a means of transmitting
information in situations that do not present conditions suitable to read in.
Subsequently, it was picked up on for the use with blind individuals. The large
height of single characters impedes the ability to feel them as a whole with one
finger, explaining why Braille opted for the use of three rows instead [8]. The
original Braille system designed for use with French was later generalized for
other languages, starting in other European countries [8].
Both Braille and the Night Reading system are based on patterns formed
by simple dots. Another possible design for a haptic language includes more
intricate shapes, for example embossing the original letter shapes intended for
visual perception into paper. This kind of approach was sometimes used before
the popularization of Braille, albeit not to a great extend [8]. A variant of this
idea is the basis for the Moon Alphabet, a system also developed in the 19th
century. It consists of embossed letters that represent the Latin alphabet with
simplified shapes to allow for better discrimination by touch. It is still being
actively used, but has never reached the prevalence of Braille (especially for the
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congenital or early blind who have never learned visual reading and thus do not
profit as much from the resemblance to visual lettering).
With computer systems and dynamic displays arises the question of repre-
senting letters in a more dynamic way than Braille letters embossed in a piece of
paper. Dynamic, electronically controlled Braille displays, typically representing
one line of a varying number of Braille symbols, are commercially available. Still,
these systems typically suffer drawbacks such as not easily being adapted to a
mobile setting. The idea of evolving Braille code to address this will be further
discussed in the course of this paper, specifically in section 5.1.
More recently, the availability of text-to-speech systems now allows for another
channel of outputting textual information without the need for a visual display,
at least for those individuals without an impaired sense of hearing. This is widely
associated with a decline in Braille literacy rate as this may be perceived as a
more efficient way of transmitting text when compared to Braille reading, which
typically only allows for significantly lower throughput than visual reading [10].
Today, many devices have the capability of relaying simple haptic information,
usually by means of a single source of vibration installed in the chassis. Still,
these are used mainly for very simple messages such as the notification that an
event occured [11].
In this context, it does not only seem interesting to use the new technologies
to improve tactile reading for blind individuals dependent on these kinds of
techniques, but to make it accesible for a wider user base. This shall be explored
in the rest of this survey.
3 General Physiological Considerations
Many considerations that influence the design of skin reading devices are based
on more general physiological properties of the skin that can serve as a guide-
line for the design of effective reading systems [11]. This also requires a basic
understanding of the physiological structure of perception in the skin.
3.1 Introduction to the Perception of Touch
The following shall present a very brief overview over the physiological conditions
of the haptic senses. It is based on the far more thorough review of its charac-
teristics and their impact on the sense of touch by Lederman and Klatzky [9].
The factors that contribute to the concrete design and system parameters of skin
reading devices are discussed in section 4 in more detail.
The perception of feel on the skin can be broadly grouped into cutaneous and
kinaesthetic perception [2], [9]. While the former originates in mechanoreceptors
and thermoreceptors in various layers of the skin itself, the latter characterizes
perceptions of body part positions and compression sensed by muscles, tendons
and joints, hence being responsible for the perception of rough object shapes, for
example.
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The way in which these two types of perception are balanced in importance for
the perception of objects or shapes is also dependent upon the way the observer
is allowed to act [9]:
– A passive observer commonly has less information originating from haptic
perception. In this case, cutaneous sensation is especially important as it is
less dependent on movement and the reaction of objects under observation
when touched. This kind of passive observation model is e.g. relevant for
wearable haptic feedback devices that are fixed to certain parts of the skin.
– For an active observer, the kinaesthetic side of haptic perception becomes
more relevant as the relevant systems here are especially sensitive during
movement. Still, cutaneous perception remains important for some properties
of the observed object or surface. Braille can be seen as an example here as
it requires spatial exploration of a series of Braille symbols.
Across the human body, different areas are covered in different types of skin
differing in structure details and receptor density. The skin on the inside of the
hand is ost actively researched in terms of its structure and haptic properties. It
is not covered with hair and hence also called “glabrous” [2]. In this case, four
types of mechanoreceptors can be identified, differing in their adaptation rate as
well as the size of the area they respond to stimuli in [9].
The combination of cutaneous and kinaesthetic sense is also responsible for
multiple different parameters of the perception of observed objects: these include
geometric properties, material properties such as texture and roughness (highly
dependent on the shape of and gaps between surface elements), the thermal quality
of objects, compliance (deformability under pressure), weight and orientation.
3.2 Notable Haptic “Illusions” and Deficiencies
When designing devices that utilize haptic perception, it is important to be
mindful of the various oddities that this brings with it. These may be both hints
to design restrictions as well as actively usable in the context of the device design.
Examples of such effects include [9]:
– Phi Movement (and the related effect of Beta Movement) denote the effect of
apparent movement when presented with multiple stimuli in quick succession
that are spatially separated. Originally observed in visual perception, this
effect to an extend also transfers to haptic perception. This forms the basis of
the effect that encodings based on spatiotemporal impulses (as discussed later
in section 4) may be experienced as directed motion even on low-resolution
haptic displays [14].
– The Tau Illusion describes another effect that highlights the interplay of
spatial and temporal perception of haptic stimuli. It can be observed that
three taps to the skin are perceived to have different distances from one
another even if only the time delay between the taps is varied, with them
having the same spatial distance from one another.
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– Cutaneous saltation, also known as the Cutaneous Rabbit Illusion [4], describes
an apparent perception that can be achieved by rapidly tapping a skin region
multiple times, then tapping another skin region. The perception this evokes
is one of multiple taps, each moving closer to the second position (likened to
a “hopping rabbit”) [4].
This effect may potentially be usable to increase the apparent resolution of a
tactile display for moving impulses. This idea was explored in 1997 by Han
and Pentland [17], using an array of nine vibromotors placed on the back of
a chair. Exploiting the saltation phenomenon, this was used to simulate a
higher-resolution display.
– Masking of stimuli occurs when multiple stimuli are present at once. It has
been shown that even with as few as three different locations for haptic
stimuli, their detection accuracy is severely limited [14], [11]. This also
explains the improvement that can be achieved in recognition accuracy by
delaying additional stimuli (an idea further discussed in section 4.3), which
has been shown to be effective for multiple actuator configurations [14], [18].
4 Consequences for Device Design
The following general considerations for haptic display devices are based on the
properties outlined in the previous section.
4.1 Sensory Input Method
As mentioned before, the cutaneous sense does not only include perception of
vibration and indentation of the skin, but also temperature and pain [3]. Early on,
many theoretically possible input methods have been identified as ineffective as a
means of quickly transmitting information due to impracticality or unsuitability
for prolonged usage (e.g. heat or specifically administered pain sensations). The
main approaches that remain can be grouped into the following categories [3]:
Dynamically Refreshed Static Haptic Displays A method fairly self-evi-
dent when starting out from the concept of Braille or similar languages is the
concept of representing a haptic surface with the ability to dynamically change
its contents. These displays can optionally also be operated by manually
exploring the currently displayed contents.
Without the possibility to actively explore its contents, e.g. by moving single
fingers across the display, this kind of display with prominent features is
rather unsuitable for haptic perception as the mechanoreceptors in the skin
rather quickly adapt to static stimuli, fading the display contents, possibly
beyond recongnition.
Refreshable Braille displays fall into this category, utilizing movable pins to
represent arbitrary Braille characters. These devices have been commercially
available for a long time. Common criticisms include their price and insufficient
ability to be used for mobile devices due to their size and weight.
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Another possible method is the lateral stretching of the skin, which has
been examined as a means of representing perception arrays, for example by
Hayward and Cruz-Hernandez [6].
Electrotactile Stimulation The application of direct electric pulses to the skin,
either direct currents or alternating currents with varying frequencies, also
produces perceptions of differing quality ranging from tingling to stinging or
severe pain, dependent on the type, frequency and amplitude of the impulses
[3].
Although technically very simple, electrotactile stimulation seems to be less
common for the purposes examined in this paper. This is probably owed to
the fact that parameters have to be very tightly controlled for this kind of
stimulation as to avoid uncomfortable sensations (which seem to have a wider
variance for different individuals than mechanical stimuli) or even damage to
the skin under prolonged stimulation [3].
Vibrotactile Stimulation This type of stimulation seems to be by far the most
common in recent research. The skin is both fairly sensitive to vibrational
stimuli and they can be easily and controllably reproduced. Vibrotactile
actuators are often constructed with rotating or linear motors accelerating
a well-known mass. Vibration can be administered with a wide range of
frequencies and amplitudes.
4.2 Body Site and Tactile Resolution
The tactile resolution, i.e., the distance between two stimuli that can reliably be
differentiated is highly dependent on the position of the stimulation. As previously
implied, this is due to the different composition of skin on different parts of the
body.
The measured resolution is also dependent on the specific way it is defined
and measured. The most well-known means to express and measure spatial acuity
are the following (as described according to [9]):
– The Two-Point Touch Threshold is maybe the most intuitive definition, mark-
ing the minimum distance between two stimulus positions to be distinguished
from a single stimulus with sufficient reliability (which has to be defined as a
test parameter).
– To measure a value for Point-Localization, multiple impulses are given with
a time delay between them, having the observer decide whether the stimuli
were perceived in the same or in different locations. This method typically
yields lower values for the distance (that is, a higher spatial resolution), but
seems to be consistent with the results from the two-point touch threshold
measurements when compared across body sites [9].
The spatial resolution is highest at the fingers (with a two-point touch threshold
of about 5mm, [11]) and lowest on the back (about 6cm, [14]), with values in
between for the palm (circa 1 cm) and forearm (circa 4 cm) [11].
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4.3 Actuator Layout and Encoding Type
According to the number and layout of the actuators used to generate the
haptic impulse, different strategies for combining these actuators are possible.
In a preliminary experiment for their attempt to estimate the throughput of
a particular skin region, in this case on the lower back, Novich and Eagleman
compared the basic types of encoding described below with vibrotactile actuators
[14]. Their design was comprised of a vest to be worn by the participants, with
a matrix of three by three vibromotors affixed to it (shown in figure 1). The
symbols to be differentiated were chosen as similar sets in all cases and can be
seen in figure 2.
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off times) and amplitude of vibration. The distance between 
motors was 2.5 cm in the horizontal and vertical directions 
by location of the motors’ eccentric rotating mass, so the 
entire array was roughly 5 cm × 5 cm (slightly larger as 
the separation was measured from the center of each mass, 
and the motors were elongated in the vertical direction). 
The motors were pressed firmly against the skin by using 
an elastic back brace.
Participants
We tested 10 participants (two female and eight male). 
Seven of the participants had no prior experience with 
the device. Two of the participants had minimal experi-
ence with the device, having taken the second experiment 
first, but over 2 months earlier. One participant (one of the 
authors) had moderate prior experience with the device 
from developing the experiments. All participants were 
between the ages of 18–45.
Method
Participants wore the 3 × 3 tacton array on the mid-lower 
back connected to a computer over the wireless link. The 
experiment consisted of three blocks of a vibrotactile pat-
tern identification task. At the start of each block, par-
ticipants were presented with an instruction screen that 
explained the task and provided a visual representation 
of the stimulus set (similar to Fig. 2a). During this phase, 
participants could hover the computer’s mouse over each 
Inside Outside
Fig. 1  Vibrotactile vest used in experiments 1 and 2. Motors are attached to a back brace to ensure that they are pressed firmly against a partici-
pant’s back. The controller and battery pack reside in pockets on the back of the vest. The motor layout shown is used in experiment 2
Fig. 2  a The alphabet of pos-
sible patterns used for each type 
of vibrotactile encoding. b Pat-
tern identification performances 
as a function of pattern duration 
and encoding type. Bars indi-
cate mean with standard error of 
the mean
Fig. 1. Vibrotactile v st us d by Novich and Eagleman [14] to compare ncoding types
and analyze tactual resolution on the lower back. The vest features an array consisting
of 3x3 vibromotors. It also includes wireless controlling hardware and a power supply.
Single Actuator With only a single-point stimulation, the possibilities for
coding different symbols are somewhat limited. In this case, amplitude,
duration and frequency of the impulse remain with typical vibrotactile setups.
Still, it seems inadvisable to use both amplitude and frequency independently
for encoding tactual messages, as both are coupled in a way that makes judging
them separately difficult: It can be observed that a decreased amplitude may
additionally be perceived as an increase in frequency and vice versa [3].
In the case of Novich and Eagleman, the two parameters were hence linked to
one another. The patterns that should be differentiated were eight different
intensity levels of a single vibromotor with associated frequency (70 to 240Hz).
The results for the different encoding types and otherwise identical parameters
is shown in figure 2. The figure shows confusion matrices for the different
encoding types and the patterns to be identified. The problem that is endemic
with the single moto encoding is clearly visible in the a rix: neighboring
values tend to be confused with one another, indicating the difficulty to
judge amplitude/frequency without an explicit reference that can be used for
c mpa ison. For this reason, in h s early experiments, Geldard judged that it
might be advisable to not use more than three different amplitude levels [3].
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Spatial Using more than one actuator naturally allows for more complex types
of encoding. It also requires a concept for the layout of the actuators. Possible
solutions include one- or two-dimensional arrays of actuators, similar to the
pixel grid in a visual display. In the case of Novich and Eagleman, a square
grid with 3 rows and 3 columns was used. For the comparison of spatial
encoding with the other types of encoding, patterns with three involved
actuators were chosen, all three triggered at the same time and for the same
duration.
Layouts are not limited to this kind of rectangular shape: Linear formations
can be closed, e.g. around the head or torso, producing a special case of the
one-dimensional array described above. Further, actuators can be placed in
arbitrary locations on one or more body parts deemed far enough from each
other to allow for easy discrimination between the sites. This approach is
further explored with exemplary skin reading systems in section 5.
Spatiotemporal Combining spatial and temporal encoding allows for even more
potential ways to represent information, for example with the simulation of
“sweeping” movement across a haptic display. In this case, multiple actuators
are triggered in sequence.
This type of encoding presents the best performance by a fair margin in the
experiment conducted by Novich and Eagleman [14].
For their haptic display, Luzhnica et. al. [11] use a variant of this encoding
they call overlapping spatiotemporal stimulation (OST), which differs from
the system Novich and Eagleman use in that the delays between consecutive
actuator impulses are shorter than the duration of each impulse, hence
creating an overlap between the different positions involved in the transmission
of a symbol. They suggest that this way, the total duration of the transmission
can be shortened without compromising the ability to differentiate between
the patterns [11].
An interesting point is possible interplay between this kind of encoding and
the spatial tactile resolution discussed in the previous section. As indicated in
testing done by Novich and Eagleman [14], spatiotemporally encoded stimuli
may not be subject to the limitations of spatial tactile resolution to the same
extend as spatially encoded ones.
4.4 Information Encoding
After looking at the technical constraints a haptic reading device has to follow to
obey the physiological principles of human haptic perception, we can take a look
at the structure of information that is useful to be transmitted in this manner.
The way information can be represented in haptic interfaces is highly depen-
dent upon the structure of the information to be transmitted. For text, letter
(e.g. in languages with a Latin alphabet [11]) as well as phoneme transmission is
promising [14].
An important consideration is the dependency of the encoding on the afore-
mentioned parameters. For example, multiple concurrent stimuli in different
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visual representation. Doing so caused the program to 
transmit the corresponding stimulus to the array, which 
allowed the participant to feel the pattern. Hovering the 
mouse continuously over a representation caused the pat-
tern to be played repeatedly. This panel lasted for 2 min 
after which the block of trials began. A block consisted of 
192 trials. On each trial, a random pattern was chosen and 
presented to participants as a vibrotactile stimulus. Par-
ticipants were then asked to identify the pattern from the 
set of eight possible patterns (chance = 12.5 %). Unlike 
Summers et al. (2005), stimuli were presented in temporal 
isolation on each trial (not within a train of stimuli). Each 
stimulus was presented eight times per block using one 
of the three possible pattern durations: 45, 90, or 135 ms. 
Therefore, each pattern was presented a total of 24 times 
in a block. Each block used a set of patterns built from a 
distinct type of encoding as follows (Fig. 2a):
Block 1: A single vibratory motor pulse presented at 
one of the eight intensity levels. Intensity levels were deter-
mined as a function of frequency, ranging from ~70 to 
340 Hz. Due to the type of motor used, other effects like 
force cannot be controlled for, but monotonically increases 
with the frequency of vibration (as referenced from the 
motors datasheet). The coupling of frequency and force has 
previously been shown to be effective (Pongrac 2006) for 
increasing discriminability. The step size of the frequency 
divisions was determined using a Weber fraction of 0.2–0.3 
in line with previous literature (Cohen and Kirman 1986; 
Mahns et al. 2006; Pongrac 2006). The characteristics of 
the full stimulus set are listed in Table S1.
Block 2: Spatial tactons a combination of motors was on 
for the entire pattern duration. Spatial configurations were 
determined to be as orthogonal as possible under the con-
straints of using three motors at a fixed intensity (the maxi-
mum possible at ~340 Hz) and having a center of gravity in 
the middle of the array (as is the case for Blocks 1 and 3).
Block 3: Spatiotemporal tactons Neighboring motors 
were turned on and off in sequence to produce vibra-
tory “sweeps” across the skin. We designed a pattern 
set in which adjacent motors were turned on and off in 
succession. The sweeps were contained entirely within the 
pattern duration (e.g., if the pattern duration was 45 ms, 
each motor was activated in succession for 15 ms). If 
turned on, a motor was set to the maximum intensity level, 
~340 Hz.
As each of the three blocks had a total possible stimulus 
set-size that was orders of magnitude greater than the eight 
stimuli applied for study, we formulated the applied sets to 
be as equivalent (versus as optimal) as possible between 
each other. Specifically, each stimulus set maintained a 
center of gravity on the middle of the array, used equal 
presentation times, and used the same number of motors 
(three, with the exception of the first intensity-coded block 
as to avoid a bias in spatial layout).
Experiment 1 results
Figure 2b shows identification performance as a function 
of the condition and the pattern duration. A Friedman test 
indicates that the encoding scheme has a significant effect 
on performance (χ2 (2,4) = 23.72, p ≪ 0.01). A two-way 
ANOVA was ruled out after failing Levene’s test for equal-
ity of variances. Even with untrained subjects, identifica-
tion performance is well above chance at pattern durations 
as low as 45 ms. Second, as per our working hypothesis, 
spatiotemporal patterns yield higher identification perfor-
mance than either spatial patterns or single motor ampli-
tude modulation. Identification of the single motor inten-
sity and spatial patterns remains fairly constant with pattern 
duration as a function of pattern length, and yet, as noted 
by Craig (2002), spatiotemporal performance improves 
with longer duration.
Observing participants’ confusions between stimuli 
averaged over all participants and durations, we find that 
spatiotemporal patterns appear to exhibit the least vari-
ance in confusion compared to other methods of encod-
ing (Fig. 3, Table S2). For the single motor case, partici-
pants tend to confuse patterns of neighboring intensity. 
Spatial encodings have a more uniform confusion matrix. 
Fig. 3  Confusion matrices for 
each type of encoding, aver-

















Fig. 2. Confusion matrices for the three different encoding types tested by Novich
and Eagleman [14]: Stimulation with a single vibromotor differentiated by intensity,
spatial patterns consisting of concurrent stimulation with three motors for each symbol,
and spatiotemporal encoding, combining spatial encoding with delayed stimulation for
the different positions. These matrices show the overall results averaged over other
parameters. Correct pattern identification corresponds to the diagonal of the matrices.
places mask each other and therefore reduce the accuracy of correctly identified
stimuli [11].
This can be used to maximize accuracy by incorporating the expected distri-
bution of symbols in the used encoding (for example, optimizing letter encodings
for specific languages), but hence sacrificing performance and possibly accuracy
when using the encoding with contents not following the expected distribution
the encoding is based on.
As described above, for multipoint tactile feedback, possible encoding modes
include simple spatial separation (by using multiple actuators attached to the
skin) as well as temporal separation (different stimulus lengths). These modes
can of course be combined into spatiotemporal encoding, utilizing both different
areas as well as a sequence or delays between impulses [14].
Novich and Eagleman mention that on the torso, the “raw”, roughly estimated
theoretical throughput when using their kind of spatiotemporal encoding may
reach around 600-925 bit/s [14] when extrapolating from their highest-performing
test participant. It should be noted however that this estimate is based on
linearly extrapolating from their configuration to vibrotactile arrays covering
large portions of the torso, not accounting for possible mutual interactions between
them.
Tactons In 2004, Brewster and Brown proposed the concept of “structured,
abstract messages that can be used to communicate messages non-visually” which
they refer to as Tactons (short for tactile icons) [2]. As the name implies, they
aim to provide a concept for haptic messages similar to visual icons (or the
auditory counterpart presented by Brewster earlier labeled “earcons”). Brewster
also outlines a model for designing tactons by integrating multiple tactons into
one as well as transforming existing and known tactons to express associated
concepts.
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The meaning when utilizing the word tacton has since been somehow expanded
by some authors, referring more generally to atomic tactile symbols as a part of
an arbitrary encoding (e.g. by Luzhnica et al. [11], Novich and Eagleman [14]).
In this case, they can rather be likened to a single visual character than a visual
icon representing a more abstract and self-contained concept as it was originally
described by Brewster and Brown [2].
4.5 Other Considerations for Usable Designs
As detailed by Luzhnica et al. [11], a usable device does not only need to fulfill
the requirements necessary for the transmission of the intended information in
an acceptable timeframe (fundamentally influenced by the encoding capacity
and the practical throughput of the chosen device design). Instead, additional
factors include convenience of use and wearability (at least for devices designed
as wearables). As such, a good wearable reading device should interfere as little
as possible with common activities. As an example, this discourages a design
occupying the whole hand, therefore complicating the handling of other objects.
This is especially important for devices designed for a broader target audience
as the willingness to spend time and train with such a device may be reduced by
a design that is perceived as unfavorable, even more so for people who are not
regularly dependent on or familiar with similar devices and their drawbacks.
One specific design objective for devices that employ multipoint feedback to
encode information is achieving a design that allows the device to be worn or
oriented in a reproducible manner as to avoid actuators to be placed in different
positions on the subject’s body between sessions of usage, hence possibly impeding
the performance when using the device [11].
5 Haptic Reading Devices
Equipped with the fundamentals that should theoretically govern the working of
usable devices utilizing the haptic perception to transmit text, we can now take
a look at projects trying to implement those and their development approaches.
The idea of devices allowing to encode visual information in a more general
sense into information transmitted via touch as assistnace for visually impaired
people dates back to the middle of the last century, some notable examples
including the following (although more similar devices exist): In the 1960s, Bach-
y-rita et al. [15] worked on an approach they called tactile-visual substitution
system (TVSS for short), resulting in a device with a vibrotactor array (20 by 20
stimulation positions) mounted to a chair. It could be used to transmit images
from a camera connected to the setup.
An approach that resulted in a commercially available device called Optacon
was pursued from the 1970s to the 1990s [1], [5]. It consisted of a camera module
connected to a unit with a 24 by 6 dot matrix of contact points that could each
be vibrated by a piezoelectric actuator, thereby transcribing the image captured
by the camera in a monochromatic way to the haptic display. This also allowed
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for reading of ordinary visual lettering by moving the camera module across the
text.
Even earlier, in 1957, Geldard [3] devised a system called Vibratese explicitly
to transmit text (see below in section 5.2 for an overview).
Another class of devices employs haptic perception as part of their interface or
to enhance the experience, but do not or not exclusively transmit information via
touch. One recent example of this is the FingerReader device [16], published by
Shilkrot et al. in 2014. It can be worn like a ring and features a camera pointing
towards the finger tip. Coupling this with OCR (Optical Character Recognition)
and text-to-speech software allows reading arbitrary text printed on paper by
tracing the lines with one finger. Shilkrot et al. specify the extraction accuracy as
93.9% under optimal conditions. Two vibration motors on the top and bottom
of the device are used to provide haptic feedback concerning the alignment of the
device. This includes feedback when the finger tracing the line of text is moved
too far off the line (indicating the direction the finger should be moved in to
compensate), and notifications about reaching the end and beginning of lines
when tracing along them. In a way, this shows a more conservative and traditional
approach to using haptic feedback in the context of reading, providing more
subtle cues but not using the skin for high-bandwidth information transmission,
thereby avoiding the need of a more complex encoding to express symbols.
In the following, we will focus on systems both explicitly designed for reading
text as well as only using haptic perception as the main way to transmit it. While
there is a multitude of projects aimed at developing haptic displays or providing
more general visual substitution solutions, the number of projects developing
devices designed expressly for the purpose of transmitting text is somewhat
more limited. The research projects described in this section yielded functional
prototypes for skin reading systems with different characteristics. Note that they
were in most cases explicitly declared as devices not ready for widespread usage,
requiring more research to tune parameters [11], [13]. Extended studies involving
more participants or studies with longer learning and application timeframes
were also indicated to be required [11].
These approaches can be grouped in two categories: Devices that use an
existing encoding system such a Braille and try to enhance it by leveraging haptic
feedback [13], and systems employing both newly developed hardware as well
as encoding schemes that are specifically designed for use with the skin reading
device. The former allows for synergy effects for a clearly defined target audience
(as with blind people already familiar with reading and writing Braille), thus
reducing initial learning times and possibly “ported” proficiency with the new
system [13]. The latter allows a tighter bond between the hardware and the
encoding scheme with fewer design constraints for both. This may increase the
performance of the system, but also usually requires more commitment on the
part of the perspective user to learn the handling of the new system.
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5.1 Augmented Haptic Braille Systems
Examples for recently developed reading systems that are based on Braille
encoding will be presented in the following. In 2015, Nicolau et al. [13] proposed
an approach labeled HoliBraille. It ports the Braille encoding to vibrotactile
motors dampened with springs (to isolate the vibration sources from each other)
and fitted into an enclosure that can be attached to a standard smartphone or
similar device. The system allows for both input and output. When using the
system, the fingers are placed on the screen with the HoliBraille device mounted
to the backside of the smartphone. The six vibration motors are directly mapped
to the dots in a Braille letter and similar in terms of their layout, vibrating
concurrently to represent raised dots in a given symbol. For Nicolau et al., this
prompts the hypothesis that it allows for fairly quick adoption by individuals
already proficient in the use of Braille lettering [13], their small-scale experiment
with experienced Braille users and allowing for fewer than ten minutes of prior
training seemingly supporting this idea.
This design is based on a prior, wearable design from 2013 called UbiBraille
with a similar objective developed by Nicolau et al. which utilizes the same
encoding but does so with six vibrotactile rings that are worn on the index,
middle and ring fingers of both hands [12]. As with HoliBraille, the rings directly
correspond to the encoding of the six dot positions in Braille lettering. Schematic
representations of both designs are shown in figure 3.
An advantage of this is the fact that a system like this can easily be mounted
to a standard smartphone or similar device. A similar approach designed to not
use any additional hardware is V-Braille, proposed by Jayant et al. [7]. It works
with the vibration motor standard in smartphones, simply translating the Braille
characters to the screen by splitting the screen area into six cells, vibrating the
device when a cell that represents a raised dot is touched. With only one Braille
character shown at any given time, the user is constrained to sense the dots
sequentially in this case, limiting the throughput (the original small-scale study
cites the time to read a single character as between 4.2 and 26.6 seconds [7]).
Although the original HoliBraille study only contains experimental testing
of the recognition rates for single characters with a stimulus duration of 2 s, the
authors indicate that the performance is similar to their previous tests with the
UbiBraille configuration.
5.2 Devices with Specifically Designed Encodings
One of the first approaches to design a haptic reading device was proposed
by Geldard in 1957 [3]. This system labeled Vibratese uses vibratory pulses
of differing intensity and duration (three distinctive values in each case, with
durations between 0.1 s and 0.5 s) in five different locations, totalling 45 different
transmittable symbols. The proposed design never reached the stage of actual
widespread usage, but has influenced the design of subsequent haptic reading
devices.
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Figure 1. UbiBraille, our Braille-reading vibrotactile prototype, outputs individual characters using the same coding used for 
writing with a Braille typewriter. (a) The figure illustrates the matricial representation of ‘h’ using the Braille code: dots 1, 2, and 
5. (b) The device communicates the letter by simultaneously actuating on the fingers that are used to write it on a mainstream 
Braille typewriter. (c) The UbiBraille  prototype consists of six rings augmented with vibrotactile capabilities. The rings are worn 
on the index, middle, and ring fingers of both hands. 
ABSTRACT
Blind people typically resort to audio feedback to access 
information on electronic devices. However, this modality is not 
always an appropriate form of output. Novel approaches that 
allow for private and inconspicuous interaction are paramount. In 
this paper, we present a vibrotactile reading device that leverages 
the users’ Braille knowledge to read textual information. 
UbiBraille consists of six vibrotactile actuators that are used to 
code a Braille cell and communicate single characters. The device 
is able to simultaneously actuate the users’ index, middle, and 
ring fingers of both hands, providing fast and mnemonic output. 
We conducted two user studies on UbiBraille to assess both 
character and word reading performance. Character recognition 
rates ranged from 54% to 100% and were highly character- and 
user-dependent. Indeed, participants with greater expertise in 
Braille reading/writing were able to take advantage of this 
knowledge and achieve higher accuracy rates. Regarding word 
reading performance, we investigated four different vibrotactile 
timing conditions. Participants were able to read entire words and 
obtained recognition rates up to 93% with the most proficient 
ones being able achieve a rate of 1 character per second. 
Categories and Subject Descriptors
H.5.2 [Information Interfaces and Presentation]: Haptic I/O 
General Terms
Measurement, Design, Experimentation, Human Factors. 
Keywords
Vibrotactile, Finger, Braille, Reading, Wearable, Blind. 
1. INTRODUCTION
We are currently living in the information age. Accompanying the 
popularization of mobile devices, communication services such as 
SMS, email, twitter, facebook, and so forth, have developed 
rapidly. More than ever, people are constantly “online”, 
producing and consuming textual information. In order to achieve 
an inclusive and truthful information society, proving equal access 
and opportunities to all is of upmost importance.
For blind people, this information is typically provided through 
auditory feedback. Unfortunately, this communication modality is 
not always possible or desirable. Noisy environments or privacy 
concerns prevent the usage of such solution. Refreshable Braille 
displays are an alternative, but these devices are expensive (up to 
$5000) and difficult to use by those with low tactile 
discrimination (e.g. due to diabetes). As a result, blind people may 
be unable to timely access the desired textual content.  
We present a wearable system where vibrotactile feedback allows 
blind users to inconspicuously and privately access textual 
information. Our approach draws inspiration from the traditional 
Braille writing mechanism where finger chords are used to input 
6-dot codes (see Figure 1). 
Braille was initially devised in 1824 to give access to information 
to blind people when there was none. In this new information age, 
it revealed itself as an inspirational source to ease the mobile 
writing process [3, 8, 20, 18].  
In this paper, we go one step further by using the Braille code to 
make sense of vibrotactile information; that is, vibrotactile stimuli 
are given simultaneously on the fingers that are used to write a 
given Braille character. We assess the feasibility of such approach 
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Figure 1. HoliBraille, a multipoint vibrotactile output system for touchscreen mobile devices. (a) Representation of ‘f’ using the 
Braille code: dots 1, 2, and 4. (b) The system outputs character ‘f’ through direct and localized feedback on the user’s fingers. (c) 
The system consists of six vibrotactile motors attached to springs and a 3D-printed case. The springs mould to users’ hands and 
dampen vibrations through the device allowing better stimuli discrimination
ABSTRACT 
We propose HoliBraille, a system that enables Braille input and 
output on current mobile devices. We use vibrotactile motors 
combined with dampening materials in order to actuate directly on 
users’ fingers. The prototype can be attached to current capacitive 
touchscreen devices enabling multipoint and localized feedback. 
HoliBraille can be leveraged in several applications including 
educational tools for learning Braille, as a communicati n device 
for deaf-blind people, and as a tactile feedback system for 
multitouch Braille input. We conducted a user study with 12 blind 
participants on Braille character discrimination. Results show that 
HoliBraille is effective in providing localized feedback; however, 
character disc imination performance is strongly rel ted with 
number of simultaneous stimuli. We finish by discussing the 
obtained results and propose future research avenues to improve 
multipo nt vibrotactile perception.   
Categories and Subject Descriptors 
H.5.2 [User Interfaces]: Input devices and strategies; Haptic I/O, 
Prototyping. 
General Terms 
Measurement, Design, Experimentation, Human Factors. 
Keywords 
Braille; Blind; Input; Output; Multitouch; Vibrotactile. 
1. INTRODUCTION 
Touchscreen devices are widely used and seem to be the trend for 
future generations of smartphones. Although touch interfaces are 
inherently visually demanding, previous research has leveraged 
touchscreens to provide new input methods for blind users [7]. 
Particularly, multitouch Braille-based text-entry techniques enable 
non-visual input using chording actions. However, there is not a 
non-visual multipoint output method that enables a dialog 
between the device and the user. Both auditory feedback and 
sing e vibrations can inform that a touch occurred; yet, feedback 
is non-local and usually undirected, failing to provide chording 
information. Thus, an output channel that actuates directly on 
users’ fingers, supporting localized multipoint feedback is needed. 
One common approach is the use of vibrotactile feedback. For 
example, there have been efforts in using the mobile devices’ 
built-in motor to provide vibrotactile patterns that represent the 
six-point Braille cell [3, 6]. However, these approaches require 
users to explore each dot of the Braille cell on the screen in order 
to decode the information. This method is inherently slow (4-27s) 
and does not work as real-time chording feedback. Wearables 
have also been used to convey Braille information directly on 
peoples’ body using an array of actuators [5]. Still, they require 
users to constantly wear these devices. Alternatively, users can 
put them on, prior to use, reducing the potential for spontaneous 
interaction. To our knowledge, there are no reports of a mobile 
solution capable providing multipoint Braille output on current 
touchscreen devices. 
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Fig. 3. Basic layout of the UbiBraille [12] (left) and HoliBraille [13] (right) reading
devices. The numbers signify the usual ord r the dots f a Braille symbol are refe enced
in. Both devices feature a structure closely resembling Braille text, directly tr nsla ing
dots to vibrotactile stimulus positions.
Fig. 4. Overview of the haptic display device proposed by Luzhnica et al. [11]. Positions
of the six different vibromotors used for encoding tactons on the left, actual image of
the device (with cabling and electronics used for controlling the device) on the right.
These images show only the device preferred after testing other configurations of the
six vibration motors.
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In 2016, Luzhnica et al. [11] proposed a display that uses six vibrotactile
contact points to transmit text in the English language (92% accuracy on the
letter level, about 1.7 (four-letter) words per second after a training period of 5
hours) [11].
As previously mentioned, Novich and Eagleman [14] showed that when com-
paring impulses varied in intensity, temporally and spatiotemporally separated
impulses, spatiotemporal encoding allows for the best differentiation performance
[14]. Luzhnica et al. use the previously described modified version of this (over-
lapping spatiotemporal encoding). In this case, the impulses are started one after
another, but only with a time-lag that is smaller than the impulse length, in this
case using a delay of 10ms.
In the final configuration, their device consists of a glove with six included
vibrotactile actuators, five of which are located with contact to each finger, plus
one on the back of the hand. Other configurations that placed the actuators either
on one or two arms were discarded for performance and practicality reasons,
respectively. A two-arm configuration seems to improve accuracy at the cost of
more complexity in the form of a two-part reading device and increased effort of
putting on the device. Both alternative configurations are shown in figure 5.
Fig. 5. Rejected configurations for the haptic display device dicussed by Luzhnica et
al. [11]. The left images show the six actuator positions for a single arm configuration,
the images on the right show a configuration utilizing both arms. The single arm
configuration was rejected due to poor performance compared to the configuration
placed on one hand, the two-arm configuration (despite good performance) because of
practical considerations, e.g. pertaining to putting the sleeves on and off.
As for the encoding used for the device, the basic symbols in this case are
the letters of the Latin alphabet. As described in section 4, multiple concurrent
impulses impair the ability of test persons to discern different tactons. This result
is also confirmed in preliminary testing by Luzhnica et al. For this reason, the
number of spatially separated actuators involved in each tacton is limited to
three while distributing letters to have as few concurrent impulses as possible (to
avoid inferior accuracy rates of 85% for three-position tactons [11]).
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6 Discussion
As different as the approaches to encoding text in haptic information described
in the previous section are, they share some lessons that emerge in their experi-
mental testing. Both Nicolau et al. [13] as well as Luzhnica et al. [11] observe a
considerable decline in accuracy with an increasing number of concurrent stimuli
(even with the spatiotemporal method employed by the latter system). Luzhnica
et al. report 85% overall accuracy for symbols whose encoding contains three
different positions, compared to 96% for those with one or two positions. In com-
parison, HoliBraille achieved an accuracy of 55% with four or more concurrent
stimuli and 89% with three or less. Also, this result prompts the question of
whether the accuracy of HoliBraille could be significantly improved by utilizing a
similar method to the one described by Luzhnica et al.
While the approaches provide experimental testing allowing for rough perfor-
mance estimates, many lack the elaborate studies required to judge the perfor-
mance for regular users of the systems. Still, some authors explicitly mention the
possibility of far better performance than achieved in their studies [13].
Even though the experimental testing done with the different systems has
very different conditions and is thus comparable only to a very limited extend,
the following shall present a few pointers relating their performance.
When reading Braille texts, reading speeds vary highly with different readers.
In testing performed by Legge et al. [10], median reading speed was around 125
words per minute (about 7.5 characters per second, with a span of 24 to 232
words per minute) with standardized reading tests. This compares to a median
speed for visual reading of printed text of about 250 words per minute in the
same study. Note that reading speeds vary widely when compared across different
languages and texts with differing complexity.
In the testing done on the UbiBraille device, reading speeds of around 12 words
per minute were possible with some participants, resulting from an individual
character duration of 1 s [12]. HoliBraille performance was judged as similar to
those results [13].
Luzhnica et al. recognition speeds of about 0.6 s per word and speculate about
a sustained feasible transmission rate of about 105.5 words per minute [11].
An important distinction between the two approaches for the reading systems
described above is the way they handle the case of learning the system. While
approaches to design a system with an entirely new encoding also have to find
a way to teach their proposed system (Luzhnica et al. even basing a lot of
their experimental testing around their detailed learning procedure [11]), direct
translations can make it a point to test the accuracy with minimal prior experience.
Still, the availability of well-tested learning procedures rewarding new users with
quickly visible progress seems critical for these systems to attract a sizeable user
base.
An advantage often mentioned in conjunction with haptic perception is the
ability of the human brain to process information coming from these pathways
without the need to explicitly focus on them [11]. It is questionable how far this
does apply to the task of reading through the means of tactual perception as the
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focus required to parse (a more or less intricate) encoding while reading (both in
printed text and Braille letter reading) seems to counteract this promise.
7 Conclusion
As discussed in this paper, with recent advancements in computing and human-
computer interaction, it now seems entirely feasible to design practical systems
that allow reading with your skin in a more dynamic, mobile way than Braille
letters embossed on a piece of paper – as employed for the better part of two
centuries now – can provide you with. For visually impaired individuals, some of
the recent approaches allow them to take part in the new possibilities that recent
mobile and wearable computing bring to the table with fewer restrictions, while
more reasonably being able to combine them with standard devices as opposed
to having to resort to more specialized devices.
In any case, the underlying insights these projects provide seem to also apply
in a more general way to the design of any interface with a haptic component.
Still, especially for the kind of systems presented in this paper, their true
potential only shows after extended usage by a wide variety of people, highlighting
the need for research following up on them.
Even though some authors seem hopeful about a broader audience that can
profit from the ability to read by using their sense of touch, it remains disputable
whether a sufficient amount of users not directly dependent on such techniques
are willing to take on the possibly challenging and time-consuming task that
is learning to use them. On the other side, it may well turn out that useful
haptic feedback may extend to more than only transmitting information in a very
structured and limited way, even for users without the explicit need for sensory
substitution systems.
References
1. Bliss, J.C., Katcher, M.H., Rogers, C.H., Shepard, R.P.: Optical-to-tactile image
conversion for the blind. IEEE Transactions on Man-Machine Systems 11(1), 58–65
(1970), https://doi.org/10.1109/TMMS.1970.299963
2. Brewster, S., Brown, L.M.: Tactons: Structured tactile messages for non-visual
information display. In: Proceedings of the Fifth Conference on Australasian User
Interface - Volume 28. pp. 15–23. AUIC ’04, Australian Computer Society, Inc.,
Darlinghurst, Australia, Australia (2004), http://dl.acm.org/citation.cfm?id=
976310.976313
3. Geldard, F.A.: Adventures in tactile literacy. American Psychologist 12(3), 115–124
(1957), http://dx.doi.org/10.1037/h0040416
4. Geldard, F.A., Sherrick, C.E.: The cutaneous "rabbit": A perceptual illusion. Science
178(4057), 178–179 (1972), http://dx.doi.org/10.1126/science.178.4057.178
5. Goldish, L.H., Taylor, H.E.: The optacon: A valuable device for blind persons. New
Outlook for the Blind 68(2), 49–56 (1974)
6. Hayward, V., Cruz-Hernandez, M.: Tactile display device using distributed lateral
skin stretch. In: Proceedings of the haptic interfaces for virtual environment and
teleoperator systems symposium. vol. 69, pp. 1309–1314. ASME (2000)
94 Maximilian Stemmer-Grabow
7. Jayant, C., Acuario, C., Johnson, W., Hollier, J., Ladner, R.: V-braille: Haptic
braille perception using a touch-screen and vibration on mobile phones. In: Pro-
ceedings of the 12th International ACM SIGACCESS Conference on Computers
and Accessibility. pp. 295–296. ASSETS ’10, ACM, New York, NY, USA (2010),
http://doi.acm.org/10.1145/1878803.1878878
8. Jiménez, J., Olea, J., Torres, J., Alonso, I., Harder, D., Fischer, K.: Biography of
louis braille and invention of the braille alphabet. Survey of Ophthalmology 54(1),
142 – 149 (2009), http://dx.doi.org/10.1016/j.survophthal.2008.10.006
9. Lederman, S.J., Klatzky, R.L.: Haptic perception: A tutorial. Attention, Perception,
& Psychophysics 71(7), 1439–1459 (2009), http://dx.doi.org/10.3758/APP.71.
7.1439
10. Legge, G.E., Madison, C.M., Mansfield, J.S.: Measuring braille reading speed
with the mnread test. Visual Impairment Research 1(3), 131–145 (1999), http:
//dx.doi.org/10.1076/vimr.1.3.131.4438
11. Luzhnica, G., Veas, E., Pammer, V.: Skin reading: Encoding text in a 6-channel
haptic display. In: Proceedings of the 2016 ACM International Symposium on
Wearable Computers. pp. 148–155. ISWC ’16, ACM, New York, NY, USA (2016),
http://doi.acm.org/10.1145/2971763.2971769
12. Nicolau, H., Guerreiro, J., Guerreiro, T., Carriço, L.: Ubibraille: Designing and
evaluating a vibrotactile braille-reading device. In: Proceedings of the 15th Interna-
tional ACM SIGACCESS Conference on Computers and Accessibility. pp. 23:1–23:8.
ASSETS ’13, ACM, New York, NY, USA (2013), http://doi.acm.org/10.1145/
2513383.2513437
13. Nicolau, H., Montague, K., Guerreiro, T., Rodrigues, A., Hanson, V.L.: Holibraille:
Multipoint vibrotactile feedback on mobile devices. In: Proceedings of the 12th Web
for All Conference. pp. 30:1–30:4. W4A ’15, ACM, New York, NY, USA (2015),
http://doi.acm.org/10.1145/2745555.2746643
14. Novich, S.D., Eagleman, D.M.: Using space and time to encode vibrotactile
information: toward an estimate of the skin’s achievable throughput. Experi-
mental Brain Research 233(10), 2777–2788 (2015), http://dx.doi.org/10.1007/
s00221-015-4346-1
15. Bach-y Rita, P., Collins, C.C., Saunders, F.A., White, B., Scadden, L.: Vision
substitution by tactile image projection. Nature 221(5184), 963–964 (1969), http:
//dx.doi.org/10.1038/221963a0
16. Shilkrot, R., Huber, J., Liu, C., Maes, P., Nanayakkara, S.C.: Fingerreader: A
wearable device to support text reading on the go. In: CHI ’14 Extended Abstracts
on Human Factors in Computing Systems. pp. 2359–2364. CHI EA ’14, ACM, New
York, NY, USA (2014), http://doi.acm.org/10.1145/2559206.2581220
17. Tan, H.Z., Pentland, A.: Tactual displays for wearable computing. Personal Tech-
nologies 1(4), 225–230 (1997), http://dx.doi.org/10.1007/BF01682025
18. Yanagida, Y., Kakita, M., Lindeman, R.W., Kume, Y., Tetsutani, N.: Vibrotactile
letter reading using a low-resolution tactor array. In: Haptic Interfaces for Virtual
Environment and Teleoperator Systems, 2004. HAPTICS’04. Proceedings. 12th
International Symposium on. pp. 400–406. IEEE (2004), http://dx.doi.org/10.
1109/HAPTIC.2004.1287227
Text to Skin – Using Your Skin Senses to Read 95
Electroactive Polymers (EAPs) for Wearable
Computing and Exoskeletons
Nicolas Schreiber∗
Advisor: Prof. Dr. Michael Beigl†
Karlsruhe Institute of Technology (KIT)
Pervasive Computing Systems – TECO
∗uzdry@student.kit.edu
†Michael.Beigl@kit.edu
Abstract. Electroactive polymers are a new player in the field of robotics.
Their ability to contract or bend when a voltage is applied gave them
the name artificial muscles. Now, can they also be used in wearable com-
puting, especially connected to exoskeletons?
This paper compares and reviews different EAPs on their potential ap-
plication in exoskeletons. At first it describes the different properties of
EAPs as well as the necessary values for a viable solution. Then two basic
approaches for building a exoskeleton are shown. After that the EAPs are
categorised into ionic or dielectric EAPs and their general functionality
are specified. Collected data on several IEAPs and DEAPs gets listed.
Lastly this paper looks further into the most promising and interesting
polymers.
The evaluated parameters include the generated force, the needed volt-
age, other physical properties, but also economic and practical applica-
tion information.
Keywords: Artificial Muscles, Electroactive Polymers, EAPs, Ionic EAPs,
Dielectric EAPs, IPMC, Actuators
1 Introduction
After an accident or because of an medical issue many people get problems with
walking. Usually the muscles get too weak to carry the full weight of a person.
This leads to sitting in a wheelchair. Which might be a valid solution for mobility
but at the same time a cause for growing problems. By sitting all the time the
legs muscles deteriorate. To counteract frequent sessions at a chiropractor or
similar are necessary. This is not an optimal solution.
A way to improve this method would be by having the patient train all the
time while still giving him or her the possibility to move independently. This
could be achieved by exoskeletons. The exoskeleton could support the wearers
and give them the ability to walk but would also demand to add some strength
themselves. That way it is even be possible to decrease support over time until
healed.
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To be a viable solution there are certain requirements to be fulfilled. Current
exoskeletons are mostly controlled by electronic motors, pneumatic or hydraulic
pumps. Those are quite big, need high electric power and are loud. Additionally
most of the time they are quite rigid and might hurt the wearer or at least be
uncomfortable over time.
A new and promising way to solve those problems might be electroactive
polymers, sometimes called artificial muscles because of their similar behaviour.
These are substances that react when a electric voltage is applied for example
by changing shape or colour. EAPs have a low weight, size and are not as rigid
thus reducing risk of hurting. They are already used in classic robotics but not
yet used as much on exoskeletons.
This document shows and compares several types of EAPs, certain products
and parameters on how viable of a solution they are and how much of a hassle
it is to use them in a product.
2 Parameters
Of course robots and exoskeletons share some parameters important for consid-
eration. These include the general force of the artificial muscles and the needed
power to move. But at the same time the most significant part of a exoskeleton,
the human wearing it, creates several new requirements. Most importantly the
security of the wearer. Electrocution or too strong movements are to be avoided
of course. Additionally it should be relatively comfortable to wear. Which is not
a safety issue but would discourage further usage.
The exact parameters are described below. They include a general idea of
what the values express, how they influence the application, what unit is used as
well as optimal values. These optima are only a rule of thumb to give a relation,
exact values depend entirely on the environment and wearer.
Created Pressure
To see if the polymer would actually be capable of moving and supporting hu-
man legs you need to look at the force an EAP can create. For comparing values
they need to be relative to surface. Pascal equals to N/m2 thus it is used as Unit.
Depending on the strength of the polymer Pascal is scaled to either megapas-
cal or kilopascal. To distinguish between relative and absolute values the word
”pressure” is used to describe relative force.
The created pressure of the human muscle would be up to 0.35MPa [16].
Because the artificial muscles will have to carry a similar amount of weight this
is used as desired value.
Strain
The possible strain gives information about how much the EAP can change
shape. This also influences how far a leg can be moved. Because the change of
shape should be considered relative to the shape before activation usually % is
used as unit. If the strain is not high enough it is possible to increase movement
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with mechanical constructions which would decrease the resulting force because
of the law of the lever.
The usual human muscle strain often depends on the persons lifestyle but
was measured as 5% [8]. While the exactly necessary value is more difficult to
calculate it still gives information about the needed momentum to move.
Dielectric constant
The higher this constant is, the lower the necessary voltages are to create actu-
ation [13]. But at the same time a high dielectric constant reduces the possible
strain.
It is difficult to give a certain needed value, this only gives general informa-
tion for later applications.
Typical voltages and currents
A safety risk would be the voltages and currents needed for actuation. Direct
skin contact with the actuators can not be avoided. If the voltages or currents
are to high a additional isolation is necessary. This though will probably interfere
with other properties.
While general perception and discomfort is already possible at 1-5mA [5] the
Voltage needed for this current depends on the resistance of the skin which might
change depending on several factors including wetness and damages. Resistance
of dry skin is between 1000-100000 Ohms.
Electric field
In some EAPs it is not exactly the voltage that produced the actuation but the
electric field that is induced by the voltage. Its usual unit is MV/m.
This also gives mostly general information for later use.
Energy Harvesting
Energy harvesting is a secondary usage of electroactive polymers. It describes
the capability to produce electrical energy out of movement. Meaning that, if for
example the exoskeleton does not move actively, the wearer would create energy
by moving him- or herself. Depending on the current it might be possible to
sense the movements or it could even load the battery.
Reaction Speed
Another interesting information is the reaction speed of the polymers. Not to
make running possible but to have a immediate response to the wearers actions.
If he needs to push only for a second until the artificial muscles react movement
becomes much more sluggish and the user experience decreases greatly.
Exact values are difficult to produce and find so they are described as either
slow, medium or fast. Slow represents reaction speeds in about a second and
higher, while fast reaction speeds are closer to 1 millisecond and lower. Medium
is to be put in between those two. The desired values are at least medium speed.
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Flexibility
While creating a certain force to move is necessary the polymer should still be
flexible. This is also called ”soft-robotics” because the actuators are not rigid but
deformable. Thus it is much more comfortable to wear the exoskeleton but this
also avoids hurting the person.
The unit used when measuring stiffness is called Young’s modulus. It de-
scribes the connection between strain and applied external pressure. Another
way to ensure that the polymers are still flexible even when activated is to not
oversize the strength of the EAP.
Adaptability
Similar to flexibility the actuator should be possible to adapt to the human
shape. This includes shaping it before usage to fit the human body. By that the
general effort to build the exoskeleton is decreased and it is possible to create
actuators for many different shapes.
Preparation
The preparations include all steps between buying the raw materials and the
final usage in an exoskeleton. Generally it would be better if it is few effort to
create an actuator but as long it is not extremely difficult the properties above
are more important.
Needed supporting constructions
Another thing to consider are the necessary constructions around the actuator,
including straps to fix the EAP to the body, to keep the Polymer in the needed
shape, and the size of the power source.
Availability
Besides the properties of EAPs the economical side is not to be forgotten. To
create many exoskeletons it is necessary that the used products are easily avail-
able and at the same time are still affordable. For this example the commercial
availability in Germany is considered. This will be categorised into ”good”, for
easily available, ”import” if it needs to be imported, ”disc” if discontinued, or ”-”
if not available or not found.
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3 Exoskeleton build
In this section a few ways to build the exoskeleton and how to use the different
EAPs are described. Two builds will be shown. One more classic exoskeleton and
one using knitting to create a useful shape.
3.1 Classic Build
Fig. 1. A simple exoskeleton approach with 3 actuators [11]
The classic build of exoskeletons consists of three main actuators. One be-
tween the pelvis and the thigh, between the pelvis and the shank, and one
between the shank and the foot. This way all the main motions of a leg are
covered. In this build the necessary force of the actuators is smaller than the one
of a muscle while the necessary difference in length is bigger than usually in a
human muscle.
While this build is simple to produce the necessary fixation points need extra
construction that would reduce general movability and comfort.
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3.2 Knitting
A desired build would be a suit that the wearer could put on like normal pants.
Knitting artificial muscles seems to be a viable way to achieve that. The knitting
gives structure and makes it more rigid. Depending on the way of knitting and
the patterns the cloth will react in different ways to current. For bending the leg
the lower parts of the pants would need to contract, for stretching, the upper part
[24]. Knitting gives further restrictions especially to the shape of the actuator
which is not possible with every EAP.
In this build there is a more direct contact between the skin and the EAP so
lower voltages or extra isolation is necessary.
Fig. 2. Photograph of a Lyocell-based knitwear [24]
4 Types of EAPs
There are generally two main categories of electroactive polymers. They are
differentiated by what physically makes the polymer move. This also creates a
difference in how they move and changes the main physical properties.
4.1 Dielectric EAPs
Dielectric EAPs usually consist of a thin and stretched piece of foil with two
attached electrodes that cover opposite parts of the foil. When applying a very
high voltage (usually 2-9kV) a electric field is induced which compresses the
polymer while expanding in area. This compression is very small but it can be
used by stacking many layers of the EAP on top of each other. The created actu-
ator is mainly capable of contracting and relaxing which is the same behaviour
as human muscles [21]. By increasing the number of electrodes or their shape
many more kinds of movement are possible.
Electroactive Polymers (EAPs) for Wearable Computing and Exoskeletons 101
Fig. 3. The lateral expansion of an DEAP with carbon powder in the middle. [25]
A problem of dielectric electroactive polymers is that it acts as a capacitor.
This combined with the up to 9kV it would endanger everyone touching it.
Therefore it is not possible to use Dielectric EAPs without isolating it from the
wearer which increases cost and might reduce efficiency. But because the main
driving force is the electrical field, the voltage can be reduced by using thinner
foils or some with a higher dielectric constant. [26]
Fig. 4. A stacked DEAP actuator in active and inactive state. [2]
4.2 Ionic EAPs
Ionic EAPs consist of a polymeric membrane that is on two sides plated with
electrodes to deliver power to the whole actuator. When a voltage is applied
the membrane displaces ions. To do that it needs a constant exchange with a
surrounding fluid. Often the membrane itself is soaked in this fluid. That way it
is temporarily possible to use the actuator outside of the fluid. A way to keep
the ”wetness” permanently is by encapsulating the actuator. This is already done
by some companies [14].
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A subclass in IEAPs are the ionic polymer-metal composites (IPMC). These
use metal as electrode. IPMCs are some of the most used ionic EAPs. They have
been tested with several many different platings and fluids.
Compared to the DEAP an interesting difference is the bending movement
of IEAP instead of contracting. Exchanging the anode and cathode it is even
possible to make the IEAP bend in both directions. The bending movement the
classic exoskeleton build difficult but might be useful for the knitting approach.
Another thing to mention is, that the produces pressure of IEAPs is much
more dependent on the dimensions of the actor. This is connected to usually
having only one fixed point while DEAPs often use an entire frame. Experi-
ments have shown that the strength to increases exponentially with thickness
and linearly with width while it is inversely proportional to length.[17].
Fig. 5. Several IPMC used together to simulate behaviour of a starfish [1]
4.3 Others
Other EAPs include Ferroelectric EAPs which are, due to their piezoelectric
properties, used in sensors but have no real actuation capabilities[35].
Electrostrictive graft EAPs have been developed by NASA but have not yet
been researched as much as Dielectric and Ionic Polymers.
Liquid EAPs like "Liquid crystalline EAPs" and "Electrorheological fluid
EAPs" can be used in a system similar to pneumatics[33].
Stimuli-responsive gel EAPs are similar to the LCEAPs and EFEAPs not
applicable to exoskeletons.
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5 Values
In this section the collected data is displayed, separated into the two main cat-
egories IEAP and DEAP. The tables sometime contains the same material sev-
eral times but the data always comes from different experiments. It needs to be
mentioned that the DEAP-tables use megapascal, the IEAP however kilopascal.
Another thing to mention is that with the Ionic Electroactive Polymers some
more information about the dimensions is given. This is due to the stronger
effect of the dimensions on created pressure.
Symbol Meaning
eMax Ultimate Strain
W Elastic Energy Density
P Pressure
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































6 Most promising EAPs
In this section the most viable solutions for exoskeletons will be discussed and
further evaluated.
6.1 VHB4910/05
VHB4910 could be called the standard product when thinking about dielectric
polymers. While it can create a measured pressure of up to 7.2 MPa it is still
very flexible and survives a relatively high strain.
This though comes with the disadvantage that voltages of up to 4000V need
to be applied for the actuation, making it dangerous to touch. The main way to
solve this problem is to add an isolation layer. This however would reduce the
efficiency of VHB4910.
Another difficulty is that, to produce the best results, the foil needs to be
stretched before actuating. To keep this stretching permanently a flexible frame
has to be used. This creates additional cost, effort and the size of the artificial
muscle.
It is still one of the most used EAPs for experiments, robotics and even art
[22]. A factor for this is the easiness to buy VHB4910. It is possible to purchase
it directly from the German M3 Onlineshop. 20 square meters are available from
2.120EUR (March/2017). Either carbon-grease or carbon-powder is usually used
for electrode, both of which are quite cheap.
The possibility to harvest energy from VHB4910 was tested by C. Jean-
Mistral et. al.[15]. They created a generator that showed promise to be used
in autonomous devices. The general build of the generator is was the same as
it would be for an normal generator. So harvesting energy from a VHB4910-
actuator is more than possible.
6.2 Dr. Scholls Gelactive Tubing
A remarkable and unexpected candidate for a exoskeleton came out of the con-
sumer medical treatment market. The Dr.Scholls Gelactive Tubing are normally
used for comfort and healing on toes and fingers but Paul Brochu et. al.[7] found
they had potential as EAP. Sadly the created pressure is much less interest-
ing than the one of VHB4919 but is still mentioned here to show that EAPs
sometimes are just found by trying different substances.
6.3 P(VDF-TrFE)
While P(VDF-TrFE), a ferroelectric copolymer, appears to create by far the
highest pressure it happens without big strain. Meaning that indeed it does
create a high force but it does not move much while doing it. To convert the
created pressure to a bigger movement lots of this force would be lost so in the
end it sadly is not a viable solution.
They are still widely used but not as actuators but as sensors.
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6.4 Nafion
As the main competitor in ionic EAPs Nafion is still much weaker than most
dielectric EAPs. One of its properties though is, that the strength seems to in-
crease exponentially with the thickness and linearly with width while it decreases
inversely proportional with length [17].
These properties could be used with the knitting approach of building a
exoskeleton. Vertical yarns could give the necessary actuation points to reduce
loss of strength by length. Increasing the thickness or polymer strains would
increase the general pressure.
While VHB4910 has to be stretched and needs carbon-powder the produc-
tion is more difficult and expensive with Nafion. It is available either as foil, with
1.5m2 for 2400$, or as fluid with 500mL for 978$ in the USA. The foil (Nafion
117) is 183 µm thick while the fluid allows to choose the thickness.
After buying or creating the membrane the plating of metal is done through
a chemical process. In this example palladium is used. Needed are: tetraam-
mineplatinum(II) chloride (446EUR/5g), sodium borohydride (30EUR/5g), and
surface electroding. [31]. (Prices from different international stores)
7 Conclusion
While the dielectric electroactive polymers are definitely the winners with the
VHB4910 as strongest usable actuator the ionic electroactive polymers might
be a promising candidate in the near future. Although their created pressures
are weaker the much smaller required voltage are a clear advantage and some
solutions for the needed ”wetness” are also already found. A interesting topic to
look further into is to create a fabric out of IPMCs to make it possible to wear
the exoskeleton like very expensive pants.
Currently though only the dielectric EAPs were capable of creating a pressure
similar to that of a human muscle. With them the high voltages have to be
isolated from the wearer. Therefore wearing them like pants is not so easy. With
DEAPs it would be necessary to add actuation points on the body. Definitely
less comfortable but a viable option.
All in all it is possible to say that EAPs are with some limitations a good
alternative to classical motors, hydraulics or pumps in exoskeletons.
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Zusammenfassung. Next-Place-Prädiktion ist eine wichtige Aufgabe,
welche die User Experience verbessern und weiterhin, eingebettet in an-
deren Diensten, einen Mehrwert bietet kann. Beispielhaft können dem
Benutzer bereits proaktiv konkrete Vorschläge für den nächsten Ort ge-
macht werden, z.B. durch Empfehlung eines Restaurants zu einer Zeit
in der der Benutzer häufig Restaurants aufsucht. So können Dienste
nicht nur auf den gegenwärtigen Kontext reagieren, sondern auch auf
den zukünftigen und im Gegensatz zu bloßen Rekommendern auf Be-
dürfnisse eingehen, bevor der Benutzer diese äußert. Um diese Aufga-
be zu stemmen, wird in dieser Arbeit ein Verfahren für Semantic-Next-
Place-Prädiktion vorgeschlagen. Hierfür wird nicht nur ein einzelner Be-
nutzer betrachtet, sondern auch ihm ähnliche. Weiterhin spielen neben
den direkt zuvor besuchten Orten auch die Reihenfolge, in welcher diese
besucht wurden, eine Rolle. Um dies zu realisieren, wird eine auf ei-
ne Kombination aus Matrixfaktorisierung und Markov-Ketten höherer
Ordnung zurückgegriffen, namentlich Factorized Personalized Markov
Chains (FPMC). Durch die Verwendung von Matrixfaktorisierung wird
neben der Reduzierung der benötigten Rechenleistung auch der nötige
Speicherplatz deutlich reduziert.
Schlüsselwörter: Location Prediction, Markov Chain, Matrix Factori-
zation
1 Einleitung
Die Erfassung der Position des Benutzer spielt in Zeiten von Ubiqutious Com-
puting eine immer größere Rolle. Mehr und mehr Menschen besitzen Smart-
phones: Im Jahr 2015 gab es weltweit 1,86 Milliarden Smartphone-Benutzer [7],
in Deutschland waren es 46 Millionen [5], was einem Anteil von etwa 56 Pro-
zent der Gesamtbevölkerung entspricht [17]. Im Zuge des Smartphone kamen
auch neue Anwendungen hinzu, welche den Standort des Benutzers verwenden,
um verschiedene Funktionen zu ermöglichen und zu unterstützen. Beispiele für
solche kontext-bewussten Anwendungen sind Location-based Services, wie Na-
vigation, Suche in der Umgebung, sowie Dienste aus dem Bereich von Sozialen
Netzwerken, Sport, Tourismus und Gastronomie.
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Eine Online-Umfrage aus dem Jahre 2015 ergab, dass 42 Prozent der Befrag-
ten ihr Smartphone für eine Suche in der Umgebung gelegentlich verwenden, 30
Prozent sogar häufig [16]. Dies spiegelt sich auch im Erfolg des Tourisitikportals
TripAdvisor wieder, welches die Suche von Hotels, Freizeitaktivitäten sowie Re-
staurants in der Nähe ermöglicht und somit viele der genannten Anwendungen
abdeckt. Im dritten Quartal 2016 betrug der Umsatz des Portals 421 Millionen
US-Dollar [18] und allein in Deutschland hatte TripAdvisor im Jahr 2015 sechs
Millionen unterschiedliche Benutzer [1].
Sowohl TripAdvisor, als aber auch andere Rekommendersysteme, versuchen
ihre Ergebnisse und Empfehlungen dem Benutzer anzupassen.
Dies passiert einerseits anhand der Position der Benutzer, sodass beispiels-
weise Empfehlungen in ortlicher Nähe zum Anwender stehen. Anderseits spie-
len hier auch seine individuellen Interessen eine Rolle. Hierzu wird meist der
Ansatz der Matrixfaktorisierung verwendet, welcher seit dem Netflix Price an
Bekannheit gewonnen hat [13]. Ziel des Wettbewerbs war die Entwicklung eines
Rekommendersystems, das dem Benutzer der Film-Streaming-Plattform Netflix
Filme, passend zu dessem Geschmack, empfielt. Beide Gewinner verwendeten
dabei Matrixfaktorisierung in ihren Einreichungen.
Im Rahmen dieser Arbeit wird ein semantischer Next-Place-Prädiktor era-
beitet. Er basiert dabei auf einer Kombination von faktorisierten Markov-Ketten
höherer Ordnung und Matrixfaktorisierung, um so anhand der bisherigen Orte
des Benutzers sowie basierend auf dem Verhalten ähnlicher Benutzer Voraussa-
gen treffen zu können, welchen Ort der Benutzer als nächstes besucht. Um besser
das Verhalten verschiedener Benutzer vergleichen zu können, aber auch um Da-
tenschutz zu gewährleisten, wird, anstatt konkrete Koordinaten zu verwenden,
auf einer semantischen Ebene gearbeitet. Statt mit konkreten Orten wird somit
mit Kategorien, wie zum Beispiel Zuhause und Arbeitsstelle, gearbeitet.
Im Folgenden soll zunächst ein Blick über das Forschungsfeld gegeben werden
und es wird erörtert, wie sich diese Arbeit von anderen abhebt. Anschließend
werden für die Arbeit relevante mathematische Ausdrücke definiert, sowie eine
Einführung zu Markov-Ketten und Matrixfaktorisierung, welche die Grundlage
des Prädiktors bilden, gegeben. Anschließend wird das mathematische Model des
Prädiktor, sowie dessen algorithmische und softwaretechnische Umsetzung näher
beleuchtet, um diese schließlich mit verschiedenen Datensätzen zu evaluieren.
Die Ergebnisse der Evaluation werden genauer betrachtet. Schlussendlich wird
die Arbeit nochmals zusammengefasst und ein Ausblick über mögliche weitere
Schritte wird gegeben.
2 Ähnliche Arbeiten
Die Kombination von Matrixfaktorisierung und Lokationsprädiktion scheint neu
zu sein, da keine wissenschaftlichen Arbeiten zu diesem speziellen Thema ge-
funden werden konnten. Deshalb beleuchtet dieses Kapitel die beiden Themen
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getrennt voneinander. Zunächst werden Arbeiten zu Lokationsprädiktion mit
verschiedenen Methoden vorgestellt. Anschließend, um das Thema Matrixfakto-
risierung abzudecken, wird ein zu Lokationsprädiktion verwandtes Feld betrach-
tet, in welchem diese Methode oft verwendet wird: Lokationsrekommender.
Lokationsprädiktion kann als zwei zueinander unterschiedliche Dinge auf-
gefasst werden. Einerseits, wie in dieser Arbeit verwendet, die Vorhersage des
nächsten Ortes (Next Place Prediction), den ein Benutzer besuchen wird, oder
die Voraussage, wo sich Orte befinden (Location Learning). Location Learning
ist das Thema von [3]. Die vorgeschlagene Methode erlaubt die Vorhersage von
Orten anhand von GPS Tagestrajektorien, welche von größerer Bedeutung für
den Benutzer sind, wie z.B. Zuhause, Arbeit, oder andere. Darüberhinaus wird in
der Arbeit ein Next Place Predictor beschrieben, der eine Markov-Kette ersten
Grades verwendet. Dagegen konzentriert sich [8] nur auf Next Place Prediction
und verwendet dafür höhergradige Markov-Ketten. Somit werden die letzten n
Orte beachtet, um eine Aussage über den nächsten zu treffen. [9] erweitert die
Markov-Ketten um den zeitlichen Kontext. Dies wird erreicht durch die Ver-
wendung einer Wahrscheinlichkeitsverteilung: Es wird berücksichtigt zu welcher
Wahrscheinlichkeit ein Ort zu einer bestimmten Tagesstunde besucht wird. Somit
betrachtet das Modell sowohl den letzten besuchten Ort, als auch die momenta-
ne Uhrzeit. Weiterhin werden in der Arbeit Tagestrajektorien verwendet, welche
die Zeitabschnitte beinhalten, in welchen der Benutzer in der Nähe verschiedener
Mobilfunkzellen sich befand.
Im Unterschied zu den vorherigen Arbeiten, verwendet [20] Daten aus lokations-
basierten sozialen Netzwerken (LBSN). Die vorgeschlagene Methode verwendet
die semantischen Annotationen von Check-Ins beziehungsweise Kategorien an-
statt von GPS-Koordinaten. Sie basiert auf einer Mixed Hidden Markov Chain
(MHKC), welche, anstatt den konkreten nächsten Ort vorherzusagen, die Kate-
gorie dessen vorhersagt, um die Vorhersagequalität zu erhöhen. Ebenfalls berück-
sichtigt werden sowohl der örtliche, als auch der zeitliche Kontext des Benutzers.
Unter Berücksichtigung des selben Kontexts wurde in [12] ein Lokationsprädik-
tor erarbeitet, der auf rekurrenten neuronalen Netzen basiert.
Die Modelle der vorherigen Arbeiten berücksichtigen immer nur einen Benut-
zer. Anstatt für jeden Benutzer ein eigenes Modell zu verwenden, könnte auch
ein Modell für mehrere Benutzer Vorhersagen treffen, was, abgesehen von einer
geringeren Speicherplatznutzung, dem Prädiktor auch erlauben würde, Ähnlich-
keiten und Muster zwischen verschiedenen Benutzern zu finden und so bessere
Vorhersagen zu treffen. Hierfür soll Matrixfaktorisierung verwendet werden.
Mehrere verschiedene Arten von Matrixfaktorisierung sind beschrieben in
[11]. Sehr hervorgehoben wird dort auch die Arbeit von [10], welche den Net-
flix Price [13] gewonnen hat. Der vorgeschlagene Rekommender schlägt den Be-
nutzern des Streaming-Dienstes Filme vor. Unter Verwendung von Matrixfak-
torisierung werden Vorschläge gemacht, implizit basierend auf Benutzern mit
ähnlichem Filmgeschmack.
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Wie anfangs erwähnt, wird Matrixfaktorisierung auch in Lokationsrekom-
mendern verwendet, welche einen hohen Verwandschaftsgrad zu Lokationsprä-
diktoren aufweisen. [4] stellt eine Methode vor, welche Matrixfaktorisierung mit
Markov-Ketten verbindet und Check-In-Daten aus LBSN verwendet. Dies er-
laubt personalisierte Vorschläge für mehrere Benutzer, welche zudem auch die
Region, in welcher der Benutzer sich aufhält mit einbezieht. Dadurch wird der
Suchraum verkleinert und nur Orte in näherer Umgebung vorgeschlagen.
Der in dieser Arbeit vorgestellte Prädiktor verwendet ebenfalls Check-In-
Daten von LBSNs und konzentriert sich auf die Vorhersage der Semantik des
nächsten besuchten Ortes. Die Vorhersage wird durch Verwendung von Ma-
trixfaktorisierung sowie Markov-Ketten getroffen. Im Gegensatz zur Arbeit von
Chen Cheng u.a. [4] werden nicht nur die zuvor besuchten Orte betrachtet, son-
dern, durch Verwendung von Markov-Ketten höherer Ordnung, auch deren Rei-
henfolge. Weiterhin ist auch hervorzuheben, dass im Gegensatz zu vielen anderen
Arbeiten, welche Check-In-Daten verwenden, es sich hier um einen Prädiktor und
keinen Rekommender handelt. Der Prädiktor sagt den nächsten besuchten Ort




In den weiteren Kapiteln werden durchgängig verschiedene Notationen verwen-
det, die wie folgend definiert sind.
Die Menge U = {u1, ..., u|U |} steht hierbei für verschiedene Benutzer und
I = {i1, ..., i|I|} für eine Menge von unterschiedlichen semantischen Orten.
Hu sei hierbei die geordnete Menge der besuchten Orte von Benutzer u,
sortiert nach dem Datum des Besuchs.Hu,t entspricht dem Ort, den der Benutzer
u zum Zeitpunkt t besucht hat. Folgerichtig handelt es sich bei Hu,t−1 und
Hu,t+1, um die beiden Orte die der Benutzer zuvor und danach besucht hat. Der
absolute Zeitpunkt ist hierbei nicht entscheidend, sondern die relative Abfolge
von Besuchen. Weiterhin ist H die Menge der Besuchshistorien aller Benutzer
U .
Ziel des hier erarbeiteten Prädiktors ist es, für einen Benutzer u eine per-
sönliche Rangfolge von möglichen Nachfolgeorten Hu,t+1 zum Zeitpunkt t zu
bestimmen:
<u,t⊂ I × I
Die Spitze dieses Rankings dient hierbei als Vorhersage über Hu,t+1. Die Va-
riable n sei definiert als die Anzahl von Orten die betrachtet werden, um eine
Voraussage darüber zu treffen, wohin der Benutzer als nächstes gehen wird. Sie
entspricht weiterhin dem Grad der verwendeten Markov-Ketten.
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3.2 Matrixfaktorisierung
Matrixfaktorisierung ist die Faktorisierung einer Matrix in ein Produkt von Ma-
trizen. Sei A eine zu faktorisierende Matrix, dann werden die Faktormatrizen
B1, ..., Bn so gewählt, dass gilt:
A = B1 · ... ·Bn
Die Anzahl der Matrizen und deren Größe hängt dabei davon ab, welche der
unzählig verfügbaren Methoden gewählt wurde. Jede der Methoden ist einer
Klasse von Problemen zugeordnet. Im Bereich des Machine Learning werden
dabei oft Methoden verwendet, bei welchen das Produkt der Faktorisierung die
faktorisierte Matrix lediglich annähert. Folgend soll dies anhand eines Beispiels
veranschaulicht werden:
In Rekommender-Systemen wie bei Netflix gibt es eine Menge von Benutzern
U und eine Menge von Filmen I, welche von den Benutzern bewertet werden kön-
nen. Die Bewertungen werden in einer Matrix gespeichert, wie in Tabelle 1 zu
sehen ist. Einige der Bewertungen sind noch unbekannt. Anschließend wird die
Tabelle 1. Beispielmatrix eines Rekommender-Systems [2]
I1 I2 I3 I4
U1 5,00 3,00 - 1,00
U2 4,00 - - 1,00
U3 1,00 1,00 - 5,00
U4 1,00 - - 4,00
U5 - 1,00 5,00 4,00
Matrix in zwei kleinere Matrizen Q und P faktorisiert. Dies geschieht durch eine
bewusst ungenaue Faktorisierung, wodurch bei der Remultiplikation die unbe-
kannten Werte vorausgesagt werden. Wie in Tabelle 2 zu sehen ist, orientieren
Tabelle 2. Remultiplizierte faktorisierte Matrix [2]
I1 I2 I3 I4
U1 4,97 2,98 2,18 0,98
U2 3,97 2,40 1,97 0,99
U3 1,02 0,93 5,32 4,93
U4 1,00 0,85 4,59 3,93
U5 1,36 1,07 4,89 4,12
sich die vorausgesagten Bewertungen eines Benutzers dabei an Benutzern mit
ähnlichem Bewertungschema. Weiterhin ermöglicht die Faktorisierung die Spei-
cherung einer großen Matrix in mehreren kleinen, welche in der Summe weniger
Speicherplatz verbrauchen.
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3.3 Markov-Ketten
Eine Markov-Kette ist ein stochastischer Prozess mit dem Ziel die Wahrschein-
lichkeit für das Eintreten eines zukünftigen Zustands anzugeben. Die Grundan-
nahme ist dabei, dass für eine ausreichend gute Vorhersage nicht alle vergangenen
Zustände nötig sind, sondern nur bestimmte Anzahl. So ist bei einer Markov-
Kette 1.Ordnung bereits der gegenwärtige Zustand ausreichend. Analog dazu
verwendet eine Markov-Kette n.Ordnung den gegenwärtigen Zustand und n− 1
vergangene. Somit werden Markov-Ketten meist bei Systemen verwendet, deren
Zustandsveränderungen keinen oder nur zeitlich begrenzten Einfluss aufeinan-
der haben, um eine gute Vorhersage zu garantieren. Sei Xt der Zustand eines
Systems zum Zeitpunkt t, dann sind die Wahrscheinlichkeiten der Zustandsüber-
gänge mit einer Markov-Kette 1.Ordnung darstellbar, wenn gilt:
P (Xt+1|Xt, ..., X0) = P (Xt+1|Xt)
Respektive gilt ein Systemverhalten darstellbar durch eine Markov-Kette n. Ord-
nung:
P (Xt+1|Xt, ..., X0) = P (Xt+1|Xt, ..., Xt+1−n)
Im Bereich des Machine Learning werden Markov-Ketten gerne dann verwen-
det, wenn das Verhalten in jüngster Vergangenheit eine höhere Relevanz haben
soll als das davorige. So verwendet Rendle u.a [15] Markov-Ketten für seinen
Produkt-Rekommender, da er dem Kaufverhalten des Benutzers im direkten
Zeitintervall zuvor eine höhere Bedeutung zumisst. Auch in dieser Arbeit wer-
den Markov-Ketten verwendet, um das jüngste Verhalten der Benutzer, i.e. die
zuletzt besuchten Orte, im Vorhersagemodell abzubilden.
4 FPMC für Next Place Prediction
4.1 Faktorisierte Markov-Ketten
Eine faktorisierte personalisierte Markov-Kette (FPMC) bildet die Grundlage für
das Vorhersage-Modell. Dieses wiederum basiert auf den faktorisierten Markov-
Ketten. Die Wahrscheinlichkeit, dass der Ort i nach den Orten j1, ..., jn von
einem Benutzer besucht wird, ist demnach:
P (i = Hu,t+1|j1 = Hu,t, ..., jn = Hu,t+1−n)
Für Markov-Ketten erster Ordnung und somit n = 1 und einer benutzerunab-
hängigen Betrachtung der Wahrscheinlichkeiten ergibt sich die Transitionsmatrix
A ∈ [0, 1]I×I mit den Einträgen:
aj,i = P (i = Hu,t+1|j = Hu,t)
Um nun auch Markov-Ketten höherer Ordnung in einer Transitionsmatrix ab-
bilden zu können, ohne dabei der Matrix weitere Dimensionen hinzufügen zu
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müssen, werden die n zuletzt besuchten Orte j1, ..., jn als eine Entität l ∈ L
kodiert:
l = (j1, ..., jn) ∈ In = L
Demnach gilt für die Transitionsmatrix A ∈ [0, 1]L×I für Markov-Ketten höherer
Ordnung:
al,i = P (i = Hu,t+1|l = (Hu,t, ...,Hu,t+1−n))
Durch Matrixfaktorisierung eben dieser erhält man zwei Faktormatrizen V L,I
und V I,L. Die Elemente von A lassen sich dann folgendermaßen berechnen:
al,i = 〈vI,Li , vL,Il 〉
Man spricht hierbei von faktorisierten Markov-Ketten (FMC).
4.2 Modell
Das Modell soll den nächsten besuchten Ort Hu,t+1 eines Benutzer u vorher-
sagen, wenn dieser zuvor die Orte Hu,t−n+1, ...Hu,t besucht hat. Dazu wird für
jeden Ort i in I und l ∈ L die Wahrscheinlichkeit dafür berechnet. Durch Er-
weiterung der Transitionsmatrix aus dem vorherigen Kapitel um eine Benutzer-
komponente, ergibt sich somit der Transitionstensor X ∈ [0, 1]|U |×|L|×|I|:
xu,l,i = p(i = Hu,t+1|l = (Hu,t−n+1, ...,Hu,t))
Als Grundlage wird die Methode Factorized Personalized Markov Chains (FPMC)
aus der Arbeit von Stefan Rendle u.a [15] übernommen. Zwar wird die Methode
in ihrer Arbeit für Einkaufs-Rekommender-Systeme verwendet, dennoch ähnelt
es stark der hier geschilderten Problemstellung und kann bereits durch geringe
Anpassungen dafür verwendet werden. So wird in dieser Arbeit die Methode
um n-gradige Markov-Ketten erweitert, sodass auch die Reihenfolge der Orte in
der Besuchhistorie im Modell berücksichtigt werden kann. Durch Verwendung
von Tensor-Faktorisierung, genauer gesagt die Tucker-Dekomposition (TD), so-
wie Parallel Factor Analysis (PARAFAC) lässt sich der Übergangs-Tensor durch











Daraus ergeben sich sechs Matrizen, für jede Dimension zwei, welche alle nötigen
Werte enthalten und somit im Vergleich zum Tensor X später deutlich weniger
Speicherplatz benötigen:
– Für die Wechselwirkung zwischen U und I enthält V U,I ∈ R|U |×kU,I die
Eigenschaften des Benutzers u und V I,U ∈ R|I|×kU,I die des nächsten Ortes
i. Beide zusammen enthalten somit Informationen darüber, welche Orte ein
bestimmter Benutzer gerne besucht.
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– Für die Wechselwirkung zwischen I und L enthält V I,L ∈ R|I|×kI,L die
Eigenschaften des nächsten Ortes i und V L,I ∈ R|L|×kI,L die der vorange-
henden Orte l. Durch Kombination der Matrizen erhält man somit Informa-
tionen darüber, welcher Ort i besucht wird, wenn zuvor die Orte l besucht
wurden. Zu beachten ist dabei, dass diese Informationen nicht personalisiert
und somit benutzerunabhängig sind.
– Für die Wechselwirkung zwischen U und L enthält V U,L ∈ R|U |×kU,L die
Eigenschaften des Benutzers u und V L,U ∈ R|L|×kU,I die der vorangehenden
Orte l. Wollte man die hier enthaltenen Informationen deuten, so könnte
man sagen, dass die Orte l enthalten sind, welche ein Benutzer u gerne vor
einem anderen Ort besucht. Daraus lässt sich bereits schon ableiten, dass
diese Werte für das Modell nicht interessant sind, da sie keinen Einfluss
haben. Bewiesen wird das in der Arbeit von Rendle u.a. [15].
Bei kU,I , kI,L, kU,L handelt er sich um die Faktorsierungsdimensionen. Deren
Werte beeinflussen später das Ergebnis. Je größer diese gewählt werden, desto
mehr Werte müssen berechnet werden, was später zu einer höheren Laufzeit des
Lernalgorithmus führt.
Um den nächsten besuchten Ort vorherzusagen, wird für jeden möglichen
Folgeort i ∈ I folgendes berechnet:
xu,l,i = v
U,I





Anschließend werden die Orte anhand Ihres Wertes x absteigend geordnet. Da
V U,L und V L,U die Reihenfolge nicht beeinflussen, können sie aus der Gleichung
herausgelassen werden. Der Ort i mit dem höchstens Wert xu,l,i wird schließlich
für die Vorhersage von Hu,t+1 verwendet:
Hu,t+1 = argi max xu,l,i
4.3 Lernalgorithmus
Bei dem nachfolgendem Lernalgorithmus handelt es sich um eine Adaption des
Sequential Bayesian Personalized Ranking (S-BPR) aus der Arbeit von Rendle
u.a. [15]. S-BPR selbst ist ebenfalls Adaption von Bayesian Personalized Ran-
king (BPR) aus einer frühereren Arbeit von Rendle u.a. [14]. Es berechnet eine
Näherung und beruht auf dem Gradientenverfahren.
Im ersten Schritt werden die Matrizen V U,I , V I,U , V I,L, V L,I initialisiert. Da-
zu wird unter der Verwendung der Gaußchen Normalverteilung jeder Eintrag
zufällig gezogen. In jedem weiteren Schritt wird zunächst zufällig ein Eintrag
aus dem Datensatz gezogen. Weiterhin wird zufällig ein zweiter Ort j gewählt.
Für jede der Matrizen V U,I , V I,U , V I,L, V L,I wird der Gradient berechnet und
das Gradientenverfahren angewandt. Die Berechnungen haben die Eigenschaft,
dass sie konvergieren. Praktisch heißt dies beim Gradientenverfahren, dass sie
sich um ein Optimum einpendeln.
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Auflistung 1.1. Adaption des Sequential Bayesian Personalized Ranking (S-BPR)
1 procedure LearnSBPR -FPMC(D)
2 drawV U,I , V I,U , V I,L, V L,Ifrom N(0, σ2)
3 repeat
4 draw (u, l, i) uniformly from D
5 draw j uniformly from I\{i}
6 δ ← (1− σ(xu,l,i − xx,l,j))







i,f − vI,Uj,f )− λU,IvU,Iu,f )
9 vI,Ui,f ← vI,Ui,f + α(δvU,Iu,f − λI,UvI,Ui,f )
10 vI,Uj,f ← vI,Uj,f + α(−δvU,Iu,f − λI,UvI,Uj,f )
11 end for
12 for f ∈ {1, ..., kI,L} do
13 vI,Li,f ← vI,Li,f + α(δvL,Il,f − λI,LvI,Li,f )
14 vI,Lj,f ← vI,Lj,f + α(−δvL,Il,f − λI,LvI,Lj,f )
15 vL,Il,f ← vL,Il,f + α(δ(vI,Li,f − vI,Lj,f )− λL,IvL,Il,f )
16 end for
17 until convergence




Zur Umsetzung des Algorithmus wird auf die Programmiersprache Python 2.7.10
und dessen Laufzeitumgebung zurückgegriffen. Für mathematische Operationen,
wie das Skalarprodukt von Vektoren, wird das Paket numpy 1.12.0rc2 verwendet.
Weiterhin wird für die Ermittlung von Mustern innerhalb der Tagestrajektorien
einzelner Benutzer das Tool SPMF von Philippe Fournier-Viger verwendet. Es
bietet eine große Zahl an verschiedenen Sequential-Pattern-Mining-Algorithmen.
Von diesen ist für die Arbeit der Algorithmus SPAM relevant, da er im Vergleich
zu beispielsweise PrefixSpan es auch erlaubt eine Mindestlänge erlaubter Sequen-
zen zu definieren.
5.2 Entwurf
Für die Umsetzung des Algorithmus wurde ein objektorientiertes Programmier-
paradigma gewählt. Dies hat später den Vorteil, dass durch Erstellung mehrerer
Objekte der Methode verschiedene Parameter schnell evaluiert werden können.
Darüberhinaus werden das Einlesen und Verarbeiten der Daten von eigentlichen
Methode dadurch getrennt, dass sie in voneinander unabhängigen Klassen im-
plementiert werden. Die Klasse FPMC enthält die Implementierung des FPMC-
Verfahren. Der Lern-, sowie die Regularisierungsparameter sind hierbei als Attri-
bute modelliert. Der Konstruktor nimmt den Trainings- und Testdatensatz, die

















+constructor(D, T, I, L, kil)
«override»+x(u, l, i)
Abb. 1. Klassendiagramm zu den Methoden
beiden Mengen I und L, sowie die Faktorsierungsdimensionen kU,I und kI,L ent-
gegen. Im Konstruktor werden auch bereits die Matrizen V U,I , V I,U , V I,L, V L,I
initialisiert. Die für die Evaluation relevanten Metriken werden in der Methode
fmeasure ermittelt. Die Berechnung von xu,l,i ist einer eigenen Methode gekap-
selt. Die Verfahren MF und FMC werden ebenfalls durch Klassen modelliert.
Mit Ihnen soll FPMC später in der Evaluation verglichen werden. Da FPMC
auf MF und FMC basiert, lassen sich diese sehr leicht durch Vererbung model-
lieren. Lediglich einer der Faktorisierungsdimensionen kU,I und kI,L sind in den
Konstruktoren der beiden Klassen bereits vordefiniert auf den Wert 0. Außer-







Abb. 2. Die DatasetParser-Klasse
sowie die Konvertierung der Daten in das richtige Format findet in der Klasse
DatasetParser statt. Der Konstruktor nimmt dabei den Pfad zum Datensatz,
sowie den Parameter n, der angibt, wie viele vorherige Orte betrachtet werden
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sollen und somit der Länge der zu verwendenten Markov-Ketten entspricht. Die
Daten werden in eine Liste von Tupeln umgewandelt. Diese haben drei Einträge:
u: Die ID des Benutzers. Sie entspricht der Position des Elements in der Liste
U
l: Die ID der zuvor besuchten Orte des Benutzers. Sie entspricht der Position
des Elementes in der Liste L
i: Die ID des daraufhin besuchten Ortes des Benutzers. Sie entspricht der Po-
sition des Elementes in der Liste I
Der Datensatz wird aufgeteilt in einen Trainings- sowie einen Testdatensatz,
welche in den Attributen D und T abgelegt werden.
6 Evaluation
6.1 Datensatz
Der Prädiktor dient der Vorhersage des geographischen Verhaltens eines Be-
nutzers. Dementsprechend sollte der Prädiktor mit realistischen Tagestrajekto-
rien von Benutzern trainiert werden. Hierfür gibt es leider keine vorgegebenen,
semantisch-annotierte Datensätze. Deshalb wird, wie auch in der Arbeit von
Cheng u.a [4], zur Evaluation des Modells stattdessen ein Datensatz verwendet,
der das Check-In Verhalten von Benutzern enthält. Foursquare bietet zwei dieser
Datensätze an [19]. Die beiden Datensätze enthalten die Check-In-Daten jeweils
einer Stadt: New York und Tokyo. In den Check-In-Daten enthalten sind da-
bei GPS-Koordinaten, der Zeitpunkt, die Ortskategorie (z.B. Office) sowie eine
anonymisierte Benutzer-ID, anhand welcher die Check-Ins einzelnen Benutzern
zuordenbar sind. In Tabelle 3 sind die wichtigsten Informationen zu den Daten-
sätzen zusammengefasst.
Tabelle 3. Rohdaten
Ort |U | |I| Check-Ins ∅ Check-Ins pro Benutzer
New York 1083 251 227428 209,00
Tokyo 2293 247 573703 250,20
MIT 77 752 1105004 14350,70
Wie sich später nach Evaluation herausstellt eignen sich die beiden Foursquare-
Datensätze nicht sonderlich für die Evaluation des Modell. Deshalb wird noch
ein weiterer, dritter Datensatz verwendet. Dabei handelt sich es sich um den
MIT-Reality-Mining-Datensatz [6]. Dieser enthält die Tagestrajektorien von 77
MIT Studenten. Dafür wurden die Zeiten, in welchen sich der jeweilige Student
beziehungsweise dessen Mobilfunkgerät in einer bestimmten Mobilfunkzelle auf-
hält, aufgezeichnet. Jede Mobilfunkzelle hat eine eindeutige ID. Weiterhin hat
jeder Student jede besuchte Mobilfunkzelle annotiert mit einem Namen oder
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der Bedeutung für ihn. Über diese Zuordnungen lässt sich rekonstruieren, wo
welcher Student wie lange war. Darüberhinaus enthält der Datensatz eine von
allen Studenten ausgefüllte Umfrage, welche hauptsächlich Fragen enthält, die
auf die Konsistenz der Tagestrajektorien abzielen. Beispielsweise wird abgefragt,
wie konsistent der Student die Daten selbst einschätzt oder, ob dieser oft sein
Mobilfunkgerät vergessen hatte und ob dieses manchmal ausgeschalten wurde.
Die Ortsangaben der Studenten ist leider nicht vergleichbar mit den einheitli-
chen semantischen Annotationen des Foursquare-Datensatzes. So sind diese nicht
übergreifend konsistent, da der gleiche Ort von unterschiedlichen Studenten un-
terschiedlich benannt werden kann. Zudem ist nicht innerhalb der Angaben eines
Studenten Einheitlichkeit gegebeben, da auch hier der gleiche Ort u.U. unter-
schiedlich benannt wurde. Dies äußert sich in komplett unterschiedlichen Benen-
nungen, Abkürzungen und Schreibfehlern. Die eigentliche Semantik des Ortes ist
weiterhin oft nicht klar, da die Studenten stellenweise nur den Straßennamen an-
geben oder eigenwillige Abkürzungen verwenden.
6.2 Vorverarbeitung des Datensatzes
Da die Foursquare-Datensätze lediglich freiwillige Check-Ins von Benutzern ent-
halten, sind diese sehr lückenhaft. Nur sehr wenige Benutzer besitzen vollständige
Tagestrajektorien, und es wurden oft nur Orte eingecheckt, welche für die Be-
nutzer selbst von Interesse sind und welche sie öffentlich sichtbar machen wollen.
Dementsprechend weisen viele Benutzer kein durchgängiges Verhalten auf und
in ihren Daten ist kein Muster erkennbar.
Aus diesem Grund wird vor der Verwendung im Lernalgorithmus der Daten-
satz in einem mehrstufigem Verfahren gefiltert (siehe Abbildung 3). Ziel ist es
Benutzer mit möglichst vollständigen Tagestrajektorien zu extrahieren.
Rohdatensatz
CheckIns mit Ortswechsel
100 Benutzer mit meisten CheckIns
50 Benutzer mit höchsten SPAM Score
90% Trainingsdatensatz 10% Testdatensatz
Abb. 3. Mehrstufiges Filterverfahren
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Da für den Prädiktor lediglich der Ortswechsel interessant ist, werden zu-
nächst im ersten Schritt an einem Tag mehrfach direkt hintereinander auftre-
tende Check-Ins am gleichen Ort aussortiert. Im zweiten Schritt werden die Be-
nutzer nach der Anzahl ihrer verbleibenden Check-Ins absteigend sortiert. Die
einhundert Benutzer mit den meisten Check-Ins werden schließlich im zweiten
Schritt auf Verhaltensmuster untersucht.
Hierzu wird der Algorithmus SPAM verwendet. Dieser analysiert Sequenzen
auf Subsequenzen und überprüft, wie oft diese wiederkehren. Treten diese Sub-
sequenzen in einem festgelegtem Prozentsatz der Sequenzen auf, so gelten diese
als ein Verhaltensmuster. SPAM kann hierdurch einen Score ermitteln, welcher
der Anzahl der bei einem Benutzer erkannten Verhaltensmuster entspricht.
Die Tagestrajektorien eines jeden Benutzers werden somit mit SPAM analyi-
siert. Schließlich werden die Benutzer absteigend nach ihrem SPAM-Score sor-
tiert. Die fünfzig Höchsten bilden mit ihren Check-Ins nun den Datensatz für
die Evaluation. Die Informationen zu den gefilterten Daten sind in der Tabelle
4 zusammengefasst.
Tabelle 4. Nach Filterung der Daten
Datensatz |U | |I| Check-Ins ∅ Check-Ins pro Benutzer
New York 50 208 28574 571,48
Tokyo 50 186 29221 584,42
MIT 26 317 14741 566.96
Die Filterung des MIT-Datensatzes verläuft ähnlich. So werden ebenfalls nur
Ortswechsel betrachtet. Da außerdem auch die Aufenthaltsdauer bekannt ist,
werden lediglich Aufenthalte verwendet, welcher länger als 5 Minuten anhalten.
Dadurch werden auch Fehlmessungen herausgefiltert, da es öfters vorkommt,
dass Mobilfunkgeräte die falsche Mobilfunkzelle und somit den falschen Ort er-
kennen. Darüberhinaus werden nur die Benutzer betrachtet, welche bei der Um-
frage angaben, dass sie sehr ausführliche Tagestrajektorien aufgezeichnet haben.
Da sich nach diesen Einschränkungen bereits die Zahl der potentiellen Benut-
zer auf 26 reduziert, ist es nicht mehr nötig die beiden weiteren Filterschritte,
welche die Anzahl der Check-Ins und die SPAM-Scores betrachten, auszufüh-
ren. Stattdessen wurden alle 26 Benutzer für den Trainings- und Testdatensatz
verwendet.
6.3 Evaluationsmetriken
Zur Evaluation wird jeder Datensatz in zwei Teile aufgeteilt: Einen Trainings-
und einen Testdatensatz. Mit dem Trainingsdatensatz wird der Lernalgorithmus
durchgeführt und mit dem Testdatensatz werden anschließend die Vorhersagen
überprüft. Bei der Aufteilung wird so vorgegangen, dass die Check-In-Historie
jedes Benutzers einzeln betrachtet wird. Die 10% neusten Check-Ins landen dabei
im Testdatensatz und die restlichen 90% Check-Ins im Trainingsdatensatz.
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Für jeden Ort i ∈ I wird schließlich berechnet, wie gut dieser vorhergesagt
wird. Dazu werden False-Positives, Positives und False-Negatives ermittelt. Als








f1scorei = 2 ∗
precisioni ∗ recalli
precisioni + recalli






Als weitere Evaluationsmetrik dient der benutzergewichtete f1score. Hierfür
wird für jeden Benutzer einzeln jeweils ein f1score berechnet, indem nur seine
Check-Ins aus dem Testdatensatz verwendet werden, dennoch aber der gesamte
Trainingsdatensatz. Schließlich wird über all diese Werte gemittelt. Im Gegensatz
dazu wird weiterhin auch für jeden Benutzer berechnet, wie sich der f1score
verhält, wenn der Benutzer ein eigenes Modell erhält, also nur seine Check-
Ins aus dem Trainingsdatensatz verwendet werden. Auch diese Werte werden
gemittelt. Aus der Differenz zwischen Gesamtmodell und Individualmodell lässt
sich ablesen, wie stark die Vorhersagequalität zwischen beiden sich unterscheidet.
6.4 Parameter
Während der Evaluation werden verschiedene Variationen an Parameter getes-
tet. Diese wurden wie folgt gewählt:
– kI,L = kU,I ∈ {8, 16, 32, 64, 128}
– n ∈ {1, 2, 3}
Weiterhin werden neben der FPMC-Methode auch MF und FMC mit den beiden
Datensätzen getestet. Alle 100.000 Iterationen des Lernalgorithmus wurden Pre-
cision, Recall und F1-Score ermittelt. Sobald bei diesen eine Konvergenz sichtbar
wird, wird das Verfahren abgebrochen.
6.5 Ergebnis
Nach einer Laufzeit von etwa 3 Tagen wurden alle Ergebnisse berechnet. Dabei
wurden stets fünfzig Sätze à 100.000 Schritte des Lernalgorithmus durchgeführt.
Wie in Abbildung 5 zu sehen ist, erreicht der f1score von FPMC nach etwa
zehn Sätzen seinen Höchstwert. In den weiteren vierzig Sätzen nimmt der Wert
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stetig ab. Bei höheren Werten von n ist keine Verbesserung bei den Evaluati-
onsmetriken erkennbar. Deshalb wurde auf die Darstellung der Ergebnisse bei
n > 1 verzichtet. Während der Evaluation wurden weiterhin die Auswirkung
der Faktorisierungsparameter kI,L und kU,I getestet. So ist in den Abbildungen
4 und 5 erkennbar, dass ein höherer Wert gleichzeitig auch zu einem höheren
f1score führt, das Wachstum aber sehr schnell abflacht. Gleiches gilt auch bei
den Verfahren MF und FMC. Gleichzeitig ist auch klar erkennbar, dass FPMC
bei durchgängig einen größeren f1score als die anderen Verfahren aufweist.
Tabelle 5. f1score der einzelnen Verfahren mit kI,L = kU,I = 128 und n = 1
Datensatz FPMC MF FMC
New York 0,1116 0,07414 0,02959
Tokyo 0,15522 0,09473 0,04955
MIT 0,33837 0.22093 0.2580
In Tabelle 5 sind die jeweiligen f1score-Höchstwerte der Verfahren nochmals
zusammengefasst.
So zeigt sich, dass bei beiden Foursquare-Datensätzen FPMC einen mehr
als dreifach so großen f1score aufweist als FMC. Gegenüber der Matrixfakto-
risierung zeigt sich immerhin eine Verbesserung von über 50%. Die Ergebnisse
zu FMC und MF geben aber auch Aufschluss über die verwendeten Datensät-
ze. MF betrachtet lediglich die Vorlieben der Benutzer, während FMC-Verfahren
benutzerunabhängig betrachtet, welcher Ort meist auf welchen anderen folgt. Da
MF bessere Werte aufweist als FMC, kann man daraus schließen, dass diese In-
formationen bei den verwendeten Datensätzen tatsächlich wichtiger sind und zu
besseren Ergebnissen führen. Betrachtet man die Foursquare-Datensätze genau-
er, erkennt man auch, dass die meisten Benutzer nur eine geringe Anzahl von
unterschiedlichen Orten aufsuchen. Diese sind allerdings zwischen den Benut-
zern unterschiedlich. Hier ist MF klar im Vorteil, da für jeden Benutzer dessen
Vorlieben speichert, während FMC für jeden Benutzer die gleiche Vorhersage
trifft. Analysiert man desweiteren die ermittelten SPAM-Scores der einzelnen
Benutzer, so stellt man fest, dass diese nur sehr weniger Muster aufweisen (siehe
Tabelle 7). Dies ist eine weitere schlechte Voraussetzung für FMC und erklärt,
warum dieses schlechter abschneidet. Da allerdings FPMC trotzdem noch besser
abschließt als MF und FMC, obwohl es eine Kombination der beiden Verfahren
ist, lässt sich daraus schlussfolgern, dass sich diese Verfahren gut ergänzen und
Vorhersageschwächen von MF mit FMC ausgleichen lassen und andersherum.
Dagegen konnten mit dem MIT-Reality-Mining-Datensatz deutlich bessere
Ergebnisse erzielt werden, wie in Tabelle 6 ersichtlich ist. Auch bei diesem schnei-
det FPMC wesentlich besser ab, als die beiden anderen Verfahren. Allerdings
besitzt im Gegensatz zu den Foursquare-Datensätzen FMC hier einen höheren
f1score als MF. Somit ist es bei diesem Datensatz wichtiger die Verhaltensmus-
ter des Benutzers zu kennen, als dessen Vorlieben. Dies spiegelt sich auch den
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Tabelle 6. Messwerte mit MIT-Datensatz mit kI,L = kU,I = 128 und n = 1
Datensatz FMC MF FPMC
accuracy 0,4247 0,3546 0,5280
recall 0,1849 0,1596 0,2593
precision 0,5350 0,3587 0,4867
f1score 0,2748 0,2209 0,3384
Tabelle 7. Durchschnittliche SPAM-Scores der Benutzer der gefilterten Datensätze
bei verschiedenen Minimum-Support-Werten. Der Wert gibt an, wie oft (prozentual)
eine Sequenz vorkommen muss, damit sie gezählt wird.
Datensatz 10% 30% 50%
New York 30 1 0
Tokyo 190 4 0
MIT 66881 1400 119
SPAM-Scores der Benutzer wider (siehe Tabelle 7) ersichtlich, welche erheblich
höher als bei den Foursquare-Datensätzen ausfallen und somit bescheinigen, dass
die Benutzer deutlich konsistenter in ihrem Verhalten sind. Darüberhinaus zeigt
sich auch beim MIT-Datensatz, dass sich MF und FMC gut ergänzen.
Weiterhin wurde untersucht, wie sich die Vorhersagequalität zwischen einem
Gesamtmodell und Individualmodellen unterscheidet. Hierbei wurde der MIT-
Datensatz verwendet, da dieser sich bereits zuvor als geeigneter erwies.
Wie in Abbildung 8 ersichtlich, schneidet das Gesamtmodell, wie erwartet,
schlechter ab. Dennoch ist die Differenz geringer als erwartet, immerhin arbeitet
der FMC-Teil des FPMC benutzerunabhängig, trotzdem muss das Gesamtmo-
dell in diesem das Verhalten aller Benutzer abbilden. Individualmodelle können
im Gegensatz dazu auch hier benutzerspezifisch arbeiten, weshalb hier eine höhe-
re Vorhersagequalität zu erwarten ist. Allerdings benötigen diese auch wesentlich
mehr Speicherplatz und Rechenzeit beim Trainieren. Insgesamt ist auch inter-
essant, dass der benutzergewichtete f1score wesentlich größer ausfällt, als der
zuvor ermittelte ungewichtete. Insbesondere da dieser in möglichen Anwendun-
gen relevanter ist, vor allem, wenn diese benutzerzentrisch arbeiten.
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Abb. 4. f1score bei verschiedenen Werten von kU,I und kI,L und Datensatz Tokyo
sowie n = 1















Abb. 5. f1score bei verschiedenen Werten von kU,I und kI,L und Datensatz New York
sowie n = 1
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Abb. 6. f1score bei verschiedenen Werten von kU,I und kI,L und Datensatz MIT
Reality Mining sowie n = 1















Abb. 7. Entwicklung des f1score während der Lernphase mit kI,L = kU,I = 128 und
n = 1















Abb. 8. Vergleich zwischen Individualmodell und Gesamtmodell in Prozent mit kI,L =
kU,I = 128 und n = 1. f1score, accuracy, precision und recall sind benutzergewichtet.
7 Zusammenfassung und Ausblick
Im Rahmen dieser Arbeit wurde ein semantischer Next-Place-Prädiktor entwi-
ckelt, basierend auf dem angepassten FPMC-Verfahren. Dieses wurde zusammen
mit den beiden anderen Verfahren MF und FMC anhand von drei Datensät-
zen evaluiert. Es wurde festgestellt, dass die Prädiktion beim FPMC-Verfahren
deutlich besser abschneidet als die beiden anderen Verfahren. Weiterhin hat sich
herausgestellt, dass die beiden Foursquare-Datensätze sich nicht für die Lokati-
onsprädiktion eignen. Die ermittelten f1scores liegen unter den Erwartungen.
Dies lässt sich darauf zurückführen, dass die Tagestrajektorien unvollständig
sind und weiterhin nur wenige Muster aufweisen. Zwar wurden diese vorgefil-
tert und Benutzer die wenige Muster aufweisen aussortiert, dennoch weißen die
verbliebenen Benutzer gemessen an ihrer Zahl an Check-Ins immernoch weni-
ge Muster auf. Aufgrund dessen wurde auf den MIT-Reality-Mining-Datensatz
zurückgegriffen. Dieser weißt zwar nahezu vollständige Tagestrajektorien auf,
besitzt allerdings keine einheitliche Semantik. Dies hat zur Folge, dass der selbe
Ort mehrfach vorkommt. Wegen teilweise kryptischer Namensgebung lässt sich
auch keine konsistente Semantik konstruieren, die dem entgegen wirkt. Trotzdem
lassen sich mit dem Datensatz deutlich höhere f1scores erzielen und auch hier
schneidet FPMC besser als die beiden Vergleichsverfahren ab. Auch die Differenz
der Vorhersagequalität zwischen einem Gesamtmodell und Individualmodellen
ist sehr gering, obwohl das Gesamtmodell wesentlich weniger Speicherplatz be-
nötigt.
Insgesamt zeigt sich anhand der Ergebnisse, dass Matrixfaktorisierung allein
zwar nicht für die Lokationsprädiktion geeignet ist, allerdings bisherige Modelle,
die z.B. auf Markov Ketten basieren, sinnvoll erweitern kann und so die Vorher-
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sagequalität verbessern kann.
Im nächsten Schritt wäre es sinnvoll das Verfahren noch mit anderen Daten-
sätzen zu testen, welche sowohl vollständige, wie auch einheitlich semantisch an-
notierte Tagestrajektorien enthalten. Weiterhin wäre es hierbei auch interessant
die Semantik weiter zu generalisieren. Das heißt, zu den semantischen Orten Ka-
tegorien zu finden, um diese zusammenzufassen, so dass beispielsweise alle Re-
staurants zu einer gleichnamigen Kategorie zusammengefasst werden. Hierdurch
würde sich voraussichtlich die Anzahl ähnlicher Muster zwischen Benutzern er-
höhen, aber auch innerhalb der Tagestrajektorien eines Benutzers würden mehr
Muster erkennbar werden. Dadurch ließe sich eine höhere Treffer-Quote bei der
Prädiktion erzielen.
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Abstract. A user’s location and movement is an important part of the
relevant context. Correct prediction of the next visited location allows
various applications, especially for the ubiquitous computing environ-
ment. For this purpose, a suitable machine learning approach is needed.
In this paper, we focus on the applicability of artificial neural networks
(ANNs) to this problem - in particular - to the prediction of semantic
locations. Firstly, we introduce basic theoretical background concerning
ANNs. Secondly, we give an overview on existing approaches in this area
of study. Then, we implement our own ANN-based location prediction
approach and evaluate it using a real-life dataset.
Keywords: Artificial Neural Network, Location Prediction, Long Short-
Term Memory, Machine Learning, Context
1 Introduction
Location prediction deals with the problem of determining the next location ln+1
of a (moving) user u based on the user’s previous trajectories tu = (l0, . . . , ln).
The term location can mean both (geographical) coordinates and semantic loca-
tion labels, e.g., "Restaurant" or "University". Many systems require or benefit
from prior knowledge of the user’s location to prepare the environment or allo-
cate necessary resources for the user. In particular, ubiquitous systems that are
designed for actively assisting users such information can be crucial if location
is a critical part of the relevant context. Another common use case for location
prediction are mobile communication networks, where the predicted locations
are used to minimize the signaling overhead and thus allowing faster handoffs
between base stations. Location prediction can be implemented using various
statistical modeling techniques such as Markov Chains, Matrix Factorization or
(Artificial) Neural Networks (ANNs). Different types of neural networks have
shown promising results for particular use cases. Especially since the advance of
Deep Learning, utilizing neural networks for location prediction has become a
hot topic of contemporary research interest.
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In this paper, we will focus on neural networks for predicting location using
semantic labels which can be used in ubiquitous computing appliances. First,
we explain basic theory of ANNs necessary to understand their application to
location prediction. The following section presents recent findings in research in
that area. In section 4, we choose a promising approach and implement it in
order to evaluate its performance on semantically labeled location histories.
2 Artificial Neural Networks
Artificial Neural Networks (ANNs) [1][2] are a statistical modeling approach to
"learn" a probability distribution over a set of data samples. ANNs are inspired
by natural neural networks that can be found in animal or human brains. An
ANN consists of a set of interconnected units that generate an output value
y ∈ Rn based on an input value x ∈ Rm. The strength of the connections
(weight) is determined by a process called training, where the ANN "learns"
to output a desired value given its corresponding input value. Then, the trained
network can be used for classification or regression problems using new, unknown
input values.
2.1 The perceptron
One of the simplest units used for ANNs are perceptrons. A perceptron [1][2]
consists of the following parts: An input vector x ∈ Rn, a weight vector w ∈ Rn,




1 if wx− b > 0
−1 else (1)
Thus, given the weight and bias values, a perceptron allows it to separate
(classify) the input space into two parts along a hyperplane. As a result, a per-
ceptron allows it to represent the logical functions AND, OR, NAND and NOR,
but not for example XOR, since this would require to separate the hyperplane
into four distinct parts.
To determine the weight values of a perceptron, the perceptron - analogous
to a natural neuron - has to be trained. For this purpose, we define a training set
S = {(x1, l1), . . . , (xn, ln)} consisting of the input vectors and their correspond-
ing class labels (1 or -1). Furthermore, for notational simplification, we define
x0 = 1 so that we do not require a separate bias value. Then we initialize w with
random values and apply the following algorithm called perceptron training rule
with η being the learning rate:
The training rule adjusts the weights for each element of the training set until
there are no elements that are being classified incorrectly by the perceptron. This
simple algorithm only converges if the training set is linearly separable. To allow
learning sets that are not linearly separable, another training rule, the delta rule,
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while ∃(x, l) ∈ S : o(x) 6= li do
foreach (xi, li) ∈ S do
w← w − ηxi(li − o(xi))
end
end
Algorithm 1: Perceptron training rule
can be used to learn a best-fit approximation. The delta rule applies a technique
called gradient descent : First, we define a loss function E to determine the error
between the target and current classification obtained from the given weights.






(li − o(xi))2 (2)
Then, the delta rule consists of determining the gradient∇E(w) and applying
(3) until the classification error is minimized:
w← w − η∇E(w) (3)
Since the negative gradient vector always points towards the steepest descent,
the delta rule is guaranteed to converge to the local minimum of the loss function.
Furthermore, the delta rule requires the loss function to be differentiable. A
simple example of such a function is the activation function o(x) = wx. A
perceptron using this activation function is also called linear unit. Some other





and the hyperbolic tangent o(x) = tanh(−wx), which exhibit similar behav-
ior to the step activation function from (1) with the difference of being differen-
tiable.
2.2 Multilayer Perceptrons
To overcome the limitation of a single perceptron, several of such units can
be combined into an network called multilayer perceptron (MLP) [1][2]. A MLP
consists of N ≥ 2 layers of ki (1 ≤ i ≤ n) units with the outputs oj,i (1 ≤ j ≤ Ki)
of layer i being the inputs of layer i + 1 weighted with wj,i+1 (1 ≤ j ≤ Ki+1).
Layer 1 is called input layer, layer N is called output layer, and layers 2 to N −1
are called hidden layers. The units on the input layer are passive nodes, merely
distributing the input values to the next layer. Furthermore, every node in layer
N is required to be connected to a node in layer N + 1. Thus, a MLP can be
interpreted as a directed acyclic graph with its nodes being the neuron units and
the edges being the weighted "data flow" from one unit to another. A sample
MLP with three layers is shown in Figure 1.












Fig. 1: Visualization of a sample three-layer MLP
A MLP allows it to learn arbitrary decision boundaries as opposed to the
single perceptron unit with linear separation. To train a MLP, we use a gener-
alization of the delta rule to multiple layers called backpropagation. First, since
a MLP can have more than only one output node, it is necessary to introduce a
different type of loss function that considers every output oj,N of the network.
Given a training set S = {(x1,o1), . . . , (xn,on)} consisting of pairs of input and
output vectors and the randomly initialized weight vector of the output layer
w = (w1,N ... wKi,N )







(oi − oN )2 (5)
where oi = (o1,i ... oKi,i) is the vector of all outputs oj,i. Backpropagation
consists of applying a modified version of the gradient descent method called
stochastic gradient descent that updates the weight vectors after considering
each training sample from S. This approach allows faster convergence to a local
minimum of the loss function. The backpropagation algorithm works as follows:
Randomly initialize wi ∀i ∈ {1, . . . , N};
do
foreach (xi,oi) ∈ S do
Calculate oN by propagating xi through the network;
foreach l ∈ {2, . . . , N} do
δl ←
{
oN (1− oN )(oi − oN ) if l = N
ol(1− ol)
∑
j≤Kl+1 wj,l+1δj,l+1 if l < N
end
foreach l ∈ {2, . . . , N} do
wl ← wl + ηδlxi
end
end
while E(wN ) > ε;
Algorithm 2: The backpropagation algorithm
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On each training sample, backpropagation first calculates the network out-
put, then determines the error term δl for each layer. These error terms can be
derived from the loss function gradient ∇E(w). Analogous to the delta rule, the
error terms, together with the learning rate η, are used to update the weight
vectors of the network. The backpropagation algorithm is repeated until either
the error falls below a threshold ε or until a defined number of iterations, also
called epochs.
In order to improve its convergence behavior, numerous improvements to the
backpropagation algorithm1 have been proposed, such as the momentum method
[3] that alters the weight-update rule as follows, with ∆wl(n) being the weight
update of layer l during iteration n:
∆wl(n) = ηδlxi + α∆wl(n− 1) (6)
wl ← wl +∆wl(n) (7)
The parameter α (1 ≤ α < 1) is called momentum and makes the current
weight update dependent on the corresponding update during the previous it-
eration. Inspired by the physical phenomenon, the momentum method prevents
harsh changes in direction during gradient descent, thus keeping the gradient
move further towards a local minimum.
2.3 Encoding and Representation
The inputs and outputs to an ANN may be various, such as real valued data or
class labels. To represent those data in an appropriate way, several methods of
encoding may be applied [1][2]. Raw real valued data may usually be fed into
a network without encoding, since the learned weights will result in (approx.)
the desired values. On the other hand, multi-class classification requires an ade-
quate representation of each class for usage with the neural network. A common
approach is assigning each class a class identifier id ∈ N that will be used as net-
work input or output. In this case, each input or output neuron may represent
a single bit of the binary encoding of that identifier. For example, given class
identifiers ranging from 1 to N , dlog2(N)e neurons are required to represent
these identifiers in the resulting network.
Another method for this purpose is using one-hot binary encoding. To one-
hot encode an integer n ∈ N, a binary string of length m, n ≤ m consisting of
all zeros except at index n is created. For example, given n = 3 and m = 5,
the one-hot representation of n is 00100. Analogously to the binary encoding,
one neuron for each binary digit is required for the network. The advantage of
one-hot encoding is the possibility of obtaining a probability distribution from
the network. This requires using the softmax function as the activation function
1 Note that backpropagation with (stochastic) gradient descent is merely one (al-
though common) out of several methods of training multilayer perceptrons.
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of the network. The softmax function [4] is applied to the outputs of the network




, i ∈ {1, . . . ,KN} (8)
When using the softmax activation function, a different loss function is more
suitable for training the network than the function described in 2.2. The cross-
entropy or log-loss function [5] has been shown resulting in maximum likelihood





tj log(oj,N ) (9)
Using softmax in combination with cross-entropy loss has become a com-
mon approach for training artificial neural networks for multi-class classification
problems [6].
2.4 Recurrent Neural Networks
The output o(x) of a multi-layer perceptron is only dependent on the current
input vector xn (n ∈ N). However, classification problems such as predicting the
next item in+1 given a sequence of items S = (i1, . . . , in) would benefit if the
next output on+1 of the network would be determined by the current network
state as well. For this purpose, so called recurrent neural networks2 (RNNs) have
been proposed. A RNN [1] is an artificial neural network, whose units in layer
n are not only connected to units in layer n + 1, but may also be connected to
any previous layer i (1 ≤ i < n). Several basic types of such RNNs have been
proposed, such as Jordan and Elman networks. A Jordan network [7] is an RNN
with connections between only the output layer and the input layer, whereas an
Elman network [8] has its hidden layers used as input (see Figure 2).
Because of the cyclic dependance from the outputs, a RNN cannot be trained
using the standard backpropagation algorithm presented in section 2.2. Instead,
a modified version called Backpropagation Through Time (BPTT) has been pro-
posed. BPTT [9] uses the idea that a RNN can be interpreted as a cascade of
feed-forward networks. Figure 3 shows the result of this process called unfolding
for a simple Elman network for three time steps. The vectors ii and oi denote
the inputs and outputs at a given step i ∈ N of the original recurrent network.
The static network resulting from the BPTT unfolding process can be used
to perform a specialized variant of the backpropagation algorithm to determine
the weight vector w of the initial recurrent network. Further details on this topic
can be found in [9].
2 Non-recurrent ANNs are also called feed-forward ANNs to be distinguishable from
the recurrent type.
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2.5 Long Short-Term Memory
A problem of recurrent neural networks as described in 2.4 is that only recent
outputs have a significant influence on the current network state. Furthermore,
with every unfolding step the network becomes deeper, leading to either vanish-
ing or exploding gradients during error backpropagation. This impedes training
such a network with sequences that have input dependencies with large time
lags. To approach this problem, Hochreiter et al. [10] introduce a new type of
RNN called Long short-term Memory (LSTM) network.
Core idea of LSTM is adding an additional unit called Constant Error Carousel
(CEC). The CEC is a self-recurrent unit with weight w = 1 that may store a
value (called state) indefinitely. The state of the CEC is set by a so called input
gate which determines the value that will be passed to the CEC. Another unit,
the output gate, controls what value will be propagated to the output of the
CEC. Both the input and the output gate have weights that will be set during
training of the network. For this purpose a modification of BPTT called trun-
cated BPTT is used. The combination of input gate, output gate and CEC is
called memory cell. A block diagram of such an unit is shown in Figure 4.
The diagram shows the memory cell with the CEC in its center. The values
ic and oc denote the inputs to the cell, whereas gi and go denote the inputs
to the input and output gate respectively. The rectangular blocks represent the
necessary activation functions: oi (cell input), og (input gate), oc (cell output)
and oh (output gate). The circular nodes denote the operation (addition or
multiplication) that is performed to combine the particular values. The inputs
and outputs of an LSTMmemory cell may be connected in arbitrary fashion, e.g.,
the cell output might be used as input to the input or output gate. Furthermore,
several LSTM cells can be stacked forming a deep layer network. Note that
the inputs and outputs are listed as vectors, which allows multiple cells being
representable by the same block.
Fig. 2: Exemplary Jordan (left) and Elman (right) RNNs




Fig. 3: Unfolding a simple Elman network
Several extensions and improvements to the original LSTM have been pro-
posed. For example, in [11] Gers et al. introduce an additional type of gate
called forget gate that allows clearing the state of the CEC (see Figure 5). This
facilitates training the LSTM with sequences that contain subsequences that are
rather unrelated.
3 Related Work
In this section, we present a number of existing approaches and studies regard-
ing location prediction using neural networks in order to give an overview over
the field and to choose a promising approach for implementing our own neural
network architecture for a evaluation using a real-life dataset.
3.1 Early Approach (Besterfeld et. al)
One of the earliest approaches to location prediction using neural networks can
be found in [12]. Biesterfeld et al. examine the performance of various neu-












Fig. 5: An LSTM memory cell with forget gate
communication network consisting of 20 base stations with a unique identifier
number. The neural networks consisted of three layers: input, hidden and out-
put layer. Depending on the network type, recurrent or feed-forward, different
encoding schemas were used: the recurrent networks were trained with input
vectors consisting only of the last known location, whereas the feed-forward net-
works were trained with a binary vector encoding the last N locations, where N
was a varying parameter during the examination. Their results showed that the
feed-forward networks performed better than the recurrent models. Furthermore,
the authors concluded that neural networks outperform pervious database-based
methods when predicting dynamic movement patterns.
3.2 Movement in Buildings (Vintan et al.)
As one of the first, Vintan et al. [13] applied the neural network approach to a
ubiquitous computing application. To predict user movements in a large office
building, every room was assigned a room identifier for each individual user.
Similar to [12], Vintan et al. used a three-layer feed-forward network with vari-
able neuron count. For the input layer, the room identifiers were binary encoded
(with binary values -1 and 1) and concatenated into an input vector consist-
ing of the last K visited rooms, with each neuron representing a bit from this
vector. The output layer was the binary representation of the following (pre-
dicted) location. The examination consisted of determining the best values for
the length of the input vector N , the number of required hidden units M and
the learning rate for the back-propagation algorithm. The networks were trained
on trajectory sets of four different users obtained in a time span of a few months,
resulting in one model for each individual user. Furthermore, a second, combined
model was trained with the trajectories of all users. In this case, a user identifier
was added to the input vector. Their results show that the optimal value of the
history length K is K = 2 and that the best number of hidden neurons M is
M = N + 1. They recommend use of a back-propagation learning rate of 0.1.
The results show prediction accuracies of up to 92%. Other metrics were not
used for evaluation.
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3.3 Movement of Mobile Phone Users (Etter et al.)
Another examination of neural networks for location prediction and their per-
formance in comparison to other statistical modeling approaches can be found
in [6]. Etter et al. propose a solution to the "next place prediction"-task of the
Nokia Mobile Data Challenge [14] using existing mobile phone trajectories from
80 different users. For the prediction task, the locations were represented by in-
teger location identifiers. The following three different modeling methods were
examined: three-layer feed-forward neural network, Dynamic Bayesian Networks
(DBN) and Gradient Boosted Decision Trees (GBDT). For the neural network,
the softmax function was used to obtain a probability distribution over the next
predicted locations. The input vector was a one-hot encoded representation of
the location identifier L. The network uses the negative log-likelihood function
as the loss function and hardTanh as the transfer function between the layers.
The authors’ examination shows that a hidden unit count of N = 50 shows op-
timal performance. Furthermore, the neural network is compared to the DBN
and GDBT, showing similar accuracy results, with the neural network showing
the best performance on the dataset (DBN: 60.17%, neural network: 60.87%,
GBDT: 57.63%).
3.4 Combining ANNs with other Approaches (Vukovic et al.)
A joint approach combining a neural network with a probability-based model
for the mobile network user mobility can be found in [15]. The probability-
based model was used to determine regularity of user movements from ninety-
five users obtained by MIT’s Reality Mining Project [16]. If the movement was
irregular, the neural network was used to predict the most likely next location.
The authors did not only consider the location identifiers Loc for prediction,
but also the weekday Dp and the hour interval Int in which the movement
occurred, thus resulting in the tuple (Loc, Int,Dp). The probability-based model
was obtained by analyzing the movement records to find location histories of size
N ≥ 3 that occurred more than once. During prediction, if the current location
history matches a history that was classified as regular, the information from the
probability-based model is used. If it did not, the neural network was used to
predict the next location based on the last two location identifiers: hour interval
and weekday. The neural network used for this irregularity prediction was a
three-layer feed-forward network using one-hot encoding for the locations and
binary encoding for interval and day inputs. The number of hidden units was
varied depending on the individual user in order to obtain optimal prediction
results. For evaluation, the models were trained on 10% of the movement dataset
for each user. The evaluation results showed varying accuracies for the individual
users’ predictors. While some predictors showed very low accuracies in the range
of 25%−30%, other predictors obtained substantially better accuracies of about
65% − 85%. The authors explained this with differing movement habits of the
individual users.
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3.5 Comparison of Prediction Approaches (Petzold et al.)
A recent evaluation of different methods for location prediction in the context
of ubiquitous computing has been conducted by [17]. Petzold et al. compare the
performance of two neural network types (three-layer feed-forward and Elman
networks), Dynamic Bayesian Networks (DBN), a Markov Model and a state
predictor using Finite Automata with an evaluation set that was obtained from
four individual persons. For the feed-forward network, binary encoding for the
location history and output was used. Optimal history length was determined to
be two with a hidden neuron count of nine. The Elman network, consisting of two
hidden layers, was investigated using a one-hot encoded inputs and outputs. The
optimal number of hidden neurons in each layer was determined as five with a
history length of one. In their evaluation, both neural network approaches showed
highest accuracy scores. However, the authors criticized the high modeling costs
compared to the other investigated approaches.
3.6 Deep Learning and Big Data (Song et al.)
The recent emergence of Deep Learning [18], i.e., the usage of neural networks
with many hidden layers on large datasets, has shown remarkable improve-
ments of prediction and classification performance. Song et al. [19], following
the Deep Learning trend, have proposed a Long-Short-Term-Memory (LSTM)-
type based neural network architecture to predict trajectories of users based on
GPS-Coordinate location records on a large dataset (approx. 1.6 million users).
Aside from location, the system also predicts the transportation mode used by
the subject, e.g., car or train. Their Deep Learning architecture consists of four
LSTM layers: one for input encoding, two for learning the statistical patterns of
the movements and one for output encoding. The network had a LSTM cell count
of 80 and stochastic gradient descent with a learning rate of 0.01 and momentum
0.95. For evaluation, the authors compared their system to a shallow (one-layer)
LSTM network and a Time-Delay Neural Network (TLDM), and other models
including a Hidden Markov Model (HMM). Since their system outputs GPS co-
ordinates, Mean Absolute Percentage Error (MAPE) and Mean Squared Error
(MSE) was used as an evaluation metric. For transportation mode, precision and
recall were computed. The Deep Learning LSTM network performed best over
the other systems, showing lowest MAPE and MSE values, and highest precision
(83.3%) and recall (81.4%) values in the comparison.
4 Evaluation of an ANN for Location Prediction
In this section, we present an implementation and evaluation of a location predic-
tor using semantic labels. We choose the LSTM approach - similar as described
in [19] - as the type of our artificial neural network architecture since LSTM
networks showed best prediction results. Furthermore, by design of a LSTM
network, it seems optimal to be used for training a sequence with time gaps,
such as in our case, the semantic location history.
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4.1 Design and Implementation
For the implementation of the network, we use Python in combination with the
open-source computational library TensorFlow [20] by Google Research. Tensor-
flow facilitates implementing the LSTM network by providing a set of library
functions that implement an LSTM memory cell and the backpropagation algo-
rithm.
The implemented network is a three-layer LSTM network with one hidden
layer consisting of nC LSTM cells and a softmax activation output layer (see Fig-
ure 6). Our implementation allows a varying number of LSTM cells to evaluate
different network configurations and their corresponding predictive performance.
As activation functions, the provided LSTM implementation in TensorFlow uti-
lizes the sigmoid and tanh functions as described in [10]. For back-propagation,
the cross-entropy loss function is used. The input to the network x is a list of
length nI of binary encoded location identifiers of bit count nL and a binary
encoded user identifier of length nU , since we intend to train a model based
on many different users’ location histories. As for the softmax output layer, we
use one-hot encoded vectors of length nO to represent the prediction target. To
obtain the predicted location Ln+1, argmaxi oi is calculated over the softmax
activation outputs oi. The final implementation expects a text file of daily loca-
tion histories where each line of the file represents a single day of a particular
user. The histories are provided as a sequence of integer location identifiers, with
the first integer being the identifier of the corresponding user (see Listing 1.1 for
an example).
0 1 0 1 0 2 3 1 3 1 3 2 0
0 2 3 2 0
1 1 6 3 1 2 0
1 2 3 2 0 1 0
1 1 0 1 0 2 3 5 3 2 0 2 5
Listing 1.1: Sample training input file
For training, the implementation extracts sub-histories of length nI + 1 from
each daily history and transforms the first nI items into binary encoding and
the last item into an one-hot encoded representation. Both are stored in an
in-memory list for later access during training, together with the binary repre-
sentation of the user identifier.
After this pre-processing, the implementation randomly selects 10% of the
generated histories as test data and stores these separately. Then, the training is
performed using the TensorFlow implementation of stochastic gradient descent.
TensorFlow expects as input a randomly selected subset (batch) of the training
set in order to update the weights of the network faster than after only consid-
ering one training sample at one time. Thus, during each training epoch, our
implementation divides the training set into m random subsets of nS size and
feeds each of these subsets into the TensorFlow training function. To evaluate












Fig. 6: Architecture of the LSTM implementation (sample configuration)
into the network and the corresponding output layer activation are computed.
Then, the evaluation metrics accuracy, precision, recall and F1-measure are ob-
tained by comparing the predicted output with the expected values from the
test subset.
4.2 Evaluation metrics
The evaluation metrics [21] described in the previous section are obtained as
follows:
accuracy =
number of correctly predicted cases
number of all cases
(10)
Thus, accuracy measures how many times the prediction was correct, but
does not take into account the frequency of one class3 compared to another.
For example, a predictor could always return an identical class, and score high
accuracies if the prevalence of this class is also high. To mitigate the influence
of class frequency, recall and precision are used. These values can be obtained
from the confusion matrix M which contains the number of predicted classes
for each true class (see Table 1). The diagonal of a confusion matrix shows the
correct classifications, and the remaining entries wrong classifications. There are
four cases to distinguish:
True positive (TP): A true class Ci was correctly classified as Ci
True negative (TN): A true class Ci was correctly classified as not Ci
False positive (FP): A true class Ci was wrongly classified as Ci
False negative (FN): A true class Ci was wrongly classified as not Ci
These values can be derived per-class from the confusion matrix M = (mij)
3 The class in the case of location prediction is the predicted destination, which in our
case is the predicted location identifier.
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as follows [22]:




























Thus, precision is the fraction of relevant positive outcomes, whereas recall mea-
sures the sensitivity of the predictor for a certain class Ci. To combine these
two values into a single metric for overall performance, one may calculate F1-
measure. F1-measure is the harmonic mean of the arithmetic means of each






















s C1 14 2 1
C2 1 12 4
C3 4 3 10
Table 1: Sample confusion matrix (Cn denoting a class)
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4.3 Evaluation Dataset
For training and testing the ANN, it is necessary to obtain suitable datasets
for this purpose. There are several datasets available that contain location tra-
jectories, such as the Nokia Mobile Data Challenge dataset [14]. Many of these
datasets do not contain semantic labels but merely GPS trajectories or network
identifiers which makes them unsuitable for semantic prediction. The Foursquare
location-based social network has collected [23] semantic histories of "check-ins,"
i.e., when a user wanted to share their location with their peers. But these "check-
ins" cannot be treated as actual semantic data since a user would not always
"check-in" at a certain place, as argued by Ying et. al in [24]. Instead, we follow
the authors’ approach of using the MIT Reality Mining dataset [16] as the basis
of our evaluation.
The dataset contains user trajectories obtained from cell tower identifiers
over a period of several months. Each trajectory consists of a sequence of entries
(iduser, tstart, tend, idtower)
ordered by tstart. The value idtower is the identifier of the current (i.e. nearest) cell
tower. In contrast to pure GPS or mobile network trajectories, the MIT dataset
contains also user-defined semantic annotations (e.g., "Home" or "Work") for
each cell tower identifier:
(idtower, annotation)
Thus, we can map a cell tower identifier to its semantic label. Similar to Ying
et. al, we only use locations where we know that the user has stayed for a longer
period of time, avoiding noise from transit movement. For this purpose, we divide
each day into one-hour slices and determine the sum of the stay duration for each
location during this time-slice. Then, we discard all locations with a stay duration
< 5 minutes. If the dataset contains repeating sequences of the same location, we
only save this location once. Then we remove all histories from weekends since we
believe this would add too much noise to the dataset. Since every user has made
their own annotations, it is necessary to find semantically equal labels. After
manually examining the annotation dataset, we conclude that the annotations
are usually very similar except for minor spelling differences. Thus, we use the
phonetic SOUNDEX algorithm [25] to obtain spelling-invariant labels. Moreover,
to eliminate further annotation errors, we apply the Levenshtein algorithm with
edit distance of 1 on the previously obtained labels. This procedure results in
finding 21 suitable users with 1043 daily histories in total. Finally, we replace
the semantic text labels with an integer location identifier (see Listing 1.1).
4.4 Experimental Setup
We used our implementation as described in 4.1 to test the performance of a
three-layer LSTM network for location prediction. As for the stochastic gradi-
ent descent, the momentum optimization is used with momentum parameter α =
0.95 (as used by [19]) and a varying learning rate η ∈ {0.005, 0.01, · · · , 0.025, 0.03}.








min 0.005 2 1 50
max 0.03 16 4 300
step 0.005 2 1 50
Table 2: Evaluated model parameters
The length of the input history nI was varied between nI = 1 and nI = 4, as
conducted in [17]. For the length of the binary encoded input items, we set
nB = 8 since no location identifier exceeds 28 = 256. The length of the one-hot
encoded output layer nO was set to the value of the highest location identifier
in the current training set.
Furthermore, we varied the number of LSTM cells nC between nC = 2 and
nC = 16. In contrast to [19], we chose a small number of cells since our dataset is
comparatively small. Moreover, we tested different batch sizes nS between nS =
50 and nS = 300. In order to examine the convergence behavior, we performed
nE = 20 epoch iterations and measure the accuracy and F1-measure scores after
each epoch. Since we rely on an randomized selection of the batch subsets, we
trained 10 different models per parameter configuration Pi = (η, nI , nC , nS) and
take the arithmetic mean of each evaluation metric computation to mitigate the
influence of the sampling bias. Table 2 gives an overview on the varied parameters
during our evaluation. In total, we tested 6 · 8 · 4 · 6 = 1152 different parameter
configurations.
4.5 Results
For evaluation, we used the common box-and-whisker plot [26] to visualize the
distributions of the obtained accuracy and F1-measure averages. This plot indi-
cates the lower and upper quartiles as a rectangular shape and the minimum and
maximum range as a line with a horizontal bar at each end ("whisker"). Fur-
thermore, the median and arithmetic mean are represented by a white (median)
and black (mean) horizontal bar.
First, we examined the performance of the model as a function of LSTM
cell count. Figure 7 shows the obtained accuracy and F1-measure plots for each
tested cell count parameter nC . The results indicate that the scores constantly
increase with additional available LSTM cells. The performance seems to plateau
at a cell count of about nC ≈ 14. For further investigation, we fix nC = 16 since it
shows best overall scores for both accuracy (xmax = 0.628, x̃ = 0.53, x̄ = 0.502)
and F1-score (xmax = 0.483, x̃ = 0.375, x̄ = 0.353).
Next, we investigated the influence of the learning rate η. For reference, in
[19], η = 0.01 was used. Figure 8 shows the plot of the obtained metrics for
the different values of η. Our results confirm that η = 0.01 is indeed a good
parameter choice, although η = 0.005 showed slightly better median and average
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scores than η = 0.01. However, due to sample bias, η = 0.015 resulted in the
best overall F1-score (xmax = 0.483) in our evaluation. For further examination,
we fix η = 0.005.
With nC = 16 and η = 0.005 fixed, we looked at the influence of the batch
size. Figure 9 shows the obtained distributions. Although there is a slight de-
crease in performance with increasing batch size; this parameter seems not to








Fig. 7: Accuracy (light gray) and F1-measure (dark gray) distributions per LSTM cell
count nC








Fig. 8: Accuracy (light gray) and F1-measure (dark gray) distributions per learning rate
η. LSTM cell count fixed at nC = 16.
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Fig. 9: Accuracy (light gray) and F1-measure (dark gray) distributions per batch size
nS . Other parameters: nC = 16 and η = 0.005.
affect the performance of the model significantly. Since we see a drop of the
minimum performance with increasing batch size, smaller batch sizes seem to
make the model converge faster, thus resulting in higher minimal scores.
Furthermore, we examined the convergence behavior by evaluating the model
performance at each epoch iteration e (e ≤ nE) with fixed parameters nC = 16
and η = 0.005. As can be seen in Figure 10, the models converge after about
e ≈ 10 epoch iterations. This is similar to the results obtained by [19], who
report e = 8.
Subsequently, we investigated the dependency of the models’ performance on
the history length nI . For this purpose, we set η = 0.005, nC = 16 and e ≥ 10.
Figure 11 shows the result of this evaluation. nI = 2 seems to perform the
best over the remaining three parameter settings. This is confirming the findings
obtained by Vintan et al. in [13].
Parameter η nC lI nS
Value 0.005 16 2 50
Table 3: Best-performing model parameter values
Since we had obtained the parameters for optimal performance, we conducted
a further evaluation by investigating the performance of the model per user. For
this purpose, we set the parameters according to our evaluation results (see Table
3). Furthermore, we altered the test holdout parameter to h = 13 to prevent
overfitting, i.e. the inability of the model to generalize on new, unseen data
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Fig. 10: Accuracy (light gray) and F1-measure (dark gray) distributions per epoch e.
Other parameters: nC = 16 and η = 0.005.







Fig. 11: Accuracy (lightgray) and F1-measure (darkgray) distributions per history
length nI . Other parameters: nC = 16, η = 0.005, e ≥ 10.
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points. With this configuration, we trained 100 models with nE = 20 epoch
iterations. For each trained model, we stored the accuracy and F1-measure scores
computed on per-user basis. Figure 12 shows the F1-measure scores at e = 20
of each user ordered by the arithmetic mean of the F1 score. As can be inferred
from the results, there is a large spread of the obtained averages. We explain
this with the difference in regularity of each user’s movement. However, 80.1%
of the F1-scores were above 0.3. Furthermore, our evaluation showed that 76.2%
of the accuracy scores were greater than 0.5.
To summarize our evaluation, we have calculated the average of the arith-
metic means and the maximums over all users. Since the number of daily histories
was not equal for each user, we have further weighted each average score with
the occurrence of the particular user in order to obtain a more accurate result.
Overall, our model shows similar performance to previous approaches discussed
in Section 3. The resulting scores are shown in table 4.







Fig. 12: F1-measure distributions per user ordered by arithmetic mean. The x-axis
values indicate the respective user identifier.
5 Conclusion
In this paper, we selected a promising neural network approach and evaluated
its performance on location prediction using semantic labels on a joint. Using
location histories from the MIT dataset, we trained a joint model of several
users. Our results show that LSTM networks are a suitable method for predict-
ing semantic user locations. The models obtained from our architecture showed











Table 4: Average performance scores of the trained models
implementations. Although we only used low-level location labels without clus-
tering or other semantic categorization, our model performed with average F1
score of 0.42 and average accuracy of 0.605. For further improvement, adding
more features, e.g. location type, to the classificatory might increase the model’s
performance significantly.
Furthermore, this paper shows that location prediction remains a hot topic
of contemporary research, due to the increasing relevance and emergence of
location based services. It can be anticipated that this will lead to an overall
improvement of location prediction models, especially through the availability
of extensive datasets and the potential of distributed computational approaches
such as TensorFlow.
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Zusammenfassung. In dieser Arbeit wird die Predizierbarkeit der nächs-
ten semantischen Lokation einer Person untersucht. Dafür wird mit Be-
wegungsdaten einer Person gearbeitet, welche sich über einen Zeitrah-
men von zwölf Wochen strecken. Auf diesen Daten werden Feed-Forward
Neuronale Netze und Recurrent Neuronale Netze mit jeweils einer mittle-
ren Schicht trainiert. Als Referenzwerte wurden Vorhersagegenauigkeiten
von Markovketten betrachtet. Anschließend werden die besuchten Loka-
tionen zu Lokationstypen zusammengefasst, um zu untersuchen, ob und
wie sehr die Vorhersagbarkeit auf diesen Lokationstypen besser ist als
auf den Lokationen selbst.
Schlüsselwörter: Location prediction, Semantic location, Markov Chain,
Feed-Forward Neural Net, Recurrent Neural Net
1 Motivation
Ubiquitäre Systeme sind eine Idee der Mensch-Maschine-Interaktion, welche die
Integration von Computer-Komponenten in alltägliche Dinge propagiert. Mit-
einander und mit der Umgebung interagierende Geräte oder Unsichtbarkeit sind
Punkte, welche diese Idee charakterisieren. Die „intelligente Umgebung“ ist eine
Welt, in welcher verschiedene intelligente Geräte permanent arbeiten, um die Le-
bensqualität der Bewohner zu verbessern. Eine intelligente Umgebung beinhaltet
die Erfassung, Prediktion, das Entscheiden und proaktive Handeln, um die Nut-
zererfahrung zu verbessern und sich nach bestimmten Mustern wiederholende
Aufgaben zu automatisieren. [22]
Das Verhalten des Menschen kann in zwei Kategorien geteilt werden: Zum
einen handelt er in bestimmten Verhaltensmustern. Zum anderen können diese
Verhaltensmuster durch äußere und innere Reize unterbrochen bzw. das Verhal-
tensmuster grundlegend geändert werden. Eine Idee der Next Location Predicti-
on ist, dem Nutzer (wobei „Nutzer“ eine aktiv interagierende Person impliziert,
was nicht der Fall sein muss, insbesondere im Zusammenhang mit ubiquitären
Systemen) Aufgaben abzunehmen, welche in bestimmten Mustern durchgeführt
werden. Diese Muster sollen automatisch gelernt und gegebenenfalls angepasst
werden. Auf Klassifikatorebene heißt das: Statisches Trainieren auf vergangenen
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Daten und Predizieren künftiger Werte. Bei korrekter und auch falscher Predik-
tion soll das vom Klassifikator gelernte Modell jeweils „bestärkt“ bzw. „bestraft“
werden.
In dieser Arbeit geht es insbesondere um die Prediktion semantischer Loka-
tionen. Unter der Menge der semantischen Lokationen ist eine Wissensrepräsen-
tation in Form einer Baumstruktur (DAG) zu verstehen. Beispielhaft kann der
Wurzelknoten „Ort“ semantische Oberbegriffe anderer Orte als Kindknoten ha-
ben. In der Baumstruktur könnte es bspw. einen inneren Knoten „Freizeit“ mit
Kindknoten „Bowling“, „Schwimmbad“ und „Kino“ geben. Dabei kann es verschie-
dene Zwischenabstraktionen geben. Die zu prüfende Behauptung dieser Arbeit
ist, dass auf semantisch abstakteren Stufen (mögliche Orte bspw. „Einkaufen“
und „Freizeit“) Lokationen besser prediziert werden können als auf niedrigeren
Stufen (mögliche Orte bspw. „Aldi_Durlach“ und „Kino_Innenstadt“).
Ein wichtiges Anwendungsgebiet von Lokationsprediktion stellt die Klima-
regulierung von Bürogebäuden dar [19]. In diesen summieren sich das Heizen,
Ventilieren und die Klimatisierung auf 70% des Gesamtenergieverbrauchs die-
ser Gebäude. Ein Großteil der Energie wird unter statisch festgelegten Plänen
verbraucht, welche oft immernoch die zur Zeit des Gebäudeentwurfs festgeleg-
ten Zeitabschnitte als Grundlage haben. Für eine Verbesserung der Energieef-
fizienz sollte das Gebäude-Management-System Prediktoren benutzen, um das
Klima auf Grundlage der Nutzer-Bewegungsmuster zu regulieren. Da Heiz- und
Kühlsysteme eine verzögerte Reaktion vorweisen, muss das Nutzerverhalten eine
bestimmte Zeitspanne vorher prediziert werden.
In [19] wird die Behauptung aufgestellt, dass das Nutzerverhalten in Büro-
gebäuden von Faktoren wie der Jahreszeit, dem Wochentag und der Tageszeit
abhängt. Außerdem wird vermutet, dass Verhalten im Laufe des Tages von vor-
herigem Verhalten innerhalb desselben Tages beeinflusst wird. Außerdem wird
auf externe Einflüsse wie beispielsweise dem Verhalten der Kollegen hingewiesen.
Manche dieser Überlegungen werden auch in diese Seminararbeit einfließen, wie
in späteren Kapiteln zu sehen ist.
Zur Motivation sollen weitere Beispielszenarien erläutert werden:
– Ein intelligentes Steuergerät im Auto lernt, an welchen Wochentagen und
zu welcher Uhrzeit der Besitzer das Auto benutzt, sodass die Standheizung
eine halbe Stunde vorher eingeschaltet werden kann. Das führt dazu, dass
der Autofahrer sich in ein angenehm warmes Auto setzen kann. Gute Vor-
aussetzungen für eine konzentrierte Fahrt.
– Eine ähnliche Anwendung wäre die automatische Durchlüftung des Zuhau-
ses, bevor nach Hause gekommen wird. Das Vorhersagesystem würde anhand
vergangener Bewegungsmuster des Einwohners einen Stundenplan über die
Ankunftszeiten modellieren, sodass beispielsweise eine halbe Stunde vor dem
Nachhausekommen für frische Luft im Haus gesorgt werden kann.
– Es soll mobil eine große Datei versendet werden, während die Signalstärke
schwach ist. Das System könnte vorhersagen, dass der Nutzer ein Gebiet mit
besserem Empfang betreten wird, sodass das energiezehrende Versenden bei
schlechtem Empfang vermieden werden kann. [8]
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Als Kontrast zu diesen Anwendungsbereichen müssen auch negative Anwen-
dungsszenarien der Lokationsprediktion betrachtet werden. Bei Zugriff auf die
sensiblen Daten könnten böswillige Menschen anhand solcher Modelle ermitteln,
zu welchen Zeiten das Haus leerstehen wird. Eine negative Seite dieser Techno-
logie.
1.1 Semantische Trajektorien
Betrachtet man die Forschung im Bereich der Bewegungsprediktion mobiler Nut-
zer, fällt auf, dass dabei meist nur geographische Eigenschaften der Nutzertra-
jektorien berücksichtigt werden. Darunter ist eine Sequenz von geographischen
Punkten, bestehend aus Breiten- und Längengrad, zu verstehen, welche jeweils
mit einem Zeitstempel versehen sind. Solche beobachteten Bewegungsmuster
sind nur von geographischen Eigenschaften der Bewegungsdaten abhängig.
Die Nachteile einer Lokationsprediktion basierend auf geographischen Trajek-
torien sind vor allem folgende: Zum Einen können zwei semantisch nahe Trajek-
torien als unterschiedlich klassifiziert werden, da die geographische Ähnlichkeit
der einen Trajektorie zu einer anderen Trajektorie näher ist. Zum anderen be-
rücksichtigen auf geographischen Eigenschaften arbeitende Prediktionsstrategien
nur zuvor besuchte Lokationen und können bisher unbesuchte Lokationen nur
schlecht vorhersagen. Eine Lokationsprediktion basierend auf allein den geogra-
phischen Trajektorien ist also nicht ausreichend. [6]
In Abbildung 1 ist exemplarisch zu sehen, dass die geographische Distanz
und Form der Trajektorie 1 und 2 ähnlicher sind als die zwischen Trajektorie
1 und 3. Aus diesem Grund würden einige Vorhersagetechniken zur Prediktion
der nächsten Lokation der Trajektorie 2 die Trajektore 1 als Bezugstrajektorie
nehmen. Dazu kommt noch, dass diese Prediktion, welche auf Positionsdaten
beruhen, nur zuvor besuchte Lokationen berücksichtigen und deshalb keine guten
Ergebnisse liefern, wenn zuvor nicht besuchte Orte berücksichtigt werden. Auch
hier ist zu sehen: Die bloße Berücksichtigung geographischer Informationen zur
Prediktion der nächsten Lokation ist nicht ausreichend.
Abb. 1: Beispiel zu semantischen Trajektorien. [6]
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2 Related work
In der Arbeit [5] wird eine Architektur eines Feed-Forward Neuronalen Net-
zes mit einem Input-, einem Hidden- und einem Output-Layer entworfen, um
anhand der zuletzt besuchten Räume den nächsten zu betretenden Raum ver-
schiedener Mitarbeiter in einem Bürogebäude zu predizieren. Dabei wird die
Unfähigkeit eines Multi-Layer-Perceptrons, Sequenzen schrittweise einzulesen,
umgangen, indem die zuletzt besuchten N Räume kodiert an die Eingabeschicht
übergeben werden. Hier beschänkt man sich auf ein kleines Netz und verringert
die Größe der Eingabeschicht, um möglichst wenig Rechen- und Speicherkapazi-
tät zu beanspruchen, sodass diese Neuronalen Netze mit akzeptablem Energie-
und Speicherkonsum ausgeführt werden können. Man hat dabei „lokale“ Predik-
toren, welche auf Bewegungsdaten pro Mitarbeiter trainiert werden, mit „globa-
len“ Prediktoren, welche auf Bewegungsdaten aller Mitarbeitern trainiert wer-
den, verglichen. Hier hat man die Prediktion in einem Szenario eingesetzt, in
welchem smarte Türschilder einem Besucher die aktuelle Lokation des jeweiligen
Mitarbeiters angezeigt und die vermutliche Rückkehrzeit prediziert hat.
In einer anderen Arbeit [13] wird Lokationsprediktion angewandt, um Kapa-
zität an der Luft-Schnittstelle von mobilen Radionetzwerken zu sparen, welche
den Flaschenhals bei dieser Technologie darstellt. Die Ergebnisse weisen dar-
auf hin, dass der Ertrag aus Neuronalen Netzen vom Nutzerprofil und der Zahl
ungewöhnlicher Bewegungen des Nutzers abhängt. Auch in diesem Fall umgeht
man den Nachteil eines fehlenden Speichers, indem die Historie der N letzten
besuchten Lokationen kodiert an die Eingabeschicht geleitet wird.
Weiterhin wurde im Rahmen des „Adaptive House“ Projektes an der Uni-
versität Colorado [16] ein intelligentes Haus entwickelt, welches die Bewegungen
seiner Einwohner mithilfe von Bewegungsdetektoren aufgezeichnet und mit Feed-
Forward Neuronalen Netzen den nächsten zu betretenden Raum vorhersagt.
In [17] werden fünf verschiedene Vorhersagemodelle vorgestellt und vergli-
chen, unter welchen sich eine Markovkette und Neuronale Netze befinden. Dabei
wird ohne zu Vertiefen ein oberflächlicher Überblick gegeben. In dieser Seminar-
arbeit soll hingegen neben der Markovkette verschiedener Ordnung, welche als
Bezugssystem (Baseline) verwendet werden soll, Feed-Forward Neuronale Netze
(FFNN) und Recurrent Neuronale Netze (RNN) betrachtet werden. Der verglei-
chende Charakter des Papers war Anlass dazu, in diesem Kapitel aufgeführt zu
werden.
In [15] wird untersucht, wie gut bei Verwendung von RNNs die täglichen
Aktivitäten unter Altersdemenz leidender Menschen in ihren eigenen Häusern
vorhergesagt werden können. Dabei werden die Bewegungsmuster mit Sensoren
ermittelt und diese dann in zeitliche Sequenzen von Aktivitäten umgewandelt.
Anschließend werden diese für die Vorhersage der Nutzerbewegung genutzt. Für
das Vorhersagemodell werden dabei verschiedene RNNs betrachtet, welche be-
sonders zeitliche Abhängigkeiten in den Bewegungssequenzen gut erschließen
können. Dabei werden sowohl durch einen Simulator generierte Daten, als auch
Daten echter Umgebungen verwendet.
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Weitere Arbeiten, welche Feed-Forward Neuronale Netze zur Bewegungspre-
diktion nutzen, sind [18] und [23].
3 Theorie Markovkette und Neuronale Netze
3.1 Markovketten
In diesem Abschnitt soll kurz das Konzept von Markovketten [9] eingeführt wer-
den, die nur die aktuelle Position zur Vorhersage der nächsten Lokation verwen-
den. Diese werden auch als Markovkette 1. Ordnung bezeichnet. Anschließend
wird kurz darauf eingegangen, wie dieses Konzept auf die Berücksichtigung von
N vorher besuchten Lokationen erweitert werden kann (fürN ≥ 1). Diese werden
dann als Markovketten N -ter Ordnung bezeichnet.
Eine Markovkette modelliert das Bewegungsverhalten einer Person als einen
diskreten stochastischen Prozess, in welchem die Wahrscheinlichkeit, sich von
einem Ortszustand in einen anderen zu bewegen, ausschließlich von der vorher
besuchten Lokation und der Wahrscheinlichkeitsverteilung der Transitionen zwi-
schen den Zuständen abhängt. Genauer besteht eine Markovkette aus:
– Einer Menge von Zuständen P = {p1, ..., pk}, in welchem jeder Zustand eine
Lokation modelliert. Diese Zustände haben eine semantische Bedeutung und
werden beispielsweise mit „Universität“ oder „Heim“ gelabelt.
– Einer Menge von Transitionen, wie z.B. ti,j , welche die Wahrscheinlichkeit
darstellt, sich von der Lokation pi zur Lokation pj zu bewegen. Eine Tran-
sition aus einem Zustand in denselben Zustand kann in unserem Fall vor-
kommen, wenn Lokationstypen betrachtet werden. Beispielsweise, wenn die
Transition Mensa → Infobau ersetzt wird durch die Transition Universität
→ Universität.
Abb. 2: Markovkette als Graph.
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Eine Markovkette kann als Graph oder Transitionsmatrix repräsentiert wer-
den. In der Graphenrepräsentation, wie beispielsweise in Abbildung 2, werden
Lokationen durch Knoten und Transitionen mit der zugehörigen Übergangswahr-
scheinlichkeit zwischen zwei Lokationen durch Pfeile zwischen jeweils zwei Kno-
ten mit einem Gewicht dargestellt.
Markovketten erster Ordnung haben kein Gedächtnis. D.h., dass die Vorher-
sage einer zukünftigen Lokation nur von der aktuellen Lokation abhängt. Diese
Einschränkung, dass nämlich die Markovkette die vorher besuchten Lokationen
„vergisst“, kann die Vorhersagegenauigkeit verschlechtern. Um diesem Problem
entgegenzuwirken, können Markovketten größerer Ordnung benutzt werden.
In Abbildung 2 ist eine Markovkette erster Ordnung skizziert, deren Kno-
ten Lokationstypen modellieren. Hier beträgt bspw. die Wahrscheinlichkeit, von
„Uni“ zu „Freizeit“ zu gelangen, 100% und die Wahrscheinlichkeit, von „Freizeit“
zu „Uni“ zu gelangen, 80%. Die Gewichtssumme der aus einem Knoten wegfüh-
renden Kanten muss 100% betragen. Ein Nachteil von Markovketten ist, dass
nicht generalisiert werden kann: Es können nur Übergangswahrscheinlichkeiten
für Lokationenhistorien angegeben werden, die überhaupt irgendwann beobach-
tet wurden. D.h., eine beobachtete Bewegung muss sich vollkommen mit dem
Beginn eines zuvor beobachteten Musters decken. [6]
Auf Markovketten basierende Vorhersagetechniken sind weitverbreitet. Mar-
kovketten bieten eine leicht verständliche Sicht auf das System und können ange-
wandt werden, wenn Lokationen in eine endliche Menge nichtüberschneidender
Lokationen unterteilt werden können. [8]
3.2 Feed-Forward Neuronale Netze
Neuronale Netze sind formale mathematische Modelle, welche biologische neuro-
nale Strukturen imitieren. Mit Beginn der ersten Neuronenmodelle in den 1940er
Jahren wurden sie eine der beliebtestenWerkzeuge, Aufgaben mithilfe von künst-
licher Intelligenz zu lösen. Die Lernfähigkeit erlaubt es Neuronalen Netzen eine
Vielfalt von Problemen wie z.B. Mustererkennung und Funktionsapproximierung
zu lösen. [8]
Ein großer Vorteil künstlicher Neuronaler Netze ist ihre Fähigkeit, anhand
von Beispielen zu lernen. (Supervised Learning) Um ein Problem auf herkömm-
liche Weise zu lösen, muss eigentlich ein zugrundeliegendes Modell entworfen
und eine Abfolge von Operationen festgelegt werden, welche den Lösungsalgo-
rithmus bilden. Mit zunehmender Komplexität wird es jedoch immer schwerer
oder sogar unmöglich, einen deterministischen Algorithmus zu entwickeln. Bei
Neuronalen Netzen ist man nicht gezwungen, einen lösenden Algorithmus zu ei-
nem bestimmten Problem vorzugeben. Stattdessen wird dem Neuronalen Netz
eine Vielzahl verschiedener Beispiele zur Verfügung gestellt, um von ihnen zu
lernen und zu generalisieren. Das Netz extrahiert die Information aus den Trai-
ningsdaten und baut so implizit ein bestimmtes Modell des Problems. Anders
ausgedrückt entwickelt das Neuronale Netz von alleine einen Algorithmus zum
Lösen des Problems. Die Fähigkeit eines Neuronalen Netzes, komplexe Probleme
mithilfe einer Menge von Beispielen zu lösen, ist vielversprechend. [5]
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Dieser Lernprozess kann im Kontext Neuronaler Netze betrachtet werden als
das Problem, die Gewichte der Neuronenübergänge so zu verändern, dass eine be-
stimmte Aufgabe zufriedenstellend erfüllt werden kann. Das Netz passt die Über-
gangsgewichte anhand verfügbarer Trainingsdaten an. Die Leistung des Neuro-
nalen Netzes kann durch iterative Veränderung der Gewichte einfach verbessert
werden. Gerade diese Fähigkeit Neuronaler Netze, automatisch aus Beispielen zu
lernen, macht sie attraktiv. Neuronale Netze (im Folgenden mit NN abgekürzt)
lernen zugrundeliegende Regeln, wie z.B. Eingabe-Ausgabe-Abhängigkeiten, aus
der zur Verfügung gestellten Menge, im besten Falle, repräsentativer Beispiele.
Das ist einer der großen Vorteile von künstlichen NNs gegenüber traditionellen
Expertensystemen. NNs können bei gegebener Rechenkapazität diese Lernfähig-
keit dazu nutzen, um zu generalisieren. Generalisierung bezieht sich auf die Fä-
higkeit Neuronaler Netze, passende Ausgaben für Eingaben zu berechnen, welche
zur Trainingszeit nicht gesehen wurden. Aus diesem Grund werden künstliche
NNs benutzt, um Bewegungen mobiler Nutzer zu predizieren. [21]
Wie in Abbildung 3 gezeigt, sind die Neuronen des Feed-Forward Neurona-
len Netzes in Schichten organisiert, mit Verbindungen von jeweils einer Schicht
zur nächsten. Ein Eingabevektor aktiviert die Eingabeschicht und breitet sich
durch die mittlere Schicht hindurch an die Ausgabeschicht weiter. Da die Ausga-
be eines FFNNs nur von der aktuellen Eingabe abhängt und insbesondere keine
Abhängigkeit zu vorherigen Eingaben besteht, sind FFNNs von der Architektur
her eher als Musterklassifikatoren als für Sequenzenvorhersagen geeignet. Ein
FFNN mit einer bestimmten Menge von Gewichten stellt eine Funktion dar, wel-
che den Eingabevektor auf einen Ausgabevektor abbildet. Durch das Verändern
der Gewichte kann ein FFNN verschiedene Funktionen darstellen. Tatsächlich
wurde in [11] bewiesen, dass ein FFNN mit einem einzelnen Hidden Layer aus-
reichender Größe und nichtlinearer Einheiten (z.B. tanh oder Sigmoid) beliebige
stetige Funktionen auf einem kompakten Intervall approximieren kann. Aus die-
Abb. 3: Feed-Forward Neuronales Netz
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sem Grund werden FFNNs auch universelle Funktionsapproximatoren genannt.
[10]
Man Betrachte ein Feed-Forward Neuronales Netz (im Folgenden mit FFNN
abgekürzt) mit I Eingabeneuronen, welche mit einem Eingabevektor x (|x| = I)
aktiviert werden. Jede Einheit der mittleren Schicht berechnet eine gewichtete
Summe der Eingabeneuronen. Für das Neuron h der mittleren Schicht bezeichne
man diese Summe als die Netzwerkeingabe in h und schreibe ah. Anschließend
wird die Aktivierungsfunktion Θ angewandt, was schließlich zum Aktivierungs-
wert bh des Neurons führt. Sei wij das Gewicht des Übergangs von Neuron i zu





bh = Θ(ah) (2)
Einige Aktivierungsfunktionen sind in Abbildung 4 dargestellt. Die belieb-
testen Aktivierungsfunktionen sind tanh und die Sigmoid-Funktion. Da diese
beiden Funktionen durch die Lineartransformation
tanh(x) = 2σ(2x)− 1 (3)
in Beziehung stehen, kann jede Funktion, welche mithilfe eines NNs mit tanh
als Aktivierungsfunktion auch mithilfe eines NNs mit sigmoid als Aktivierungs-
funktion berechnet werden. Sie sind also zum großen Teil äquivalent. Ein Unter-
scheidungsmerkmal ist jedoch ihr Ausgabebereich. Dieser ist beim Sigmoid (0,1),
weshalb dieser bei Beschreibung von Wahrscheinlichkeiten eher benutzt werden
sollte. Eine wichtige Eigenschaft dieser beider Aktivierungsfunktionen ist ihre
Nichtlinearität. Nichtlineare NNs sind mächtiger als lineare, da diese nichtlinea-
re Klassifikationsgrenzen und nichtlineare Gleichungen modellieren können. [10]
Abb. 4: Aktivierungsfunktionen
3.3 Recurrent Neuronales Netz
Die Idee hinter Recurrent Neuronalen Netzen ist es, Nutzen aus sequentieller In-
formation zu ziehen. In einem gewöhnlichen Neuronalen Netz wird angenommen,
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dass alle Eingaben (und Ausgaben) unabhängig voneinander sind. Für viele Auf-
gaben jedoch ist das nicht ausreichend. Wenn das nächste Wort in einem Satz
prediziert werden soll, ist eine Kenntniss der vohergehenden Worte notwendig.
RNNs werden als recurrent bezeichnet, da sie denselben Berechnungsschritt für
jedes Element einer Sequenz ausführen. Dabei ist die Ausgabe dann abhängig von
Berechnungen vorhergehender Schritte. Eine andere Perspektive über die RNNs
ist es, ihnen einen „Speicher“ zuzuschreiben, welcher Information über bisher
Berechnetes enthält. In der Theorie können RNNs Informationen aus beliebig
langen Sequenzen generieren, sind jedoch in der Praxis auf wenige vorherge-
hende Schritte beschränkt. [7] Ein einfaches RNN ist in Abbildung 5 skizziert.
Ein Unterschied zu FFNNs ist, dass Neuronen der mitteren Schicht Kanten zu
Neuronen derselben Schicht besitzen.
Der Vorwärts-Schritt eines RNNs ist derselbe wie in einem FFNN mit einer
einzelnen mittleren Schicht, außer dass die Aktivierungen der mittleren Schicht
von diesmal zwei Quellen stammen: Dem aktuellen Eingabevektor und den Akti-
vierungen derselben mittleren Schicht aus dem vorherigen Zeitschritt. Betrachte
eine Eingabesequenz x der Länge T in ein RNN mit I Eingabeneuronen, H Neu-
ronen in der mittleren Schicht und K Ausgabeneuronen. Sei xti der Wert von
Eingabe i zum Zeitpunkt t und seien atj und btj jeweils die Netzwerkeingabe zu
Neuron j zum Zeitpunkt t und die Aktivierung von Neuron j zum Zeitpunkt t.












Danach werden nichtlineare, differenzierbare Aktivierungsfunktionen genau-




Abb. 5: Recurrent Neuronales Netz
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Die komplette Sequenz der Aktivierungen der mittleren Schicht kann berech-
net werden, indem bei t=1 begonnen wird und rekursiv die obigen Anweisungen
nacheinander ausgeführt werden. [10]
RNNs scheinen besonders gut geeignet zu sein für Sequenzenvervollständi-
gung, da Wissen über vorher besuchte Orte im Allgemeinen besonders wichtig
sind für eine präzise Vorhersage. Es muss jedoch angemerkt werden, dass RNNs
schwerer zu trainieren sind als ihre simplizistischen Alternativen, die FFNNs.
[22]
4 Implementierung Neuronale Netze
4.1 Kodierung der Ein- und Ausgabevektoren
Es gibt eine feste Gesamtanzahl an Lokationen, jede mit einer individuellen Num-
mer, beginnend bei 1. Es gibt verschiedene Ansätze, die besuchten Lokationen
zusammen mit den Tageszeit- und Wochentags-Features auf einen Eingabevektor
abzubilden:
– Man leite den numerischen Wert als solches in einen einzelnen Neuron der
Eingabeschicht.
– Für jedes Paar von (Lokation, Zeitschritt) soll ein separates Neuron der
Eingabeschicht (und der Ausgabeschicht) aktiviert werden.
– Man konvertiere den numerischen Code in eine binäre Darstellung und weise
jedem Neuron der Eingabeschicht ein Bit des resultierenden Binärcodes zu.
Die erste der aufgezählten Möglichkeiten wird bei der Prediktion stetiger
numerischer Werte verwendet. Dieser Ansatz hat einige Nachteile, wie z.B., dass
so das Neuronale Netz nicht richtig generalisieren wird. Wenn z.B. das Netz eine
unbekannte Eingabe bekommt, welches als Prediktion dann den Lokationen 1
und 5 dieselbe Wahrscheinlichkeit beimisst, so würde ein Wert zwischen 1 und 5,
z.B. ein an 3 naher Wert, als Ausgabe generiert werden. Es ist unwahrscheinlich,
dass ein zu 1 oder 5 naher Wert produziert wird. Diese Möglichkeit zerstört also
die einzigartige Fähigkeit Neuronaler Netze zu generalisieren und muss deshalb
verworfen werden.
Die Auswahl der zweiten der drei Möglichkeiten führt zu einer Größe der
Eingabeschicht von <Anzahl Lokation> · <Anzahl Zeitschritte>. Ein Einga-
bevektor würde dann so generiert werden, dass ein gegebener Raum durch das
Setzen des jeweiligen Neurons auf 1 und aller anderer Neuronen auf 0 repräsen-
tiert werden würde. Der Ausgabevektor würde in einer ähnlichen Art erzeugt
werden. Das im vorigen Paragraphen beschriebene Problem ist damit behoben.
Allerdings wächst selbst bei geringer Zunahme der Lokationen oder der Zeit-
schritte die Größe der Eingabeschicht stark an, was inpraktikabel ist.
Verwendet wurde in dieser Arbeit der dritte Ansatz, da dieser einen Kom-
promiss zwischen den ersten beiden Methoden darstellt. [22] Der verwendete
Ansatz wurde konkret folgendermaßen umgesetzt. Der Ausgabevektor enthält
die vorhergesagte Lokation in Form einer One-Hot-Kodierung. D.h., dass z.B.
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bei insgesamt 10 Lokationen für die Lokation mit der Nummer 3 das 3. Bit ei-
ne 1 und alle anderen Bits eine 0 enthalten. Der Ausgabevektor ist dabei nur
abhängig von der Anzahl der Lokationen. Somit hat sie sowohl beim FFNN, als
auch beim RNN dieselbe Form.
Die Größe des Eingabevektors ist beim FFNN und RNN jeweils unterschied-
lich. Diese werden im Folgenden separat betrachtet. Beim FFNN hängt die Größe
des Eingabevektors zum Einen von der Gesamtzahl z1 der Lokationen ab, wel-
che One-Hot-kodiert werden. Hier wird bewusst auf ein platzsparendes (weniger
Eingabeneuronen), binäres Durchnummerieren verzichtet. Der Grund dafür ist,
den Neuronalen Netzen mit jeweils nur einer mittleren Schicht den Aufwand
der Dekodierung des Eingabevektors soweit zu erleichtern, dass jeweils die Ak-
tivierung eines einzelnen Eingabeneurons eine bestimmte Lokation darstellt. So
sollen die Modellierungskapazitäten der kleinen Netze ausschließlich für die Her-
stellung der Zusammenhänge zwischen Ein- und Ausgabevektor aufgebraucht
werden. Zum Anderen hängt der Eingabevektor von der beobachteten Anzahl z2
der zuletzt besuchten Lokationen ab, welche jeweils mit z1 Bits kodiert werden.
Bisher besitzt ein Eingabevektor also z1 · z2 Bits.
Wenn der Wochentag der Transition als Feature berücksichtigt wird, so wird
dieser in One-Hot-kodierter Form mit einer Länge von 7 Bits an den Eingabe-
vektor angehängt. Wird wiederum die Uhrzeit der Transition als Feature berück-
sichtigt, so wird dieser in One-Hot-kodierter Form mit einer Länge von <Anzahl
Partionen Tageszeit> an den Eingabevektor angehängt. Die Maximale Größe
des Eingabevektors und somit der Eingabeschicht des FFNNs ergibt sich so zu
z1 ∗ z2 + 7+ < AnzahlPartitionenTageszeit >. In dieser Seminararbeit wurde
eine Partitionierung in acht Teile vorgenommen.
Beim Recurrent Neuronalen Netz ist wichtig, dass er aufgrund seiner rück-
wärtsgerichteten Verbindungen in der Lage ist, sich die Reihenfolge zu merken,
in welcher die Eingabe während der Trainingsphase betrachtet wird. Aus dieser
Fähigkeit des Recurrent Netzes erwächst die Notwendigkeit, die Form des Ein-
gabevektors zu einer Eingabematrix zu verändern, sodass pro Zeitschritt (der
insgesamt z2 Zeitschritte) eine Spalte der Eingabematrix der Größe z1 betrach-
tet wird, was der ersten Lokation der Historie entspricht.
Wenn der Wochentag der Transition beim RNN als Feature berücksichtigt
wird, so wird dieser in One-Hot-kodierter Form an jede Spalte der Eingabema-
trix angehängt. Ebenso wird mit der Uhrzeit als Feature vorgegangen. Dabei
entspricht Datum und Uhrzeit dem Zeitpunkt der Transition von der aktuellen
Lokation der Lokationshistorie zur vorherzusagenden Lokation.
Somit ergibt sich beim RNN eine Maximale Größe der Eingabematrix zu
(z1 + 7+ < AnzahlPartitionenTageszeit >) ∗ z2. Dabei ist zu beachten, dass
die Größe der Eingabeschicht gleich der Größe einer Spalte der Eingabematrix
entpsricht.
Beim Entwickeln von Vorhersagemodellen hat man die Freiheit, ein NN nach
Belieben zu wählen. Obwohl RNNs sich besonders für eine Sequenzvorhersage
bzw. -vervollständigung eignen, können FFNNs benutzt werden, um Selbiges zu
tun. Dazu muss allerdings die zeitliche Verzögerung im Eingabevektor explizit
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dargestellt werden. Tatsächlich ist nach [23] die Verwendung von FFNNs für
diese Art von Aufgaben die gängige Variante.
4.2 Verwendete Programmierumgebung
Die praktische Implementierung dieser Seminararbeit wurde in der Program-
miersprache Python innerhalb der für interaktive Datenanalyse optimierten Ju-
pyter Notebook-Umgebung [14] umgesetzt. Die benötigten Module wurden selbst
von Grund auf oder mithilfe von Open Source Bibliotheken implementiert. Wäh-
rend die Markovketten selbst implementiert wurden, ist für die Umsetzung der
Neuronalen Netze die von Google entwickelte Bibliothek TensorFlow [20] benutzt
worden. Zur Erleichterung der Datenvorverarbeitung wurde auf die NumPy-
Bibliothek [2] zugegriffen, welche eine einfache Handhabung von multidimensio-
nalen Arrays gewährleistet. Die Evaluierung der generierten Daten wurde unter
Zuhilfenahme der Datenstruktur-Bibliothek Pandas [3] und die auf Matplotlib
[1] basierende Bibliothek Seaborn [4] zur statistischen Datenvisualisierung vor-
genommen.
Die Implementierung, welche sich aus der Datenvorverarbeitung, dem Trai-
nieren und Evaluieren der Vorhersagemodelle zusammensetzt, hat das Ausmaß
von etwa 1000 Zeilen Code. Das rechenaufwändige Ausführen wurde mittels der
Batch-Software HTCondor auf ein Rechnernetz ausgelagert, auf welchem mit 2
Rechenkernen und 16 GB RAM in etwa 24 Stunden trainiert und getestet wur-
de. Die Ergebnisse wurden in einem Pandas-DataFrame gespeichert, welche sich
besonders einfach modifizieren lässt.
4.3 Aufzeichnen der Bewegungen
Die Generierung der Bewegungsdaten für die Vorhersagemodelle wurde in einem
zeitlichen Rahmen von 12 Wochen in einer Tagebuch-Form vorgenommen: Im
Laufe von sechs Wochen ist jeweils abends niedergeschrieben worden, an welchen
Lokationen die Person sich an jenem Tag mindestens 15 Minuten aufgehalten hat.
Weitere sechs Wochen wurden mithilfe eines detailliert ausgefüllten Kalenders
(Google Calendar) rekonstruiert. Ein kurzer Abschnitt dieser Bewegungsdaten
ist in Abbildung 6 zu sehen. Ein Tag beginnt mit dem zugehörigen Datum.
Die Transitionen dieses Tages belegen jeweils eine Zeile. Diese Zeile beginnt mit
der Uhrzeit, welche den Transitionszeitpunkt markiert. Die Transition selbst ist
durch eine Abbildung der Form <Startlokation> → <Ziellokation> gegeben.
4.4 Datenvorverarbeitung
Im Datenvorverarbeitungsschritt werden aus den Bewegungsdaten Trainings-
und Testdaten generiert. In einem ersten Schritt werden dazu die Transitio-
nen zu einer einzigen Transitionskette konkateniert. Es entsteht ein Array, siehe
Abbildung 7. Nun wird jeder Lokation in einem Zwischenschritt eine individu-
elle ID zugeordnet, um diese im letzten Schritt in eine One-Hot kodierte Form
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Abb. 6: Aufzeichnen der Bewegungen
umzuwandeln. In Abbildung 7 entspricht jede Zeile des letzten Teilbildes der
One-Hot-Kodierung einer Lokation.
In diesem Zustand kann ein Vorhersagemodell trainiert werden: Ein Fens-
ter, dessen Größe der festgelegten Historienlänge entspricht, umfasst die Ko-
dierungen der zuletzt besuchten Lokationen. Gleichzeitig wird die Kodierung
der nächsten Lokation dem Vorhersagemodell als Wunschvorhersage präsentiert.
Dieses Gesamtfenster, dargestellt als geschweifte Klammern in Abbildung 7 und
außerdem hier mit einer Historienlänge von 3 und somit einer Gesamtlänge von
3+1 = 4, wird im Trainingsprozess eines Vorhersagemodells entlang der Transi-





Das Tageszeit-Feature kann optional bei der Evaluierung verwendet werden.
Dabei wird der Zeitraum zwischen 5 Uhr und 22 Uhr in acht gleichgroße
Zeitintervalle geteilt. Das erste Zeitintervall wird um das Intervall von 0 Uhr
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bis 5 Uhr erweitert und das letzte Zeitintervall wird um das Intervall von
22 Uhr bis 24 Uhr erweitert. Jeder Zeitpunkt kann so auf eine One-Hot-
Kodierung der Länge acht abgebildet werden. Diese sind die Standardwerte
für die in der Evaluierung benutzten Tageszeit-Features. Es können sowohl
der Start- und Endzeitpunkt für die Partitionierung, als auch die Anzahl der
Teile verändert werden.
Wochentag
Das Wochentag-Feature kann ebenfalls optional bei der Evaluierung verwen-
det werden. Der Wochentag wird dabei auf einen One-Hot-Vektor der Länge
sieben abgebildet.
Historienlänge
Die Historienlänge gibt die Anzahl der zuletzt besuchten Lokationen an. Bei-
spielsweise wird bei einer Historienlänge von 2 die nächste Lokation unter
Berücksichtigung der aktuellen und der vorherigen Lokation vorhergesagt.
Es muss eine Historienlänge angegeben werden. Bei Fehlen dieser Informa-
tion wird als Standardwert 2 angenommen.
Trainingsanteil
Der Trainingsanteil gibt an, auf welchem Teil der Bewegungsdaten (begin-
nend mit der ersten Transition) die Vorhersagemodelle trainiert werden sol-
len. Der komplementäre Anteil wird als Testdatensatz bezeichnet und zur
Auswertung des Vorhersagemodells benutzt. Dieser Wert kann beliebig ge-
wählt werden. In dieser Arbeit wird ein Trainingsanteil von 70% gewählt.
Lernrate
Die Lernrate ist ein Faktor, welcher den Grad der Änderung der Kantenge-
wichte eines Neuronalen Netzes beschreibt. In dieser Arbeit wird als Lernrate
0.01 verwendet.
Epochen
Die Epochenzahl gibt an, mit wievielen Durchgängen über den Datensatzes
die Neuronalen Netze trainiert wurden.
Batch-Größe
Eine Batch bezeichnet die Anzahl der Trainingsbeispiele, nach welcher die
Parameter angepasst werden. Hier wird die geringste Batch-Größe 1 ver-
wendet, da aufgrund des kleinen Datensatzes keine größeren Performance-
Einbußen zu befürchten sind.
Größe mittlere Schicht
In dieser Seminararbeit werden nur Neuronale Netze mit einer mittleren
Schicht verwendet. Während die Größe der Ausgabeschicht von der Anzahl
der Lokationen und die Eingabeschicht zusätzlich von den ausgewählten Fea-
tures abhängt, kann die Größe der mittleren Schicht festgelegt werden.
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Gütemetrik
Es wird die Genauigkeitsmetrik, englisch Accuracy, verwendet.
5 Evaluierung
Die Vorhersagemodelle wurden mit unterschiedlichen Konfigurationen trainiert
und ausgewertet. Dabei ist anzumerken, dass manche dieser Parameter nur die
Neuronalen Netze beeinflussen. In Abbildung 8 ist in einer geschachtelten Schlei-
fe zu sehen, welche Werte der jeweilige Parameter annimmt. Es ist zu sehen,
dass für die Größe der mittleren Schicht die Werte [32, 64, 128] gewählt wurden,
welche sich an Werten in anderen Papers orientieren. Die möglichen Werte für
die Epochen sind [10, 20, 50, 100, 150]. Die Features Wochentag und Tageszeit
wurden sowohl in aktivierter, als auch in deaktivierter Form betrachtet. Für
die Historienlänge wurden die ganzen Zahlen im Intervall von 1 bis 15 berück-
sichtigt. Es finden also insgesamt 3 · 5 · 2 · 2 · 15 = 900 Aufrufe der Funktion
calc_results_for_params statt.
Abb. 8: Training mit verschiedener Konfiguration.
Bei einmaligem Ausführen von calc_results_for_params werden jeweils
eine Ausprägung dieser Parameter entgegengenommen, um die Vorhersagemo-
delle mit den Trainingsdaten (70%) zu trainieren und die Genauigkeitswerte mit
den Testdaten (30%) zu generieren. Dabei werden pro Aufruf der Funktion zwei
Markovketten trainiert: Einmal auf den Lokationsdaten und einmal auf den Lo-
kationstypdaten. Ebenso werden in diesem Aufruf zwei Feed-Forward Neuronale
Netze und zwei Recurrent Neuronale Netze auf den Lokations- und Lokations-
typdaten trainiert und ausgewertet. Insgesamt werden also 900 · 4 = 3600 Neu-
ronale Netze und 900 · 2 = 1800 Markovketten evaluiert. Als Rückgabewert von
calc_results_for_params werden neben den Genauigkeitswerten die entge-
gengenommene Konfiguration ausgegeben, welche dann sukzessive in df_main
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gespeichert werden. Dieses wird nach den Schleifendurchläufen im aktuellen Ver-
zeichnis abgelegt.
In den Abbildungen 9 bis 11 sind die Ergebnisse zusammengefasst. Die Vor-
hersagegenauigkeit für eine bestimmte Historienlänge ist als 95% Konfidenzinter-
vall in Form eines senkrechten Striches und einem Mittelwert darauf abgebildet.
In Abbildung 9 sehen wir beispielsweise, dass die auf den Lokationen trainier-
ten (blaue Kurve) Markovketten bei einer Historienlänge von 2 bei 95% der
Konfigurationen eine Vorhersagegenauigkeit zwischen 0.35 und 0.51 erzielt. Die
Vorhersage auf den Lokationstypen ist bei allen Historienlängen genauer als die
auf den Lokationen.
Dabei ist die mit steigender Historienlänge abnehmende Vorhersagefähigkeit
der Markovketten wie folgt zu begründen: Nach dem Trainingsprozess sagt eine
Markovkette für einen bestimmten Lokationen-Historienverlauf die am häufigs-
ten beim Trainingprozess zu diesem Historienverlauf zugehörige nächste Lokation
vorher. Da bei steigender Historienlänge h = 1, . . . , 15 und einer Lokationsan-
zahl von L = 36 (bzw. einer Lokationstypanzahl von 6) die Anzahl der möglichen
Historienverläufe A = Lh exponentiell steigt, nimmt (zusammenhängend mit der
Beschaffenheit einer Markovkette) auch die Zahl der nicht mehr richtig vorher-
gesagten Historienverläufe zu. Auch die maximalen Vorhersagegenauigkeiten der
Markovketten für jede Historienlänge auf den Lokationstypdaten ist größer als
auf den Lokationsdaten, siehe Abbildung 12. Von Abbildung 13, Zeilen 0 und 5
ist zu entnehmen, dass die maximale Vorhersagegenauigkeit durch eine Markov-
kette sowohl auf den Lokations-, als auch auf den Lokationstypdaten bei einer
Historienlänge von 1 erreicht wurden. Die maximale Genauigkeit auf den Loka-
tionsdaten beträgt 94.2%, auf den Lokationstypdaten 100%.
In Abbildung 10 sind die Vorhersagegenauigkeiten der Feed-Forward Neuro-
nalen Netze dargestellt. Auch hier ist zu erkennen, dass die Vorhersage von Loka-
tionstypen größer ist als die von Lokationen selbst. Bei niedrigstelliger Historien-
länge nimmt die durchschnittliche Genauigkeit mit steigender Historienlänge zu.
Abbildung 12 und Zeile 10 in Abbildung 13 ist zu entnehmen, dass auf den Lo-
kationen die maximale Vorhersagegenauigkeit von 59.4% durch ein FFNN mit
einer Historienlänge von 2, deaktivierten Zeit- und Wochentags-Features, 100
Trainingsepochen und 32 Neuronen in der mittleren Schicht erreicht werden.
Auf den Lokationstypen wird die maximale Vorhersagegenauigkeit von 78.6%
durch ein FFNN mit einer Historienlänge von hier 9, deaktivierten Zeit- und
Wochentags-Features, nur 10 Trainingsepochen und wieder 32 Neuronen in der
mittleren Schicht erreicht.
Die Ergebnisse der Recurrent Neuronalen Netze werden durch Abbildungen
11, 12 und 13 dargestellt. Ein Blick auf Abbildung 11 zeigt, dass die Vorhersage
auf den Lokationstypen auch bei RNNs größer ist als die von Lokationen. Im
Folgenden sollen Lokationen betrachtet werden. Bei einem Vergleich der blauen
Kurven in den Abbildungen 10 und 11 fällt auf, dass die FFNNs im Durchschnitt
besser vorhersagen können als die RNNs. Bei einem Blick auf Abbildung 12 mit
den maximalen Vorhersagegenauigkeiten (rote und gelbe Kurven) fällt allerdings
auf, dass für jeweils dieselbe Historienlänge das der maximale RNN-Wert durch-
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gehend größer ist als der maximale FFNN-Wert. Auf den Lokationstypen (violet-
te und hellblaue Kurven) sind die FFNNs und RNNs gleichauf. Außerdem zu den
RNNs: Zeile 20 in Abbildung 13 ist zu entnehmen, dass auf den Lokationen die
maximale Vorhersagegenauigkeit von 64.0% durch ein RNN mit einer Historien-
länge von 15, deaktivierten Zeit- und Wochentags-Features, 10 Trainingsepochen
und 32 Neuronen in der mittleren Schicht erreicht werden. Auf den Lokations-
typen wird die maximale Vorhersagegenauigkeit von 78.9% durch ein RNN mit
einer Historienlänge von 7, deaktivierten Zeit- und Wochentags-Features, 150
Trainingsepochen und 64 Neuronen in der mittleren Schicht erreicht.
6 Zusammenfassung
Es wurde im Rahmen dieser Seminararbeit auf 12 Wochen umfassenden Bewe-
gungsdaten gearbeitet. Diese Bewegungsdaten haben Datum und Uhrzeit mit-
geführt und sind in Form von Transitionen zwischen Lokationen aufgezeichnet
worden. Es sollte untersucht werden, wie sich die Vorhersagegenauigkeit auf Lo-
kationstypen zu der auf Lokationen unterscheidet.
Dazu wurden zum einen auf den Lokationsdaten, zum anderen auf den dar-
aus generierten Lokationstypdaten Markovketten, FFNNs und RNNs trainiert.
Dabei sind wir zum Resultat gelangt, dass auf den Lokationstypen besser predi-
ziert werden kann. Genauer: Im untersuchten Konfigurationsraum liefern FFNNs
durchschnittlich bessere Genauigkeiten. Die Maximalgenauigkeit bei vorgegebe-
ner Historienlänge wird allerdings zumeist durch RNNs erreicht.
7 Ausblick
Die durchgehend deutlich bessere Vorhersagegenauigkeit auf den Lokationsty-
pen kann dazu genutzt werden, die Lokationsvorhersage zu verbessern. In einem
durch Mobilitätseigenschaften des Nutzers (Fußgänger, Fahrrad, Auto, öffentli-
che Verkehrsmittel) beeinflussten Radius kann beispielsweise die nächstgelegene
Lokation des vorhergesagten Typs gewählt werden. Eine weitergehende Frage-
stellung ist, ob und in welchem Ausmaß ein Vorhersagemodell auf diese Art
verbessert werden kann.
Artificial Neural Networks for location prediction 173
Abb. 9: Vorhersagegenauigkeit Markovketten.
Abb. 10: Vorhersagegenauigkeit Feed-Forward Neuronale Netze.
Abb. 11: Vorhersagegenauigkeit Recurrent Neuronale Netze.
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Abb. 12: Maximale Vorhersagegenauigkeiten.
Abb. 13: Jeweils fünf größte Vorhersagegenauigkeiten pro Modell und Konfigu-
ration.
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Nowadays sleep monitoring is a hot topic, and home sleep monitoring is 
valuable because of its benefits comparing to clinical sleep monitoring. It is 
more suitable for normal users for a long term sleep monitoring. A lot of different 
devices of home sleep monitoring have been invented. In this paper the recent 
technologies about home sleep monitoring will be discussed. Four home sleep 
monitoring technologies will be mentioned as based on wireless signals, audio 
signals, pressure and accelerometer. All the technologies will be introduced 
from design to test, including its advantages and disadvantages. 
 
Keywords 






Sleep plays an important role in their overall health. Having insufficient amount 
of sleep can easily cause fatigue and lack of concentration during the day. 
Besides the amount of sleep, the quality of sleep is also an important factor in 
maintaining a healthy life style. Clinical studies show that sleep is related to 
many serious diseases including diabetes, obesity and depression. 
     But sleep is a dynamic process that varies from day to day, and hence it is 
important to measure multiple nights of sleep for medical, research, and 
wellness reasons. Home monitoring devices offer the potential to provide a 
more realistic platform in which many nights of sleep data can be captured. 
The present paper reviews recent developments in area of technology that can 
be used for home-based sleep assessment. 
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      Since Sleep, a combination of physiologic and behavioral processes, is a 
period of inactivity and rejuvenation, some physical signals need to be 
monitored to evaluate sleep, such as human vital signs and movements during 
sleeping. 
      Tracking human vital signs such as breathing and heart rates during sleep 
is important as it can help to assess the general physical health of a person and 
provide useful clues for diagnosing possible diseases.  
 
2 Sleep-Monitoring Based on Wireless Signals 
Traditional approaches (e.g., Polysomnography (PSG)) are limited to clinic 
usage. Recent radio frequency (RF) based approaches require specialized 
devices or dedicated wireless sensors and are only able to track breathing rate. 
     Emerging quantified-self apps and wearable devices allow people to 
measure and keep track of sleep duration, patterns and quality. However, these 
approaches are intrusive, placing a burden on the users to modify their daily 
sleep related habits in order to gain sleep data; for example, users have to wear 
cumbersome devices (e.g., a headband) or inform the app when they go to 
sleep and wake up. So, a wireless-signal sleep monitoring device is needed. 
 
    2.1 Idea of WiFi-based system 
   In this work, they propose to track the vital signs of both breathing rate and 
heart rate during sleep by using off-the-shelf WiFi without any wearable or 
dedicated devices[1]. The system reuses existing WiFi network and exploits the 
fine-grained channel information to capture the minute movements caused by 
breathing and heart beats. The system thus has the potential to be widely 
deployed and perform continuous long-term monitoring. The developed 
algorithm makes use of the channel information in both time and frequency 
domain to estimate breathing and heart rates, and it works well when either 
individual or two persons are in bed. The extensive experiments demonstrate 
that the system can accurately capture vital signs during sleep under realistic 
settings, and achieve comparable or even better performance comparing to 
traditional and existing approaches, which is a strong indication of providing 
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Fig.1 WiFi devices, transmitter and receiver 
 
     In the paper they set up an experiment, in which two MicaZ node are 
deployed, one as the transmitter (TX) and the other one as the receiver (RX). 
Now they take CSI into consideration. Channel State Information (CSI) which 
has gained much attention in wireless communications (i.e. to estimate the 
number of human beings within a region), and indoor localization. These 
successful applications do enlighten them on utilizing CSI for tracking a 
person’s respiration, and this will be explored in the next section. In Fig.1, we 
can see the user is in between an WiFi transmitter and and the receiver. The 
person does not carry any sensor in his body.  
 
 
Fig.2 Overview of system flow 
 
     Fig.2 shows the structure of the system flow. The system receives WiFi 
signals and then go through three parts, to get the heart rate, breathing and 
other behaviors during sleeping. 
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     While proliferating WiFi networks are usually used for wireless Internet 
access and connecting local area networks, such as an in-home WiFi network 
involving both mobile and stationary devices (e.g., laptop, smartphone, tablet, 
desktop, smartTV), they have great potential to sense the environment changes 
and capture the minute movements caused by 
human body [2]. Indeed, WiFi signals are affected by human body movements 
at various scales during sleep, such as large scale movements involving going 
to bed and turn over, minute movements including inhaling/exhaling for 
breathing and diastole/systole for heart beats. By extracting and analyzing the 
unique characteristics of WiFi signals, they could capture and derive the 
semantic meanings of such movements including both breathing rate and heart 
beats during sleep. they are thus motivated to re-use existing WiFi network to 
monitor the fine-grained vital signs during sleep as it doesn’t require any 
dedicated/wearable sensors or additional infrastructure setup. 
 
2.2 Principles behind WiFi-based system 
 
 
Fig.3 CSI amplitude of four subcarriers over time when a person is asleep. 
 
     From Fig.3, it is observed that the CSI amplitude of these four subcarriers 
exhibits an obvious periodic up-and-down trend. Such a pattern could be 
caused by the person’s breathing during sleep. This observation strongly 
suggest that they may achieve device-free fine-grained vital signs monitoring 
by leveraging the CSI from off-the-shelf WiFi devices. 
     It shows that the existing WiFi network can be reused to capture vital signs 
of breathing rate and heart rate through using only one AP and a single WiFi 
device. Such an approach can also be extended to non-sleep scenarios when 
the user is stationary. 
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Fig.4 Illustration of fake peak removal 
 
    The proposed system extracts fine-grained channel state information (CSI) 
from off-the-shelf WiFi device to detect the minute movements and provide 
accurate breathing and heart rates estimation concurrently. 
    In Fig.4, the peak τ 5 has larger value than its two neighboring samples, yet, 
it is a fake peak among these nine identified peaks. In order to filter out the fake 
peaks, a threshold is applied to the minimum distance between two neighboring 
peaks based on human’s maximum possible breathing rate. 
    Specifically, adults usually breathe at 10-14 breathes per minute (bpm) [3], 
while new born babies breathe at around 37 bpm [4]. Therefore the range of 
breathing rates has being considered in the work to 10-37 bpm which covers a 
broad range including fast and slow breathing rates.  
 
Fig.5 Illustration of two people breathing at different frequencies (12bpm 
and 20bpm) 
 
    They also develop algorithms that have the capability to track breathing rates 
of a single person as well as two-person in bed cases, which cover typical in-
home scenarios. From Fig.5, it is shown that a strong sinusoidal signal 
generates a peak at the frequency corresponding to the period of the sinusoidal 
signal in PSD. Therefore, the CSI amplitude measurements collected when two 
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persons in bed should present two strong peaks at the frequency corresponding 
to the breathing rate of two persons, respectively. 
 
Fig.6 Recovered heart beats by applying pass band filtering and PSD of 
CSI measurements 
 
     It is shown in Fig.6,that CSI measurements with the frequency range related 
to normal heart rate range of resting people (i.e., 60bpm 
to 80bpm which corresponds to 1Hz to 1.33Hz) will be separated 






Fig.7 Short time energy of the variance of difference sleep events 
 
    The sleep events or environmental changes involving large body move- 
ments (e.g., going to bed and turn over) result in much larger changes of CSI 
measurement than that of minute movements of breathing and heart beat. The 
large movements thus can be detected once the variance energy of the 
corresponding CSI measurements exceeds a particular threshold.Thus like in 
Fig.7, a threshold-based approach is used to determine whether a segment of 
CSI measurements contains sleep events/environmental changes or not by 
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examining the short-time energy of the moving variance of the CSI 
measurements. 
 
Fig.8 Performance under different distances between WiFi device and AP 
 
    Besides, extensive experiments in both lab and two apartments over a three-
month period show that the system can achieve comparable or even better 
performance as compared to existing dedicated sensor based approaches. 
From Fig.8, the results show that, as the distance between WiFi device and AP 
grows, the error chance is also bigger. 
 
2.3 Discussion of WiFi-based system 
    Comparing to other devices, the wifi-based sleep-monitoring system, is 
completely contactless, incurs low cost and is robust to low-light environments. 
But on the other hand, it is also Influenced by setup of wifi devices and sleep 
positions. 
 
2.4 Idea of Dopple-based system 
 
Fig.9 The experimental setup: the subject lies his back on a mattress, 
and the radar locates on the top of chest of the subject with the distance 
of 1 meter. Meanwhile, an airflow sensor and an accelerometer sensor 
are attached to serve as the ground truth signal. 
 
A noncontact and cost-effective sleep monitoring system, named SleepSense, 
is proposed for continuous recognition of the sleep status, including on-bed 
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movement, bed exit, and breathing section. SleepSense consists of three parts: 
a Doppler radar-based sensor, a robust automated radar demodulation module, 
and a sleep status recognition framework[15]. 
 
2.5 Principles behind Dopple -based system 
 
 
Fig.10 The function block diagram of Sleepsense system. (1) Doppler 
radar sensor. (2) Radar signal demodulation. (3) Sleep status recognition 
framework. 
 
On the basis of breathing patterns and movement patterns, they define three 
sleep statuses: on-bed movement event, bed exit event, and breathing section. 
They focus on event recognition when people are already in the sleep state. 
The on- bed movement event is a movement such as turn over or arm trembling. 
The breathing section is when a subject is still on the bed (no observable body 
movements). The bed exit event refers to the bed exit movement that indicates 
interruption of the sleeping state.  
    The status detector categorizes these segments into three classifications: 
breathing section, on-bed movement, or bed exit. The status detector is a 
decision-tree based classifier. Based on the classification result, this layer also 
uses a breathing rate extracting algorithm to calculate the breathing rate when 
the subject has no gross body movements. 
 
Fig.11 The principle of Doppler radar sensor for human motion detection. 
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Fig.12  When a movement occurs, there is a large-magnitude and fast- 
frequency fluctuation in the demodulated signal. The x-axis, or y-axis, or z-axis 
value of the accelerometer changes correspondingly 
 
According to the Fig.11 and 12, it is true that movements can cause some 
soulds. So Doppler radar is possible to monitor sleeping. 
    There are also some errors for on-bed movement and breathing section 
recognition, which is caused by the windowing issue. Specifically, because they 
employ the fixed length window in the segmentation, a movement may be 
incorrectly divided into several windows and lose the on-bed movement 
features, leading to misclassification.  
 
 
2.6 Discussion of Dopple-based system 
Dopple-based system is contactless and Unobtrusiveness. 
The system also cares about user privacy, by avoiding recording sounds or 
videos. 
But it costs extra and is not very sensitive to micro on-bed movements. 
 
 
3 Sleep-Monitoring Based on Audio Signal 
Smart devices, such as smartphones, have allowed us to monitor sleep at home 
more easily. Here is an audio-signal-based home sleep monitoring APP, iSleep, 
which is designed to be a sleep diary that provides the user real-time, fine-
grained feedback to their sleep quality on a daily basis. 
 
3.1 Idea of audio-signal-based system 
iSleep – a practical system to monitor an individual’s sleep quality using off-the-
shelf smartphone[5]. iSleep uses the built-in microphone of the smart- phone to 
detect the events that are closely related to sleep quality, including body 
movement, couch and snore, and infers quantitative measures of sleep quality. 
iSleep adopts a lightweight decision-tree-based algorithm to classify various 
events based on carefully selected acoustic features, and tracks the dynamic 
ambient noise characteristics to improve the robustness of classification. By 
providing a fine-grained sleep profile that depicts details of sleep-related events, 
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iSleep allows the user to track the sleep efficiency over time and relate irregular 
sleep patterns to possible causes. 
 
3.2 Principles behind audio-signal-based system 
 
Fig.13 Architecture of iSleep System 
 
From Fig.13, the iSleep can collect sound from microphone in smart phones, 




Fig.14 (a), (b) and (c) show the power spectral density of typical moving, 
snoring and coughing events, respectively 
 
In Fig.14, the different behaviours, have been separated according to different 
sound frequency, thus it is possible to monitor sleep with microphone in a 
smartphone. 
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Fig.15 
In Fig.15, it shows how to detect the behaviour according to the sound. They 
design a decision-tree based classifier to detect sleep-related events. Decision 
tree is robust to errors and widely used for classification problems with attribute-
value pairs and discrete output values [6].  The middle one also shows the 
splitting conditions of the decision tree. The dotted rectangles indicate the 
splitting features, and the leaf nodes denote the classification results. The 
splitting features and thresholds are determined based on the information gain 
calculated using entropy. 
 
Here are some selected benchmarks: 
The ratio of low-band to high-band energies (rlh).  
The root mean square (rms), which captures the loudness of sound. 
The third feature is variance (var), which reflects how far the amplitudes of 
acoustic signals within the frame are spread out. For example, the var 
of a frame associated with body movement is typically much 
lower than that of snoring or coughing. 
 
Figure 16: The event detection process of a 85-second acoustic signal 
that contains sound of body movement and snoring. (a), (b) and (c) show 
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the features for each frame, respectively. (d) shows the event detection 
results before and after opening, closing and dilation operations. 
 
     In Fig.16 the examples of different sounds have been showed. Sound of 
bodymovements or snoring have clear differences. 
 
 
Fig.17 The sleep efficiency and sleep events of different users during the 
long-term experiment. (a) The sleep efficiency at each night. (b) The total 
time (in seconds) of body movement at each night. (c) The number of 
snoring events at each night. (d) The number of coughing events at each 
night. 
 
In Fig.17, the user results during a long term experiment is showed. 
    But after the sounds data are collected and detected into different behaviors, 
how to evaluate the sleep quality of users? 
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    In iSleep implementation of actigraphy-based estimation, iSleep adopts 
similar method proposed in [7], where the sleep/wake state of a minute is 
determined by taking 4 previous minutes and 2 following minutes into account. 
The model takes the form: D =0.125(0.15A −4 + 0.15A −3 + 0.15A −2 + 0.08A 
−1+ 0.21A 0 + 0.12A +1 + 0.13A +2) 
And the duration of each wake state lasts around 10 minutes. The sleep 
efficiency is defined as the ratio of actual sleep time to total in-bed time: 
 
     For the long-term sleep quality estimation, iSleep calculates the scores of 4 
components listed in Table 2 from PSQI. In order to calculate the component 
scores, iSleep measures the metrics listed in Table. 1 based on the detected 
events. However, some of the metrics used to calculate the score of Sleep 
Disturbance can not be measured by iSleep. For example, some of them are 






Fig.18 The user interface of iSleep. (a) The screen showing sleep 
efficiency and sleep states over night. (b) The screen showing the sleep 
events detected overnight and the normalized loudness of each event. (c) 
The screen showing the history of sleep efficiencies and events. 
 
From Fig.18, the user interface is showing the recent user sleep quality results. 
It is easy to read and the results are also obvious for users. 
 
 
3.3 Discussion of audio-signal-based system 
iSleep is designed for operating over night while the user is asleep, it is a 
unobtrusive APP, which has minimized the burden on the user. 
    iSleep provides fine-grained measurement, such as overall sleep efficiency 
and the occurrences of events that may interrupt sleep, such as cough and 
snore. Such fine-grained sleep profiling helps the user understand what factors 
affect their sleep quality.  
    iSleep has robust monitoring accuracy across different users, smartphones 
and sleep environments.  
    The users' privacy has been strictly protected. Due to the inherently private 
nature of sleep, any concern (or even suspension) of privacy breach may 
prevent the adoption of sleep monitoring technology. So the system processed 
the sensor samples on the fly and only keep sleep-related data (e.g., the 
number/loudness of snores), instead of sending any raw sensor samples to a 
remote server, because they may capture sensitive information such as audio 
of sleep talks, conversations before/after sleep and etc. 
    On the other hand, it requires that user has to have a smart phone, and needs 
to leave the phone somewhere close to the bed (up to several meters). Because 
the built-in microphone of smartphone is designed for capturing close vocals, 
and usually has low sensitivity. Moreover, many sleep-related events only 
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generate low-intensity sound. For example, the intensity of the sound from a 
roll-over movement is typically only several dB higher than that of ambient noise. 
 
 
4 Sleep-Monitoring Based on Pressure  
4.1 Idea of pressure-based system 
Nonconstrained sleep monitoring system and algorithms using Air-Matress with 
balancing tube method[8], is used as the model in this part. 
 
Fig.19 The structure of air mattress 
 
   The bed-type sensor system using the air-mattress with balancing tube 
(AMBT) method to noninvasively monitor the signals of heartbeat, respiration, 
and events of snoring, sleep apnea and body movement of subject on the 
system. The proposed system consists of multiple cylindrical air cells, two 
sensor cells and 18 support cells, and the small physiological signals were 
measured by the changes in pressure difference between the sensor cells, and 
the dc component was removed by balancing tube that is connecting the sensor 
cells. Using newly developed AMBT method, heartbeat, respiration, snoring, 
and body movement signals were clearly measured. For the concept of a home 
healthcare system, two automatic processing algorithms were developed: one 
is to estimate the mean heart and respiration rates for every 30 s, and another 
one is to detect the snoring, sleep apnea, and body movement events from the 
measured signals. In the beat- to-beat heart rate and breath-by-breath 
respiration rate analyses, the correlation coefficients of the heart and respiration 
rates from the proposed AMBT method compared with reference methods, 
electrocardiogram, and respiration effort signal from piezoelectric belt, were 
0.98 (p < 0.01) and 0.96 (p < 0.01), respectively. Sensitivity and positive 
predictive value (PPV) of the detection algorithm for snoring event were 93%, 
96%, for sleep apnea event were 93%, 88%, and for body movement event 
were 86%, 100%, respectively. These findings support that ABMT method 
provides an accurate and reliable means to monitor heartbeat, respiration 




4.2 Principles behind pressure-based system 
 
Fig.20  Structure of pressure-based system 
 
The idea of the system is relative easy, and practical. When the signal is simple, 
the system is more robust and result is more exact. 
 
Fig.21  Equalization of differential pressure by the balancing tube. (a) Step 
response by dropping 1 kg weight at t = 2. (b) Time trace example of 
removal of the dc component occurred by changing the body position. 
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In Fig.21, the signal of pressure changed obviously with the changing of weight 




Fig.22 Example of the located position of the sensor air-cells and an 
illustra- tion of pressure changes during the inhale and exhale 
movements 
 
From Fig.22, the behaviour while breathing on bed can cause pressure change 
on sensor, in this way, the breath rate can be monitored during sleeping in bed. 
 
 
Fig.23 Time trace example of the output signals from the proposed system. 
(a) Raw signal with several signal components, e.g., heartbeat, respiration, 
snoring, body movement, and sleep apnea. (b) Filtered snoring AMBT 
signal with two times of snoring events. (c) Filtered heartbeat AMBT 
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signal with body movement event. (d) Filtered respiration AMBT signal 
with sleep apnea event. 
 
From Fig.23, the different behaviour during sleeping, such as heart beating or 
snoring will cause different pressure changing signals. That will lead to the 
monitoring detected results. 
 
 
Fig.24 Result of home sleep analysis using the AMBT system. (a) Raw 
signal. (b) Detected snoring events. (c) Estimated mean heart rates. (d) 
Estimated mean respiration rates. (e) Detected sleep apnea events. (f) 
Detected body movement events. 
 
Fig. 24 shows one day results of home sleep monitoring using the AMBT 
system. The mean heart rate and respiration rate were estimated using the 
described auto-correlation method, and the snoring, apnea, and body 
movement were detected by the event detection algorithm. Data of seven and 
half hours were analysed, and the results show several body movements, 
snoring, and sleep apnea events during sleep. 
After the signal can be detected, a way to evaluate sleeping quality need to be 
defined by these events and monitored.  
In Fig.22, the heart rates shows four to five times of very low frequency cycles 
during the entire sleep, and each cycle has a period about one and half hours. 
Several times of snoring, sleep apnea, and body movement events were also 
detected. When body movements occurred, the AMBT signals were saturated 
and could not be processed to detect the heart rate or event information. The 
percentage of undetectable epochs due to the body movement was defined as:  






Fig.25 UEP scores for 7 days 
 
 
UEP scores were calculated by (2) for 7 days in Fig. 23. The average UEP 
score was 7.33% with a standard deviation +1.62%. 
 
 
4.3 Discussion of pressure-based system    
For this pressure-based air-mattress, the idea is simple and easy to be 
accepted by normal users, and it is also contactless.  
The signal is also robust and more exact. 
But in the other way, it needs some extra cost for the sensors, and the results 
are not so obvious for users to see. 
 
5 Sleep-Monitoring Based on Accelerometer 
The accelerometer-based system is also designed with mattress, but the signal 
to monitor is totally different. 
 
5.1 Idea of accelerometer-based system 
In Monitoring body positions and movements during sleep using WISPs[10],  it 
presents a sleep monitoring system based on the WISP platform - active 
RFID-based sensors equipped with accelerometers. And how the system 
accurately infers fine-grained body positions from accelerometer data 
collected from the WISPs attached to the bed mattress. Movements and their 




5.2 Principles accelerometer-based system 
 
       
                         WISP Tag                                      SpeedWay Reader 
Fig. 26 
 
Fig.26 showed the sensors.  
    Recently WISP tags have been used for recognizing daily activities. In [11], 
the authors instrument everyday objects (e.g., glass, plate, books) with WISP 
tags that have accelerometers. Later, daily activities are inferred from the 
traces of objects that are moved. In [12], WISPs are used for sensing and 
monitoring of exercises involving free weights. The authors instrument free 
weights (e.g., dumbbells) and body parts (e.g., wrists) with WISPs. Then the 
accelerometer sensor readings from the tags are used to infer the exercise 
being done and the association between the user and the particular weight(s) 
being used. [13] presents a wireless neural interface that uses WISPs. It 
provides the neuroscientists a wireless, battery-free method of monitoring 
neural signals. 
 
Fig.27: Accelerometer Reading Variation for Empty/Lying/Sitting 
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Fig. 28  Accelerometer Reading along y-axis during a Movement 
 
 
    Fig.27 shows that empty, lying and sitting situation of user can cause different 
signal for accelerometer. Fig.28 shows a movement in bed can cause a certain 
change of accelerometer signal. With this, it is possible to monitor the position 
changing during sleeping. 
 
Fig.29 Accelerometers setup                     Fig.30 Usual sleep position 
 
According to Fig.29 and 30, to monitor the usual sleep position require three 




Fig.31 Accelerometer Reading Variation for Different Lying Positions 
 
From Fig.31, the position during sleeping is also able to give different 
accelerometer signals. And in this way, the sleep position is also able to be 
monitored. 
               
Fig.32 The DDR Pad has 8 binary      Fig.33 Durations of the Movements  
contact buttons around the side,       Detected by System and DDR Pads 
but the middle portion of the pad  
does not have a button.   
 
To test the system, 16 DDR pads are used to measure the results, like Fig.32, 
and are compared to the accelerometer-based system. According to Fig.33, the 
results of the system is quite exact, almost as same as DDR pads, but much 
easier to use. 
 
 
5.3 Discussion accelerometer-based system 
Accelerometer-based system is easy to set up and it is also battery free. 
But it costs extra for sensors and can only monitor limited signs. Only sleeping 




Comparing to clinical sleep monitoring, home sleep monitoring is lower cost, 
more flexible and better for long term monitoring. In this paper, we have a 
general view of recent different technologies about home sleeping monitoring. 
Different technologies have their own advantages and disadvantages. By 
choosing the right one for users, their characters should be considered. For 
instance, some users do not want to keep smartphones close to them while 
sleeping, then iSleep is not suitable for them.  
    And for all of the technologies, there are still no medical standards for 
sleeping quality, thus they cannot analyse sleeping according to the feedback 
signs they have collected. Thus, the sleeping monitoring results are not always 
suitable for all situation or users.  
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    In the future, home sleep monitoring will require more combination between 
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