We present a framework for the rapid detection and 3D localisation of bullets (or other compact shapes) from a sparse set of cross-sectional patient x-rays. The intention of this work is to assess a software architecture for an application specic alternative to conventional CT which can be leveraged in poor communities using less expensive technology. Of necessity such a system will not provide the diagnostic sophistication of full CT, but in many cases this added complexity may not be required. While a pair of x-rays can provide some 3D positional information to a clinician, such an assessment is qualitative and occluding tissue/bone may lead to an incorrect assessment of the internal location of the bullet.
Introduction
Modern radiology uses a wide range of diagnostic tools. The x-ray forms the basis for many of these investigations, despite the risks posed by exposure to ionizing radiation. Xrays are easy to produce and have a multitude of diagnostic applications.
The pinnacle of x-ray diagnostic technology is Computed Tomography (CT). CT is a 3D imaging technology based on £ e-mail:sperkins@cs.uct.ac.za y e-mail:patrick@cs.uct.ac.za multiple x-ray projections of an object. The resulting volumetric image reveals detailed anatomical structure and provides accurate localisation of objects in 3D. Unfortunately, this information comes at the cost of high x-ray exposure. While a small set of 2D x-rays may be sucient to diagnose trauma, they may not be adequate to plan a surgical intervention, since the 3D information has been lost. Ideally, then, one would want to retain the benets of a 3D diagnostic view, without unduly exposing patients to a high x-ray dose.
The need for accurate 3D localisation is particularly true in the trauma environment, where complex internal injuries are common. In many cases these injuries are caused by foreign metallic objects, such as shrapnel, which have lodged within the patient. A CT scan would be ideal in terms of both visualizing the injury site and helping to formulate a precise surgical intervention. Unfortunately the CT imaging process is generally slow and often necessitates moving a critically injured patient out of the trauma unit. Furthermore, CT equipment is prohibitively expensive and may not be available in poorer countries or rural areas.
We present a model-based segmentation scheme to identify compact metallic objects, coupled with a simple reconstruction scheme to obtain a 3D reconstruction of these objects. This provides a compromise between the high-cost but accurate 3D localisation of CT, and the cheap and fast, but less accurate localisation, of a pair of x-ray images. Our system focuses on the detection and localisation of bullets since this a major source of internal trauma in poorer areas where CT is usually unavailable. However, it can be applied to detect any compact metallic object. Our primary goal is to produce a system which is cheap and fast and provides sucient diagnostic detail to aid in both visualisation and treatment planning. This is accomplished by taking a small number of x-rays through the region of interest and using these to rapidly reconstruct an approximation to the embedded object. This diers from a CT both in the sense that the x-ray projections are arbitrary, and that we are segmenting the object of interest as part of the imaging process. Reducing the number of X-ray projections compared to CT also reduces the raditation dose administered to the patient. Ultimately our system aims to assist the radiographer in diagnosing trauma situations on digital X-ray systems such as the LODOX system [Lod 2005] and the Siemens AXIOM Aristos series [Sie 2005] .
The segmentation and reconstruction techniques that we present were selected in order to prototype and support this investigation into providing a cheap alternative to CT. Improvements can be made for a more complete system. The paper is presented as follows. Section 1 introduced related work and provides additional background. We present our segmentation in section 2 and our reconstruction algorithm in section 3, before moving on to discuss Results and Evaluation in Section 4. Finally we conclude the paper, Section 5, and discuss ways in which the system could be improved and implemented in a trauma environment.
Background
A large amount of research has been directed towards segmenting various structures in X-ray images. Many approaches are used, depending on the structure that is being segmented.
Simple image processing techniques such as thresholding [Sonka et al. 1999] generally have diculty segmenting arbitrarily placed and shaped structures. Thresholding can result in very noisy images and poor segmentations if the boundary is not well-dened. Model-based techniques are generally more robust.
Active Contour Model (ACM) [Kass et al. 1987; Cootes and Taylor 1992; Cohen and Cohen 1993] algorithms improve upon basic edge-detection algorithms by starting with a contour which is iteratively moved based on external and internal constraints. Shimizu et. al [Shimizu et al. 1997 ] use ACM's to segment a subject's lungs out of an X-Ray. Nopola et al. [Nopola et al. 2000] use Active Shape Models (ASM) [Ivins and Porrill 1994] to segment the nger bones and ACMs to segment the wrist bones in an X-ray. Lotjonen et al. [Lotjonen et al. 1999 ] also use ASMs to segment out the skeletal structure of a subject. ACM's also typically require a priori information on the region that is being segmented since they need to placed near the region that is to be segmented, implying human intervention. Additionally, the internal stiness and tension constraints need to be customised based on the region that is being segmented. ASM do not require prior locational knowledge, but the shape of the object must be known. ACMs also need to iterate towards a solution and it is dicult to estimate the number of iterations required. Depending on the complexity of the constraints, the processing requirements of a set of iterations may also be expensive. The Seeded Region Growing Algorithm [Adams and Bischof 1994] segments an image from a number of starting seeds. The quality of this type of segmentation usually depends on good selection of the initial seeds which typically need to be placed by humans. Dynamic Region Growing [Siebert 1997 ] expands on the basic Seeded Region Growing by constantly evaluating the contour strength of the regions that are grown from initial seeds until no more pixels can be added or overspill occurs. Dynamic Region Growing is computationally intensive since each region needs to be evaluated after each iteration of the algorithm. It also requires a good selection of initial seeds for a superior segmentation. Texture Analysis [Paragios and Deriche 1998 ] is used to identify homogenous regions containing the same texture. Gupta et.al [Gupta and Undrill 1995] use this approach to identify lesions in breast tissue. However, the texture of the image region dening a bullet tends to be very uniform, rendering the use of texture analysis algorithm excessive for segmentation purposes. Computed Tomography [Kak and Slaney 1988] is one of the most widely used techniques for 3D reconstruction, providing detailed 3D data describing the density of the scanned object. However, CT is an expensive technology and only available to major hospitals in poorer regions. It is not easily portable, subjects patients to high radiation doses and 3D reconstruction times are signicant. CT congurations typically perform an 180 scan of a section of the patient to eect a reconstruction. Limited Angle Computed Tomography (LACT) [de Villiers 2005] attempts tomographic reconstruction from projections acquired over more a limited angular range. Since projection data is missing, distortion artefacts are introduced into the reconstruction. Techniques such as interpolation must be used to predict the missing data.
In the Computer Graphics eld, 3D reconstructions from 2D projections are based on the concept of Inferred Visual Hulls, also known as Volume Carving. Due to the way the reconstructed object is \carved" from its 2D projections, it is not possible to reconstruct concavities. Both voxel-based and geometry-based techniques have been applied to Volume Carving. Voxel-based techniques are storage intensive and suer from resolution problems, but provide faster reconstruction than geometry-based techniques. Geometry-based techniques do not suer from resolution problems, but are complex to implement and dicult to implement robustly [Buehler et al. 1999] .
Segmentation
The principal requirements of a segmentation algorithm that provides 3D localisation in a trauma environment are speed and ease of use. The algorithm should therefore not be computationally expensive and avoid calibration of the algorithm by human users as much as possible. We describe our segmentation algorithm in this section.
Segmentation Model
In order to segment these metallic objects, we developed a model that we use to describe their presence in an image. Metallic objects deect X-rays due to the relatively high density of metallic atoms. Metallic objects therefore create areas of uniform, high pixel intensity within an X-ray image. These areas create distinctive plateaus in line proles taken across the X-ray image. We create our model based on the properties exhibited by these plateaus.
We dene f as the intensity curve. istart and i end are the start and end points of the constantly increasing section of the plateau, while dstart and d end are the start and end points of the decreasing section.
1. The sides of the plateau have steep gradients and these gradients are similar. i.e. for some gmin:
2. The increase in height from the bottom to the top of the plateau is signicant. i.e. for some hmin:
3. We t a linear regression to the values at the top of the plateau. The line XY represents this in Figure 1 . Since the top of the plateau represents the area occupied by the bullet, this area should be fairly uniform. Thus, the average residual raverage of the linear regression plot should be small, below some value rmax:
where ri is a residual of the linear regression. We also t a linear regression to the top of the plateau. This is represented by the line XY. We measure the angle p that XY makes with the x-axis 4. The angle that XY makes with the x-axis should not be too steep since the plateau of a bullet should normally be fairly at. i.e. for some max:
5. The width of the plateau should be wider than a certain value wmin:
dstart i end > wmin
This model describes a 1D intensity plateau of a metallic object. This provides a simple, intuitive representation compared to a 2D plateau, which would necessarily be more complex to deal with the greater variability of 2D shapes. The separation of a 2D case into 1D cases generally provides greater computational benets as for example with separable 2D linear lters. Using a 1D approach also allows for the easy extraction of non-convex 2D shapes.
The parameters dening a plateau need to be congured. They will need to be based on the typical prole exhibited for a particular X-ray machine conguration. X-ray machines are usually congured using phantoms, physical dummies that approximate bodily structures that the machines will be X-raying. Similarly, our algorithm would require an initial calibration step. By inserting a lead object into a phantom, the typical prole exhibited by lead for that particular machine can be established and used to congure the algorithm.
Segmentation Algorithm
We briey describe our algorithm for segmenting bullets out of x-rays. Readers should consult [Perkins and Marais 2004] for a more extensive description. We have not dealt with pre-processing of the image as the primary goal of this research was to investigate whether a cheap alternative to CT could be formulated. The aim of this algorithm is to identify regions of the image that may contain a bullet using the model described in the previous section. We rst list the main elements of the algorithm and describe each section of it separately.
1. Examine the horizontal line proles of each row in the input x-ray image to nd line segments that t the model described in section 3.1. Create an image of these line segments called hregion.
2. Examine the vertical line proles of each column in the input x-ray image to nd line segments that t the model described in section 3.1. Create an image of these line segments called vregion.
3. Generate a image iregion of regions that correspond to intersection of hregion and vregion.
(a) Perform disc erosion on iregion to produce i eroded .
(b) Perform disc dilation on i eroded to produce i dilated .
4. Backtrack from each region to identify the horizontal and vertical line segments that rst created the region.
5. Use the line segments to identify the range of intensities that the plateau occupies. Threshold this range of intensities.
Phase 1 and 2: Identifying horizontal and vertical line segments. An image is a two-dimensional structure. This algorithm attempts to identify two-dimensional plateaus within this image. However, the model that we have specied can only identify plateaus in one dimension. By taking intensity proles across the image and nding sections of the proles that match our model, we can identify lines in the image corresponding to a cross-section of a twodimensional plateau. If our model ts the plateau well, we can expect a large number of these lines to be present in the same area. We can then take advantage of this spatial coherence to to estimate a region containing the two-dimensional plateau.
The core of the algorithm is therefore based upon examining the intensity proles of each row and column in an image. The sections of these proles that match our model are accepted as candidate plateau cross-sections. We store the candidate cross-sections for the horizontal and vertical cases in the hregion and vregion images respectively. Figure 2 graphically depicts the identication of a candidate plateau.
Phase 3: Using Spatial Coherence to Identify Two-Dimensional Candidate Regions. At this stage of our algorithm, we have identied lines that t our model in the horizontal and vertical direction. These lines may correspond to the cross-section of a two-dimensional plateau. In order to determine whether this is true, we take advantage of the fact that if a two-dimensional plateau is present the horizontal and vertical cross-sections of this plateau will overlap with one another. To determine the region of overlap, and therefore the approximate shape of the two-dimensional plateau, we intersect the hregion and vregion images with each other to produce the iregion image. This intersected region is shown in panel (d) of Figure 4 .
The regions that are produced by this operation may be insignicant and only consist of two or three pixels. In order to remove extraneous regions that do not necessarily contribute to the original object, we perform a disc erosion [Sonka et al. 1999 ] operation with a radius of three pixels on the iregion image to produce i eroded . Disc erosion is a simple morphological image processing operation. An example of the erosion process is shown in panel (e) of Figure 4 .
A sequence of plateau cross-section candidates in the hregion or vregion images may contain gaps where a row or column did not t the model criteria. An example of this can be seen in Figure 4 (b). When the intersection operation between hregion and vregion occurs, these gaps are propagated to the region representing the plateau in the iregion image. The gaps are exaggerated when the disc erosion operation occurs. We therefore perform a disc dilation [Sonka et al. 1999] operation to expand the region and ll these gaps. We use a disc radius of nine pixels to make sure these gaps are lled. This also results in the region being slightly larger than the actual area of the bullet as shown in panel (f) of Figure 4 . The region represents the local area containing a strong plateau, formed by the intersection of onedimensional plateau candidate lines. By performing erosion rst, followed by a more aggressive dilation, we ensure that the general shape of the object is retrieved, untainted by extraneous noise. Aggressively dilating also expands over outlying regions that may originally have been removed during erosion. Figure 3 : Determining the range of intensity for thresholding purposes. The lowest lower bound is chosen as the bottom of the intensity range. The maximum intensity value for the plateau, plus a \buer" value is chosen as the top of the intensity range Phase 4 and 5: Backtracking to determine the range of intensities occupied by the plateau. By this stage of the algorithm, we have determined a number of twodimensional regions that contain strong plateaus. We now need to determine the exact region occupied by each plateau. To do this we return to the one-dimensional plateau candidates that originally created these regions. We use the fact that these one-dimensional plateaus contribute to a range of intensities occupied by the two-dimensional plateau. By examining each one-dimensional plateau we can estimate the range of intensities occupied by the corresponding twodimensional plateau.
Firstly, we examine the regions that exist in i dilated and associate these regions with the horizontal and vertical plateau candidates that contributed to their creation. This is accomplished by testing if the candidate plateaus intersect with the bounding box of each region.
Since a plateau candidate represents a curve of intensities, we can examine the curve to determine the lower and upper intensity bound of the plateau. By examining the intensity curves of all the plateau candidates that contribute to a region, we determine the average lower and upper intensity bound of the plateau contained within a particular region. We then use thresholding to extract this range of intensities out of the bounding box of the region.
The upper thresholding value is set to the maximum intensity found within the plateau set, plus an additional \buer" value to ensure that all high intensities are selected. The lower thresholding value is set by selecting the lowest intensity found half-way on the steeply increasing and decreasing sections of the curve. This is depicted in Figure 3 
Reconstruction
Our reconstruction process is relatively simple since it involves the reconstruction of the two-dimensional slices of a three-dimensional volume. We do this because the twodimensional case is not as as challenging to implement as the three-dimensional case. Chien et al. [Chien and Aggarwal 1986] take this approach when they perform a reconstruction from three orthogonal views as this can be reduced to intersecting two-dimensional slices. Matusik et al. [Matusik et al. 2001 ] project three-dimensional silhouettes onto twodimensional planes so that the two-dimensional case can be used.
More general algorithms exist that allow a reconstruction to be performed from arbitrary viewpoints [Potmesil 1987 ]. For the sake of speed and simplicity, we developed a simple but adequate reconstruction algorithm that has the following constraints:
1. An X-ray image is a projection of an object onto a twodimensional plane in a three-dimensional space. The planes containing the X-rays must be parallel to the Z-axis.
2. The projections that form the X-ray image must be perpendicular to the Z-Axis. This means that the projection paths that form a single projection must all exist in a plane that is perpendicular to the Z-axis. In other words the projections must be two-dimensional.
These constraints are illustrated in Figure 5 . These constraints ensure that 3D reconstruction case is reduced to a 2D reconstruction. They are common to older axial CT systems and are not particularly onerous for a proof of concept. Future Work may involve implementing a more general algorithm that is not subject to these constraints.
We use an octree to represent the volumetric data that we obtain from our reconstruction algorithm. An octree is an hierarchical data structure that recursively subdivides a three-dimensional space. It is the three-dimensional version of the two-dimensional quadtree [Klinger and Dyer 1976; Alexandris and Klinger 1976; Samet 1984] . This representation results in a more ecient memory usage, compared to a simple voxel grid. However, in the interests of brevity, we describe our algorithm in terms of a voxel grid.
We use 0 to mark an empty region of space and positive integers to represent space occupied by the object that we are reconstructing. Projections are intersected with the octree and the integer value of the voxels that they intersect X-Ray Plane Projection Object Z Figure 5 : This diagram illustrates the constraints that Xrays used in the reconstruction process must adhere to (1) The two-dimensional planes onto which the X-ray images are projected must be parallel to the Z-axis (2) The projections that form the X-Ray image must be perpendicular to the Z-axis are accumulated. In this sense the octree represents an accumulation buer that denes the number of projections that intersects a particular voxel.
The process starts by reading in an X-ray image that contains a bullet and the projection data for the X-ray. The projection data describes the path between the Xray emitter and the X-ray detector which resulted in the creation of a pixel on the X-ray image. Each projection Pi =¨l i 1 ; l i 2 ; : : : ; l i w © describes the paths of a set of projection paths l i j which formed the row of w pixels within the X-ray image.
The segmentation algorithm described in Section 3 is then applied to the image, producing a region that describes the area occupied by the bullet. This is the silhouette that will be back-projected over the reconstruction volume.
We back-project one row of the silhouette at a time since a row corresponds to a slice of the reconstruction volume. To do this, we represent the silhouette as a table of pixel spans [Merrill 1973 ]. This data structure represents an image region as a series of rows, each containing a number of pixel spans. Each span describes a horizontal set of contiguous pixels that contribute to the region as shown in Figure 6 .
Due to the constraints that we have specied, each row of the image corresponds to a slice of the reconstruction volume. A pixel span can therefore be back-projected over a slice. Firstly we form a back-projection slice. As described earlier, each pixel (x; y) in the row has a projection path l y x associated with it. We dene a back-projection slice B as the space between the projection paths l y x i ; l y x i+1 associated with the pixels xi; xi+1 at the start and end of the span. This is illustrated in Figure 7 Our back-projection process is similar to but simpler than that used in CT where the inverse transform of a ltered projection is accumulated over a slice of a CT volume. Through discretisation, our implementation is optimised for speed and simplicity.
Once the back-projection slice has been determined, it is intersected with the corresponding slice of the reconstruction volume. To accomplish this, the back-projection slice is rst discretised by clipping it with the the outer bounds of the reconstruction slice to produce a polygon. This polygon is then converted to a two-dimensional voxel span table representation which is used to indicate which areas of the voxel slice are occupied by the polygon. This structure is exactly the same as a pixel span table. We term it a voxel span table to distinguish the type of data it is iterating over.
The intersection operation is then easy to perform. The reconstruction volume is a three-dimensional accumulator and the intersection merely involves performing an accumulation operation over the voxels in the table. We iterate through the voxel spans in the table. For each voxel in the span, we add 1 to its mark value. Once we have intersected all the voxel spans, we can move onto another pixel span from the X-ray image, and once all the pixel spans have been back-projected we move on to another X-ray image.
By incrementing voxels values we determine how many images contributed to the voxel. If the input to the reconstruction algorithm was 12 X-ray images, a voxel could have 13 dierent values, 0 if it was empty, or 1{12 depending on how many images managed to back-project over that voxel. We can use this information to determine whether the voxel is in the visual hull or not. If a voxel has a value of 12, it is in the visual hull of the reconstructed object since all 12 images contributed to it. An example of this is shown in Figure 8 .
The nal step of the reconstruction algorithm involves iterating over the reconstruction volume and thresholding voxels out. For example, for an input of 12 X-ray images, we would scan through the reconstruction volume, searching for voxels with a value of 12. We then set these voxels to 1 and any other voxels to 0.
Results
We have implemented a bullet segmentation algorithm and a simple 3D reconstruction algorithm for use in conjunction with the segmentation output. It should be noted that this system was developed as a proof-of-concept. It was not possible to obtain a set of digital X-rays of a gunshot wound taken at multiple angles. Due to this, it was necessary to test the segmentation and reconstruction sections of our algorithm separately. Our testing of the segmentation and reconstruction is described, as well as the input data used in testing.
Segmentation Test Input Data
We used a set of 12 medical X-ray images from a larger set of 25 to test our data. They were created using the older, more traditional X-ray scanner that exposes photographic material to X-ray projections. The X-rays were scanned and converted to the BMP le format. Due to the older technology and the scanning process, these images contained less information and were introduced to more noise compared to a digital X-ray. We omitted to test X-rays containing obscurations in the form of stickers and writing as these will not be present in a digital X-ray and would unnecessarily complicate the segmentation process. We calibrated out segmentation algorithm with the following parameters: gmin = 2; hmin = 5; rmax = 3; p = 1; wmin = 10. We empirically derived the values for these parameters from the X-ray in our input set labelled XRAY03. These values were used for the other X-rays. We expect that the algorithm parameters would only need to be congured once for a particular X-ray machine since the eects that a bullet creates on an X-ray image are unlikely to vary.
Segmentation Tests and Results
Our algorithm is designed to provide an automatic segmentation. To test our algorithm, we needed to compare the automatic segmentation algorithm with a manual method. To this end, we performed a manual segmentation of the bullets in each X-ray image. These manual segmentations provided the basis of comparison in testing our segmentation algorithm.
Our rst test involves a simple pixel-by-pixel comparison between an automatic and a manual segmentation. We iterate through each pixel in the bullet region dened by the manual segmentation. At each iteration, we test if the pixel occurring in the manual segmentation also occurs in the automatic segmentation. Table 1 shows the number of pixels in the manual segmentation, the number of pixels in the automatic segmentation that occur in the manual segmentation and the corresponding percentage match.
For our second test, we compare the distances between the contours of the manual and automatic segmentations. Firstly, the contours of the manual and automatic segmentations are extracted. The shortest distance between each point on the manually segmented contour and the automatically segmented contour is computed, as well as the standard deviation of the contour distance. The results for this test are also displayed in table 1.
Reconstruction Test Simulation Environment
To test our reconstruction algorithm, we required a set of X-rays of a bullet wound, taken at multiple angles. We were only able to obtain single X-rays for a number of bullet wounds. To solve this problem we implemented a simple Xray simulator in order to provide input data for testing our reconstruction algorithm. This simulator was setup with a simple collimated fan beam conguration. Using this simulator, we created a set of articial X-rays from a phantom dened as a voxel volume. These X-rays were used as input to our reconstruction algorithm. This enabled us to directly compare the output from our reconstruction algorithm with the original phantom and test the proof of concept of our system.
The voxel data that we fed to the simulator described a 512 3 voxel volume containing an hip-bone and a bullet. This was obtained by voxelising three-dimensional hip-bone and bullet meshes, overlaying the bullet voxels on top of the hip voxels.
From this voxel volume, we generated a set of 12 articial X-rays. The projections used to create these X-rays were equally spaced at 30 angles around the voxel volume.
The source of each projection was located 320 voxel units away from the centre of the simulated volume. Each projection consisted of a stack of 512 two-dimensional equiangular projections. These two-dimensional equiangular projections each contained 512 projection paths equally spaced within an angle of 60 . Each stack of projections therefore generated a 512 by 512 pixel image.
There is a similarity between our simulation environment and a CT system. The dierence is that we are attempting to extract a 3D object from a volume, whereas a CT system performs a general reconstruction of a volume. While conventional CT machines could be congured to treat our system as a special protocol, our algorithm is intended for use on digital X-ray machines with rotational arms such as the LODOX system [Lod 2005] .
Reconstruction Tests and Results
A reconstruction involving 12 articial X-rays required took 67 seconds to complete on a 3.2Ghz Pentium 4 with 1 GigaByte of memory. Our rst test involved comparing the bullet voxels in the simulated volume with the bullet voxels in the reconstructed volume. To measure the similarity of the voxel volumes, we rst counted the number of voxel locations that were occupied in either the simulated volume or the reconstructed volume. We refer to these as comparison voxels. We then counted the number of voxel locations that were occupied in both the simulated and the reconstructed volume. We refer to these as matching voxels. In our reconstruction, we found 3419 comparison voxels of which 2415 (70.63%) matched, existing in both simulated and reconstructed volume.
A percentage match of 70% would seem rather low. Counting the number of voxels in the simulated and reconstructed bullet yields 2965 and 2869 voxels respectively. Thus there are 550 voxels (3419 2869 = 550) that exist in the reconstructed bullet but are not in the simulated bullet and 454 voxels (3419 2965 = 454) that exist in the simulated bullet but not in the reconstructed bullet. These 454 voxels are problematic. This is because the reconstructed bullet is a visual hull of the simulated bullet. According to the denition of a visual hull, it is always greater than the actual object that is being approximated. In this case, there are 454 voxels in the simulated bullet that lie outside of the visual hull dening the reconstructed bullet. Our second test involved performing an iso-surface comparison of the simulated bullet with the reconstructed bullet. Firstly, we extracted iso-surfaces from both the simulated and reconstructed bullet voxels using the marching cubes algorithm in the VTK toolkit [Schroeder et al. 2003 ]. Secondly, we used the Metro Mesh Comparison Tool [Cignoni et al. 1998 ] to compare these two iso-surfaces. The Metro tool measures the Maximal, Mean and Mean Square Surface Dierence as well as the Volume Dierence between two meshes. These distances are numerically calculated by sampling between points on the two meshes. Note that Metro dierentiates between the positive (E + ; V + ) and negative (E ; V ) distances between two meshes, providing separate evaluations for sections of the rst mesh that are in interior or exterior space of the second mesh. The results of this test are shown in table 2.
Here we can see more evidence that the visual hull of the reconstructed bullet does not encompass the entirety of the simulated bullet. If the reconstructed bullet encompassed the simulated bullet we would expect a value of 0 for the E and V tests since there would be no place where the reconstructed bullet iso-surface would be inside the simulated bullet iso-surface. The mean surface dierence between the reconstructed and simulated mesh is 0.6345 units for E + and 0.782 units for E .
Discussion of Results
In nine of the twelve X-rays, our algorithm matched the manual segmentation by 90% or more, with an average distance contour distance of 1.3 pixels or less. This result was achieved using just one set of parameters. The X-rays were taken on a number of X-ray machines that recorded them on photographic lm. They were then scanned in to create BMP image les. Considering the degradation in image quality introduced by this process, we would expect even better results on a modern digital X-ray scanner. Unfortunately we were not able to obtain X-rays of bullet wounds on such devices. The results of the two tests that we have performed on our reconstruction algorithm clearly indicate an anomaly in the size of the reconstructed bullet. According to the theory that we introduced in the Background Section, the visual hull of a reconstructed object should always be larger than that of the original object. However, the dierences between the two meshes are small: less than 1% in both the positive and negative direction.
The anomaly with regards to the size of the reconstructed object can be attributed to rounding errors within our reconstruction algorithm. We use Bresenham's line algorithm to step through the voxel volume. Bresenham's algorithm discretises points on a line into voxel locations. This discretisation introduces rounding errors into the reconstruction.
Conclusion
Many developing countries are unable to aord costly 3D diagnostic technology such as CT. While a clinician can use a pair of x-rays to infer basic 3D structure, such estimates are error prone and dicult to make. We have presented a software system which adopts a compromise between these two extremes. Our particular application is the accurate 3D localisation of bullets within a patient -an all too common requirement in societies beset by violence. We use a modelbased approach to segment compact metallic objects from a series of cross-sectional x-rays of the traumatised area. Unlike conventional CT, in which a large number of projections are required to recover a full 3D description of the imaged volume, we seek only to reconstruct the object(s) of interest in the imaged volume. A number of calibrated x-rays are taken from dierent directions through the area of interest, and back-projected to recover an approximation (the visual hull) of the underlying object of interest (a bullet in this particular application).
The principle advantages of this approach are:
only a set of conventional calibrated x-rays are required, thus providing a good trade-o between diagnostic utility and x-ray exposure;
the algorithms are fast and can be implemented on a commodity PC.
Since our intention was to evaluate the underlying algorithms necessary for our application, we did not build any hardware. However, any congurable x-ray system that allows a xed x-ray source and detector to be positioned about a patient (such as LODOX [Lod 2005] ) could benet from this approach. All that is required is a calibration phase which places the x-ray source and detector in space, or active 3D trackers which can be attached to the assembly and report the relevant positions when an x-ray is acquired.
Our assessment of the software system was based on real patient x-rays and synthesized 3D data. The experiments showed that the segmentation algorithm is able to recover the objects of interest in a short amount of time.
Future Work: A nal system would require a component that visualises the position of the bullet within the body. The visualization of volumetric medical images is a well studied problem. An obvious candidate technique would be volume rendering.
Improper segmentations could result in gaps in the segmented object, which would propagate as gaps in the reconstructed object. Localisation of the object should still be possible, as well as retrieval of the general shape. Improvements on the segmentation algorithm can be achieved. See [Perkins and Marais 2004] for criticisms and suggested improvements.
The current back-projection implementation is subject to rounding errors, which may lead to an underestimation for the reconstructed volume. This deciency will be addressed in future work.
