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Abstract
The eective theory based on combined chiral and heavy quark symmetry, the heavy hadron chiral
perturbation theory, is applied to D meson decays. In D0 ! K0 K0 decay the nonfactorizable
contributions are calculated. These arise from chiral loops and products of color-octet currents,
while the prediction vanishes in the factorization limit. The approach is confronted with the
experimental data. Next, the flavor changing neutral current rare charm decays are considered.
The predictions for c ! ul+l−, D0 ! γγ, and D0 ! l+l−γ are given both in the Standard Model as
well as for the Minimal Supersymmetric Standard Model with and without R parity conservation.
A possible enhancement of order 50 compared to the Standard model prediction is found for the
D0 ! +−γ channel. This makes it an interesting probe of New Physics.
A modied version of the heavy hadron chiral perturbation theory is used to estimate eects
of quenched approximation in the lattice calculations of B ! ;K transitions. The relevant form
factors, F+;0, contain the chiral quenched logarithms that diverge in the chiral limit m ! 0.
Behavior of the form factors as functions of m2 in quenched and full QCD is then found to be
substantially dierent in the region close to the physical pion mass.
In the thesis several technical details are claried as well. The explicit calculation of three and
four-point scalar functions with one heavy-quark propagator is given. Next, existing renormaliza-
tion group evolutions for B and K meson decays are modied to perform next-to-leading order
evolution of Wilson coecients for charm decays. Also a discussion of gauge invariance in eective
theories is given.
Key Words: flavor changing neutral current, weak decays of heavy mesons, heavy meson chiral
perturbation theory, rare radiative decays, new physics searches, quenched approximation, lattice
quantum chromodynamics
PACS: 13.25.Ft, 13.20.-v, 13.60.-r, 12.60.Jv, 12.38.Gc

Notation
The characters from the middle of the Greek alphabet ; ; : : : in general run over space-time in-
dices 0; 1; 2; 3, while the Latin indices i; j; k; : : : run over spatial indices 1; 2; 3.
The metric used in the thesis is  = diag(1;−1;−1;−1), where the indices ;  run over 0; 1; 2; 3,
with 0 the temporal index.
The Levi-Civita tensor  is dened as a totally antisymmetric tensor with 0123 = 1.
The Einstein summation over repeated indices is assumed unless stated otherwise. The dot-product
pk denotes pk.
The Dirac matrices are dened so that γγ + γγ = 2 . Also, γ5 = iγ0γ1γ2γ3. The left
and right-chirality projection operators are PL = 12(1− γ5) and PR = 12(1 + γ5). The matrix  is
 = i2 [γ
; γ ]. The slash on a character denotes 6p = pγ.
The trace Tr runs over the Dirac indices, while the lower case trace tr runs over the SU(3) flavor
indices.
The complex conjugate and Hermitian adjoint of a vector or a matrix A are denoted A and
Ay respectively. A hermitian adjoint of an operator O is denoted Oy. A bar on a Dirac bispinor u
denotes u = uyγ0.
The imaginary and real part of a complex number z are denoted =(z) and <(z) respectively.
The Heaviside function (u) is dened as (u) = 1 for u > 0 and zero otherwise.
Natural units with ~ and the speed of light taken to be unity are used. The ne structure constant




Particle physics has gone a long way from its beginnings in the rst half of the 20th century.
From the present perspective it is actually hard to imagine, what the world was like without
the \Standard Model" of elementary particle physics1. The gauge-eld theoretical description
of fundamental electromagnetic, weak, and strong interactions, that emerged in the 1960’s, has
completely dominated the eld ever since.
The structure of the Standard Model is as follows. Its building blocks are fermions, leptons and
quarks [?], that come in three families. The Standard Model gauge group is SU(3)c  SU(2)L 
U(1)Y , where the SU(3)c is the gauge group of Quantum Chromodynamics (QCD) [?], SU(2)L
is the gauge group of weak isospin, while U(1)Y is the gauge group of weak hypercharge [?]. The







































where the binomials with the subscript L denote the weak isospin doublets. Leptons are color
singlets, while quarks are in the fundamental representation of SU(3)c. The masses of leptons and
quarks are generated via Higgs mechanism [?]. This also gives masses to the W and Z bosons and
breaks the electroweak gauge group SU(2)L  U(1)Y to the electromagnetic U(1). Because there
are no right-handed partners of the left-handed neutrinos, these are left massless in the Standard
Model (SM), if only renormalizable terms are present.
It is customary to use the mass eigenbasis instead of the weak basis for the quark elds. The
rotation to the mass eigenbasis is conventionally conveyed to the down-quark elds
The successes of the Standard Model (SM) description are abundant. To name just the recent
few: electroweak precision tests are generally in impressive agreement with the SM predictions
1The name was apparently bestowed by Sam B. Treiman [?].
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[?, ?], the CP violation experiments in B and K meson systems support the CKM description of
the Standard Model with one universal phase [?, ?, ?], the discovery of t-quark in the mass range
predicted from the electroweak precision data was a triumph of the SM [?, ?]. All in all, there is just
one missing building block, the discovery of Higgs boson, that would make the picture complete.
The direct searches at LEP give the current lower limit mH > 114:4 GeV at the 95% condence
level [?, ?]. The indirect experimental constraints are obtained from the precision measurements
of the electroweak parameters, which depend logarithmically on the Higgs boson mass through
radiative corrections. Currently these measurements constrain the Standard Model Higgs boson
mass to mH = 81+51−33 GeV or to values smaller than 193 GeV at the 95% condence level [?].
From a theoretical point of view, the Standard Model has also quite a few very attractive
features. First of all, it is a renormalizable theory. This means that it is very predictive. Using a
relatively small set of parameters, masses of quarks and leptons, masses of gauge bosons and the
values of coupling constants, all in all of order 20 2, one is able, at least in principle, to predict
a myriad of processes. Because of renormalizability no additional innite terms are generated by
quantum eects, so that in principle the validity of the SM can be extended to arbitrary high scales.
However, we know from the observations, that the SM cannot be the end of story. First
of all, gravity is not included in the Standard Model. The quantized description of gravity has
proved to be a very challenging subject, that has kept theorists busy for the past two decades with
an especially extensive work done in the eld of string theories [?]. No experimental insight is
available in this area, though. Next, recent data from Superkamiokande [?] and SNO [?, ?] have
provided a solid experimental evidence for neutrino oscillations. These imply nonzero neutrino
masses, contrary to the SM description. Another phenomenological indication of non-Standard
Model physics is the unication of strong, electromagnetic and weak couplings in the context of
supersymmetric grand unied theories (SUSY GUTs) at the scales of O(1016 GeV) [?, ?]. Very
solid experimental data suggesting non-SM physics are coming from astrophysics and cosmology.
The astrophysical observations suggest that most of the matter in the Universe is not luminous,
but dark [?]. Most of the dark matter also is not baryonic. The nonbaryonic dark matter can
either be cold or hot, but the general consensus is that most of it must be cold. The Standard
Model does not provide a candidate for nonbaryonic cold dark matter, while for instance a very
appealing candidate is provided by the lowest supersymmetric candidate, the neutralino. Another
evidence pointing toward SM extensions is the generation of baryon-antibaryon asymmetry in the
early Universe. To generate it, the interactions between particles should be CP violating. The CP
violation is present in the SM, but is not strong enough to account for the observed asymmetry
[?, ?].
There are also some conceptual problems with the structure of the Standard Model. The
running of coupling constants suggests the unication scale at 1014 − 1016 GeV.3 In view of this
large scale, the weak scale 1=
p
GF  250 GeV suddenly appears to be very small. The large
dierence between the two scales cannot be explained \naturally" in the context of the SM. This
\ hierarchy problem" is connected to the fact that the theory contains a fundamental scalar eld,
which receives quadratically divergent loop contributions to the mass parameter. Taking the cuto
in regularization prescription to represent the scale of new physics, the values of the bare mass and
the loop corrections to it have to be ne-tuned to give the small physical mass. This is the case,
2More precisely 3 lepton masses, 6 quark masses, 4 CKM parameters, 3 gauge coupling constants, mass of the
Higgs boson and the quartic coupling  give altogether 18 parameters. Counting in also the strong CP parameter 
this amounts to 19 parameters of the renormalizable Standard Model.
3Note that precise unication of couplings does not occur with running of coupling constants given only by the
Standard Model elds [?].
3unless the scale of new physics is close to the weak scale. The hierarchy problem can be solved
in several dierent ways. If the fundamental Higsses exist, the theory can be stabilized by TeV
scale supersymmetry [?, ?]. The other option is that Higgs is a composite object, that is either a
bound state of fermions or a condensate. Technicolor theories represent a class of proposals along
the latter lines [?]. Another solution to the hierarchy problem has been suggested recently [?, ?].
If additionally to the usual 3+1 space-time dimensions, \large" compact dimensions are assumed,
the scale of gravity is much lower than the Planck scale. For two sub-mm extra dimensions the
scale of gravity is in the TeV range.
Another challenging conceptual problem is coming from the cosmological observations of distant
supernovae type Ia explosions, that suggest a nonzero cosmological constant [?, ?]. The correspond-
ing energy density is of the order of present critical density of the Universe c  10−26kg m−3 
10−14 eV4. If this is to be explained by the vacuum expectation values and the chiral condensates
of the SM elds that correspond to energy scales from a few 100 MeV to a few 100 GeV, one would
need an incredibly ne-tuned cancellation between various contributions to arrive at the correct
value of the cosmological constant. Note, that a number of alternative explanations for the dim-
ming of supernovae have also been proposed [?, ?, ?, ?], some of them requiring new physics beyond
the SM.
Given the discussion above, the modern point of view is to consider the Standard Model \merely"
as an eective eld theory. In the eective eld theory description one usually has two scales with
a very distinct hierarchy and the intermediate scale , that separates the two. The physics at
the lower scale can then be described by means of a Wilsonian expansion L  Ci()Qi(), where
the higher scale physics is hidden in the coecients Ci(), while operators Qi() incorporate the
lower scale physics. In the Standard Model only the renormalizable operators appear. Operators
of higher dimensions are suppressed by the high scale, e.g., by the GUT scale, and can break the
conservation laws of the SM only weakly.
In the eective eld theories, one can distinguish between two approaches, the \bottom-up" or
the \top-down" approach. In the \top-down" approach, the high-scale physics is well understood
and the coecients Ci are calculable, for instance in the perturbative framework. The prominent
example of this approach is the operator product expansion applied to the weak decays [?]. In this
case the \high scale theory", the electroweak theory, is well understood. For processes at energies
E  W  90 GeV, the W and Z bosons can be integrated out. In this way one eectively gets the
old Fermi theory of weak interactions, but with calculable corrections to (V − A)(V − A) contact
interaction. Viewing the Standard Model as an eective theory, on the other hand, represents the
\bottom-up" approach, where little is known about the high energy physics.
An example of the \bottom-up" approach is also the application of the eective theory concepts
to strong interactions. QCD is a well understood theory, however, the low energy processes are in
the nonperturbative region, where an expansion in the coupling constant is no longer applicable.
Calculations ab initio, i.e., by starting with the QCD Lagrangian and nishing up with the pre-
dictions for physical observables, are still possible through the use of lattice QCD techniques, but
are computationally very challenging [?]. Lattice methods also have their own limitations. To get
meaningful results, calculations have to be done in Euclidean space-time, which makes the calcu-
lations of decay processes with more than one hadron in the nal state very hard. Also, in order
to make the numerical diculties tractable, a number of approximations have to be made, e.g., by
neglecting sea-quark eects, or by working at relatively high pion masses. Another option, that
has been commonly used in the past, is to use the symmetries of the QCD Lagrangian to construct
eective theories. Unknown couplings in the eective theory are then xed from experiment. If
such an eective theory contains a small expansion parameter, it can be predictable, with more ex-
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perimental processes predicted than there are parameters to be xed from experiments. The small
expansion parameter for the chiral perturbation theory (PT) is provided by the small momenta
of interacting Goldstone bosons and by the small masses of u; d; s quarks, with ms  100 MeV still
signicantly smaller than the chiral scale  1 GeV [?, ?, ?,?]. A dierent approximate symmetry is
used to construct the heavy quark eective theory (HQET) [?, ?,?]. This is obtained when masses
of b and c quarks are taken to be very large. Both chiral and heavy-quark symmetries can be com-
bined in processes involving single heavy hadron, resulting in a heavy hadron chiral perturbation
theory (HHPT) [?].
In this thesis several applications of the eective theory concepts will be made [?, ?, ?, ?, ?,?, ?].
The main focus will be on the application of heavy hadron chiral perturbation theory to D meson
decays. We use the leading terms in the 1=mc expansion and the expansion of momenta. Note,
that in principle also higher order terms in the expansion could be important. Keeping only the
leading order terms in the expansion has, however, several important advantages as (i) the set of
unknown parameters is relatively small, (ii) there are enough experimental data to x all of them,
(iii) gauge invariance at 1-loop in HHPT is obvious. Neglecting higher order terms can then be
also viewed as a part of our model. The idea has been tested on the example of D0 ! K0K0, where
good agreement with experiment has been found [?]. To appreciate this fact, one has to keep in
mind that the commonly used factorization approximation predicts vanishing branching ratio for
this decay mode, in disagreement with experimental data.
The same theoretical framework is then applied to the rare D0 ! γγ, D0 ! l+l−γ decays
[?, ?, ?, ?]. The area of rare heavy meson decays has received a boost with the onset of B-factories.
One of the goals of Belle and BaBar has been to pinpoint the CP violating mechanism and to further
constrain the CKM matrix elements. But a considerable part of experimental eorts constitute the
searches for rare decays [?]. Rare decays are especially interesting, if they are connected to a
conservation law. Several such selection rules are present in the SM, with  ! eγ and proton
decay for instance completely forbidden at perturbative level in the renormalizable SM, while they
can occur in scenarios beyond the SM. But also processes that are not completely forbidden in
the Standard Model can be extremely useful as probes of new physics. For instance, the flavor
changing neutral currents (FCNCs), i.e., transitions of type qi ! qj + γ(; l+l−), do not occur
in the SM at tree level. They do, however, occur at the loop level, but are suppressed because
of the Glashow-Iliopoulos-Maiani (GIM) mechanism and because of the hierarchical structure of
the CKM matrix elements. The FCNCs can be signicantly aected by the possible new physics
eects, that either contribute at tree level or in the loops. Note that new physics could aect the
FCNCs in a substantially dierent manner than the F = 2 and the charged currents, from which
the constraints on CKM matrix elements are obtained at present.
Phenomenologically very exciting are the so-called golden-plated modes. For the decay mode
to be golden-plated, it has to fulll several requirements: (i) the SM amplitude has to be either
very small or completely forbidden, (ii) it has to be theoretically clean, with small or virtually no
uncertainties due to the nonperturbative strong interaction physics, (iii) it has to receive potentially
large contributions from new physics scenarios. Examples of such golden modes are K !  and
B ! Xs, where theoretical uncertainties due to the nonperturbative physics are very small [?].
No such golden modes are present in the charm physics. In rare D decays the nonperturbative
physics of light quarks is expected to dominate the decay rates. Consider for instance the case of
c ! uγ transition that occurs only at the one loop level in the Standard Model. The contributions
coming from b; s; d quarks running in the loop are
5Because LD eects dominate in D decays, no extraction or tests of CKM matrix are possible
in these decays. Also, in order to be able to probe new physics, its eects, if present, have to be
large. However, there is an important sidepoint to the whole story. Namely, D physics probes the
flavor structure of up-quark sector, in contrast to K and B decays. The non-SM extensions of up
and down-quark sectors can be very dierent. In this sense rare D meson decays can prove as a
valuable probe of new physics eects. In this thesis possible eects of supersymmetric extensions
of the SM to the c ! ul+l−, D0 ! γγ, D0 ! l+l−γ decays will be considered.
Finally, the use of eective theories can be made also in the lattice QCD ab-initio calculations
[?]. This is not surprising, given that there are many dierent scales present in the problem, the
masses of quarks mQ;mq, the nonperturbative scale , as well as the UV and IR cuto scales set
by the lattice spacing a and the size of the lattice L. In the ideal case they exhibit a hierarchy
The outline of the thesis is as follows. In the rst three chapters we introduce the prerequisites
for the phenomenological studies in the subsequent chapters. In chapter 2 we introduce the concept
of eective eld theories with a focus on PT and HQET. Gauge invariance is discussed as well. In
chapter 3 we work out the technical details connected with the integration of two-, three- and four-
point functions in HQET. Chapter 4 is devoted to operator product expansion and the application
to weak interactions. The factorization approximation is discussed in the same chapter. In chapter
5 the theoretical framework is applied to D0 ! K0K0 decay, while in chapter ?? rare D decays
D0 ! γγ and D0 ! l+l−γ are estimated both in the SM and in the supersymmetric extensions.
Finally, in chapter ?? quenching errors in B !  transitions are discussed. Further technicalities
and explicit results of the calculations are relegated to the appendices.
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Chapter 2
Heavy quark effective theory and
chiral expansion
2.1 Effective theories
The persisting problem of the phenomenological calculations in hadronic physics is the nonpertur-
bative nature of strong interactions. In the past three decades the approach of eective theories
has proved to be an extremely important tool in these considerations. As is usual in contemporary
physics, the hard problems are simplied or avoided entirely by the use of approximate and/or
exact symmetries. As will be shown below, the use of symmetries is also the common feature of
the eective theories.
First let us introduce the notion of the eective quantum action. The nonperturbative denition
can be found e.g in chapter 16. of [?], while we will discuss only the perturbative denition
of the eective action1. Let us consider a general quantum eld theory with a set of elds r.
The observables of the theory are deduced from the appropriate Green’s functions. Perturbative
calculations of these consist of tree as well as of loop diagrams. The eective quantum action Γ[]
is such an action, that reproduces the Green’s functions of the original theory exactly, but that is
used only at tree level in the perturbative expansion. In terms of path integralsZ





[d]r1   rneiΓ[]; (2.1)
where [d] denotes the path integral measure and the integration on the right-hand-side is only over
the tree diagrams. Pictorially, using the eective action Γ[] instead of the original action
R
d4xL()
means that the parts of diagrams containing loops can be replaced with blobs representing eective
vertices (see Fig. 2.1). Only tree level diagrams are then left in the calculation.
There is a very useful theorem connected with the eective action. It states that if the original
action I[] =
R
d4xL[] and the integration measure are invariant under the linear innitesimal
transformations
r(x) ! r(x)+F(r;x);





1The eective action has been rst introduced perturbatively in [?], while a nonperturbative denition was rst
given in [?].
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Figure 2.1: One particle irreducible parts of the diagram are replaced by eective vertices- the loops are replaced
by the blob, i.e., the tree level eective vertex.
Figure 2.2: Both QCD and the eective Lagrangian corresponding to QCD lead to the same eective action.
The connection between QCD and the eective action is nonperturbative, between the eective Lagrangian and the
eective action on the other hand it is perturbative
where sr(x) and trr(x; y) are c-number functions, then the eective action Γ[] is also invariant under
the same transformations. Note that this is not necessarily true for nonlinear innitesimal trans-
formations, where eective action in general will not be invariant under the same transformations
as the original action. For proof and further details see [?].
Now we turn to the notion of eective Lagrangian, with the main idea depicted on Fig. 2.2
for the case of QCD. Let us suppose that the initial Lagrangian L consists of a set of elds that
transform linearly under a group G, and that the Lagrangian itself is invariant under G. For the
case of QCD the elds will be the light quarks transforming under SU(3)L  SU(3)R. Since the
realization of G is linear, also the eective action Γ[] is invariant under G. The calculation leading
from the initial Lagrangian L to the eective action Γ[] can be highly nontrivial, with a possible
nonperturbative regime as is the case for the low-energy QCD. It is then useful to construct from
the relevant elds  (for the case of low-energy QCD, these are the pseudoscalar elds or any other
elds relevant for the processes considered) the most general Lagrangian Le() invariant under G.
In general this will consist of an innite number of terms with unknown couplings. The procedure
will be useful if we nd a rationale to keep just a nite number of terms. In the case of chiral
perturbation theory this is provided by an expansion in momenta, while in heavy quark eective
theory the expansion is in the inverse of the heavy-quark mass.
If the elds in the eective Lagrangian Le transform linearly under G, also the eective action
Γ[] following from the eective Lagrangian Le will be invariant under G. We can then perform
the perturbative calculation using the eective Lagrangian Le to some xed order and predict the
eective action Γ[]. At each order a number of unknown couplings have to be determined from
the experiment. The number of couplings grows with the higher order contributions, so that the
eective Lagrangian approach becomes less and less predictive when going to higher orders.
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The method of eective Lagrangians has been very successfully applied to the case of sponta-
neously broken global symmetries. In particular it is very successful in the eective description of
strong interactions in the low energy regime. We thus illustrate the procedure for this case. We
start with the underlying \fundamental" Lagrangian L. Let us suppose that the elds r transform
linearly under some continuous transformation group G
0 = g; (2.3)
where g 2 G, while we have introduced the column  containing all the elds. If the initial
Lagrangian L() is invariant under G, so is the eective action Γ[]. This is the case also if G
is spontaneously broken down to some subgroup H. The important artifact of the spontaneously
broken global symmetries are the massless Goldstone boson elds that parametrize the G=H right
coset space. Since they are massless, it is useful to factor them out of the other elds appearing in
the problem. We introduce
(x) = (’(x))~(x); (2.4)
where ’ are the Goldstone boson elds. It is always possible to choose the function (’(x)) such
that ~(x) do not contain Goldstone boson elds (for details see chapter 19 of [?], or [?, ?]). Since
the subgroup H is unbroken, it is always possible to redene (’(x)) ! (’(x))h, h 2 H, without
changing the eective action. As already stated, the (’(x)) is then a representative of the right
coset, with (’(x))h being equivalent for all h 2 H. A very common parametrization of the right
coset space G=H is
(’(x)) = ei’
a(x)xa ; (2.5)
with xa the generators of broken symmetries (the independent vectors in the Lie algebra of G that
do not belong to the Lie algebra of H). The elds ~, ’ transform under G as
(x)0 = g(x) = g(’(x))~(x): (2.6)
Since g(’(x)) is also an element of G, it must be in some right coset with the representative
(’0(x))
g(’(x)) = (’0(x))h(’(x); g); (2.7)
where h(’(x); g) is some element of H that depends both on ’ and g, with h(’(x); h) = h. From
(2.7) the transformation properties of ~(x) follow trivially
~(x)0 = h(’(x); g)~(x): (2.8)
The transformation properties of ’(x) and ~(x) under G are in general very complicated and far
from linear. It is thus of great use if one is able to construct functions of Goldstone boson elds
and/or other elds that do transform linearly under G. These elds will be constructed explicitly
for the case of SU(3)R  SU(3)L in the next section.
Let us now discuss the construction of the eective Lagrangian Le(~;’) from elds ~(x) and
’(x). The eective Lagrangian is assumed to be invariant under G. Since in general neither
~(x) nor (’(x)) transform linearly under G, one could expect that the symmetry properties of the
eective Lagrangian Le(~;’) could be somewhat distorted in the transition to the description with
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the corresponding eective action Γ[~;’]. This is not the case as can be shown by the following

















where ti denote the generators of Lie algebra of H, while xa denote the other generators in Lie
algebra of G, as before. It is then fairly easy to show (see chapter 19 of [?]) that Da(x) and
D ~(x) = @ ~(x) + i
P





(D ~(x)0 = h(’(x); g)D ~(x); (2.12)
with Tab(h) the adjoint representation of H. Note that h(’(x); h) = h, so that Da(x), D ~(x) in
(2.11), (2.12) transform linearly under H. Note also, that (’(x)) cannot appear explicitly in the
eective Lagrangian Le, because this is assumed to be invariant under the global G transformations







@ ~(x) + −1(x)@(x)~(x)

: (2.13)
The factor (’(x)) on the right-hand side can then be rotated away. In the eective Lagrangian
Le only terms with at least one derivative on the Goldstone boson elds or with no Goldstone
boson elds will remain. The most general eective Lagrangian Le invariant under G can then be
constructed from ~, Da, D ~, DD ~,.... by constructing the most general expression invariant
under H. Such Lagrangian will then be invariant under the full group G also. Since these com-
binations of elds transform linearly under H, the eective action Γ will be invariant under H as
well. Chiral counting2 prohibits the terms with no derivative on Goldstone elds to appear in the
eective action Γ. The eective action Γ will then be an expression constructed from ~, Da, D ~,
DD ~,...., invariant under H and thus under G.
Incidentally, the argument presented above insures also the renormalizability (as understood
in the general sense of the word) of the eective Lagrangian approach. No terms that are not
already present in the eective Lagrangian Le can appear in the eective action Γ. All divergences
that appear in the course of the calculation can be reabsorbed into the denitions of the couplings
appearing in the eective Lagrangian Le.
2This is explained at the end of section 2.3.
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2.2 Chiral perturbation theory
One of the earliest and also one of the most successful examples of eective theories is the chiral
perturbation theory (PT) which we will briefly review in this section. The expansion parameter
in the chiral perturbation theory is the momentum exchange in the process, p2. Argument for the
validity of this expansion will be given at the end of the next section.





















with Ga the gluon eld, gs the strong coupling and Ta = 
a=2 with a the Gell-Mann SU(3)
matrices, for which tr(ab) = 2ab. The gauge eld strength tensor (curvature tensor) is
TaF
a
Ψ = [D;D ]Ψ: (2.16)
Let us now focus only on the three light quark flavors u; d; s. As these quarks are relatively light
(with quark masses small compared to the chiral scale as we will see below) the Lagrangian (2.14)





















The axial U(1)A is anomalous and is broken by nonperturbative eects. The vector U(1)V is the
global symmetry group of the baryon number and is not needed for further discussion. In the
following we then focus on the SU(3)R  SU(3)L global transformation group that is assumed to
be spontaneously broken down to the vector subgroup SU(3)V . Following the general procedure
outlined in the previous section we dene the quark elds with the Goldstone bosons factored out
Ψ = eiγ5’(x) ~Ψ: (2.18)














where ’0(x) is a 3  3 matrix of transformed Goldstone boson elds, while the dependence of
aV (’(x)) on the parameters of global SU(3) SU(3) transformations, aL;R, has not been denoted
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exp(2i’(x)). The transformation properties of  are then
0 = RLy: (2.22)
The  eld thus transforms linearly under the global transformations. The quark elds with






 ~Ψ = U(x) ~Ψ: (2.23)





axial vector elds V and A given by:
V = 12(@
y + y@) A = i2(
y@ − @y); (2.24)
They transform according to (2.20), (2.21) as
V 0 = UVU y + U@U y A0 = UAU y: (2.25)
The axial vector A and vector V currents are (apart from the constant factor) exactly theP
a xaDa(x) and
P
i tiEi(x) parts of (2.9) respectively. In other words, the axial vector cur-
rent A is the Da of (2.11), while the covariant derivative of (2.12) is (@ + V) ~Ψ.
Up to this point we have been assuming that the SU(3)R  SU(3)L is an exact symmetry of
the QCD Lagrangian. However, this symmetry is broken by the mass term in (2.14). To introduce
the breaking in the eective Lagrangian it is useful to introduce an external eld  that in the end
is set equal to the value of the mass matrix m = m(n)nn0 . We make the replacement [?]
ΨmΨ = ΨRmΨL + ΨLmΨR ! ΨRΨL + ΨLyΨR: (2.26)
If the external eld  is assumed to transform according to  ! RLy, the \corrected" QCD
Lagrangian is then invariant under the SU(3)R  SU(3)L. This will then be true also for the
eective Lagrangian.
Before we write down the nal expression for the leading order Lagrangian in the chiral expan-




















and f is a dimensionful parameter that is determined from experiment. At the leading order it




iti, with ti = i=
p
2, where i are the SU(3) Gell-Mann matrices.
Since =f are Goldstone boson elds, the eective Lagrangian does not contain terms with-
out derivatives on , as explained at the end of the previous section (see the discussion below
Eq. (2.13)). For the low energy processes the momentum exchange p2 can then be used as an ex-
pansion parameter. In the leading order chiral Lagrangian only the terms with the smallest number
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of derivatives are kept. Using the counting p2  mq  m2, one arrives at the usual O(p2) chiral







tr(y + y); (2.28)
where  = exp (2i=f) with  given in (2.27), while the trace tr runs over flavor indices. The exter-
nal eld  is set in the calculation equal to the current quark mass matrix M = diag(mu;md;ms).
The coecient of the rst term in (2.28) is xed by the requirement that the kinetic term of pseu-
doscalar mesons is properly normalized. The second term on the other hand contains an additional
unknown constant 0. This terms leads at the leading order to the Gell-Mann{Oakes{Renner
relations [?] m2  20(mu + md), m2K  20(mu;d + ms), m2  230(mu + md + 4ms).
The order O(p4) Lagrangian contains ten additional terms [?], which we refer to as countert-
erms. We will write down explicitly only the terms that contribute to the  and K wave function
renormalization factors and to the f, fK decays constants (cf. section 2.5). Other counterterms
will not enter our analysis. The relevant terms are
L4 = L440 tr(@@y) tr(My + My) + L540 tr(@y@[My + My]) + : : : (2.29)
while the complete O(p4) Lagrangian can be found in [?].
From the chiral Lagrangian one can also deduce the form of the light weak current (see e.g.





corresponding to the quark current ja = qLγaqL, with a an SU(3) flavor matrix.
2.3 Heavy Quark Effective Theory and Chiral Expansion
Since its early applications [?] the heavy quark symmetry has been one of the key ingredients in
the theoretical investigations of hadrons containing a heavy quark. It has been successfully applied
to the heavy hadron spectroscopy, to the inclusive as well as to a number of exclusive decays
(for reviews of the heavy quark eective theory and related issues see [?] or [?]). To describe
interactions with not too energetic light mesons, the heavy quark symmetry has been combined
with chiral symmetries leading to the heavy hadron chiral perturbation theory (HHPT) [?].
The important observation in the heavy quark expansion is that the mesons containing an
innitely heavy quark Q exhibit a set of simple properties. Since a heavy quark is very massive its
Compton wavelength is much smaller than the size of the meson. The latter is determined by the
wave function corresponding to the light degrees of freedom, the light quarks and the soft gluons.
In the limit of an innitely heavy quark, the wave function of the light degrees of freedom is the
solution of QCD eld equations for a static triplet color source. It is thus independent of the spin
of the heavy quark as well as of its flavor. That is, the solution for the light degrees of freedom
does not change if we replace Q(v; s) with Q0(v; s0), where v and s denote velocity and spin of the
heavy quark respectively.
To get more quantitative, let us consider a hadron with a heavy quark. The major part of the
momentum is carried by the heavy quark. This propagates almost unperturbed and interacts with
light degrees of freedom only through small exchanges of momenta. In words of Neubert: \The
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heavy quark flies like a rock!"[?]. It is thus useful to separate the heavy quark momentum PQ into
the momentum due to the movement of the meson mQv and the perturbations
PQ = mQv
 + k; (2.31)
where v is the four-velocity of the hadron. The heavy quark propagator is then
i
6PQ −mQ + i
=
i




v  k + iP+; (2.32)
where in the last step the limit mq ! 1 has been taken and the projectors P = (16v)=2 have
been introduced. Since P+γP+ = v also the couplings of the heavy quark to gluons gsTaγ (2.14)
can be simplied to gsTav at the leading order in 1=mQ. The Lagrangian corresponding to these
Feynman rules is
L = hv(iv@ − gsvGaTa)hv; (2.33)
where hv satises P+hv = hv , P−hv = 0. This Lagrangian can be obtained from the QCD La-
grangian (2.14) by projecting to the \large Dirac components" and factoring out the trivial phase
change due to the hadron movement
hv  P+eimQvxQ: (2.34)
Neglecting terms suppressed by additional powers of 1=mQ this replacement leads to the Lagrangian
(2.33). The heavy quark Lagrangian exhibits the heavy quark spin symmetry. Intuitively this can
be expected from the fact that no Dirac gamma matrices appear in (2.33). Formally, it is easy
to show that the Lagrangian (2.33) is invariant under the generators of SU(2) transformations
Si = 12γ5 6v 6ei, where i = 1; 2; 3, while ei are three vectors orthogonal to the heavy quark velocity v,
v  e = 0. For Si then3
[Si; Sj ] = iijkSk; [6v; Si] = 0; (2.35)
and Syi = γ0Siγ0, from which it trivially follows that the Lagrangian (2.33) does not change under
the transformation
h0v = (1 + i
iSi)hv; (2.36)
with both h0v and hv satisfying P−h0v = P−hv = 0.
To be able to construct the eective Lagrangian on the meson level, we have to consider the
transformation properties of the heavy mesons under Lorentz, heavy quark spin and flavor sym-
metries. We will follow the elegant tensor representation formalism [?, ?], but constrain ourselves
only to the case of JP = 0−; 1− mesons.
The mesons consist of the heavy quark Q and a light antiquark qa. These are described by the
Dirac spinor eld hv for which 6vhv = hv and the light quark eld qa for which qa 6v = −qa. The
minus sign in the last equation is necessary in order to project out predominantly the antiquark
degrees of freedom. The meson eld will then be represented by a Dirac spinor-antispinor eld
Ha  hv qa that in general has 16 components. However the requirements
1−6v
2




3To prove these relations it is best to go to the heavy hadron rest frame [?].
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reduce the 16 components to only 4 independent components (each of the projectors reduces a
Dirac bispinor to a two-component spinor). The four components will then describe the heavy
pseudoscalar meson with one entry and the vector meson with three independent degrees of freedom.









vP = 0: (2.39)
As expected the Pa is the pseudoscalar eld and P

a the vector meson eld. The transformation of
the heavy meson eld (2.38) under the heavy quark spin transformations (2.36) is then
Ha ! (1 + iiSi)Ha: (2.40)
To take into considerations also the interactions with the Goldstone bosons these are factored out
from Ha as outlined in sections 2.1, 2.2 (i.e. the qa is replaced by ~qa, that transforms according to
(2.23)). Under the chiral SU(3)R  SU(3)L transformations thus
Ha ! HbU yba; (2.41)
where we did not write the tilde on the Ha eld. Finally, under Lorentz transformations , the Ha
eld transforms as hv qa
Ha ! D()HaD−1(); (2.42)
with D() the (1=2; 0)  (0; 1=2) representation of the Lorentz group D() = exp[i12! ].
The most general eective Lagrangian to order O(p) in the chiral expansion, that is invariant
under the transformations (2.40), (2.41), taking into account the restrictions (2.37), and is a Lorentz
scalar, is [?]
L(1)str = −Tr( HaivDabHb) + g Tr( HaHbγAba γ5); (2.43)
where DabHb = @
Ha −HbVba, while the trace Tr runs over Dirac indices. Note that in (2.43) and
the rest of this section a and b are flavor indices.
The vector and axial vector elds V and A in (2.43) are the same as in (2.24) and are given
by:
V = 12(@
y + y@) A = i2(
y@ − @y); (2.44)
where  = exp (i=f), with  dened in (2.27). The Ha eld is Ha = γ0H
y
aγ0, with Ha dened in
(2.38).
The higher order terms (referred to as counterterms) in the expansion in v  p  O(p) and
mq  O(p2) are then up to the order O(p3)
Lheavy3 =21 Tr[ HaHb](M+)ba + k1 Tr[ HaivDbcHb](M+)ca
+ k2 Tr[ HaivDbaHb] tr(M+) + Lg : : :
(2.45)
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with M+ = 12(yMy + M) and Lq given in (??). Dots denote terms that were not written out,
as they do not contribute to the ZD, ZDs wave function renormalization factors and the fD, fDs
decay constants that will be discussed in section 2.5 nor to the decays D0 ! K0 K0, D0 ! γγ,
D0 ! l+l−γ considered in chapters 5 and ??. The eect of 1 term is to change the heavy meson
propagator. In the case of s quark the shift is v  p ! v  p−, where  = mHs −mH . The k1; k2
terms will contribute to the wave function renormalization of the heavy mesons. Note that we did
not include in the analysis the terms suppressed by 1=mH . These are considered to be of higher
order in the expansion.
The Lg part of the Lagrangian (2.45) will contribute a correction to the DD coupling from
which the value of g will be obtained. Neglecting 1=mH terms, one gets [?, ?]
Next we consider bosonization of currents that appear in weak decays. At the leading order in
1=mH and at the next-to-leading order in chiral expansion this is [?, ?]









κ2 Tr[γ(1− γ5)Hb]yba tr(M+) + : : :
(2.46)
Beside the leading order O(p0) current in the chiral counting, given in the rst line of (2.46),
we display also two O(p2) terms. These will be relevant for the discussion of the fD, fDs decay
constants given later on in section 2.5. Other O(p2) terms are not written out explicitly. They can
be found in [?].
In the same way as the heavy-light current (2.46), operators of more general structure (qaΓQ),
with Γ an arbitrary product of Dirac matrices, can be translated into an operator containing meson











For instance the operator (qa 12(1 + γ5)Q) proportional to Q7 operator (cf. section (4.2)) is then
translated into
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Finally, let us give the Weinberg’s counting rule [?] for the case of heavy hadron chiral perturba-
tion theory. This counting rule establishes the relative importance of loop contributions. Consider
a general diagram with L loops, for which we do the counting in terms of momenta p  4f
that flow in the internal lines. The Goldstone boson propagators are of the form 1=(p2 −m2) and
contribute a factor of p−2 for each propagator. Similarly the heavy meson propagators  1=v  p
contribute a factor of p−1. Each loop contributes an integration factor d4p, so that nally the
dimension of the diagram in terms of p is
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2.4 Photon couplings and gauge invariance
The photon couplings are obtained by gauging the Lagrangians (2.28), (2.43) and the light cur-
rent (2.30) with the U(1) photon eld B. The covariant derivatives are then DabHb = @Ha +
ieB(Q0H−HQ)a−HbVba and D = @+ieB[Q; ] with Q = diag(23 ;−13 ;−13 ) and Q0 the heavy
quark charge (Q0 = 23 ;−13 for the case of c and b quarks respectively). The vector and axial vector
elds (2.24) change after gauging and are V = 12(Dy + yD) and A = i2(yD − Dy).
Similarly, the light weak current (2.30) contains after gauging the covariant derivative D instead
of @. However, the gauging procedure alone does not introduce a coupling of the form DDγ
without emission of additional Goldstone bosons. To describe this electromagnetic interaction we
follow [?] introducing an additional gauge invariant contact term with an unknown coupling  of
dimension -1.






Q0 Tr HaHaF ; (2.49)
where Q = 12(
yQ + Qy) and F = @B − @B. The rst term concerns the contribution
of the light quarks in the heavy meson and the second term describes emission of a photon from
the heavy quark. Its coecient is xed by the heavy quark symmetry. From (2.49) both HHγ
and HHγ interaction terms arise. Even though the Lagrangian (2.49) is formally of higher order
in 1=mQ or chiral expansion, we do not neglect it, as it has been found that it gives a sizable
contribution to D(B) ! D(B)γγ decays [?]. In chapter ?? we will nd, that in the D0 ! γγ
decay the Lagrangian terms (2.49) give the largest contribution to the parity conserving part of the
amplitude. However, they do not contribute to the decay rate by more than 10%. The Lagrangian
(2.49) in principle receives a number of other contributions at the order O(1=mQ), but these can
be absorbed in the denition of  for the processes D0 ! γγ, D0 ! l+l−γ, that will be considered
in chapter ?? [?].
In the following we present two proofs that such gauging procedure of the eective Lagrangian
does indeed lead to a gauge invariant eective action and thus to a gauge invariant amplitude.
The general proof is just a special case of the proof given in chapter 16 of [?], that has already been
cited in section 2.1 (cf. Eq. (2.2)). The electromagnetic U(1) transformations of elds appearing
in the eective Lagrangians (2.28), (2.43) are linear
Ha ! eieQ0(x)Hae−ieQa(x) = Ha + ie(Q0H −HQ)a(x) +    (2.50)
 ! eieQ(x)e−ieQ(x) =  + ie[Q; ](x) +    (2.51)
B ! B − @; (2.52)
with Qa the Qaa component of Q = diag(23 ;−13 ;−13) and no summation over a. The cited proof then
states that as long as the eective Lagrangian is gauge invariant under the linear transformations
(2.50)-(2.52), so is the eective action, which is what we wanted to show.
The general proof does not help us in the calculation, where one wishes to nd nite sets of
diagrams, that are already gauge invariant. Here a very useful tool is a diagrammatic proof of
gauge invariance, which we state next. Consider an arbitrary o-shell initial Feynman diagram
with arbitrary number of loops, heavy lines and photon lines. The sum of the diagrams obtained
by inserting an additional photon line everywhere in the initial diagram, where this is permitted
by the gauged Lagrangians (2.28), (2.43) and (2.49), is gauge invariant. Finding gauge invariant
sets of diagrams in the actual calculation is then straightforward. One starts from an appropriate
initial diagram, inserts photon vertices everywhere and ends up with a gauge invariant set.
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
Figure 2.3: Example of an initial Feynman diagram. The gauge invariant set is obtained by adding a photon leg
wherever this is possible. The heavy mesons are depicted by the double lines, while light pseudoscalars are represented
by the solid lines.
The proof of the above statement follows closely the proof of gauge invariance of QED amplitudes
as presented in the textbook of Peskin and Schroeder [?]. The complication is, that we have to
deal with two sorts of charged particles, the heavy mesons and light-pseudoscalars, and with an in
principle innite number of couplings between them. We shall prove the statement about gauge
invariance only for the vertices with up to three pseudoscalar and/or heavy meson elds, as this
will be needed further on in the calculations done in the thesis. At the end we shall present also a
discussion concerning more general vertices.
The expressions for the vertices follow from the eective Lagrangians (2.28), (2.43). For the
coupling of photon(s) to the light pseudoscalars, the coupling is of the form
Let us now consider an arbitrary Feynman diagram with incoming and outgoing legs o-shell,
where we limit ourselves to the case of couplings (??)-(??). Since there are only up to three mesons
per each vertex, only two of the meson elds can be charged. To each vertex we can thus associate
a charged line with one ingoing and one outgoing charged meson leg and thus with a well dened
direction of charge flow. The initial diagram is interlaced with such charged lines. Since to each
vertex only one charged line is associated, the charged lines never cross. In other words, to a given
charged line only neutral lines attach. Because charged lines are connected only by neutral lines,
each charged line can be considered separately.
Charged line can either form a loop or connect to two external charged legs. To begin with we
consider the charged line that begins and ends on the external o-shell charged legs. Such a line of




























with double lines representing the heavy mesons, and the solid lines denoting the light pseudoscalars.
Lines are arranged so that the charged lines are horizontal with neutral lines attached to it (i.e.
the heavy meson carrying momentum qn+1 is neutral).
To simplify the problem even further, we shall rst consider the charged line of only light pseu-
doscalar mesons, with coupling to photons given by (??). For simplicity we also assume, that to
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The part of the amplitude corresponding to this initial charged line is then of the form
In the next step we attach an additional external photon line to the initial charged line, wherever
this is possible. The Lorentz index  of the additional external photon line carrying incoming
momentum k is contracted by the polarization vector (k), when the photon line is put on-shell.
A gauge invariant amplitude has to be invariant under the change (k) + ck. To test gauge
invariance we thus contract the Lorentz index  of the additional external photon line with k.
This should then give vanishing result for the corresponding amplitude, when external legs are put
on-shell.
The additional photon line can be either attached to the pseudoscalar propagator or to the ver-
tex already containing one photon leg (??). When we attach the photon to the n−th propagator,

























The invariant amplitude corresponding to the above diagram is then
Similar reasoning applies if the line is closed, i.e., if the charged line forms a loop. Then the
nal amplitude involves also the integration over loop variable, so that













has to hold for any charged particle. And second, for each amputated vertex multiplied only by
the propagator next to it to the right, the following identity has to be true





























where an arbitrary number of neutral lines (shown as dashed lines) attach to the vertex. The
rst identity is needed so that also the photon attached to the last leg in the charged line can be
represented as a dierence of two propagators.
Let us rst prove that the propagator identity holds for the mesons involved in the problem.
For the light pseudoscalars we have
The diagram 2) is
We would like to show, that the sum of (??) and (??) is
For the vertices with more than two charged lines and more than one derivative on some of
the charged elds, additional complications arise. First of all the charge flow lines can now cross
each other. Because of the crossing, charged lines are not uniquely dened. In fact, to prove gauge
invariance, one has to consider all possible ways of dening charge flow lines. To deal with this,
one focuses on one charged line only, dening also which elds in the Lagrangian destroy/create
legs of this line and regard other charged lines attached to the chosen charge flow as we did the
neutral legs before. If there are not more than one derivative acting on each meson eld, everything
proceeds as it did above.
Extension of the arguments given above to the case of more than one derivative acting on the
charged elds in the Lagrangian is not straightforward. In this case also the propagator identities
(counterparts of the Eqs. (??)-(??)) change and become more complex. The theorem is then easiest
to prove on a case by case basis.
2.5 Determination of the parameters
The unknown couplings appearing in the Lagrangians (2.28), (2.43) are obtained from experiment.
In the following we shall present the determination of the couplings rst at tree level and then also
at the one loop level.
Tree level
At tree level  (2.46) is trivially related to the heavy meson decay constant fB;D = =
p
mB;D,
where the decay constant is dened through an axial current matrix element. For e.g fD this is
h0juγγ5cjD0i = ipDfD; (2.53)
From [?, ?] one deduces fDs = 268  25 GeV, from which Tree = 0:38  0:04 GeV3=2. Note that
this value has been extracted from a system with a valence s-quark and one expects a sizable 1-loop
correction.
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From the CLEO measurement of the D+ ! D0+ partial decay width [?, ?], the value of
gTree = 0:59  0:08 can be deduced, with gTree being the DD coupling constant (cf. Eq. (2.43)).
The pion decay constant is taken to be fTree = f = 130:7  0:4 MeV [?].
In order to obtain the value of  we use the available experimental data from D+ ! D+γ
and D0 ! D0γ decays. For instance, one can use the recently determined D+ decay width
Γ(D+) = 96 4 22 keV [?, ?] together with the branching ratio Br(D+ ! D+γ) = (1:6 0:4)%
[?]. At tree level one has

















) the momentum of the outgoing photon. Using mc = 1:4 GeV one arrives
at  = 2:9 0:4 GeV−1 x, where the errors reflect the experimental errors.
On the other hand one can also use the ratio of partial decay width in D0 system Γ(D0 !
D0γ) : Γ(D0 ! D00) = (38:12:9) : (61:92:9), where the experimental errors are considerably
smaller than in the previous case. At tree level one has
Γ(D0 ! D0γ)
















with kγ ,k the momenta of the outgoing photon and pion respectively. Using mc = 1:4 GeV,
g = 0:59, f = f = 130:7 MeV one arrives at  = 2:3  0:2 GeV−1, { where the quoted errors
again reflect only the errors on the input parameters coming from experiment. The  coupling
coming from from D+ (2.54) and D0 (2.55) are in fair agreement, but not equal. This signals
that other contributions coming from chiral loops and higher order terms that would alter our
determination of  might be important. Since the contribution of chiral loops to Γ(D+ ! D+γ)
are approximately 50%, while for D0 ! D0γ they are about 20% [?], we use in our numerical
calculations the value of  = 2:3 GeV−1 obtained from Γ(D0 ! D0γ).
Wave function renormalization
The values of couplings at the 1-loop depend on the regularization and renormalization prescrip-
tions. Values for two renormalization prescriptions will be given, for the MS scheme and for the
renormalization prescription  = 2= − γ + ln(4) + 1 ! 0 as used by Gasser and Leutwyler in
their analysis [?]. We will rst discuss the calculation of wave function renormalization factors and
then move on to the values of couplings ; g; f at one loop.
The wave function renormalization factors are dened as follows. We discuss rst the case of
light pseudoscalars. Let us dene the sum of all one particle irreducible diagrams (1PI)k contribut-







xThere is also a solution of (2.54)  = 0:09  04 GeV−1 that, however, does not agree with the determination of
 from the D0 decay.
{The other solution is  = −3:6 0:2 GeV−1 that does not agree with D+ data.
k1PI diagram is a diagram that does not become disconnected, if any of the internal lines is cut.
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 Figure 2.4: The O(p4) 1PI amputated diagrams, that contribute to the light pseudoscalar wave function renormal-
ization. The cross denotes counterterm contributions.
 
Figure 2.5: The O(p3) contributions to the heavy meson wave function renormalization. The cross denotes coun-
terterm contributions.
where the amputated 1PI on the right-hand side is understood, while p is the momentum running










The full light pseudoscalar propagator is thus a geometric sum of 1PI amputated diagrams and the
intermediate bare propagators. After resummation this gives for the full propagator
Contributions to the wave function renormalizations for the light pseudoscalars K,  at the
O(p4) order in the chiral counting are shown on Figure 2.4. Explicitly they are












(m^ + ms)− 16L4 40
f2
(mu + md + ms);
(2.56)













(mu + md + ms); (2.57)
with A0(m2) function dened in appendix ??, Eq. (??), while mu;d;s are quark masses with m^ =
1
2(mu = md). The counterterm contributions L4;5 come from the insertions of terms given in
Eq. (2.29).
The one chiral loop contributions to the heavy meson wave function renormalizations are shown
on Figure 2.5. Explicit expressions for the heavy pseudoscalar and vector mesons Da;Da, containing
















0(DbDa ;mPi) + B
0(Db Da ;mPi)

+ k1ma + k2(mu + md + ms);
(2.59)
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where the summation over a is suspended, while H1H2 = mH1−mH2, mu;d;s are the quark masses,
and B0(;m) = @@ B00(m;), where B00(m;) can be found in appendix ??, Eq. (??). The SU(3)
matrices tiare dened through  = P iti, Eq. (2.27). In the heavy quark limit mQ ! 1 we have
 ! 0 and the two renormalizations are equal.
The decay constants
The light pseudoscalar decay constants receive contributions at one chiral loop level from diagrams








































where the wave-function renormalizations are given in (2.56), (2.57). We use the expression for the
pion decay constant, together with the experimental value f = 130:70:4 MeV [?], from which at
one loop f = 0:12 0:01 GeV [?] both in MS and Gasser-Leutwyler prescriptions. The error is due
to the poorly known L4 counterterm, that will be discussed latter on in this section in somewhat
more detail (cf. Eqs. (??), (??)).
 
Figure 2.6: Leading and one loop chiral corrections to fpi; fK decay constants. The light pseudoscalars are repre-
sented by solid line, square denotes weak current insertion.
The decay constants fD, fDs receive contributions from diagrams depicted on Fig. 2.7. For
 ! 0 these have been calculated in [?, ?], while the leading logs have been obtained already in













































































where H1H2 = mH1 − mH2, m^ = 12(mu + md) with mu;d;s the quark masses, while B0(;m) =
@
@
B00(m;), and A0(m2), B00(m;) can be found in appendix ??, Eqs. (??), (??). The formulas
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(2.62) are valid at the leading order in 1=mQ [?, ?]. Evaluating expression for fDs (2.62b) using the
tree level values for g; f and the experimental value of fDs one arrives at MS = 0:210:05 GeV3=2
in MS scheme, and GL = 0:24  0:05 GeV3=2 in the Gasser-Leutwyler prescription. The error is
equally distributed between experimental errors in fDs , experimental error in gTree and variation
of unknown counterterms as described below (cf. Eqs. (??), (??) and the text below them). The
variation of the counterterms introduces relatively large error as they are proportional to m2K=f
2.
Estimated error is only approximate also because 1=mD correction have been neglected.
 
Figure 2.7: The leading contribution and the one loop chiral corrections to fD; fDs decay constants. The double
line represents heavy meson, solid line the light pseudoscalar mesons, while the square denotes the weak current
insertion. The diagram with one light pseudoscalar attached to the weak current (second from right) vanishes.
One loop corrections to the DD coupling
The contributions to the DD coupling at one chiral loop are shown on Fig. 2.8. They give

Figure 2.8: Leading and one loop chiral corrections to gD∗Dpi coupling. The double line represents heavy meson,
solid line the light pseudoscalar mesons. The second and fourth diagrams vanish.
Comparing with the experimental value [?, ?] gDD = gTree = 0:59  0:08, we arrive at
gMS = 0:41  0:10, gGL = 0:49  0:10, where the values of L4;5 have been used as given in Table
2.1, while other counterterms have been set to zero as discussed above. The error in gMS, gGL
is experimental and from the uncertainty on the L4 counterterm (this is proportional to m2K , see
(2.57)). The error from the other unknown counterterms can be estimated to be of the same order.
Counterterms
The values of the counterterms L4 and L5 in (2.29) are taken from [?] and are scaled to  = 1 GeV
using
There are no experimental data regarding the sizes of the k1;2 and κ1;2 counterterms in (2.45)
and (2.46). From large Nc considerations we can conclude that k2 and κ2 are 1=Nc suppressed,
i.e., the following relations are expected k1 > k2, κ1 > κ2. In the numerical estimates we then set
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k2 = κ2 = 0. The approximate size of k1 is determined by observing that L5 term in (2.29) and k1
term in (2.45) have similar structure compared to the kinetic term in (2.28) and (2.43) respectively.
It is thus reasonable to expect that roughly jk1j  L5408=f2. Similar reasoning applies for κ1, so
that in the numerical evaluation we vary k1 and κ1 in the range −32L50=f2 < k1;κ1 < 32L50=f2.
− Tree 1-loop MS 1-loop GL
 [GeV3=2] 0:38  0:04 0:21  0:05 0:24  0:05
g 0:59  0:08 0:41  0:10 0:49  0:10
f [MeV] 130:7  0:04 120 10 120 10
 [GeV−1] 2:3 0:2 − −
L4 [10−3] − −0:9 0:5 −0:5 0:5
L5 [10−3] − −0:6 0:5 0:6  0:5
Table 2.1: Values of coupling constants used further on in the analysis. The MS and GL renormalization prescrip-
tions correspond to letting respectively  ! 1 and  ! 0 in the loop integrals. The values of other O(p4) terms are
either set to zero or varied in the ranges discussed in text.
At the end let us summarize the approximations that were made in obtaining the 1-loop values
of couplings g; ; f given in Table 2.1
 The 1=mc contributions have been neglected. These are expected to be more important in the
determination of , as in it contributions of order mK=mD might arise. The 1=mc corrections
are expected to be less important in the determination of g, where they are proportional to
m.
 In the determination of g a number of unknown counterterms have been set to zero. Except
for the ~κ3 they are proportional to m2 which justies this procedure. The ~κ3 contribution is
proportional to m2K , while ~κ3 itself is of order 1=Nc and is expected to be suppressed (??).
The situation is very similar to the case of L4 contribution, which is proportional to m2K , while
L4 is 1=Nc suppressed. Note also that the change of scale and/or renormalization prescription
can invalidate the 1=Nc argument as can be seen from the relatively large value of LMS4 .
 The uncertainties connected with the couplings in the heavy meson sector do not influence
determination of f at one loop.
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Chapter 3
One loop scalar and tensor functions
In the following we shall present the calculation of the dimensionally regularized one loop scalar
functions with one heavy meson propagator, that has been published in [?]. These will be needed
in the evaluation of radiative D meson decays discussed in chapter ??. The expressions for the
dimensionally regularized one loop scalar functions within full theory have been know for a long
time [?]. The full expressions for scalar functions with one heavy meson propagator, on the other
hand, have not been calculated until recently [?, ?, ?, ?,?, ?].
The one loop calculations within the heavy quark eective theory are considerably simplied if
the light-quark masses are neglected. Very common in the heavy hadron chiral perturbation theory
(HHPT) is a similar approximation, with the nite contributions omitted, while only the leading
logs are retained [?, ?]. To go beyond the leading log approximation and/or take into account the
counterterms appearing at the next order in the chiral expansion, the general solutions for the one
loop scalar functions need to be considered. In the context of the HHPT a general solution for
the one loop scalar two-point function with one heavy quark propagator has been found in [?, ?].
We extend this calculation and nd solutions for the scalar three-point and four-point functions
with one heavy quark propagator.
The vector and tensor one loop functions can then be expressed in terms of the scalar one loop
functions using the algebraic reduction [?]. Also, the one loop scalar functions with two or more
heavy quark propagators can be expressed in terms of the one loop scalar functions with just one















For unequal heavy quark velocities techniques developed in [?] can be used.
The scalar one-loop functions with heavy quark propagators can be derived also directly from
the scalar functions of the full theory by using the threshold expansion [?] (see also appendix B
of [?]). This technique has recently been used for the calculation of the scalar and tensor three-
point functions with one and two heavy quark propagators [?, ?]. We will not, however, follow the
approach of Bouzas et al. [?, ?, ?] but rather do the calculation from scratch.
This chapter is organized as follows: rst we will introduce the notation for scalar and tensor
functions that will be used further on. Then we shall proceed to the evaluation of scalar functions.
At the beginning we will make some general remarks and list useful relations that will be used
further on in the calculation. Then we will review the calculation of one and two point functions.
We will continue with the calculation of the three-point and four-point functions in the nal sections.
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3.1 Notational conventions for loop integrals
In this section we list the denitions of the dimensionally regularized integrals commonly encoun-
tered in the evaluation of the PT and HHPT one-loop diagrams. The integrals containing a




































dnq f1; q; qqg
(vq −)(q2 −m21)((q + p1)2 −m22)((q + p2)2 −m23)
;
(3.5)
where n = 4 − . The dependence of scalar and tensor functions on v is not shown explicitly
and also in Eqs. (3.4), (3.5) the i prescription is not shown. The scalar integrals B0(m;),
C0(p;m1;m2;), D0(p1; p2;m1;m2;m3;) have been calculated in [?]. We use the expressions of
Ref. [?] in the numerical evaluation of the scalar integrals B0, C0, D0. The tensor integrals can
be expressed in terms of Lorentz-covariant tensors. The notation we use for the tensor functions
resembles closely the notation used in Ref. [?] for the Veltman-Passarino functions [?]
B(m;) = v B1; (3.6)
B(m;) =  B00 + vv B11; (3.7)
C(p;m1;m2;) = v C1 + p C2; (3.8)
C(p;m1;m2;) =  C00 + (vp + pv) C12 + vv C11 + pp C22; (3.9)
D(p1; p2;m1;m2;m3;) = v D1 + p1 D2 + p2 D3; (3.10)
D(p1; p2;m1;m2;m3) =  D00 + vv D11 + (vp1 + p1v) D12 + p1p2 D23
+ p1p1 D22 + (vp2 + p2v) D13 + p2p2 D33:
(3.11)
The tensor functions are calculated using the algebraic reduction [?], i.e., the tensor functions (3.6)-
(3.11) are multiplied by the four-momenta v; p; : : : or contracted using  . Then the identities
such as vq = vq − +  and/or qp = 12((q + p)2 −m2 − (q2 −m2)) are used to reduce tensor
integrals to a sum of scalar integrals. The result of this procedure has been given explicitly in [?]
for the case of two point functions Bf;g . For the case of the three and four-point functions
Cf;g, Df;g we do not write out explicitly the analytic results of algebraic reductions as the
expressions are relatively cumbersome. For instance in the case of D the nal expression involves
the inverse of a 7  7 matrix that corresponds to seven functions D00 : : : D33 appearing in the
expression of the four-point tensor function (3.11). Note as well that in this particular case there
are ten possible relations between D00 : : : D33 and the scalar functions B0, C0, D0 that one gets from
algebraic reductions (three equations from each multiplication by v, p1 , p

2 plus one relation from
Note that dierent notation is used in Ref. [?], with B0(m;) = −I2(m; )=, B1(m; ) = −I2(m;)− I1(m),
B00(m; ) = −J1(m;), B11(m; ) = −J2(m;).
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contraction by ). Obviously not all ten equations can be linearly independent. Using dierent
sets of seven independent equations have to lead to the same results for D00 : : : D33 coecient
functions. This fact can then be used as a very useful check in the numerical implementation.
The loophole of the aforementioned procedure is, if the set of equations provided by the algebraic
reduction is not invertible. This happens for instance in the calculation of D0 ! l+l−γ (see section
??). Namely, for p1 = p and p2 = p + k appearing in the calculation of C4 40 (with p the four-
momentum of the lepton pair and k the photon momentum, see section ?? or appendix ??, Eqs. (??),
(??)) only six out of ten relations following from algebraic reduction are linearly independent. This
problem is connected to the special kinematics of D0 ! l+l−γ decays and has been circumvented
by rst calculating the tensor four-point functions with the prescription k ! k + a, where a is
some arbitrary four-momentum, and then taking the limit  ! 0 numerically. Similarly, in the
calculation of C4 50 , where p1 = k, p2 = k + p, see Eqs. (??), (??), the prescription p ! p + a
has been used. Because D00 : : : D33 are continuous functions of p1 and p2, the outlined limiting
procedure leads to an unambiguous result. This has been also checked numerically.
To make the listing of notational conventions self-contained we give in the following also the
notation for the Veltman-Passarino functions employed by the LoopTools package [?], that has







dnq q1    qP
(q2 −m21)((q + p1)2 −m22)    ((q + pN−1)2 −m2N )
; (3.12)
with two-point functions T 2 generally denoted by the letter B, the three-point functions T 3 by the









2) are two-point and three-point scalar functions respectively. The decomposition of
the tensor integrals in terms of the Lorentz-covariant tensors reads explicitly
B = p1B1; (3.13)
B = B00 + p1p1B11; (3.14)















Note that the tensor-coecient functions are totally symmetric in their indices.
3.2 General remarks and useful relations
Let us now turn to the evaluation of the one loop scalar functions, with one heavy quark propagator
(3.2)-(3.5). Before we start with the actual calculation, let us, however, rst list some useful
relations and the conventions that are going to be used further on. The greater part of this section
is a review of the relations and the conventions used in [?] with certain modications. The major
dierence between the conventional one loop scalar functions and the one loop scalar functions with
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one heavy quark propagator is the appearance of the propagator linear in the integration variable












(1 −Pi ui) Qi (ui)
[
PN












j=2 Aj(xj−1 − xj) + ANxN−1 + 2B]N+1
;
(3.18)
where (u) is the Heaviside function (u) = 1 for u > 0 and zero otherwise. In the calculation Ai
are going to be \full" (inverse) propagators ((q +pi)2−m2i + i) and B the heavy quark propagator
(v q − + i). Note also, that the leading power of q2 in the denominator has increased from the
left-hand side’s (q2)N+1=2 to the right-hand side’s (q2)N+1. The integration over q has been made
more convergent, but then another integration over innite range (integration over ) has been
introduced through the parameterization.
A very useful identity used in the calculation is
1
[(q + p1)2 −m21 + i][(q + p2)2 −m22 + i]
=

[(q + p1)2 −m21 + i][(q + l)2 −M2 + i]
+
1− 
[(q + p2)2 −m22 + i][(q + l)2 −M2 + i]
;
(3.19)
where  is an arbitrary parameter and
l = p1 + (p2 − p1); (3.20)
M2 = (1− )m21 + m22 − (1 − )(p2 − p1)2: (3.21)
The parameter  can then be chosen at will. It is useful to keep it real, though. Then there are no
ambiguities connected with the shift of the integration variable q, that is performed, as usual, before
the Wick rotation. For instance  can be chosen such that M2 = 0. If (p2 − p1)2 6 (m1 −m2)2 or
(p2 − p1)2 > (m1 + m2)2, then  is real. If one of the masses is made to be zero, the integration
is simplied considerably (as will be seen in the calculation of the four-point function (3.66)). The
other option used below is to set  such that l2 = 0. This can be done for real  if (but not only
if) one of p1, p2 or p1  p2 is timelike. This shows, that in general product of propagators at least
one internal or one external mass can always be set to zero, even with  restricted to be real.







[ax2 + b2 + cx +    ] : (3.22)
The integration over x can be simplied by the change of the integration variables  = 0 + x,
where  is chosen such, that the coecient in front of x2 vanishes, i.e.,  has to solve the equation
b2 + c + a = 0. Then the integrand is linear in x, so the integration over x is trivial. The
























dx    :
(3.23)
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As the results of the integration, the functions such as logarithms, dilogarithms (Spence func-
tions) and hypergeometric functions will appear. Since the arguments of the functions will in
general lie in the complex plane it is necessary to discuss the conventions used. The convention
used for the logarithms is that they have a cut along the negative real axis. For x exactly negative
real we use the prescription ln(x) ! ln(x + i), where  > 0 is a positive innitesimal parame-
ter. In other words, ln(x) = ln jxj + i for x negative realy. In particular ln(−1) is dened to be
ln(−1) = i. Of course this choice is completely arbitrary and at the end of the calculation one
has to check that results are independent of this choice. Using this denition for the logs of the










1 ; x on negative real axis;
0 ; otherwise:
(3.25)
Note that the change from the usual rule for the logarithm of an inverse is just on the negative real
axis. For the arguments away from the negative real axis the function <(−)(x) is exactly zero and
everything is as usual. The logarithm of a product is
ln(ab) = ln(a) + ln(b) + (a; b); (3.26)







−(=(a))(=(b))(−=(ab))} ; a and b not negative real;
− 2i(=(a)) + (=(b))} ; either a or b negative real;
− 2i ; a and b negative real:
(3.27)
The normal rule for the logarithm of a product applies for these important cases
ln(ab) = ln(a) + ln(b); =(a) and =(b) have the opposite sign;
ln(a=b) = ln(a)− ln(b); =(a) and =(b) have the same sign; (3.28)
with a, b not negative real.
A very illuminative example of what kind of problems are encountered when doing the integrals
of functions with branch cuts in the complex plane is the following simple calculation taken from







yNote that this prescription does not change the calculation of the logarithms away from the negative real axis.
In particular it does not change the value of a logarithm with an argument that already has an innitesimal but
nonzero imaginary part. For more discussion on this point see text after Eq. (3.106).
zNote, that in comparison with [?], the  function has been extended also to the negative real arguments (cf.
discussion after Eq. (3.75) and Eq. (3.88)). For arguments away from the negative real axis (also if by an innitesimal
amount) it is the same as in [?].
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where a and b are arbitrary complex numbers. The indenite integral would be a−1 ln(ax + b), but
then one has to take care whether for x 2 [0; 1] the argument of the logarithm crosses the negative



















Then the argument of the logarithm does not cross the negative real axis as it has the same















Since the arguments of the logarithms have the imaginary parts of the same sign, the usual rule








which is actually the standard result. The problem with the careless derivation would be, that it
would give a−1(ln(a + b) − ln a), which is not correct for all choices of a and b. For instance, for
a = −1− i" innitesimally below the negative real axis and b = −1 + 2i" innitesimally above the
negative real axis, the integration path lies innitesimally close to the negative real axis with the
starting point below and ending point above the negative real axis. Since the integration path does
not cross the pole of the integrand in (3.29), the result of integration should be almost real. The
naive result a−1(ln(a+ b)− lna), however, gives incorrectly − ln 2− 2i, while the use of Eq. (3.32)
leads to the correct result − ln 2.
3.3 Dilogarithm and hypergeometric function
In this section we list some properties of the dilogarithm and the hypergeometric function used in
the rest of this chapter (for other properties consult, e.g., [?, ?]).








The cut for the logarithm along the negative real axis translates into the cut for the dilogarithm
along the positive real axis for x > 1. For x on the positive real axis, x > 1, dilogarithm is calculated
using the following prescription Li(x) ! Li(x− i). Note as well that Li(0) = 0.











Li(x) = −Li(1− x) + 1
6




1 ; x 2 (0; 1);
0 ; otherwise:
(3.35)
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The hypergeometric function for complex argument jzj < 1 is dened in terms of the series
2F1(; ; γ; z) = 1 +
1X
n=0
 : : : ( + n) : : : ( + n)
γ : : : (γ + n)(n + 1)!
zn+1; (3.36)
with γ not equal to zero or negative integer. Note that the series terminates if  or  are equal to
negative integer or zero. If either of them is zero then
2F1(0; ; γ; z) = 2F1(; 0; γ; z) = 1: (3.37)
For z outside the unit circle the values of the hypergeometric function can be obtained through
analytic continuation. We make a cut in the z plane along the real axis from z = 1 to z = 1.
Then the series (3.36) will yield, in the cut plain, a single valued analytic continuation that can be
obtained using the following identity (other similar transformation formulas can be found in, e.g.,
[?])
2F1(; ; γ; z) =
Γ(γ)Γ( − )
Γ()Γ(γ − ) (−z)
−
2F1(; + 1− γ; + 1− ; 1=z)
+
Γ(γ)Γ(− )
Γ()Γ(γ − ) (−z)
−
2F1(;  + 1− γ; + 1− ; 1=z):
(3.38)














2F1(; ; 1 + ;−z); (3.39b)
where Eq. (3.39a) is valid for <() > <(), while Eq. (3.39b) is valid for the case, when arg(1+z) <
 and <() > 0.
3.4 One- and two-point functions
In this section we will concentrate on the calculation of the dimensionally regularized one-point


















(vq − + i)(q2 −m2 + i) ; (3.41)
where  is a positive innitesimal parameter, n = 4−, while m and  are real. The general solution
for the two-point function has been found by Stewart in Ref. [?] (see also [?] and references therein).
In this section we will derive Stewart’s result.







(vq − + i)(q2 −m2 + i)r : (3.42)
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d(2 + 2 + m2 − i)n2−r−1: (3.44)
The integral can be expressed in terms of the hypergeometric function. Introducing the new variable
0 =  +  and then splitting the integration interval for negative  we getZ 1

d0








(2 −2 + m2 − i)N ;
(3.45)
where we write N = r + 1− n=2 for short. Another change of variables u = 2 leads to

























These integrals can be expressed in terms of the hypergeometric functions 2F1(; ; γ; z) through
the identities (3.39a), (3.39b) listed in section 3.3. Using the transformation formula (3.38) together































(2N − 1)Γ(N) (m




where N = r + 1− n=2.
Let us rst discuss the case when r is equal to zero or negative integer, i.e., when the integrand,
apart from the heavy quark propagator, is a polynomial. The integrals for the physical case n ! 4
are divergent, but we can make sense of it through the analytic continuation. At xed r the integral
Ir is taken to be an analytic function of the complex dimension n. For r equal to zero or negative
integer and n=2 6= Z all functions appearing in (3.47) are nite, apart from Γ(r) that is innitely
large. Thus Ir vanishes for r zero or negative integer everywhere in the n complex plane apart from
the points on the real axis with integer n=2 > r+1. Analytic continuation of Ir (3.47) is then equal
to zero in the whole n plane. Integrals over polynomials (and one heavy quark propagator) are
in the dimensional regularization thus equal to zero. In particular, the one-point scalar function
A0 = 0.
























m2 −2 − i
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Since Γ(=2) ! 2=− γ +O() we have to expand hypergeometric function around =2 = 0 in order





























+ : : : : (3.49)








































where F(x) is a function as dened in [?] valid for both positive and negative  (while m is always












x2 − 1 ln(x +
p













; jxj  1;
(3.52)
with  an innitesimal positive parameter. Note that for x < −1, F (1=x) has an imaginary part
that corresponds to the particle creation. Also, the two point function has to be a continuous
function of , as can be seen from (3.41) or (3.46). It is easy to check that for jxj = 1 the two-point
function is continuous as then F (1) = 0. The two-point function is also continuous for  ! 0.
Even though F (1=x) diverges as x ! 0, the two point function (3.51) is nite and equal to m=8.
Finally, for r > 2 both Γ(r) and Γ(N) in (3.47) are nite in the limit n ! 4, so that Eq. (3.47)
can be used directly, with n set to n = 4.
3.5 Three-point scalar function









(vq − + i)(q2 −m21 + i)((q + k)2 −m22 + i)
:
(3.53)
This integral is nite in 4 dimensions, so that  can be set to zero. Using the Feynman parameter-









[2 + k2x2 + 2vkx− (k2 + m21 −m22)x + 2 + m21 − i]
: (3.54)
The integration over x can be made trivial through the change of variables  = 0 +x. We choose
 to be the solution of
(k + v)2 = 0; (3.55)
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as then the term quadratic in x is zero. The solution is 1;2 = (−v k 
p
(v k)2 − k2) and is real
for any real four-vector k (this can be easily seen by going in the frame, where v = (1; 0; 0; 0)
with the square root then equal to
p
~k2). Changing the integration order as in (3.23), and then








2 + C + D + (A + B)








ln[22 − C + D + (−A + B)]





A = 2(vk + ); B = 2 + m22 −m21 − k2;
C = 2; D = m21 − i:
and  one of the solutions 1;2 of the quadratic equation (3.55). In (3.56) we have used the fact that
D is the only complex parameter and split the logarithm in the second integrand. The integrands
of both the rst and the second integral have vanishing residues. In the second integral we then
add and subtract the values of the logarithms for  = B=A and write








2 + (A + C) + (B + D)










22 − (A + C) + (B + D)









(−A)2 + (B − C) + D




with 0 = B=(A). Note, that all three integrals in (3.57) have integrands with vanishing residues.
These integrals can be reduced into the sums of the dilogarithms, where care has to be taken
regarding the imaginary parts of the arguments of the logarithms. The solutions of the integrals
can be found in section 3.7. The solution of the rst integral can be found in (3.105), (3.107), with
the denitions (3.96), (3.98) (where a1 = a2 = 0, note also the minus sign), while the solutions
to the last two integrals can be found in (3.89), (3.91). Using the functions S3 and I2 dened in





I2 (0; 0; A + C;B + D;C;D;−B=A)
+S3
(
2;−(A + C);B + D;B=A




Note that the value of the three-point function in (3.58) does not depend on which of the solu-
tions 1;2 of the equation (3.55) is used. This can be used as a useful check in the numerical
implementation.
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The solution is simplied considerably if k2 = 0. Then the x integration in (3.54) is trivial.





















where 0 = (m21 −m22)=(2v  k), while κi are the solutions of
2 + 2(vk + ) + m22 − i = (− κ1)(− κ3);
2 + 2 + m21 − i = (− κ2)(− κ4);
(3.60)
and (κi) = (−1)i+1.















with κi and (κi) given in (3.60). The three point function in this limit has been calculated before
and is given explicitly in [?] (see Eq. (A10) of [?]). The two expressions agree completely. A
number of numerical checks between numerically integrated expression (3.56) and nal expression
(3.58) have been performed as well.
3.6 Four-point function








(vq −)(q2 −m21)((q + p1)2 −m22)((q + p2)2 −m23)
;
(3.62)
where the i prescription has been omitted in the notation. Again, the integral is convergent
and  can be set to zero. Since the Feynman parameterization (3.18) is not symmetric in Ai and
B, the elegant transformation used in the calculation of the conventional four-point function [?]
and further improved in [?] unfortunately cannot be applied. Instead, one repeatedly uses the
propagator identity (3.19) to solve the integral (3.62). Since the parameter  in the propagator
identity (3.19) has to be real, the calculation diers depending on the values of the external momenta
p1 and p2.
First we take up the case, when one of the following inequalities is true p21;2 > (m1 + m2;3)2 or
p21;2 6 (m1−m2;3)2. If necessary, we renumber the momenta and reshue the propagators in (3.62)
in such a way that either p21 > (m1 + m2)2 or p21 6 (m1 −m2)2 in order to simplify the discussion.
Then we use the propagator identity (3.19) on the second and the third propagators of (3.62)
1
(q2 −m21 + i)((q + p1)2 −m22 + i)
=
1− 
[(q + p1)2 −m22 + i][(q + l)2 −M2 + i]
+

[q2 −m21 + i][(q + l)2 −M2 + i]
;
(3.63)
38 CHAPTER 3. ONE LOOP SCALAR AND TENSOR FUNCTIONS
where  is an arbitrary parameter and
l = p1; (3.64)
M2 = (1− )m21 + m22 − (1− )p21: (3.65)
We choose  such that M2 = 0. This is satised by real  if either p21 > (m1 + m2)2 or p21 6













(vq −)[q2 −m21][(q + p2)2 −m23][(q + l)2 + i]
;
(3.66)
with  being the solution of
p21
2 + (m22 −m21 − p21) + m21 = 0: (3.67)
To calculate the two integrals in (3.66) it suces to consider
− 1
162






(vq −)[(q + k1)2 −M21 ][(q + k2)2 −M22 ][(q + k3)2 + i]
;
(3.68)
where the i prescription has not been written out explicitly in the rst three propagators.










dy[p23x2 + p12y2 + (p13 − p23 − p12)xy + 2 + (P2 − P3)x + P3
+ (P1 − P2)y + (−p23 + M22 )x + (p23 − p13 + M21 −M22 )y − i]−2;
(3.69)
with
pij = (ki − kj)2;
Pi = 2(vki + ):
(3.70)














0. Since x is positive and  an innitesimal
parameter of which only the sign matters, the extra factor of x2 in the numerator can be canceled
against the similar factor in the denominator. After the cancellation the denominator is linear in







dy[(p23 − p13 + M21 −M22 )y + P3− p23 + M22 − i]−1 
[p12y2 + 2 + (P1 − P2)y + P2 + (−p12 + M21 −M22 )y + M22 − i]−1:
(3.71)
To cancel the y2 term in the integral above a new variable  = 0 +y is introduced, with  chosen
to solve
2 + (P1 − P2) + p12 = 0: (3.72)
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The solutions are real, if (k2 − k1) is real (cf. Eq. (3.70)). Since both k1 and k2 are taken to be















[a1y + b1 + c1][a2y + b2 + c2 + d2y + 2]
; (3.73)
with
a1 = P3 + p23 − p13 + M21 −M22 ;
b1 = P3;
c1 = M22 − p23 − i;
a2 = P2 + M21 −M22 − p12;
b2 = P2;
c2 = M22 − i;
d2 = 2 + P1 − P2:
(3.74)



















2 + b2 + c2















2 + b2 + c2










(a1 − b1) + c1




( − d2)2 + (a2 − b2) + c2










(a1 − b1) + c1




( − d2)2 + (a2 − b2) + c2




with 1;2 the solutions of
(b1d2 − a1)2 + (a2b1 − a1b2 + c1d2) + a2c1 − a1c2 = (b1d2 − a1)(− 1)(− 2): (3.76)
Note that the integrands above have vanishing residues, i.e., arguments of the two logarithms in
the integrands are the same for  = 1;2. Note as well, that the innitesimal imaginary parts of c1
and c2, the −i in (3.74), have to be equal. They originate from the same innitesimal parameter
in (3.69) that after the integration over x appears twice in (3.71). The size of the innitesimal
parts of 1;2 compared to −i are thus unambiguously dened and have to be kept track of until
the end of the calculation.
The integrals (3.75) can be expressed in terms of the dilogarithms. This has been done in section
3.7. The solution for the rst two integrals can be found in (3.105), with the denitions in (3.96),
(3.98), while the solution for the last two integrals can be found in (3.94), (3.95). Together with
Eqs. (3.66), (3.68) and the cascade of abbreviations (3.74), (3.72), (3.70) this gives the complete
solution of the four point function with at least one external momentum p1, p2 satisfying p21;2 >
(m1 +m2;3)2 or p21;2 6 (m1−m2;3)2. Collecting the terms and rearranging the last two propagators
in (3.62) if necessary, the four point function for p21 > (m1 +m2)2 or p21 6 (m1−m2)2 nally reads
D0(v; p1; p2;;m1;m2;m3) =(1− ) ~D0(v; p1; p2; l;;m2;m3)
+  ~D0(v; 0; p2; l;;m1;m3);
(3.77)
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with l = p1 and  the solution of p21
2 + (m22 −m21 − p21) + m21 = 0, while






I2 (−c1=b1;−(a1 + c1)=b1; b2; c2; b2 + d2; a2 + c2; 1)
−I2(−c1=b1;−(a1 + c1)=b1; b2; c2; b2 + d2; a2 + c2; 2)
−I1(2 − d2; 2; a2 − b2;−(b2 + d2); a1 − b1;−b1; c2; a2 + c2; c1; a1 + c1;−1=)




with a1 : : : d2 dened in (3.74),  dened in (3.72), pij , Pi dened in (3.70) and 1;2 solutions of
(3.76). Note that parameters  and  are solutions of quadratic equations (3.67) and (3.72) that in
general have two real solutions each. The value of the four point function D0(v; k1; k2; k3;;M1;M2)
does not depend on which of the solutions are chosen in the evaluation of (3.77), (3.78). This fact
can be used as a useful test in the numerical implementation of the expressions given above.
Now we take up the special case of p1 on the light-cone, i.e., p21 = 0. From (3.67) it follows
that  = m21=(m
2
1 − m22). If m21 6= m22 then  is nite and the calculation proceeds as before,
(3.62)-(3.75). For equal masses m1 and m2, we evaluate the integrals by rst taking m21 6= m22
and then performing the limit m21 ! m22 and thus jj ! 1. The external momenta in the last
propagators of (3.66) are both equal to l = p1. Thus the last external momentum in ~D0 of (3.68)
is going to be k3 = l = p1 for both of the integrals in (3.66). In the limit  ! 1 the following
leading order values (3.74) are obtained: a1 ! 2p1 (v − p2), b1 ! 2vp1, c1 ! 2p1 p2 , where
we have used also the fact that p21 = 0. The other coecients a2, b2, c2, d2 do not depend on .
The rst term in the denominator of the integrand in (3.73) is then proportional to , while the
second term in the denominator does not depend on  at all. The  in the denominator cancels




1 = 0, the
solution is then the same as for the case m21 6= m22 except that (i) one has to replace (1− ) and 
in (3.66) with −1 and 1 respectively, and that (ii) a1, b1, c1 in (3.74), (3.75) have to be replaced
by their limiting values (divided by )
a1 ! al1 = 2p1 (v − p2);
b1 ! bl1 = 2v p1;
c1 ! cl1 = 2p1 p2 − i;
(3.79)
where  is the solution to (3.72) (with Pi dened in (3.70)), and is dierent for the two integrals
in (3.66). In the limiting value of c1 coecient given in (3.79) an additional −i prescription has
been added. As will be shown in the next paragraph, this does not have any eect on the value of
the four-point function. It does make possible, however, to express the integrals in (3.75) in terms
of the functions I1 and I2 as in (3.78).
It is easy to see, that the limiting procedure as explained above does lead to an unambiguous
result. One might in principle worry that limits m21 ! m22 taken from above and below, correspond-
ing to the limits  ! 1 and  ! −1 respectively, would lead to dierent results. The question
is most conveniently settled if the ~D0 functions in Eq. (3.77) are replaced by the expressions given
in Eq. (3.71). Once the limit m1 ! m2 is taken, the rst factors of the integrands have the same
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dy[−2p1p2y + 2vp1 + 2p1p2 − i]−1 
[(p1 − p2)2y2 + 2 + 2v  (p1 − p2)y +







dy[−2p1p2y + 2vp1 + 2p1p2 − i]−1 
[p22y
2 + 2 − 2v  p2y +
+ P2 + (−p22 + m21 −m23)y + m23 − i]−1;
(3.80)
with P2 = 2(vp2 +). After collecting the two integrands in (3.80) the rst factor in the integrands







ydy[(p1 − p2)2y2 + 2 + 2v  (p1 − p2)y +
+ P2 + (−(p1 − p2)2 + m22 −m23)y + m23 − i]−1 
[p22y
2 + 2 − 2v  p2y +
+ P2 + (−p22 + m21 −m23)y + m23 − i]−1;
(3.81)
This result exhibits clearly the fact that (i) the limit m21 ! m22 is independent of whether it is
taken from above or below and (ii) the limit is independent of the size (or even the sign) of the
innitesimal parameter in the rst terms of the integrands in (3.80).
When the momenta p1, p2 satisfy (m1 −m2;3)2 < p21;2 < (m1 + m2;3)2, rendering a complex ,
the procedure outlined above in (3.62)-(3.77) cannot be applied directly. Starting from (3.62), we
then use the propagator identity (3.19) on the last two propagators in (3.62), where we set  such
that l2 = (p1 + (p2 − p1))2 = 0. This has a real solution for  since p1 and p2 are timelike as has
been assumed at the beginning of this paragraph. Changing the notation slightly we then have for













(vq −)[q2 −m21][(q + p2)2 −m23][(q + l)2 −M2]
;
(3.82)
with 0 the (real) solution of
(p1 + 0(p2 − p1))2 = 0; (3.83)
and
l = p1 + 0(p2 − p1); (3.84a)
M2 = (1− 0)m22 + 0m23 − 0(1− 0)(p2 − p1)2: (3.84b)
The integrals in (3.82) can now be solved using the procedure outlined above (3.62)-(3.79), once
we permute the last two propagators with l taking the role of p1 in (3.62). Note also, that 0 solves
quadratic equation (3.83) that in general has two solutions. The nal result for the four point
42 CHAPTER 3. ONE LOOP SCALAR AND TENSOR FUNCTIONS
function D0 does not depend on which of the two solutions is taken in (3.82). This fact can be
exploited in the numerical implementation as a useful check.
The four point function has already been calculated before for a special case of m1 = m2 = m3,
p21 = p
2
2 = 0 and p

1 − p2 = Mv (see Eq. (A11) of [?]). It has been checked numerically that
the two solutions, the one given here and the solution of [?], agree for this special case. A number
of other numerical tests have been performed. The direct numerical integration of (3.69) and the
evaluation of analytical result given above have been found to agree numerically. It has been also
checked that the results do not depend on which of the two solutions for ,  or 0 is taken. The
solution for the four-point function calculated above has also been checked numerically to have the
branch cuts as required by analyticity and unitarity.
The ve-point as well as the higher-point functions can be expressed in terms of the scalar
functions given above using the standard procedure [?, ?]. Consider for instance the case of ve-
point scalar function. This is a function of four vectors, v and p1; p2; p3. The ve-point function is
rst multiplied by vγ and then antisymmetrized in all ve indices. The resulting tensor is zero,
because there is no antisymmetrical tensor with ve indices in four dimensions. Then the tensor is







0 . Using the decomposition
of the product of two Levi-Civita tensors in terms of the Kronecker delta functions and expressing
the scalar products qpi in terms of the propagators ((q + pi)2−m2i+1) and (q2−m21), the ve-point
function can be expressed in terms of the four point functions. The tensor functions can also be
expressed in terms of the scalar functions using the algebraic reduction [?].
In the numerical implementation of the expressions as given here, further care has to be taken
regarding the numerical instabilities. Such numerical instabilities can for instance arise, if one of the
solutions of the quadratic equation is much smaller than its coecients. There is also a possibility of
a cancellation between the dilogarithmic functions, when the values of the dilogarithms separately
are much larger then their sum. These diculties can be dealt with along the lines of Ref. [?].
3.7 Reduction to dilogarithms
In this section we will express the integrals appearing in (3.57), (3.75) in terms of the dilogarithms.












− 0 + 1 [ln − ln(0 − 1)];
(3.85)
where 0;1 may be complex. The residue of the pole of the integrand is zero. The cut of the
logarithm is along the negative real axis, so for 1 not real, the cut is outside the triangle 0, −1,


































[ln(−1)− ln(0 − 1)]:
(3.86)
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Since  is positive real, none of the arguments of the logarithms crosses the negative real axis.
After integration per parts




















[ln(−1)− ln(0 − 1)] :
(3.87)
































0 − 1 ;
(3.88)
with  dened in (3.27) and <(−)(x) dened in (3.25). Note that this result diers slightly from
the one in [?] as it is dened also for the arguments lying on the negative real axis. The extension
to negative real arguments was not necessary in [?] as then the 0 was always real. This is not the
case in the calculation of the four point function with one heavy quark propagator, as the 1 and
2 in (3.75) can have nonzero imaginary parts. The momenta and the masses in the calculation
can then be chosen such, that one of the arguments appearing in (3.88) can lie on the negative real
axis.
Next we turn to the integral






2 + b + c)− ln(a20 + b0 + c)]; (3.89)
with a real, while b, c, 0 may be complex but such, that the imaginary part of the argument of
the logarithm does not change sign for x 2 [0; 1] (also =(c) 6= 0).
Let  and  be innitesimal quantities that have the opposite sign from the imaginary part of
rst and second argument of the logarithm respectively. That is, the signs of the arguments are as


















with 1;2 the solutions of a2 + b + c = a(− 1)( − 2). Next we split up the logarithms, use
the fact that the imaginary part of (−1)(−2) has the same sign as the imaginary part of c=a
and use the denitions of R(1; 0) (3.85) to get
S3(a; b; c; 0) =R(1; 0) + R(2; 0)
+
h










with  and  dened before Eq. (3.90).
For future reference we also dene





− 0 [ln(b + c)− ln(b0 + c)]; (3.92)
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with b real and c, 0 possibly complex (=(c) 6= 0). Dening as above innitesimal parameters 0
and 0 to have signs opposite to the imaginary parts of the rst and the second argument of the
logarithms respectively, we obtain









Next we turn to the integrals appearing in the calculations of the three-point and four-point
functions with one heavy quark propagator. Consider rst










2 + b1 + c1




with a1;2 and b1; ;4 real, while 0, c14 may be complex but such that =(c1)=(c2) > 0 and
=(c3)=(c4) > 0. Also, the coecients are such, that for  = 0 the two logarithms are equal, so
that the residue of the integrand is equal to zero. Such an integral appears in the calculation of
the four-point scalar function (3.75). To reduce the integral I1 to the integrals S2, S3 we add and
subtract the values of the logarithms at the pole. Since the numerators and the denominators of the
logarithms in (3.94) have imaginary parts of the same sign, we can split the logarithms. Additional
 terms appear, however, when we split the logarithms with  set to 0. As the result we get







0 + b10 + c1;
1
a220 + b20 + c2















with  dened in (3.27) and <(−) in (3.25).
Next consider the integral








− a2 − ln
2 + g1 + f1




with g1;2 real, while 0, a1;2, f1;2 may be complex with the restriction =(a1)=(a2) > 0, =(f1)=(f2) >
0. Then the logarithms can be split without introducing  terms, independent of the value of  as
long as this is real. Also the arguments of the logarithms in (3.96) are taken to be the same for
 = 0, so that the residue of the integrand is zero. Such integrals appear in the calculation of the

















2 + g1 + f1 = (− b1)(− b2);
2 + g2 + f2 = (− c1)(− c2);
(3.98)
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where =(b1)=(b2) < 0, =(c1)=(c2) < 0, =(b1b2)=(c1c2) > 0 as can be seen from the constraints on
g1;2, f1;2. Then the logarithms can be split up in the sum of the logarithms with arguments linear
in .
To the integral (3.97) we add logarithms with  set to 0 and then split the logarithms
0 = ln
0 − a1
0 − a2 − ln
(0 − b1)(0 − b2)




(κi) ln(0 − κi)− 0;
(3.99)
where κi are the coecients a1;2, b1;2, c1;2 with (κi) = 1 for a1; c1;2 and (κi) = −1 for a2; b1;2.
There is also a sum of  terms that we do not write out explicitly, but just denote by 0, as it
will be reabsorbed in the nal result. Note also, that in the case of 0 − κi real and negative the
logarithm is calculated using the prescription 0−κi ! 0−κi + i, with  a positive innitesimal














− 0 : (3.100)
The separate integrals are divergent so they have to be regulated. We use the cuto M that is sent
to innity at the end of the calculation. Note also, that there is no problem with the pole in the
last term even if 0 is real, as then 0 is zero.




− 0 [ln(− κi)− ln(0 − κi)]: (3.101)
Let us from here on rst assume, that 0−κi is not negative real. Changing the variable  = M0





















0 − κi − Li
0 −M

















0 − κi :
(3.102)
















The argument of the dilogarithm on the right-hand side goes toward zero as M ! 1, so that in





= ln2 M − 2 ln M ln(0 − κi) + ln2(0 − κi): (3.104)
The rst term gives zero once summed over in (3.100), while the second term cancels against the































+ 1;κi = a1; c1;2;
− 1; κi = a2; b1;2:
(3.106)
Note that this solution applies also for the case encountered in the calculation of the three point
function (3.57), when a1 = a2 = 0. Then the terms containing a1;2 cancel each other, so they can
be dropped altogether for the case of Eq. (3.57).
There is one more point worth mentioning regarding the expression (3.105). One might think
that problems could arise for 0−κi negative real or 0=(0−κi) real as then one has to deal with
the cuts in the logarithm and the dilogarithmic functionx. We use the prescription for the arguments
lying exactly on the cuts of the functions as described before Eq. (3.24) and after Eq. (3.33). One
could as well use a dierent prescription, with innitesimal parameter  in (3.24), (3.33) taken to be
negative, and with appropriately adjusted  and <(−) functions. It has been checked numerically,
that the result (3.105) does not change, if the alternative prescription is used. Thus the result
(3.105) is valid for any complex 0, κi independent of the prescription used for the arguments lying
on the cut.
For the special case of 0 real the result (3.105) simplies considerably. The  term is then
zero. Also the last term in (3.105), that arises from the 0 term in (3.100), then sums up to zero.














with κi and (κi) as in (3.106).
Of special interest is the case of 0 almost real, i.e., 0 = re0 + i
0, where re0 is the real part
of 0 and 0 an innitesimal (not necessarily positive) parameter. One can of course still use the
solution (3.105). The problem is, however, that for both κi and 0 almost real one has to keep
track of the relative sizes of the innitesimal imaginary parts. This complication can be avoided
by the following procedure. First we set 0 in the second line of (3.99) equal to its real part. By
doing this, the arguments of the logarithms can cross the negative real axis, which is compensated








− re0 − i0




− 0 : (3.108)
In the rst integral 0 can be safely put equal to zero as the resulting integrand has vanishing
residue, with the logarithm in the numerator being an analytic function in some neighbourhood of
the pole (since =(κi) 6= 0). The integral thus does not depend on how we avoid the pole (i.e. 0
can be positive, negative or zero). In the second integral one has to keep the imaginary part of 0.













ln2(re0 − κi)− ln(re0 − κi) ln(−0)
i
; (3.109)
where in the last logarithm 0 is kept together with its innitesimal imaginary part.
xNote that there exists such a combination of parameters v, p1,2,  and m1,2,3 in (3.62) that 0−κi in (3.105) is
negative real for some i, as can be seen from denition of a1; : : : ; d2 (3.74), denition of 1,2 (3.76) and the expression
for the four-point function (3.78).
Chapter 4
Weak interactions in the effective
theory approach
In this chapter we will briefly review the standard methods used in the phenomenology of weak
interactions, the operator product expansion (OPE) and the renormalization group (RG) equations.
These are used to arrive at a set of local operators describing weak interactions at low energies. At
the end the factorization approximation, that is used to evaluate hadronic matrix elements of the
current-current local operators, is described.
4.1 Operator Product Expansion
In this section we will briefly review the ideas behind the Operator Product Expansion (OPE) and
its application to weak interactions. The original idea dates back to Wilson [?], who conjectured
that the divergent part of a product of two operators could be described by a sum of local operators
Qn(x)
Let us note on passing that the perturbative proof of OPE has been given by Zimmerman [?],
while a nonperturbative proof can be found in [?]. The operator product expansion in general reads
The application of the OPE to weak interactions comes from the observation that the distances
at which weak interactions occur are set by the mass of the intermediate W and Z bosons, i.e.,
x− y  1=mW . If one is interested in the processes at energy scales  much smaller than the weak
scale,   mW , or, in other words, in the processes, that eectively occur at typical distances 1=
that are much larger than x− y  1=mW , we can take the limit x ! y (or equivalently mW !1)
and use the operator product expansion.
Let us formulate this in some more detail. We start from the charged current part of the weak
Lagrangian
The scattering matrix Sfi to the rst nonzero order in perturbation theory for a process involving
four quarks is
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Figure 4.1: The tree level diagram in the full theory a), that is translated to the Q2 operator in the eective theory.
The operator Q1 arises from the QCD interactions b). In addition to the diagram b) also the diagrams with gluons













Figure 4.2: The diagrams that give rise to the penguin operators. The diagram on the left gives rise to the
operators Q3....,6, while the operator to the right gives rise to the magnetic penguin operators Q7,8. Cross denotes
mass insertion.
Actually, the eective Lagrangian (??) is valid only in the absence of QCD interactions. Once
these are taken into account, as shown on Fig. 4.1, another four-quark operator appears in the OPE,
Q1 = (ud)V −A(sc)V −A, where summation over color indices ;  is understood. To arrive at
this operator, the following identity for the SU(Nc) generators is used
If one is interested in the processes involving a slightly dierent change of flavors, other operators
can appear as well. For instance, if the s-quark in (??), (??) is replaced by a d quark (or vice versa),
an additional set of diagrams, shown on Fig. 4.2, is possible at O(s) order and gives rise to the
\penguin" operators Q3;:::6. The complete set of operators for C = 1, S = 0 (neglecting
electroweak penguins) is then
Qd1 = (u
d)V −A( dc)V −A; Qd2 =(ud)V −A( dc)V −A; (4.1a)
Qs1 = (u
s)V −A(sc)V −A; Qs2 =(us)V −A(sc)V −A; (4.1b)
Q3 = (uc)V −A
X
q




Q5 = (uc)V −A
X
q




where we have suppressed the color indices in the currents of the form (qq0) = (qq0), while the
sum over q runs over the active quark-flavors. At the scale  ’ mc these are q = u; d; s; c. In
the following chapters, we will be interested also in the nal states involving photons and lepton
pairs. For these decays the set of the relevant operators is enlarged by the magnetic penguins











with gs the strong coupling constant, and the semileptonic operators (corresponding to the diagrams









where qL = PLq and PL;R = 12(1 γ5) are the chirality projection operators.
4.2 Renormalization Group and OPE
In the calculation of the Wilson coecients typically expressions of the form s ln(=mW ) appear.
Here  is a typical scale at which the processes occur. For processes involving the decay of c-quark
a typical scale is of order 1 GeV. The ratio of scales in the argument of the logarithm is thus very




is of order O(1). Even though
the QCD coupling s is not terribly large at the scales of around 1 GeV and could be used as a
perturbative expansion parameter, the appearance of large logarithms prevents the straightforward





n have to be
summed up using renormalization group equations, if one wants to get the correct leading order
expression for the Wilson coecients at lower energy scales.
The RG evolution is done in several steps [?]. First the Wilson coecients Ci are calculated
at the weak scale   mW to some given order in the perturbative QCD expansion. For instance,
at the leading order C2(mW ) = 1, while C1 = C3;:::;6 = 0 (the coecients C7;9;10 will be discussed
later on). Then to the same order anomalous dimensions of the four-quark operators in the eective
theory are calculated (at the leading order this is to the order s). These are then used to evolve
the Wilson coecients to lower energy scales.
Let us rst introduce the notion of the anomalous dimensions. To do so, consider rst an
invariant amplitude A for a given process. Assume that the calculation of the invariant amplitude
A in the full theory is known. This has to be the same to the value of A obtained in the eective
theory, i.e., by using the operator product expanded eective Lagrangian. Using LSZ theorem the
amplitude for the four-quark scattering is proportional to Z2q hQ(0)i i0, where Zq is the renormalization
constant for the quark eld q(0) = Z1=2q q, while hQ(0)i i0 is the amputated Green function of the
unrenormalized operator. However, Z2q hQ(0)i i0 is still divergent, so that additional multiplicative
operator renormalization has to be introduced
It is illuminating to consider also a dierent point of view, closer to the conventional renormaliza-
tion in terms of the coupling constants. Instead of absorbing the divergences in the renormalizations
of operators, these can be absorbed in the \coupling constants", the Wilson coecients Ci. The
renormalized Wilson coecients are thus
The evolution of the Wilson coecient is now easily determined. Following the usual notation
[?], rst the anomalous dimensions matrix γ is introduced
We will follow closely the introduction given in [?].
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To get some flavor for the eects of the RGE, we show the leading order RG evolution of a
single operator
In general, the Wilson coecients at lower scale are calculated through the following steps [?].
First the Wilson coecients Ci(mW ) at weak scale are calculated by matching the eective theory
with ve active flavors q = u; d; s; c; b onto the full theory. Then the anomalous dimensions γ(5)
are calculated in the eective theory with ve flavors. Using γ(5), Wilson coecients are evolved
down to the scale of b-quark, obtaining Ci(mb). If one is interested in the processes at lower scales,
e.g at the charm quark scale, b-quark is integrated out as an eective degree of freedom. This is
accomplished by matching the eective theory with ve flavors onto the eective theory with four
flavors. The remaining Wilson coecients are then evolved down to the charm scale using the
anomalous dimension matrices of the four-flavor eective theory. Thus
Let us be more specic and discuss the case of C = 1, S = 0 charm decays in some more
detail. The eective Lagrangian at the weak scale   mW is
Regarding the RG evolution of the operators Q1;::;10 there are several important things to note.
First of all Q10 does not mix with other operators due to chirality. Furthermore, it has vanishing
anomalous dimension, so that C10(c) = C10(mW ). Next, the dimension ve operators Q7;8 do not
mix into the dimension six operators Q1;:::;6 and Q9. If one is interested in these operators solely,
the dimension ve operators can be dropped from the RG analysis. We will follow this procedure
and evaluate C7 separately. Note also, that (i) Q9 operator does not mix into the operators Q1;:::;6
and (ii) the penguin operators Q3;:::;6 do not mix into the operators Q1;2. One can thus consider the
RG evolution of the reduced operator basis Q1;2, Q1;:::;6 or Q1;:::;9, if one is interested in smaller sets
of the Wilson coecients C1;2, C1;:::;6, or C1;:::;9, without introducing any error in the calculation.
Finally, it is convenient to introduce a rescaled operator ~Q9 = =s(uc)V −A(ll)V , as then the
anomalous dimension depends only on the strong coupling, and can be expanded as in (??). The
calculation of the Wilson coecients then proceed as outlined above.
It is instructive to do the s counting. At the leading order the RG evolution sums terms of
the form s ln(m2c=m2W ), which are numerically of the order O(1). At the leading order one thus
has to start with the initial values Ci(mW ) calculated at 0s, and then evolve them using the 1 loop
anomalous dimensions (i.e. of order s) to get the order O(1) values Ci() at lower scales. Going
to higher orders, an additional power of s is added at each step. We thus have
We start a more quantitative discussion with the values of the Wilson coecients to the order
O(s) at the weak scale. These are known for quite some time and are in the naive dimensional










yIn the naive dimensional regularization the Dirac matrices are assumed to obey fγµ; γνg = 2gµν , where gµν is a
4−  dimensional metric tensor. The γ5 matrix is assumed to commute with the Dirac matrices fγµ; γ5g = 0 [?].
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while C3;:::;9(mW ) = 0. Since above b the penguin operators do not enter the eective Lagrangian
due to the unitarity of the CKM matrix, the Wilson coecients C1;2 in (??) can be evolved down
to   b using the 2 2 anomalous dimension matrix (which can be found in [?] or in Eq. (5.12)
of [?]). At the scale b the b-quark is integrated out, i.e., the ve-flavor eective theory (??) is
matched onto the four-flavor theory given by
The sets of operators fQd1;2; Q3;:::;6; Q9g and fQs1;2; Q3;:::;6; Q9g from the rst line of (??) are
then evolved to the charm scale   mc using the 7 7 anomalous dimension matrices γ(4) for the
four quark eective theory. The 6 6 LO and NLO submatrices involving the gluonic penguins are
listed in Eqs. (6.25), (6.26) of Ref. [?] and have been calculated in [?, ?]. The remaining entries
are listed in Eqs (8.11), (8.12) of Ref. [?] and have been calculated in [?].
In summary, the RG evolution from W  mW to c for the C = 1 transitions is described
by the following procedure
mb <  < mW : ~C() = U5(;mW )~C(mW ); (4.5)
 = mb : ~C(mb) ! ~Z(mb); (4.6)
mc <  < mb : ~C() = U4(;mb)~Z(mb); (4.7)
with U5 and U4 the 2 2 and 7 7 evolution matrices for ve and four active flavors respectively.
They can be found in Eqs. (3.93)-(3.98) of [?]. The Z(mb) are given in (??)-(??). The values of the
Wilson coecients are listed in Table 4.1. For a comparison the values of the Wilson coecients
at the leading order are given as well, but calculated with the two-loop evolution of the strong
coupling constant (??). The values are given for the central value of (5) = 216  25 MeV and
mb = 4:25 GeV. The one sigma change in (5) corresponds to a change of about 10% in C1;:::;6. We
nd a pronounced scale dependence for the C9 coecient below 1.5 GeV, as a consequence of the
large cancelations in the RG evolution equations. The situation is very similar to the case of the
coecient Z7V in KL ! 0e+e− [?]. The LO value of C9 even changes sign near   1 GeV, being
positive for  > 1 GeV.
- (GeV) C1 C2 C3 C4 C5 C6 ~C9 C9
LO 1:0 −0:64 1:34 0:016 −0:036 0:010 −0:046 −0:0013 −0:07
NLO 1:0 −0:49 1:26 0:024 −0:060 0:015 −0:060 −0:011 −0:60
NLO 1:5 −0:37 1:18 0:013 −0:036 0:012 −0:033 −0:0018 −0:13
NLO 2:0 −0:30 1:14 0:009 −0:025 0:009 −0:021 −0:0016 −0:13
Table 4.1: Values of Wilson coecients at scales  = 1; 1:5; 2 GeV, calculated at the next-to-leading order (NLO)
as explained in the text. For a comparison in the rst line the LO values are given at the scale  = 1 GeV, but
calculated with the two loop evolution of the strong coupling constant (??). In the last column the properly scaled
C9 = 8=s() ~C9 Wilson coecient is given.
Note, however, that the penguin operators are proportional to the V cbVub matrix elements (??).
In the Wolfenstein parametrization (??) this is  5, which has to be compared to the CKM
suppression of the Q1;2 operators, V csVus  , where  = sin c = 0:22. Penguin operators are thus
suppressed by 4  10−3 in the C = 1 transitions, even more so because the penguin Wilson
coecients are of the order C3;:::;6(mc)  10−1C1;2(mc) as shown in Table 4.1 (see also [?, ?]).
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
Figure 4.3: The penguin and box diagrams contributing to c ! ul+l− decay at the quark level.
The penguin operators in the C = 1 transitions are not relevant numerically, except in special
observables such as CP asymmetries [?]. They are thus neglected in the following.
Note, that also the Q7, Q9 operators are suppressed by a factor 4  10−3 compared to the
Q1;2 operators. They will, however, be kept in the analysis, because of possibly large non-SM
contributions that will be discussed in more detail in chapter ??. In the SM they are, however,
negligible. Incidentally this also means, that the uncertainties in the value of the C9 coecient,
observed above, will not propagate into the decay rates.
It is interesting to compare the C = 1 transition discussed above with the B = 1, b ! s
transition. The relevant eective Lagrangian at the b scale is [?]
Let us now conclude the discussion of the C = 1 transitions by turning to the magnetic
penguin operator Q7 and the semileptonic operator Q10. The value of the C7 Wilson coecient
is obtained following the same procedure as outlined in Eqs. (4.5)-(4.7), using the operator basis
Q1;:::;7. The major dierence compared to the case of RG evolution with the Q9 operator is, that
the leading order mixing of the operators Q7;8 with the operators Q1;:::;6 vanishes. It is only at the
two-loop level, that the anomalous dimension matrix has nonzero values mixing C1;:::;6 into C7. The
expansion of C7 in powers of s then begins at the order O(1), contrary to the case of C9 (??). The
factor e in Q7 also insures that the expansion of γ(s) in (??) is unchanged, with the dierence,
that γ(0)i7 receive contributions from the two-loop calculation. Since the two-loop results are scheme
dependent, so is γ(0). It is then customary to introduce the eective anomalous dimension matrix
γ(0)e [?], which is scheme independent, as is the case for the leading order results. Using the LO
anomalous dimension matrix γ(0)e, the NLO evolution for s, mb = 4:25 GeV, the result is (see
also [?])
It is instructive to compare the values of C7;9 Wilson coecients obtained from the RG analysis
with the invariant amplitudes that one would get from the full electroweak theory, but by neglecting
the QCD interactions (i.e. by evaluating the diagrams of Fig. 4.3). The invariant amplitudes of the
QCD neglected calculation have the same structure as is obtained from the eective Lagrangian
(??) when used at tree level. The parameters of the invariant amplitudes obtained by neglecting
the QCD contributions will be denoted by CIL7;9 (with IL standing for Inami, Lim [?]). It is im-
portant to stress that these are not the Wilson coecients, as they only parametrize the invariant
amplitudes. However, based on the (unproved) expectations, that C9 is not much changed by the
QCD corrections, CIL9 has been often used in the literature as an estimate for C9() [?, ?].
The values of the parameters CIL7;9;10 are easily obtained from the calculation of Ref. [?] for the
b ! sl+l− transitions. Following [?] we nd, that the coecients are of the form
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The important thing to note is, that the variable xj = m2qj=m
2
W is very small for qj = d; s; b.
The functions C and Γz are proportional to C; Γz / xj and are thus very small. The function F1,
on the other hand, is to the leading order F1(xj ; xd)  23Qq ln(xj=xd) which is of the order O(1).
We thus arrive at
Similarly one could determine the value of C7 at the weak scale, arriving at the leading order
expression
Finally, the leading order expression in terms of xj = m2qj=m
2
W for the C
IL
10 coecient (??), is
For the sake of completeness we write down at the end the eective Lagrangian of the weak
interactions induced at the scales   mc, containing the operators relevant for the processes, that
will be considered in chapters 5, ??
4.3 Factorization approximation
As discussed in the previous section, the weak interactions can be described at low energies by means
of an eective Lagrangian obtained through the operator product expansion and the renormalization
group evolution. The eective Lagrangian for the Cabibbo allowed transitions is
The factorization approximation is a very simple but extremely useful and quite successful
approximation [?]. In this approach the currents appearing in the operators Q1;2 are assumed to
factor. Each of the currents is proportional to interpolating stable or quasistable hadronic elds.
The approximation comes in, when these interpolating full hadronic elds are approximated in one
or both of the currents by an asymptotically free hadronic eld, i.e., by the \in" and \out" elds.
The eective interaction (??) is then
where














where (qq)HV −A are the hadronized V −A currents. For instance
withthedotsrepresentingotherhadronicfieldswiththesamequantumnumbers:Intheapproachadoptedhere; thehadr
a1;2 in (4.3) are in principle unknown coecients that have to be estimated from the experimental
data. For instance, for the case of the D meson two-body nonleptonic decays D ! P1P2, the decay
amplitudes in the (naive) factorization approximation read
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(ud)HV −A = −f@− +   
with the dots representing other hadronic elds with the same quantum numbers. In the approach
adopted here, the hadronized current containing charm quark is obtained using the heavy quark
symmetry and is given in (2.46) plus terms coming from elds with the same quantum numbers.
The eective Wilson coecients a1;2 in (4.3) are in principle unknown coecients that have to
be estimated from the experimental data. For instance, for the case of the D meson two-body



















This is then compared with the experimental data on the Cabibbo allowed decays D ! K, arriving
at the values a1  1:3  0:1, a2  −0:55  0:1 [?, ?]. In this analysis the nal state interactions
have to be taken into account. The naive factorization approximation as explained above, is taken
to be valid only in the weak vertex, for the so called bare amplitudes. The outgoing hadronic
states then interact strongly, which can lead to elastic and inelastic rescattering eects. Because D
mesons lie close to the resonance region, a number of s and t channel resonances can in principle
contribute. These eects are especially important for the K, K(
0) states because of the presence
of S = 1 scalar meson resonance K0(1950) (for more details see [?, ?, ?, ?, ?,?, ?, ?, ?,?], for the nal
state interactions in the D ! PV decays see also [?, ?,?] and for the doubly Cabibbo suppressed
D ! K decays [?]).
On the other hand, starting from the weak Lagrangian (??) one can expect that
The idea of factorization has recently received a lot of attention due to the theoretical work of
two groups, the approach of the QCD factorization [?, ?,?] and the pQCD approach [?, ?, ?,?, ?].
The underlying physical picture of these approaches is the idea of color transparency [?, ?,?], which
is eective in the heavy meson decays with energetic nal decay products. As an example consider
the case of B ! . The fast moving nal mesons produced by the point-like source (the local
operators in the OPE expansion) decouple from the soft QCD interactions. Contributions of the soft
gluons are suppressed by QCD=mb. The QCD factorization approach gives rigorous results valid
in the heavy quark limit to the leading power in QCD=mb, but to all orders in the perturbation
theory. These ideas have been further developed for the heavy-to-heavy transitions in [?]. The
application of the above formalism is, however, not possible for the D meson nonleptonic decays as
here the energy release is much smaller than in the case of B mesons. Nevertheless, the factorization
procedure has been applied to the nonleptonic D decays in a phenomenologically successful way
as discussed above. In this sense nonleptonic D decays are halfway between B and K nonleptonic
decays. Namely, it is well known that the factorization does not work in the nonleptonic K decays
[?, ?, ?, ?].
Chapter 5
Nonfactorizable contributions to the
decay mode D0 ! K0K¯0
The decay mechanism of the weak nonleptonic D0 decays has motivated numerous studies, e.g.,
[?, ?, ?, ?,?, ?, ?, ?]. For the nonleptonic decays of D mesons, as well as for K’s and B’s, the
factorization hypothesis explained in section 4.3 has commonly been used. In this section we
discuss nonfactorizable contributions to D decays, in particular in the decay mode D0 ! K0 K0.
This decay mode has been advertised as an interesting probe of the nonperturbative physics in
weak decays long time ago [?]. Additional motivation to consider this decay mode comes from the
recent experimental searches for the CP violating asymmetry in D0 ! KSKS [?].
In D decays the factorization hypothesis works reasonably well, if one is interested in an order
of magnitude estimate, but it does not reproduce experimental data completely. For example, a
naive application of the factorization in the charm decays leads to the rates for the D0 ! 0 K0,
D0 ! 00, D0 ! K+K−, D0 ! +− decays which are too strongly suppressed (see, e.g., [?, ?,?,
?]). Consideration of either the nal state interactions through resonant or nonresonant rescattering
and/or of other nonfactorizable mechanisms is thus mandatory. Moreover, and this is the important
point of the present chapter, in D0 ! K0 K0 a naive application of factorization misses completely,
predicting a vanishing branching ratio, in contrast with the experimental situation.
To see this, note that at tree level the D0 ! K0 K0 decay might occur through two annihilation
diagrams [?] with either c ! s or c ! d transition. However, they cancel each other by the GIM
mechanism. Moreover, in the factorization limit, the amplitude is proportional to
hK0 K0jVj0ih0jAjD0i ’ (pK0 − p K0) fDpD = 0: (5.1)
In many of the studies (e.g. [?, ?, ?, ?, ?]) this decay has been understood as a result of the nal
state interactions (FSI). In the analysis of Ref. [?] the rescattering mechanism included K+K− and
+− states leading to a branching ratio Br(D0 ! K0 K0) = 12Br(D0 ! K+K−). Experimental
data on the other hand are [?] Br(D0 ! K0 K0) = (7:1  1:9)  10−4 and Br(D0 ! K+K−) =
(4:12  0:14)  10−3. A recent investigation of the D0 ! K0 K0 decay mode performed in [?]
has focused on the s channel and t channel one particle exchange contributions. The s channel
contribution has been taken into account through a poorly known scalar meson f0(1710) and was
found to be very small, while the one particle t-exchanges yielded higher contributions, with pion
exchange being the highest. In the approach of [?] the D0 ! K0 K0 decay was realized through
the scalar glueball or glue-rich scalar meson.
We will adopt the approach of the eective Lagrangians as explained in chapter 2. The sub-
sequent analysis has been published in [?, ?]. Because the O(p) (factorizable) contribution is zero
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(5.1), we will try to approach to the D0 ! K0 K0 decay systematically to O(p3). We do this by
including rst the nonfactorizable contributions coming from the chiral loops. In the weak vertex
the factorization hypothesis will be used, leading to the weak transitions of the type D0 ! +−
and D0 ! K+K− (see Figs. 5.1-5.4). In this sense the approach is similar to the factorization
hypothesis as put forward in Ref. [?] for the Cabibbo allowed D decays. In Ref. [?] factorization
was assumed for the weak vertex, leading to the bare amplitudes, that are then modied by the
FSI. The nal state interactions correspond to the diagram F4 on Figure 5.4. A number of addi-
tional chiral loop diagrams will be considered in this approach. In addition, we consider the gluon
condensate contributions, also of O(p3), which we calculate within the Heavy-Light Chiral Quark
Model (HLQM) framework. The HLQM is an extension of the eective Lagrangian approach of
chapter 2, as it models also the interactions of light pseudoscalars and heavy mesons with quarks.
By integrating out the quark degrees of freedom one is able to reproduce the eective Lagrangians
of chapter 2. A brief introduction to the HLQM will be given in section 5.2, while a more detailed
description can be found in [?].
We emphasize that one cannot a priori expect for the chiral expansion to work to a good
precision in the process D ! K K, because the energy release is p = 788 MeV and hence p=
(for   1 GeV) is close to unity. However, the leading contributions, that we will consider, do
turn out to describe the data reasonably well. The next to leading O(p5) terms might be almost of
the same order of magnitude compared to the O(p3) terms, with a weak suppression of the order
p2=2. On the other hand, the inclusion of O(p5) order in this framework is not straightforward.
Before doing loop calculations at that order, one has to nd a reliable framework to include light
resonances , K, a0(980), f0(975), etc. Usually the light resonances are treated using hidden
gauge symmetry (see, e.g., [?]). This is not easily reconciled with the chiral perturbation theory.
Even if the light resonances were included in the eective Lagrangian, one would face the problem
of determining their couplings to the rest of the heavy and light states. The poorly known scalar
resonances would introduce a rather large uncertainty [?]. Right now, the consistent calculation
of this or higher orders does not seem to be possible. Still, the amplitude of the D0 ! K0 K0
decay, calculated within our framework to the order O(p3) turns out to be in agreement with the
experimental result. Note also, that 1=mQ terms have been omitted in the calculation.
5.1 Chiral loop contributions
As discussed above, in the factorization limit there are no contributions to the D0 ! K0 K0 decay
at tree level (5.1). The observation of a partial decay width Br(D ! K0 K0) = (7:11:9)10−4 on
the other hand implies, that we can expect sizable contributions at the one loop level. Calculations
to one loop in the framework of combined chiral perturbation theory and heavy quark symmetry,
the Heavy Hadron Chiral Perturbation Theory (HHPT), involve a construction of the most general
eective Lagrangian, that has the correct symmetry properties, in order to make the renormalization
work. This construction together with the chiral counting has been explained in chapter 2.
The weak Lagrangian relevant for the D0 ! K0 K0 decay is
The loop diagrams are divergent and have to be regulated. We work both in the strict MS
renormalization scheme, where we put  = 2 − γ + ln(4) + 1 ! 1 in the loop calculations as
well as in the Gasser-Leutwyler (GL) renormalization scheme  ! 0. The rst choice is the same
as the one made by Stewart in [?], while the other was made by the authors of Ref. [?]. The



























































































































































Figure 5.1: Diagrams, that give zero contribution, since the relevant vertices appearing in the heavy meson chiral

















































































Figure 5.2: Diagrams, that give zero contributions, since the loop integrals are zero. The double line represents
the heavy meson D or D, while the dashed lines denote the pseudo-Goldstone bosons.
renormalization prescription determines the appropriate renormalization of couplings in the O(p3)
eective Lagrangian as discussed in section 2.5. Using two prescriptions makes possible to estimate
the size of the counterterms, that are otherwise neglected. Further, we consider only contributions
coming from the aNDR1 part of the weak Lagrangian, as a
NDR




Writing down the most general one loop graphs with two outgoing Goldstone bosons, K0 and
K0, one arrives at 26 Feynman diagrams. A number of these give zero contributions or are sup-
pressed and are shown on Figures 5.1, 5.2, 5.3. The graphs that do contribute to the D0 ! K0 K0
decay are shown on Fig. 5.4. Note that the factorizable loops, which renormalize vertices are omit-
ted, as they contribute only at higher order in the chiral expansion (they do appear, however, in
the loop determination of the  coupling related to fD. For more details see section 2.5.)
To shorten the notation, the common factors in the S matrix have been factored out, so that
the amplitude is written as











n Fn is the sum of the amplitudes corresponding to the graphs on Fig. 5.4. In (5.2)










































Figure 5.3: Power suppressed diagrams (neglected in the calculation).
we have also neglected the contributions of order VubV cb, so that we use VusV

cs = −VudV cd. The








2 jVus V csj2 jF j2(82)2 j~pj; (5.3)




m2D − 4m2K : (5.4)
The nonzero amplitudes corresponding to the graphs on Fig. 5.4 are





 B00(m;d)− B00(mK ;s); (5.5)










































F7 + F8 = − 4f2
n
B00(mK ; ~d) + B11(mK ; ~d)− B00(m; ~s)− B11(m; ~s)









where ()q = mD()q −mD0 and ~q = mD=2+q for q = d; s. Note that ~q are of the order mD=2,
a consequence of relatively high momenta flowing in the loops of graphs F7; F8. The one and two
point functions A0(m2),B0;00;11(k2;m2;m2), B0;00;11(m;) appearing in the amplitudes (5.5)-(5.8)
were dened in section 3.1. Explicit expressions can be found in section 3.4 and in appendix ??.
It should be noted that in Eqs. (5.5)-(5.8) all the expressions vanish in the exact SU(3) limit,
where mK ! m and s ! d, ~s ! ~d. This shows explicitly, that the D0 ! K0 K0 decay
mode is a manifestation of the SU(3) breaking eects (as already noted by H. Lipkin [?], if U
symmetry is exact, then Γ(D0 ! K0 K0) = 0).
The amplitudes shown on Figs. 5.1, 5.2, 5.3 are either exactly zero or are suppressed by powers
of 1=mD and g. The amplitudes corresponding to the diagrams on Figs. 5.1, 5.2 are zero due
to symmetry reasons (because there are no such couplings in the heavy sector chiral Lagrangian
(2.43), or because of Lorentz covariance), while the amplitudes F9, F10 and F11 shown on Fig. 5.3 are

























































































































































































Figure 5.5: The momenta flowing in the graphs corresponding to a) the power suppressed F9 amplitude and b) the









F4, where ~q is a typical loop momentum less than mD=2,
so that the suppression need not be substantial. However, a direct evaluation of the amplitude F10
shows, that it is about 10 times smaller than F4. Therefore, in our numerical calculation we neglect
contributions of F9, F10 and F11. Numerical results are listed in Table ??, section ??.
5.2 The nonfactorizable color-current contributions
In this section we will estimate the contributions of Qq(8)1;2 operators in the weak Lagrangian (??).
In the factorization limit the product of colored currents does not contribute at the meson level,
as mesons are color singlet objects. At quark level, however, the colored currents can contribute
through the gluon condensate. In order to estimate this contribution, we have to establish the
connection between the underlying quark-gluon dynamics and the meson level picture. This is
done through the use of the Heavy-Light Chiral Quark Model (HLQM).
5.2.1 The Heavy-Light Chiral Quark Model
In the QM [?, ?, ?, ?, ?, ?], the light quarks (u; d; s) couple to the would-be Goldstone octet mesons
(K;; ) in a chiral invariant way. All eects are in principle calculable in terms of physical
quantities and a few model dependent parameters, the quark condensate, the gluon condensate and
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the constituent quark mass [?, ?,?]. Among many approaches the Chiral Quark Model (QM)[?]
was shown to be able to accommodate the intriguing I = 1=2 rule in the K !  decays, as
well as the CP violating parameters, by systematic involvement of the soft gluon emission forming
gluon condensates and chiral loops at the order O(p4) [?]. Also, in the \generalized factorization"
it was shown [?], that the inclusion of gluon condensates is important in order to understand the
I = 1=2 rule in the K ! 2 decays.
As the QM approach successfully indicated the main mechanisms in the K !  decays, it
seems worthwhile to investigate the decays of charm mesons within a similar framework. In the case
of D meson decays one has to extend the ideas of the QM to the sector involving a heavy quark
(c) using the chiral symmetry of the light degrees of freedom as well as the heavy quark symmetry.
This leads to the formulation of the Heavy-Light Chiral Quark Models (HLQM) [?, ?, ?, ?, ?].
The Lagrangian of the HLQM is
L = LHQ + LQM + LInt; (5.9)
where
LHQ = Qv iv D Qv +O(m−1Q ); (5.10)
is the leading order Lagrangian of the heavy quark eective theory [?] (cf. Eq. (2.33)), with v
the heavy quark velocity and D the covariant derivative containing gluon eld. The chiral quark
model Lagrangian LQM is
In the heavy-light case, the generalization of the meson-quark interactions in the pure light
sector QM is given by the following SU(3)V invariant Lagrangian [?, ?, ?, ?]
LInt = −GH
h
~Ψa Hva Qv + Qv Hva ~Ψa
i
; (5.11)
with Hva the heavy meson eld (2.38). The dependence on heavy-quark velocity v is denoted
explicitly, while a is the flavor index. The unknown constant GH can be related to constants , g
of HHPT as described below (cf. Eqs. (5.17)-(??)).
The weak currents have the usual form, except that the Goldstone bosons are factored out. The
weak current with two light quarks is
qLγaqL =
~ΨLγa ~ΨL; a  ya : (5.12)
The weak current with one heavy quark is as given by HQET [?], except that as before, the










The coecients Cγ;v are determined from the QCD renormalization for  < mc. However, for
 ’ , Cγ ’ 1 and Cv ’ 0. When quark elds will be integrated out, this will lead to the leading
order term of the current (2.46).
5.2.2 Estimate of the color-current contributions
We are now able to outline the strategy used in [?] to estimate the contribution of the nonfactor-
izable colored currents to D0 ! K0 K0. We will not discuss all the details, for which we refer the







Figure 5.6: Feynman diagram for the bosonization of the left-handed current to the order O(p).
reader to [?, ?]. The key observation is, that once the quark degrees of freedom are integrated out,
one has to end up with the most general eective Lagrangian containing the meson elds, i.e., the
HHPT Lagrangian (5.9). By integrating out the quark elds one can thus (i) connect the unknown
couplings m, GH in (5.9) to the constants of the HHPT, that are xed from the experiment,
(ii) calculate (in a model dependent way) the higher order constants of the HHPT, (iii) relate
the constants of the HHPT to each other. For instance, the lowest order chiral Lagrangian in the
light pseudoscalar sector (2.28) can be obtained by coupling two axial elds to a quark loop using





Tr [(γγ5A) S(p) (γγ5A) S(p)]  Tr [AA] ; (5.14)
where S(p) = (6p − m)−1, and the trace is both in flavor and Dirac spaces. The result on the
right-hand side of Eq. (5.14) is the standard form of the lowest order chiral Lagrangian (2.28), as
can easily be seen by using the relations




y (@) y: (5.15)
Similarly one obtains the lowest order O(p) strong chiral Lagrangian (2.43) in the heavy sector.
In a similar way, i.e., by integrating out the quark elds, we can dress-up the quark weak currents
with mesonic elds. This has been called the process of bosonization in [?]. Let us consider the
bosonization of the light weak current. The lowest order term O(p) is obtained, when the vertex
a from (5.12) and the axial vertex ( A) from (??) are combined with the quark loops (see
Fig. 5.6):




Tr [(γLa)S(p) (γγ5A) S(p) ]  Tr [aA] : (5.16)
This coincides with (2.30) when (5.15) is used.
Note that the proportionality factors in (5.14), (5.16) contain divergent integrals. These can be
regulated in dierent ways, but in this context they are treated as free parameters. They are used
to relate dierent model parameters and chiral Lagrangian constants to each other. For instance
to get a leading order estimate of coupling GH , one uses the self-energy diagrams of heavy mesons
and light-pseudoscalars. A logarithmically divergent integral is contained in both calculations and
is used to relate f to GH
GH ’
2pm
f
: (5.17)
