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Abstract 
Graphics processing units (GP Us) originally designed for computer video cards have emerged as the most powerful 
chip in a high-performance workstation. In the high performance computation capabilities, graphic processing units 
(GPU) lead to much more powerful performance than conventional CPUs by means of parallel processing. In 2007, 
the birth of Compute Unified Device Architecture (CUDA) and CUDA-enabled GPUs by NVIDIA Corporation 
brought a revolution in the general purpose GPU area. The NVIDIA CUDA technology is a novel computing 
architecture that enables the GPU to solve complex computational problems in image processing applications. 
CUDA also provides orders of magnitude more performance and simplifies software development by using the 
standard C language. We describe the CUDA programming model and motivate its use in the remote sensing 
imaging community. 
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1. Motivation 
GPU computing, or the use of 
graphics processors for general-purpose 
computing, began in earnest several years 
ago [ 1]. In recent years, the computation 
speed of graphics processing unit (GPU) has 
increased '--rapidly. We only take the 
float-point operation as an example, and 
GPU's computation speed is several times 
faster than CPU's. The Flops of NVIDIA 
Ge80 series has gotten 520G in late 2006 [2], 
whereas Intel 64-bit dual-core CPU has only 
32 GFlops. 
Over the past few years, the 
performance of GPU has been improving at 
a much faster rate than the performance of 
CPUs. In 2007, NVIDIA's most advanced 
GPU provided six times the peak 
performance of Intel's most advanced CPU 
[3]. GPU has evolved from special-purpose 
processor to programmable processor, and 
meanwhile the programmability has been 
the most important feature. Compared to the 
previous GPU, CUDA GPU has the 
following advantages: 
• General programming environment: 
CUDA uses C programming tools and C 
compiler, which make programs have 
better compatibility and portability. 
• More powerful parallel -computing 
capability: CUDA graphics card applied 
more transistors to computing, not to 
data cache or flow control [ 1]. GeF orce 
8800 has 128 1.35GHz stream 
processors, 512 bit DDR3,and 768M 
device memory, far bigger than the L 1 
cache of CPU. 
• Higher bandwidth: Take the GeForce 
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8800 as an example, its bandwidth gets 
to 86.4GB/s between GPU and device 
memory, and 4GB/s between host 
memory and device memory via PCI-E 
x16 bus. 
• Instruction operation: CUDA GPU 
supports integer and bit operation. 
How much can GPU computing 
speed up a real-world science or engineering 
code? Researchers and companies are 
achieving speedups ranging from lOx to 
100 x ( and sometimes more!) by using 
CUDA application in image processing, 
across domains ranging, from computational 
parallel image[4], fast color image balancing 
[5], Processing SAR Data [6], Real-Time 3D 
Computed Tomographic Reconstruction[7] 
and etc. · 
2. THE CUDA PROGRAMMING l\:IODEL 
The fundamental strength of the GPU is its 
extremely parallel nature. The new hardware 
architecture exposed to programmers 1s 
shown in Figure 1. The CUDA 
programming model allows developers to 
exploit that parallelism by writing natural, 
straightforward C code that will then run in 
thousands or millions of parallel invocations, 
or threads. To utilize the GPU, CUDA 
provides an extended C-like programming 
language and compiling, Figure 3 and 4. 
Fig 1. Hardware Model 
Fig 2. Execution Model 
Any call to a global function is said to issue 
a kernel to run on the GPU and must first 
specify the dimension of the grid and the 
blocks that will be used to execute the 
function on GPU. The execution model is 
shown in Figure 2. Matrix addition will 
serve as a simple example. To add two NxN 
matrices on the CPU in C, one would write a 
doubly-nested/or loop: 
// add 2 matrices on the CPU: 
void addMatrix(float *a, float *b, 
float *c, int N) 
{ 
inti, j, index; 
for (i = O; i < N; i++) { 
for (j = 0; j < N; j ++) { 
index = i + j * N; 
c[index]=a[index] + b[index]; 
} 
} 
void mainO 
{ 
addMatrix(a, b, c, N); 
} 
Fig 3. CUDA Software 
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In CUDA, one writes a C function, called a 
kernel, to compute one element in the matrix, 
and invokes as many threads to run that 
function as the matrix has elements. In each 
thread the kernel runs with a predefined 
structurethreadldx indicating which of the 
many threads is running: 
// add 2 matrices on the GPU (simplified) 
_global_ void addMatrix(float *a,float 
*b, 
float * c, int N) 
{ 
int i= threadldx.x; 
int j= threadldx.y; 
int index= i + j * N; 
c[index]= a[index] + b[index]; 
} 
void mainO 
{ 
// run addMatrix in 1 block of NxN 
threads: 
dim3 blocksize(N, N), 
addMatrix<<<l, blocksize>>>(a, b, c, N); 
} 
Here the _global_ declaration specifier 
indicates a kernel function that will run on 
the GPU, and the <<<N, N>>> syntax 
indicates that the addMatrixO function will 
be invoked across a group of threads run in 
parallel, called a thread block. Thread 
blocks may be one-, two-, or 
three-dimensional, providing a natural way 
to invoke computation across the elements 
in a domain such as a vector, matrix, or field. 
CUD A makes three key refinements to the 
core concept of running kernel functions 
across many parallel threads: hierarchical 
thread blocks, shared memory, and barrier 
synchronization. 
Fig.4 Compiling Process 
2.1. Hierarchical thread blocks 
Thread blocks may contain up to 512 
threads on an NVIDIA Tesla architecture 
GPU, but kernels are invoked on a grid 
consisting of many thread blocks that are 
scheduled independently. All the threads in 
all the blocks in a grid execute the kernel 
and then exit. Thus the CUDA code given 
above needs to be extended slightly: 
// add 2 matrices on the GPU (scalable) 
_global_ ~oid addMatrix(float *a,float 
*b, 
float * c, int N) 
{ 
int 
i=blockldx.x*blockDim.x+threadldx.x; 
int 
j=blockldx.y*blockDim.y+threadldx.y; 
int index = i + j * N; 
if ( i < N && j < N) 
c[index]= a[index] + b[index]; 
} 
The most important and widely used 
numerical algorithms, computational physics 
and general signal processing, CUD A has 
offer package CUFFT, shown in fig.4. This 
Package fine tune the algorithm for the GPU 
memory structure, in order to minimize data 
accesses. 
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Fig.4 CUFFT Libraries 
2.2. Shared memory 
In our simple matrix addition example,· 
threads can efficiently run independently: no 
thread needs to know the elements being 
accessed by other threads. Often however 
many threads can solve a problem more 
efficiently by cooperating, sharing the 
results of computations or memory fetches. 
CUDA enables this cooperation by 
providing shared memory where kernels can 
store data - e.g. variables or arrays - that are 
visible to all threads in a thread block. For 
example, the threads in a block could 
compute the sum of the elements in an array 
by each placing one element into an array in 
shared memory, then adding the element 
next to it, then the element located four 
array slots away, then eight, and so on. All 
the other threads in the block are doing the 
same thing in parallel - they are cooperating 
by computing partial sums through shared 
memory. Shared memory is on chip and thus 
small (16K on NVIDIA's current GPUs) but 
extremely fast, so exploiting shared memory 
makes this summing operation dramatically 
faster. 
3. Summary & Future Work 
~VIDIA GPUs provide massive 
computation resources, with up to hundreds 
of cores running thousands of· threads. 
CUDA makes that raw computational power 
accessible and easy to program by allowing 
the user to write natural C code which is 
then run by thousands or millions of threads. 
Threads are organized in a two-level 
hierarchy of blocks and grids. Threads run in 
parallel with other threads in their thread 
block and can intercommunicate via shared 
memory, with simple barriers to synchronize. 
Researchers around the world and across all 
scientific and engineering disciplines are 
successfully using CUDA and NVIDIA 
GPU s to speed their codes up by one to two 
orders of magnitude. We have attempted to 
motivate the use of GPU computing in 
image processing and provide a brief 
overview of the "feel" of CUDA 
programming. In this future, the advantage 
of CUDA will be fully implemented by 
applying the technique to remote sensing 
fields where huge volume of image data are 
generated and consequently, near real-time 
or very fast analysis is indispensable. 
Because the Center for Environmental 
Remote Sensing (CEReS) is accumulating a 
variety of satellite datasets, there are many 
potential application of the CUDA 
methodology. 
REFERENCES 
[1] See http://gpgpu.org. 
[2] NVIDIA Corporation, 
Programming Guide 
http:/ /www.nvidia.com,2007. 
·CUDA 
1.0, 
[3]Michael Boyer, Kevin Skadron, Westley 
Weimer. "Automated Dynamic Analysis of 
CUDA Programs", STMCS 2008, Boston, 
Massachusetts, Apr 06, 2008. 
[4] Zhiyi Yang, Yating Zhu, Yong Pu,. 
"Parallel Image Processing Based on 
CUDA", International Conference on 
Computer Science and Software 
Engineering, 2008. 
[5] Yong Kiat Alln Tan, Wee Juan Tan, 
Leong Keong, " Fast Colour Balance 
Adjustment of IKON OS · Imagery Using 
CUDA", IEEE Journal, 2008. 
[6] C. Clemente, M. Bisceglie, M. Santo, N. 
Ranaldo, M. Spinelli, "Processing ofSAR 
Data with GPGPU", NVIDIA 2009. 
- 100 -
[7] F. Xu and K. Mueller. "Real-Time 3D 
Computed Tomographic Reconstruction 
Using Commodity Graphics Hardware," 
Physics in Medicine and Biology, vol. 52, 
pp. 3405-3419, 2007. [6] NVIDIA. 2007. 
CUDA Programming Guide 1.1; see 
http:!/ developer. download. nvidia. com/comp 
utelcuda/1 l/1VVIDIA 
CUDA _Programming_ Guide_ 1.1.pdf 
- 101 -
