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SOME EFFECTS OF PROPERTY Np ON THE HIGHER
NORMALITY AND DEFINING EQUATIONS OF NONLINEARLY
NORMAL VARIETIES
SIJONG KWAK⋆ AND EUISUNG PARK⋆⋆
Abstract. For a smooth projective variety X ⊂ Pr embedded by the complete
linear system, Property Np has been studied for a long time([5], [11], [12], [10]
etc). On the other hand, Castelnuovo-Mumford regularity conjecture and related
problems have been focused for a projective variety which is not necessarily lin-
early normal([2], [13], [15], [17], [20] etc). This paper aims to explain the influence
of Property Np on higher normality and defining equations of a smooth variety
embedded by sub-linear system. Also we prove a claim about Property Np of sur-
face scrolls which is a generalization of Green’s work in [11] about Property Np for
curves.
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1. Introduction
When a projective variety X is embedded in a projective space Pr, there are various
natural interesting questions regarding the syzygy modules of the saturated ideal IX
and the finitely generated graded module ⊕ℓ∈ZH
0(X,OX(ℓ)). For a linearly normal
variety X ⊂ Pr, finding conditions to guarantee that X →֒ PH0(X,L) is projec-
tively normal or cut out by quadrics has expanded to the condition for numerical
type of higher syzygies of the homogeneous coordinate ring S(X), i.e. Property
Np (Castelnuovo[6], Mumford[19], Green[11], Ein-Lazarsfeld[10], etc). On the other
hand, for a projective variety X ⊂ Pr which is not necessarily linearly normal, the
classical problem of finding upper bound of n satisfying
(1) Hypersurfaces of degree n cut out a complete linear system on X .
(2) X is cut out in Pr by hypersurfaces of degree n, and the homogeneous ideal
of X is generated in degrees ≥ n by its component of degree n.
⋆ Supported by grant No. R01-2002-000-00151-0 from the Research Program of Korea Science &
Engineering Foundation(KOSEF).
⋆⋆ Supported by Korea Research Foundation Grant (KRF-2002-070-C00003).
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has been reformulated as finding the upper bound of the regularity of the ideal
sheaf IX of X ⊂ P
r in terms of degree, codimension and other projective invariants
(Castelnuovo[6], Mumford[18], Eisenbud-Goto[9], etc).
For precise statements, we give notations and recall definitions. LetX be a complex
projective variety of dimension n and let L be a very ample line bundle onX . Consider
an embedding X ⊂ P(V ) where V ⊂ H0(X,L) is a subsystem of dimension r + 1.
We use the following usual notations:
• S = Sym•V : the homogeneous coordinate ring of P(V ) = Pr
• IX ⊂ S : the homogeneous ideal of X
• S(X) = S/IX : the homogeneous coordinate ring of X
• OPr ,OX : the structure sheaves of P
r and X , respectively
• IX ⊂ OPr : the sheaf of ideals of X
Now let us consider the minimal free resolution of S(X):
0→ Lr+1 → · · · → Li
ϕi
→ Li−1 → · · · → L1
ϕ1
→ L0
ϕ0
→ S(X)→ 0
where Li, as free graded S-module, can be written as
Li = ⊕jS
ki,j(−i− j).
Note that L0 = S and the image of ϕ1 is IX . First recall the definitions of Property
Np and Castelnuovo-Mumford regularity:
Definition 1.1. (1) For positive integer p ≥ 1, L is said to satisfy Property Np if for
V = H0(X,L), a linearly normal embedding X ⊂ P(V ) is projectively normal, i.e.,
S(X) = ⊕ℓ∈ZH
0(X,Lℓ), and
ki,j = 0 for all 0 ≤ i ≤ p and j ≥ 2.
(2) X ⊂ P(V ), is said to be m-regular if we have ki,j = 0 for all j ≥ m, that is, one
can find a basis of Li with elements of degree at most m+ i− 1.
Property Np means that the first (p + 1)-th modules of syzygies of S(X) are as
simple as possible or more precisely the resolution is linear until the p-th stage.
So, remark that L satisfies Property N0 if and only if L is normally generated(i.e.,
projectively normal), L satisfies Property N1 if and only if L satisfies Property N0
and the homogeneous ideal is generated by quadrics, L satisfies Property N2 if and
only if L satisfies Property N1 and the relations among the quadrics are generated
by the linear relations and so on.
For Castelnuovo-Mumford regularity, there is another definition using vanishing of
certain cohomology groups due to D. Mumford. In fact, as D. Mumford defined, X
is said to be m-regular if H i(Pr, IX(m− i)) = 0 for every i ≥ 1. Recall (Lecture 14,
[18]) that if X is m-regular, then X ⊂ Pr is k-normal for all k ≥ m− 1 and IX(m) is
globally generated. Later D. Eisenbud and S. Goto gave the definition of regularity
for graded S-modules as above and proved the equivalence of them [9].
Now we generalize Property Np to non-complete embedding. Let X be a complex
projective variety of dimension n and let L be a very ample line bundle on X . For
an isomorphic embedding
X →֒ P(V )
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where V ⊂ H0(X,L) a subsystem of codimension t, let S be the homogeneous coordi-
nate ring of P(V ). In order to adjust the Koszul cohomology methods to noncomplete
embeddings, let us consider the graded S-module E = ⊕ℓ∈ZH
0(X,Lℓ). We consider
the situations in which the first few modules of syzygies of E are as simple as possible:
Definition 1.2. Assume that E has a minimal free resolution of the form
· · ·
ϕi+1
→ ⊕jS
ki,j(−i− j)
ϕi
→ · · ·
ϕ1
→ ⊕jS
k0,j (−j)
ϕ0
→ E → 0.
For an integer p ≥ 0, the embedding X →֒ P(V ) is said to satisfy NSp property if
ki,j = 0 for 0 ≤ i ≤ p and j ≥ 2.
Property NSp means that E admits a minimal free resolution of the form
· · · → Smp(−p− 1)→ · · · → Sm2(−3)→ Sm1(−2)→ S ⊕ St(−1)→ E → 0.
See also the following table of Betti numbers:
k0,0 = 1 k0,1 ki,j = 0
k1,1 for all
ki,j = 0 ki,0 = 0
... 0 ≤ i ≤ p
for all j ≤ −1 for all i ≥ 1 kp,1 and j ≥ 2
...
...
Table 1. Betti numbers when Property NSp holds.
Here k0,1 = t and hence for linearly normal embedding, Property N
S
p is equal to
Property Np. This paper is intended to investigate the following three problems:
(1) the influence of Property Np on higher syzygies ofX embedded by subsystems(
i.e., Property NSq for q ≤ p− 1)
(2) the influence of Property NS1 on higher normality and defining equations
(3) Property Np for surface scrolls (which is a generalization of Green’s “2g+1+p”
theorem for curves)
Precisely, we give answers for these problems in Theorem 1.1, Theorem 1.2 and The-
orem 1.3, respectively.
Theorem 1.1. Let X be a smooth complex projective variety and let L ∈ PicX
be a very ample line bundle. For an embedding X →֒ P(V ) given by a subsystem
V ⊂ H0(X,L) of codimension t, if it satisfies Property NS1 , then X →֒ P(V ) is
(1) k-normal for all k ≥ t+ 1,
(2) max{m+ 1, t+ 2}-regular and,
(3) cut out by hypersurfaces of degree t + 2, and the homogeneous ideal of X is
generated in degrees ≥ t + 2 by its component of degree t+ 2
where m is the regularity of OX with respect to L.
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Theorem 1.2. Let X be a smooth complex projective variety and let L ∈ PicX be a
very ample line bundle such that
H1(X,Lj) = 0 for all j ≥ 2.
If L satisfies Property Np, then for every embedding X →֒ P(V ) given by a subsystem
V ⊂ H0(X,L) of codimension 0 ≤ t ≤ p, Property NSp−t holds. In particular, for
0 ≤ t ≤ p− 1, X →֒ P(V ) is
(1) k-normal for all k ≥ t+ 1,
(2) max{m+ 1, t+ 2}-regular and,
(3) cut out by hypersurfaces of degree t + 2, and the homogeneous ideal of X →֒
P(V ) is generated in degrees ≥ t + 2 by its component of degree t+ 2
where m is the regularity of OX with respect to L.
In brief, our main Theorems 1.1 and 1.2 imply that Property Np for some p ≥ 1
guarantees a good behavior of higher normality, Castelnuovo-Mumford regularity and
optimal upper bound of the degree of polynomials generating IX for an embedding
by the subsystem of codimension less than p. Furthermore we can apply our main
theorems to almost all known smooth projective varieties with Property Np because
the cohomological condition in Theorem 1.2 (H1(X,Lℓ) = 0 for ℓ ≥ 2) is satisfied for
all those cases (For details, see §5). We also remark that Theorem 1.2 can be applied
to almost all special curves since we do not assume H1(X,L) = 0.
To get the upper bound of degree of minimal generators for the homogeneous ideal,
it has been canonical to investigate Castelnuovo-Mumford regularity of the ideal sheaf.
Along this point of view, Theorem 1.1 implies surprisingly that the degree bound can
be much smaller than the optimal regularity bound. In particular, this degree bound
is also optimal since there exists (t + 2)-secant line to X obtained from linear pro-
jections with special centers. Also the bound of higher normality and regularity can
not be refined since in the case of ruled scrolls over curves, the higher normality is
equivalent to regularity. In general, regularity or normality is worse as t is getting
larger which is geometrically related to the existence of a higher multisecant line.
Remark that X fails to be k-regular if it admits (k + 1) secant line.
Remark 1. In [4], Christina Birkenhake generalize Property Np in a different way.
Let L be a very ample line bundle on a smooth projective varietyX and V ⊂ H0(X,L)
a subsystem defining an embedding X →֒ P(V ). For the homogeneous coordinate ring
S = Sym•V of P(V ), define the graded S-module
R := k ⊕ V ⊕H0(X,L2)⊕H0(X,L3)⊕ · · · .
Then X →֒ P(V ) is said to satisfy Property N˜p if the minimal free resolution of R is
linear until the p-th stage. That is, R admits a minimal free resolution of the form
· · · → Smp(−p− 1)→ · · · → Sm2(−3)→ Sm1(−2)→ S → R→ 0.
Therefore Property N˜0 holds if and only if k-normality holds for all k ≥ 2, Property
N˜1 holds if and only if Property N˜0 holds and the homogenous ideal is generated by
quadrics, Property N˜2 if and only if Property N˜1 holds and the relations among the
quadrics are generated by the linear relations and so on. Clearly S(X) ⊆ R ⊆ E and
in particular R = E if and only if V = H0(X,L). However, Koszul cohomological
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method developed in [11] does not work well in the case of Property N˜p as Alberto
Alzati and Francesco Russo mentioned in their paper [1]. To our knowledge, this is
because the graded module R is not saturated. Indeed, for a very ample line bundle
L such that H1(X,Lj) = 0 for all j ≥ 2 and Property N2 holds, every isomorphic
one point projection satisfies Property NS1 and k-normality for all k ≥ 2. But, there
exists one point projection admitting trisecant line in many cases and hence its image
cannot be cut out by quadrics ideal-theoretically, which also supports the argument
in [1, Example 4.4].
Remark 2. In [1], Alberto Alzati and Francesco Russo gave a necessary and sufficient
condition that the isomorphic projection of a k-normal variety to remain k-normal.
As an application, they also proved that if L satisfies Property N2, then every isomor-
phic one point projection satisfies k-normality for all k ≥ 2 (without the assumption
that H1(X,Lj) = 0 for all j ≥ 2). For details, see Theorem 3.2 and Corollary 3.3 in
[1].
In §4 we study higher syzygies of linear series on surface scrolls. Indeed we prove a
criterion for Property Np of surface scrolls and then apply Theorem 1.2 to investigate
the geometry of subsystems of very ample line bundles giving scroll embedding. We
will follow the notation and terminology of R. Hartshorne’s book [14], V §2. Let C
be a smooth projective curve of genus g and let E be a vector bundle of rank 2 on C
which is normalized, i.e., H0(C,E) 6= 0 while H0(C,E⊗OC(D)) = 0 for every divisor
D of negative degree. We set
e = ∧2E and e = −deg(e).
Let X = PC(E) be the associated ruled surface with projection morphism π : X → C.
We fix a minimal section C0 such that OX(C0) = OPC(E)(1). For b ∈ PicC, bf denote
the pullback of b by π. Thus any element of PicX can be written aC0 + bf with
a ∈ Z and b ∈ PicC and any element of NumX can be written aC0+ bf with a, b ∈ Z
and scroll means that a = 1. Precisely our result is the following:
Theorem 1.3. Let L = C0 + bf ∈ Pic(X) be a line bundle in the numerical class of
C0 + bf such that
b = max{3g, 3g + e}+ p for some p ≥ 0.
Then L has Property Np.
It is easily checked that OX is 2-regular with respect to L. So by applying Theorem
1.2 to this result, we obtain the following:
Corollary 1.4. Under the same situation as in Theorem 1.3, consider the embedding
X →֒ P(V ) given by a subsystem V ⊂ H0(X,L) of codimension t. If 0 ≤ t ≤ p− 1,
then X →֒ P(V ) is
{
k-normal for all k ≥ t+ 1 and,
max{3, t+ 2}-regular.
In particular, X →֒ P(V ) is cut out by hypersurfaces of degree t + 2, and the ho-
mogeneous ideal of X is generated in degrees ≥ t + 2 by its component of degree
t+ 2.
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The organization of this paper is as follows. In §3, we investigate the geometric
meaning of syzygies of the module E. Precisely we prove Theorem 1.1 and Theorem
1.2. In §4, we give a concrete statement and proof of Property Np for surface scrolls.
§5 is devoted to apply Theorem 1.1 and Theorem 1.2. In particular we reprove some
old results about regularity and Property Np.
2. Notations and Conventions
Throughout this paper the following is assumed.
(1) All varieties are defined over the complex number field C.
(2) For a finite dimensional C-vector space V , P(V ) is the projective space of one-
dimensional quotients of V .
(3) When a variety X is embedded in a projective space, we always assume that
it is non-degenerate, i.e. it does not lie in any hyperplane.
(4) When a projective variety X is embedded in a projective space Pr by a very
ample line bundle L ∈ PicX , we may write OX(1) instead of L so long as no confu-
sion arise.
(5) For arbitrary nonzero coherent sheaf F on Pr, Reg(F) is defined to be
min{m|H i(Pr,F(m− i)) = 0 for all i ≥ 1}.
Also it is well known that for an exact sequence 0→ E→ F → G→ 0,
(i) Reg(G) ≥ max{Reg(E)− 1,Reg(F)} and
(ii) Reg(E) ≥ max{Reg(F),Reg(G) + 1} provided that H1(Pr,E(j)) = 0 for all
j ∈ Z.
This will be freely used without explicit mention.
3. Regularity Criterion and Effects of Property Np
We begin with proving Theorem 1.1.
Proof of Theorem 1.1 Let S be the homogeneous coordinate ring of P(V ). Since
X →֒ P(V ) satisfies Property NS1 , the graded S-module E admits a minimal graded
free resolution with the following numerical type in the first two terms:
· · · → Sn1(−2)→ S ⊕ St(−1)→ E → 0.
Then we can prove our Theorem by using the surprising technique used in [13]. From
the above resolution, OX admits a resolution as follows:
· · · → On1
Pr
(−2)
v
→ OPr ⊕ O
t
Pr
(−1)→ OX → 0.
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As the proof of (Theorem 2.1, [13]), we have the following commutative diagram with
exact rows and columns:
0 0
↓ ↓
0 OPr →OX→ 0
↓ ↓ ‖
0→K→On1
Pr
(−2)
v
→OPr ⊕ O
t
Pr
(−1)→OX→ 0
↓ ‖ ↓ ↓
0→N→On1
Pr
(−2)
u
→ Ot
Pr
(−1) → 0
↓
0
where K and N are kernels of v and u, respectively. Now let L be the kernel of
OPr ⊕ O
n0
Pr
(−1)→ OX → 0.
Then we can separate the above diagram as follows:
0 0
↓ ↓
0→ IX → OPr →OX→ 0
↓ ↓ ‖
0→ L →OPr ⊕ O
t
Pr
(−1)→OX→ 0
↓ ↓
Ot
Pr
(−1)= Ot
Pr
(−1)
↓ ↓
0 0
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0
↓
0 IX
↓ ↓
0→K→On1
Pr
(−2)→ L → 0
↓ ‖ ↓
0→N→On1
Pr
(−2)→Ot
Pr
(−1)→ 0
↓
IX
↓
0
Each diagram is directly obtained by Snake Lemma. We observe the following facts :
(1) H1(Pr, K(n)) = H1(Pr, L(n)) = 0 for all n ∈ Z by the minimality of the
resolution.
(2) H2(Pr, K(n)) = 0 for all n ∈ Z by the exact sequence
0→ K → On1
Pr
(−2)→ L→ 0.
(3) N is (t+ 2)-regular by the following Lemma 3.1.
Now consider 0→ K → N → IX → 0. In the exact sequence
H1(Pr, N(t + j))→ H1(Pr, IX(t + j))→ H
2(Pr, K(t+ j)),
H1(Pr, N(t+ j)) = 0 for all j ≥ 1 and H2(Pr, K(t+ j)) = 0 for all j ∈ Z by the above
observation. Therefore H1(Pr, IX(t + j)) = 0 for all j ≥ 1.
For the regularity, the third condition implies that L is (m + 1)-regular and K is
(m + 2)-regular since their first cohomology groups vanish always. So by the exact
sequence 0→ K → N → IX → 0, we obtain that IX is max{m+ 1, t+ 2}-regular.
For the third statement, consider the following commutative diagram:
H0(Pr, N(t + 2))⊗H0(Pr,OPr(k))
α
→H0(Pr, N(t + 2 + k))→ 0
γ ↓ ↓ δ
H0(Pr, IX(t+ 2))⊗H
0(Pr,OPr(k))
β
→H0(Pr, IX(t + 2 + k))
↓ ↓
H1(Pr, K(t+ 2))⊗H0(Pr,OPr(k)) H
1(Pr, K(t + 2 + k))
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Since N is (t+2)-regular, α is surjective for all k ≥ 0. Since H1(Pr, K(n)) = 0 for all
n ∈ Z, γ and δ are surjective. Therefore β is surjective for all k ≥ 0 which completes
the proof. 
Lemma 3.1. Let E = Oe
Pr
(−2)
u
→ F = Of
Pr
(−1) be a generically surjective homomor-
phism such that Supp(Coker(u)) is a finite set. Then
Reg(Ker(u)) ≤ f + 2.
Proof. This can be proved by the Eagon-Northcott complex and diagram chasing.
For details, see (Lemma 5, [20]). 
From now on, we proceed to prove Theorem 1.2. Let X be a smooth complex
projective variety of dimension n and let L ∈ PicX be a very ample line bundle such
that
H1(X,Lj) = 0 for all j ≥ 2.
First we give a criterion for Property NSp .
Lemma 3.2. Under the hypothesis just stated, let X →֒ P(V ) be an isomorphic
embedding where V ⊂ H0(X,L) and consider the canonical exact sequence
0→MV → V ⊗ OX → L→ 0.
For p ≥ 0, the embedding X →֒ P(V ) satisfies Property NSp if and only if for 0 ≤ i ≤ p
(1) ∧i+1V ⊗H0(X,L)→ H0(X,∧iMV ⊗ L
2) is surjective and
(2) H1(X,∧i+1MV ⊗ L
j) = 0 for all j ≥ 2.
Proof. This can be proved using canonical method computing Betti numbers. Indeed
assume that E has a minimal free resolution of the form
· · ·
ϕi+1
→ ⊕jS
ki,j(−i− j)
ϕi
→ · · ·
ϕ1
→ ⊕jS
k0,j (−j)
ϕ0
→ E → 0.
As explained in [8] or [11], ki,j = dimkCoker(αi,j) where αi,j is the map contained in
the exact sequence
∧i+1V ⊗H0(X,Lj−1)
αi,j
−→ H0(X,∧iMV ⊗ L
j)
→H1(X,∧i+1MV ⊗ L
j−1) → ∧i+1V ⊗H1(X,Lj−1).
Therefore (1) is equivalent to the fact that ki,2 = 0 for 0 ≤ i ≤ p. Also for j ≥ 2,
ki,j = h
1(X,∧i+1MV ⊗ L
j−1)
since H1(X,Lj−1) = 0 by assumption. So (2) is equivalent to the fact that ki,j = 0
for 0 ≤ i ≤ p and j ≥ 2. 
Proposition 3.3. Let X ⊂ P(V ) be a complex projective variety and let L be
a very ample line bundle on X. Consider subspaces W ⊂ V ⊂ H0(X,L) such
that codim(W,V ) = 1 and X → P(W ) is an isomorphic embedding. Assume that
H1(X,Lj) = 0 for all j ≥ 2. If X ⊂ P(V ) satisfies Property NSp for some p ≥ 1, then
X ⊂ P(W ) satisfies Property NSp−1.
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Proof. Consider the following commutative diagram:
0 0
↓ ↓
0→MW→W ⊗ OX→L→ 0
↓ ↓ ‖
0→MV →V ⊗ OX→L→ 0
↓ ↓
OX = OX
↓ ↓
0 0
where MW and MV are kernels of the above evaluation maps. Since X ⊂ P(V )
satisfies Property NSp , for 0 ≤ i ≤ p
(1) ∧i+1V ⊗H0(X,L)→ H0(X,∧iMV ⊗ L
2) is surjective and
(2) H1(X,∧i+1MV ⊗ L
j) = 0 for all j ≥ 2.
by Lemma 3.2. Also what we must show is that for 0 ≤ i ≤ p− 1,
(∗) =
{
∧i+1W ⊗H0(X,L)→ H0(X,∧iMW ⊗ L
2) and
H1(X,∧i+1MW ⊗ L
j) = 0 for all j ≥ 2.
Now consider the following commutative diagram induced from the above one:
0 0 0
↓ ↓ ↓
0→ ∧i+1MW → ∧
i+1MV → ∧
iMW → 0
↓ ↓ ↓
0→∧i+1W ⊗ OX→∧
i+1V ⊗ OX→ ∧
iW ⊗ OX → 0
↓ ↓ ↓
0→ ∧iMW ⊗ L → ∧
iMV ⊗ L →∧
i−1MW ⊗ L→ 0
↓ ↓ ↓
0 0 0
This gives the following commutative diagram of cohomological groups:
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∧i+1V ⊗H0(X,Lj−1)
γi,j
→ ∧iW ⊗H0(X,Lj−1)
αi,j
y yβi,j
H0(X,∧iMV ⊗ L
j)
δi,j
→H0(X,∧i−1MW ⊗ L
j)→H1(X,∧iMW ⊗ L
j)
↓ ↓
H1(X,∧i+1MV ⊗ L
j−1) H1(X,∧iMW ⊗ L
j−1)
↓
∧iW ⊗H1(X,Lj−1)
Note that αi,j and γi,j are surjective for j ≥ 2 and 0 ≤ i ≤ p. So if δi,j is surjective
then so is βi,j. The trick is that in this range,
if H1(X,∧iMW ⊗ L
j) = 0, then H1(X,∧iMW ⊗ L
j−1) = 0
for all j ≥ 3. Let us remind that H1(X,Lℓ) = 0 for ℓ ≥ 2. This guarantees that
H1(X,∧iMW ⊗ L
j) = 0 for all j ≥ 2 and 0 ≤ i ≤ p
because H1(X,∧iMW ⊗ L
j) = 0 for sufficiently large j. That is, βi,j is surjective
for all j ≥ 3 and 0 ≤ i ≤ p − 1. Finally αi,2 is surjective by assumption and δi,2
is surjective since it is proved that H1(X,∧iMW ⊗ L
2) = 0. So βi,2 is surjective for
0 ≤ i ≤ p− 1 which completes the proof. 
Proof of Theorem 1.2. For a given V ⊂ H0(X,L), fix a filtration
V = Vt ⊂ Vt−1 ⊂ · · · ⊂ V0 = H
0(X,L)
by subspaces each having codimension one in the next. Then the first statement is
proved by applying Proposition 3.3 repeatedly. Also the second statement is induced
directly by Theorem 1.1. 
4. Higher Syzygies of Surface Scrolls over a Curve
In this section we investigate Property Np of surface scrolls over a curve and generalize
Green’s result about Property Np for curves. For the convenience of the reader, we
recall notations in §1:
• C : smooth curve of genus g
• E : normalized vector bundle of rank 2 over C
• e = ∧2E and e = −deg(e)
• X = PC(E) : the associated ruled surface with the projection map π : X → C
• C0 : a minimal section such that OX(C0) = OPC(E)(1)
Throughout this section we consider line bundles of the form
L = H + π∗B with deg(B) ≥ max{3g, 3g + e}+ 1.
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Note that this line bundle is very ample(Ex.5.2.11, [14]) and satisfies H1(X,Lj) = 0
for all j ≥ 1. Consider the short exact sequence
0→ML → H
0(X,L)⊗ OX → L→ 0.
Remark that (X,L) satisfies Property Np if and only if H
1(X,∧p+1ML⊗L) = 0 [12].
Proof of Theorem 1.3. Let h0(X,L) = r + 1. For a smooth hyperplane section
C1(∼= C) ∈ H
0(X,L), L|C1 = OC(2b+ e) and hence we have
0→MC → O
r
C → OC(2b+ e)→ 0.
If we pull back this sequence by π, we have the following commutative diagram
0
↓
0 −C0 + (b + e)f
↓ ↓
0→ π∗MC →O
r
X→ (2b+ e)f → 0
↓ ‖ ↓
0→ ML →O
r
X→ OC(2b+ e) → 0
↓ ↓
−C0 + (b+ e)f 0
↓
0
by Snake Lemma where the second row is induced by the following Lemma 4.1. From
0→ π∗MC →ML → OX(−C0 + (b + e)f)→ 0,
we have
0→ ∧p+1π∗MC → ∧
p+1M→ ∧pπ∗MC ⊗ OX(−C0 + (b + e)f)→ 0.
and hence it is enough to check that
H1(X,∧p+1π∗MC ⊗ L) = H
1(X,∧pπ∗MC ⊗ (2b+ e)f) = 0.
or equivalently
H1(C,∧p+1MC ⊗ E⊗ b) = H
1(C,∧pMC ⊗ (2b+ e) = 0.
Note that by using the short exact sequence 0 → OC → E → e → 0 correspond-
ing to C0, the first one is guaranteed if we show H
1(C,∧p+1MC ⊗ B) = 0 and
H1(C,∧p+1MC ⊗ e ⊗ B) = 0. To prove the desired vanishing we use the filtra-
tion of MC . As [20, Lemma 6], for generic x0, · · · , xr−2 ∈ C1 ∼= C, MC admits a
filtration by vector bundles
0 = F0 ⊂ F1 ⊂ · · · ⊂ Fr−1 = MC
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such that
Fr−j−1/Fr−j−2 ∼= OC(−Bj) (j = 0, · · · , r − 2)
for effective divisors Bj on C whose support Supp(Bj) contains xj . Note that
B0 + · · ·+Br−2 = 2b+ e and so deg(B0) + · · ·+ deg(Br−2) = 2b− e.
Therefore it suffices to show that for every distinct 0 ≤ i1, · · · , ip+1 ≤ r − 2,{
H1(C,OC(−Bi1 − · · · −Bip+1 + b)) = 0
H1(C,OC(−Bi1 − · · · −Bip+1 + b+ e)) = 0
or equivalently, for every distinct 0 ≤ j1, · · · , jr−2−p ≤ r − 2,{
H1(C,OC(Bj1 + · · ·+Bjr−2−p − b− e)) = 0
H1(C,OC(Bj1 + · · ·+Bjr−2−p − b)) = 0.
By Serre duality, we show
{
H0(C,OC(b+ e+KC − Bj1 − · · · − Bjr−2−p)) = 0
H0(C,OC(b+KC − Bj1 − · · · − Bjr−2−p)) = 0.
Since Bi is effective divisor containing xi, it is enough to prove{
H0(C,OC(b + e+KC − xj1 − · · · − xjr−2−p)) = 0
H0(C,OC(b +KC − xj1 − · · · − xjr−2−p)) = 0.
This is true for generic x0, · · · , xr−2 since{
h0(C,OC(b+ e+KC)) = b− e+ g − 1 ≤ r − 2− p = 2b− e− 2g − p− 1
h0(C,OC(b+KC)) = b+ g − 1 ≤ r − 2− p = 2b− e− 2g − p− 1
which is equivalent to our assumption
b ≥ max{3g, 3g + e}+ p (p ≥ 0).

Lemma 4.1. Let Z be a projective variety embedded in Pr and let M = ΩPr(1)|Z.
Then for a hyperplane H of Pr, there is the following exact sequence:
0→ M→ OrZ → OZ∩H(1)→ 0
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Proof. Let us consider the follow commutative diagram:
0 0
↓ ↓
OZ = OZ
↓ ↓
0→M→Or+1Z → OZ(1) → 0
↓ ↓ ↓
0→F→ OrZ →OZ∩H(1)→ 0
↓ ↓
0 0
where F is just the kernel of OrZ → OZ∩H(1). By Snake lemma, F
∼= M. 
5. Applications and Examples
5.1. Applications. Now we apply Theorem 1.2. First let us recall the following
works of Green[11], Butler[5] and Ein-Lazarsfeld[10] about Property Np:
• (Green[11]) Let X be a smooth projective curve of genus g and let L be a line
bundle on X of degree d. If d ≥ 2g + 1 + p for p ≥ 0, (X,L) satisfies Np.
• (Butler,[5]) Let C be a smooth projective curve of genus g. For a vector
bundle E of rank n over C, let X = P(E) be the associated ruled variety with
tautological line bundle H and projection map π : X → C. For a line bundle
L = aH+π∗B onX with a ≥ 1 and B ∈ PicC, assume that µ−(π∗L) ≥ 2g+2p
for some 1 ≤ p ≤ a. Then (X,L) satisfies Np.
• (Ein-Lazarsfeld,[10]) Let X be a smooth complex projective variety of dimen-
sion n with the canonical sheaf KX . For A,B ∈ PicX , assume that A is very
ample and B is numerically effective. Then for p ≥ 0
KX + (n + p)A+B satisfies Property Np
except the case (X,A,B) = (Pn,OPn(1),OPn) and p = 0.
Note that in these results the line bundle L satisfies H i(X,OX(j)) = 0 for all i, j ≥ 1.
Therefore Theorem 1.2 can be applied to these results. Recently, A. Noma obtained
a very sharp regularity bound for curves:
(∗) (Noma,[20]) Let X ⊂ Pr(r ≥ 3) be an integral projective curve of degree
d and arithmetic genus ρa. Let l ≤ min{r − 2, ρa} be a nonnegative integer.
Then X is (d−r+2−l)-regular and d ≥ r+l+1 unless X is a curve embedded
by a complete linear system of degree d ≥ 2ρa + 2 and l = ρa.
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From this result, when d = 2g + 1 + p for some p ≥ 1 and X ⊂ Pr by a subsystem
of codimension t ≥ p − 1, then X is (t + 2)-regular and hence (t + 1)-normal since
we can take l = g and in this case d − r + 2 − g = t + 2. This is the same as infor-
mation obtained by applying Theorem 1.1 and Theorem 1.2 to Green’s “2g + 1 + p”
theorem[11]. In fact, since
(∗∗) (Green-Lazarsfeld,[12]) Let L be a line bundle of degree 2g + p (p ≥ 1)
on a smooth projective curve X of genus g, defining an embedding X →֒
P(H0(X,L)) = Pg+p. Then L fails to satisfy Np if and only if either
(i) X is hyperelliptic;
or
(ii) X →֒ Pg+p has a (p+ 2)-secant p-plane, i.e., H0(X,L⊗KX
∗) 6= 0.
is known, Theorem 1.2 refines Noma’s bound a little. We remark that in the above
fact, our result give a new proof of the relevant part:
Theorem 5.1. Let C be a smooth curve of genus g ≥ 2, and let L ∈ PicC be a line
bundle of degree d = 2g + p. If C →֒ Pg+p has a (p + 2)-secant p-plane, then it does
not satisfy Property Np.
Proof. We prove that there is a subsystem V ⊂ H0(X,L) such that (p + 2)-secant
p-plane gives a (p + 2)-secant line in the embedding C →֒ P(V ) = Pg+1 and hence
Theorem 1.2 says that Np does not hold. Indeed dimSecC = 3 and SecC ⊂ P
g+p is
nondegenerate. So we can take a center of dimension (p− 1) in the p-plane. 
In the same reason, Noma’s bound can be refined if the following conjecture intro-
duced by Green and Lazarsfeld [12] is solved:
(⋆) Let C be a smooth curve of genus g and let L be a very ample line bundle on
C with deg(L) ≥ 2g+1+ p− 2h1(C,L)−Cliff(C). Then L satisfies Property
Np unless C ⊂ P(H
0(C,L)) has a (p+ 2)-secant p-plane.
Finally in the case of rational normal scrolls including rational normal curves, Prop-
erty Np holds for all p ≥ 0 because these varieties are always 2-regular. In fact, the
following is known:
(∗ ∗ ∗) (Ottaviani-Paoletti, [21]) The only smooth varieties in Pr such that Property
Np holds for every p ≥ 0 are the quadrics, the rational normal scrolls and the
Veronese surface in P5.
Therefore Theorem 1.2 implies that Regularity Conjecture is true for smooth rational
scrolls:
Theorem 5.2. For a rational scroll X ⊂ Pr of dimension n and degree d,
reg(X) ≤ d− (r − n) + 1.
Proof. Let E = OP1(a1)⊕· · ·⊕OP1(an) be such that ai ≥ 1 and letX = PP1(E) with the
tautological line bundle L. Recall that the degree d of L is equal to a1+· · ·+an, OX is
16 S. KWAK AND E. PARK
3-regular, and h0(X,L) = a1+· · ·+an+n. WhenX ⊂ P
r by L, let t = h0(X,L)−r−1.
Then X satisfies max{3, t + 2}-regular. But t + 2 = d − (r − n) + 1. Also if t = 0,
then clearly X is 2-regular since the genus of P1 is 0. 
Remark that Bertin[3] proved Regularity Conjecture for smooth ruled scrolls over a
curve of arbitrary genus using different method.
5.2. Examples. Here we give concrete examples which say that the range of t can-
not be refined. As these examples show, we can also know that the failure of higher
order normality of noncomplete embedding gives some obstruction to Property Np
for linearly normal embedding.
Example 1. Let C be a smooth projective curve of genus 2 and B ∈ PicC a line
bundle of degree 6. Now consider C ⊂ P3 given by a subsystem of H0(C,B). Then
C does not satisfy 2-normality since h0(P3,OP3(2)) = 10 < h
0(C, 2B) = 11. So it
fails to be 3-regular. In fact it is exactly 4-regular by (Theorem 1, [20]). Note that B
satisfies Property N1 by [11] and fails to satisfy N2 by Theorem 1.2 or by [12] since
C is hyperelliptic.
Example 2. For C and B in Example 1, let E = OC(B) ⊕ OC(B) and X = PC(E)
with the tautological line bundle OX(1). Observe the followings:
(1) For the Segre embedding Y = P4 × P1 →֒ P9, choose P = (P1, P2), Q =
(Q1, Q2) ∈ Y such that Pi 6= Qi for i = 1, 2. Then PQ ∩ Y = {P,Q}.
(2) Since X ∼= C × P1, C
|B|
→ P4 gives X →֒ Y →֒ P9 which is just the embedding
by OX(1). In this case, Sec(X) 6= Y by (1). So we can choose a point
α ∈ Y − Sec(X). Let f : X → P8 be the linear projection from α.
Now we claim that f(X) ⊆ P8 fails to be 3-regular. Let ∆ ⊂ P9 be the fibre of
P4 × P1 → P1 containing α. Then f maps ∆ to a 3-dimensional linear subspace
Λ ⊂ P8. Let f(X ∩ ∆) be C1 ∼= C. Then we have the following commutative
diagram:
0 0 0
↓ ↓ ↓
0→IX ∩ IΛ→ IΛ →OX(−C1)→ 0
↓ ↓ ↓
0→ IX →OP8→ OX → 0
↓ ↓ ↓
0→ IC1 →OP3→ OC1 → 0
↓ ↓ ↓
0 0 0
where IX , IΛ and IC1 are the ideal sheaves of X,Λ ⊂ P
8 and C1 ⊂ Λ ∼= P
3, respec-
tively. Note that in general IX → IC1 is not surjective. But in our case, this is
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surjective since X is a product of other varieties and the embedding is just Segre
embedding. From this diagram, if h1(P8, IX(2)) = 0, then h
1(P3, IC1(2)) = 0 since
h2(Λ, IX∩IΛ(2)) = 0. But as explained in Example 1, C1 ⊂ P
3 can never be 2-normal.
Therefore h1(P8, IX(2)) 6= 0 and the regularity of X ⊆ P
8 is at least 4. Note that
since µ−(E) = 6, OX(1) has Property N1 by [5]. On the other hand Theorem 1.2
implies the failure of Property N2.
Example 3. It is well known and can be seen in [21] that
(P2,OP2(d)) has Property Np
{
for all p ≥ 0 when d = 2, and
if and only if p ≤ 3d− 3 when d ≥ 3.
In particular for (P2,OP2(3)), our results about Property N
S
p can be applied to every
subsystem giving embedding. For instance, subsystems of H0(P2,OP2(3)) can be un-
derstood as the following table. Note that this is optimal since there exists a center
such that P2 → P9−t has a (t+ 1)-secant line.
t Embedding Higher normality Regularity
0 P2 → P9 projectively normal 2-regular
1 P2 → P8 k-normal for all k ≥ 2 3-regular
2 P2 → P7 k-normal for all k ≥ 3 4-regular
3 P2 → P6 k-normal for all k ≥ 4 5-regular
4 P2 → P5 k-normal for all k ≥ 5 6-regular
Table 2. The case of (P2,OP2(3))
Remark 1. For a smooth projective variety X , assume that H i(X,Lj) = 0 for all
i, j ≥ 1 and H2(X,OX) = H
n(X,OX(2 − n)) = 0(e.g., X is a curve or a ruled scroll
over a curve etc). Then OX is 2-regular thanks to the Kodaira vanishing theorem.
Property Np for those varieties implies that X ⊂ P(Vt) is max{3, t + 2}-regular for
0 ≤ t ≤ p− 1.
Remark 2. It seems very interesting to find a range of t such that Property NS1 holds
since this guarantees that the regularity or higher order normality changes as expected
under linear projections without depending on the center. For ruled varieties, it looks
possible to investigate this kind of expected good behaviors by analyzing the vector
bundle MV [16]. This leads to the connection between geometry of higher secant
varieties and higher linear syzygies of a smooth projective variety in some sense.
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