Abstract-Suppose that an equilibrium is asymptotically stable when external inputs vanish. Then, every bounded trajectory which corresponds to a control which approaches zero and which lies in the domain of attraction of the unforced system, must also converge to the equilibrium. This "well-known" but hard-to-cite fact is proved and slightly generalized here.
I. INTRODUCTION
This note deals with finite-dimensional controlled systems of the general form _ x(t) = f (x(t); u(t)) (1) and stability properties of an equilibrium. Suppose that f (0; 0) = 0 and that the zero state is a globally asymptotically stable equilibrium for the "unforced" system _ x = f (x; 0). It is well-known that even small inputs u(1) may destabilize the system; in fact there are examples where u(t) ! 0 as t ! 1 but x(t) does not converge to zero (or even diverges to infinity).
On the other hand, if u(t) ! 0 then boundedness of the trajectory x(1) is enough to guarantee x(t) ! 0 as t ! 1. This is a "well-known" fact, and one proof was given in [1] . Unfortunately, [1] is not easily accessible. In addition, certain (not at all essential) assumptions were made, for simplicity of exposition, which render the result not immediately applicable in some contexts, such as those involving positivity constraints on inputs and states (as in biological and chemical applications). In this note, we basically repeat the proof from that reference, but adapt it to a more general situation, relaxing the global asymptotic stability assumption and allowing inputs to belong to more general spaces than those in [1] .
A. Systems, Notations, Statement of Result
We consider arbitrary finite-dimensional systems of the form (1) assumption that this stronger differentiability condition holds. However, the proof of the result to be quoted relies only upon a theorem given in an appendix to [2] which involves merely the local Lipschitz condition).
We will assume that two special elements x 2 and u 2 have been singled-out, so that
x is a steady-state when the input is constantly equal to u; that is, f ( x; u) = 0.
An input defined on I, where I is a subinterval of [0; 1), is a Lebesgue-measurable function u : I ! which is locally essentially bounded, in the sense that for each compact subset I0 of I there is some compact subset 0 such that u(t) 2 0 for almost all t 2 I 0 . Given any input u defined on an interval I containing 0, and any initial state , there is a unique maximal solution x(t) = '(t; ; u) of (1) with initial value x(0) = ; this solution is defined on some maximal interval [0; ;u ) of I.
When u(t) u, we write '(t; ; u) simply as '(t; ); this is the solution x(t) of the autonomous system _ x = f (x; u) with x(0) = . Note that '(t;
x) = x for all t 0. From now on, we will denote by single bars "j 1 j" the distances to the "origins"
x in or ). This is the result that we wish to prove.
Theorem 1: Suppose that
x is an asymptotically stable equilibrium of the autonomous system _ x = f (x; u), with domain of attraction O, and that K is a compact subset of O. Let x(1) be a K-recurrent solution of (1) defined on [0; 1), and suppose that u(t) ! u as t ! 1. Then, x(t) ! x as t ! 1.
Furthermore, the following stability property holds: for each " > 0,
there is some > 0 such that, whenever jj < and kuk < , the solution x(t) = '(t; ; u) exists for all t 0, and jx(t)j < " for all t 0.
Recall that the domain of attraction O of an asymptotically stable equilibrium x of the autonomous system _ x = f (x; u) is the set consisting of those initial conditions for which '(t; ) ! x as t ! 1; the set O is an open subset of .
We remark that a system which satisfies the aforementioned properties: stability and x(t) ! 0 whenever u(t) ! 0, is not necessarly an ISS [3] system. A counterexample is _ x = (01 + u)x with = and = [0; 1].
II. PROOFS
We collect first a number of statements, all of which are elementary consequences of continuity properties of solutions of differential equations. We assume given (1) c) jx(T ; ; u)j < ":
Proof: Given K, ", introduce V = the open ball of radius "=2 around x, T = T (K;") chosen as in Lemma II.2, and = 1 2 (K; T; "=2) where 1 2 is the function in Lemma II.1. Now, pick any 2 K and any kuk < . Inequality (3) says that dist('(t;; u); '(t; )) < "=2 for all t 2 [0;T], which gives in particular property (b). On the other hand, this inequality together with j'(T ; )j < "=2 (which holds because of the choice of T ) gives property c).
Next, we prove the stability part of Theorem 1.
Let " > 0 be given. We introduce 1 = minf1 1 ("=2);"g, K = the closed ball around x of radius 1=2, and T = T (K;1=2) and = 1 3 (K; 1 =2) as in Lemma II.3. We prove the stability property with this . On the other hand, the choice 1 1 1 ("=2) insures j'(t; )j < "=2 for all t, and in particular for t 2 [0;T],soK is included in the "=2-ball around x, so the triangle inequality applied to dist('(t;; u); K) < 1 2 Starting now from the state 0 , and using the restriction of the input u to [T;1), which also has uniform norm < , we conclude that j'(t; ; u)j < " for all t 2 [T;2T], and an induction argument proves that this holds for all t 0 as required for the stability proof.
To prove the first part of the theorem, we first show the following result.
Proposition II.4: For each compact K O and each " > 0 there exist T 0 0 and > 0 with the following properties: for every control u defined on [0; 1) such that kuk < and every 2 K, the solution x(t) = '(t; ; u) is defined for all t 0 and satisfies that jx(t)j " for all t T 0 .
Proof: Pick any compact K and " > 0. Let 1 > 0 be such that the stability statement holds, i.e., j'(t; ; u)j < " for all t 0 provided that jj < 1 and kuk < 1 . Pick T 0 = T (K; 1 ) and 2 = 13(K;1) as in Lemma II.3, and let = minf1;2g. Now take any u with kuk < and any x 2 K. By Lemma II.3, and using that kuk < 2 , the solution is defined on [0;T 0 ] and j 0 j < 1 , where 0 = '(T0; ; u). Since the restriction u 0 of u to [T0; 1) has norm < 1 , the stability statement applied to the initial state 0 and input u 0 insures that j'(t; ; u)j < " for all t T 0 . Finally, we prove the first part of the Theorem. Let K be so that x(t) = '(t; ; u) is K-recurrent and suppose that u(t) ! u as t ! 1. We must show that for each " > 0 there is some T > 0 such that jx(t)j < " for all t T . Pick T0 and as in Proposition II.4.
Since u(t) ! u, we may pick some T 1 such that kuk < for all t T1. By the K-recurrence property, we may pick T2 T1 such that 0 = '(T2; ; u)) 2 K. Starting from the initial state 0 and using the input u restricted to [T 2 ; 1), we are in the situation of Proposition II.4, and this insures that j'(t; ; u)j < " for all t T := T2 + T0.
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