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ABSTRACT
Disovering the 'Neural Code' from multi-neuronal spike trains is an impor-
tant task in neurosiene. For suh an analysis, it is important to unearth
interesting regularities in the spiking patterns. In this report, we present an ef-
ient method for automatially disovering synhrony, synre hains, and more
general sequenes of neuronal rings. We use the Frequent Episode Disovery
framework of Laxman, Sastry, and Unnikrishnan (2005), in whih the episodes
are represented and reognized using nite-state automata. Many aspets of
funtional onnetivity between neuronal populations an be inferred from the
episodes. We demonstrate these using simulated multi-neuronal data from a
Poisson model. We also present a method to assess the statistial signiane
of the disovered episodes. Sine the Temporal Data Mining (TDM) methods
used in this report an analyze data from hundreds and potentially thousands of
neurons, we argue that this framework is appropriate for disovering the `Neural
Code'.
1 INTRODUCTION
Analyzing spike trains from hundreds of neurons is an important and exiting
problem. By using experimental tehniques suh as Miro Eletrode Arrays or
imaging of neural urrents through voltage-sensitive dyes et., spike data an be
reorded simultaneously from many neurons [1, 2℄. Automatially disovering
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patterns (regularities) in these spike trains an lead to better understanding of
the funtional relationships within the system that produed the spikes. Suh
understanding of funtional relations embedded in spike trains lead to many
appliations, e.g., better brain-mahine interfaes. Suh an analysis an also
ultimately allow us to systematially answer the question, "is there a neural
ode?".
In this paper, we present some novel methods to analyze spike train data,
based on the method of frequent episode disovery in time-ordered event se-
quenes [3, 4, 5℄, whih is from the eld of temporal data mining. Temporal
data mining is onerned with analysis of large sequential data sets [6℄. Suh
data sets with temporal dependenies frequently our in many business, engi-
neering and sienti senarios. Frequent episode disovery, originally proposed
in [3℄, is one of the popular frameworks in temporal data mining. Here, the data
is viewed as a time-ordered sequene of events where eah event is harater-
ized by an event type and a time of ourrane. A few examples of suh data
are alarms in a teleommuniation network, fault logs of a manufaturing plant
et. The goal of the analysis is to unearth temporal patterns (alled episodes)
that our suiently often along that sequene. These disovered patterns are
alled frequent episodes. The multi-neuronal spike train data is also a sequential
or time-ordered data stream of events where eah event is a spike at a partiu-
lar time and the event type would be the neuron (or the eletrode in the miro
eletrode array) that generated the spike. Sine funtionally interonneted
neurons tend to re in ertain preise patterns, disovering frequent patterns
in suh temporal data an help understand the underlying neural iruitry. In
this paper, we argue that the frequent episodes framework is ideally suited for
suh analysis. There are eient algorithms for automatially deteting many
types of frequent episodes [3, 4℄. However, as we shall see, in analyzing neural
spiking data, one needs methods that an disover frequent episodes under dif-
ferent kinds of temporal onstraints. We explain some datamining algorithms
for frequent episode disovery under suh temporal onstraints [5℄. Through
extensive simulation studies using both syntheti and real neural data, we ar-
gue that the frequent episodes framework is ideally suited for this appliation.
We show that these datamining tehniques provide a very eient and general
purpose methodology for deteting many types of interesting patterns in spike
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data.
Most of the urrently available methods for analyzing spike train data rely on
quantities that an be omputed through ross orrelations among spike trains
(time shifted with respet to one another) to identify interesting patterns in
spiking ativity. There are methods to look for spei patterns and assess their
statistial signiane under a null hypothesis that dierent spike trains are iid
Bernoulli proesses [7, 8, 9℄. Most suh methods an not look for patterns that
involve more than 3 or 4 neurons due to the ubiquitous urse of dimensionality.
Looking for repeated ourrenes of patterns of ring involving many neurons
beomes infeasible due to the ombinatorial explosion of andidate patterns
that one should look for. The data mining approah takles this by adopting
the same basi idea as in the Apriori algorithm [10℄, rst proposed in the ontext
of disovering assoiation rules involving many items in a large data base. This
idea has been extended to sequential data streams and the frequent episode
disovery methods that we propose here are based on the same idea.
We show here that, by adopting suh a data mining method, we an e-
iently disover important regularities in the multi-neuronal spike sequenes.
We illustrate this using simulated as well as real spike sequenes. We use a
simulator where eah neuron is modelled as an inhomogeneous Poisson proess
whose ring rate is modied based on the input reeived from other neurons.
We also implement the refratory period by ltering out spikes (generated under
the Poisson proess) that are too lose to the previous spike, before they reah
any down-stream neuron. Using this simulator, we also show that we an assess
statistial signiane of the deteted patterns. (This is done using the same
idea as in the `jitter' method [11℄). In addition to the results on simulated spike
trains, we also show the eetiveness of our approah by analyzing some data
obtained through miro-eletrode array experiments.
Rest of the paper is organized as follows. Setion 2 presents a brief review
of analysis of multi-neuronal spike trains. In Setion 3 we briey explain our
method of frequent episode disovery and disuss how this method an be used
to infer interesting patterns in spike train data. The algorithms for disovering
frequent episodes under dierent temporal onstraints are explained in the next
two setions. We explain our simulation model and present the results obtained
in Setion 5. The paper is onluded with a disussion of the method and the
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many possibilities it oers, in Setion 6.
2 Multi-neuronal Data Analysis
Over the last ouple of deades, inreasingly better methods are beoming
available for simultaneously reording the ativities of hundreds of neurons
[7, 12, 13, 14, 15, 16, 1, 17, 2℄ and hene development of eient algorithms
to analyze multi-neuronal spike trains is beoming ritial. This eld has a long
history, beginning with the work of Gerstien and his ollegues [18℄ and a reent
review [19℄ summarizes three deades of development in this area.
Miroeletrode array (MEA) is a popular tehnology for simultaneously
reording the spike signals from many neurons and has now beome a standard
method used in experiments with neuronal ensembles. A typial MEA setup
onsists of 8 × 8 grid of 64 eletrodes with inter-eletrode spaing of about 25
mirons and an be mounted on a neural ulture or brain slie. Other tehnolo-
gies for reording from multiple neurons inlude imaging of neuronal urrents
using some speialized dyes. One popular method here is to image the Calium
urrents. These tehnologies now allow for gathering of vast amounts of data,
espeially in neuronal ultures, using whih one wishes to study onnetivity
patterns and miroiruits in neural systems [2, 1℄.
The availability of vast amounts suh data means that developing eient
methods to analyze neuronal spike trains is a hallenging task of immediate util-
ity in this area [19℄. A major goal of suh neural data analysis is to haraterize
how neurons that are part of an ensemble interat with eah other.
The patterns that one is interested in an be roughly grouped into what are
alled Synhrony, Order and Synre hains. Synhronous ring by a group of
neurons is interesting beause it an be an eient way to transmit information
[20℄. One an identify synhronous ring of neurons by analyzing ross orrela-
tion of spike trains [21, 22, 23℄. Ordered ring sequenes of neurons where times
between ring of suessive neurons are fairly onstant denote a hain of trigger-
ing events and unearthing suh relations between neurons an thus reveal some
miroiruits [24℄. Disovering temporally ordered ring sequenes is important
for understanding funtional onnetivity. If neuron A is funtionally onneted
to neuron B, it inuenes the ring of neuron B. If this is an exitatory onne-
tion (with or without a delay), then, if A res, B is likely to re soon after that.
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Hene, disovering the order of neuronal rings an help deipher the funtional
onnetivity. Memory traes are probably embedded in suh sequential ativa-
tions of neurons or neuronal groups. Signals of this form have reently been
found in groups of hippoampal neurons by Lee and Wilson [25℄. They used
speialized algorithms to serh for suh ordered rings by a group of neurons
(when these orders are known or suspeted) [8℄. There are also other algorithms
for deteting ordered ring sequenes with preise timing relationships [7, 9℄.
These methods are based on analyzing ross orrelation of spike trains where
one spike train is delayed with respet to the other. An ordered hain of rings
of neuronal groups (rather than single neurons) is sometimes alled a Synre
hain and is believed to be an important miroiruit [1℄. A synre hain an
be thought of as a ompound pattern involving both synhrony and order.
Disovering suh interesting patterns in spike trains amounts to unearhing
groups of neurons that re in some kind of oordinated fashion. As already men-
tioned, in most of the urrently available methods, the urse of dimensionality
fores the analysis to be onned to a few variables at a time. For the same
reason, it is often very diult to disover all patterns of a partiular kind.
Thus, many of the available algorithms are for ounting ourrenes of spei
list of paterns. In the next setion we explain the idea of frequent episodes and
show that this data mining viewpoint gives us a unied algorithmi sheme for
disovering many types of interesting patterns in spike train data.
3 Frequent Episode Disovery
Frequent episode disovery framework was proposed by Mannila et.al. [3℄ in the
ontext analyzing alarm sequenes in a ommuniation network. Laxman et.al.
[4℄ introdued the notion of non-overlapped ourrenes as episode frequeny
and proposed eient ounting algorithms. We rst give brief overview of this
framework.
In the frequent episodes framework, the data to be analyzed is a sequene of
events denoted by 〈(E1, t1), (E2, t2), . . .〉 where Ei represents an event type and
ti the time of ourrene of the i
th
event. Ei's are drawn from a nite set of
event types. The sequene is ordered with respet to time of ourrenes of the
events so that, ti ≤ ti+1, for all i = 1, 2, . . .. The following is an example event
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sequene ontaining 7 events with 5 event types.
〈(A, 1), (B, 3), (D, 4), (C, 6), (A, 12), (E, 14), (B, 15)〉 (1)
In multi-neuron data, a spike event has the label of the neuron (or the
eletrode number in ase of multi-eletrode array reordings) whih generated
the spike as its event type and has the assoiated time of ourrene. The
neurons in the ensemble under observation re ation potentials at dierent
times, that is, generate spike events. All these spike events are strung together,
in time order, to give a single long data sequene as needed for frequent episode
disovery.
The general temporal patterns that we wish to disover in this framework
are alled episodes. In this paper we shall deal with two types of episodes: Serial
and Parallel.
Formally, an episode α is a triple (Vα,≤α, gα), where Vα is a set of nodes,
≤α is a partial order on Vα, and gα : Vα → ζ (the set of event types), is a
mapping assoiating eah node with an event type. For an episode to our in
a data stream, the events in gα(Vα) have to our in the order desribed by ≤α.
The size of α, denoted as |α|, is |Vα| (i.e. the number of nodes in Vα). Episode
α is a parallel episode if the partial order ≤α is a null set. It is a serial episode
if the relation ≤α is a total order. A partial order whih is neither a total order
nor a null set orresponds to the most general lass of episodes. Suh episodes
an be desribed by direted ayli graphs.
A serial episode is an ordered tuple of event types. For example, (A→ B →
C) is a 3-node serial episode. The arrows in this notation indiate the order of
the event types. Suh an episode is said to our in an event sequene if there
are orresponding events in the presribed order. In sequene (1), the events
(A, 1), (B, 3), (C, 6) onstitute an ourrene of the above episode. In ontrast a
parallel episode is similar to an unordered set of items. It does not require any
spei ordering of the events. We denote a 3-node parallel episode with event
types A, B and C, as (ABC). An ourrene of (ABC) an have the events in
any order in the sequene.
We note here that ourrene of an episode (of either type) does not require
the assoiated event types to our onseutively; there an be other intervening
events between them. In the multi-neuronal data, if neuron A makes neuron
B to re, then, we expet to see B following A often. However, in dierent
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ourrenes of suh a substring, there may be dierent number of other spikes
between A and B beause many other neurons may also be spiking simultane-
ously. Thus, the episode struture allows us to unearth patterns in the presene
of suh noise in spike data.
Subepisode: An episode β is a sub-episode of episode α if all event types of β
are in α and if partial order among the event types of β is same as that for the
orresponding event types in α. For example (A→ B), (A→ C), and (B → C)
are 2-node sub-episodes of the 3-node episode (A→ B → C), while (B → A) is
not. In ase of parallel episodes, there is no ordering requirement. Hene every
subset of the set of event types of an episode is a subepisode. It is to be noted
here that ourrene of an episode implies ourrene of all its subepisodes.
Frequeny of episodes: A frequent episode is one whose frequeny exeeds a
user speied threshold. The frequeny of an episode an be dened in many
ways. It is intended to apture some measure of how often an episode ours in
an event sequene. One hooses a measure of frequeny so that frequent episode
disovery is omputationally eient and, at the same time, higher frequeny
would imply that an episode is ourring often. For the results presented in this
paper, we use the non-overlapped ourenes ount as the frequeny [4, 26℄.
Two ourrenes of an episode are said to be non-overlapped if no event
assoiated with one appears in between the events assoiated with the other.
A olletion of ourrenes of α is said to be non-overlapped if every pair of
ourrene in it is non-overlapped. The orresponding frequeny for episode α
is dened as the ardinality of the largest set of non-overlapped ourrenes of
α in the given event sequene. (See [4℄ for more disussion).
This denition of frequeny results in very eient ounting algorithms [4℄.
It is also more intuitively satisfying beause it ounts a well dened subset of the
set of all ourrenes of an episode. In the ontext of our appliation, ounting
non-overlapped ourrenes is natural beause we would then be looking at
ausative hains that happen at dierent times again and again.
3.1 Temporal Constraints
As stated earlier, while analyzing neuronal spike data, it is useful to onsider
methods, where, while ounting the frequeny, we inlude only those ourrenes
whih satisfy some additional temporal onstraints. We mainly onsider two
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types of suh onstraints: episode expiry time and inter-event time onstraints.
Given an episode ourrene (that is, a set of events in the data stream that
onstitute an ourrene of the episode), we all the largest time dierene be-
tween any two events onstituting the ourrene as the span of the ourrene.
For serial episodes, this would be the dierene between times of the rst and
last events of the episode (in an ourrene). The episode expiry time on-
straint requires that we ount only those ourrenes whose span is less than a
(user-speied) time TX . (In the algorithm in [3℄, the window width essentially
implements an upper bound on the span of ourrenes.) An eient algorithm
for ounting non-overlapping ourrenes of serial episodes that satisfy an expiry
time onstraint is available in [26℄. However, urrently there is no algorithm for
ounting ourranes parallel episodes under expiry time onstraint. We present
suh an algorithm in the next setion.
The inter-event time onstraint, whih is meaningful only for serial episodes,
is speied by giving an interval of the form (Tlow, Thigh] and requires that the
dierene between the times of every pair of suessive events in any ourrene
of a serial episode should be in this interval. In a generalized form of this
onstraint, we may have dierent time intervals for dierent pairs of events. In
the next setion, we present algorithms for ounting non-overlapped ourrenes
of episodes with suh inter-event time onstraints. Our algorithm also disovers
the most suitable interval onstraint (hoosing from a set of intervals) for eah
onseutive pair of events in the disovered frequent episodes. This leads to
disovery of episodes under generalized inter-event time onstraints.
In the next subsetion we explain the importane of these temporal on-
straints for apturing many of the desired patterns in spike data in terms of
frequent episodes. While these temporal onstraints are motivated by our ap-
pliation, these are fairly general and would be useful in many other appliations
of frequent episode disovery.
3.2 Episodes as patterns in neuronal spike data
The analysis requirements of spike train data are met very well by the frequent
episodes framework. Serial and parallel episodes with appropriate temporal on-
straints an apture many patterns of interest in multi-neuronal data. Fig. 1
shows some possibilities of neuronal interonnetions that may give rise to dif-
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ferent patterns in spike data.
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Figure 1: Examples of neuronal onnetion strutures that an result in dierent
patterns in the spike trains : (a). simple iruit that an generate synhronous
ring patterns. Neurons B,C,D,E may re synhronously, (b). simple iruit
that generates ring of A, B, C, D in order, (). A synre hain pattern where
dierent groups of synhronously ring neurons obey a serial order.
As stated earlier, one of the patterns of interest is Synhrony or o-spiking
ativity in whih groups of neurons re synhronously. This kind of synhrony
may not be preise. That is, all neurons in the group need not re at exatly
the same instant of time. Allowing for some amount of variability, o-spiking
ativity requires that all neurons must re within a small interval of time of
eah other (in any order) for them to be grouped together. Suh synhronous
ring patterns may be generated using the struture as shown in g. 1(a). Suh
patterns of Synhrony an be disovered by looking for frequent parallel episodes
whih satisfy an expiry time onstraint. For example, we an hoose the expiry
time to be less than a typial synapti delay. The expiry time here ontrols the
amount of variability allowed for delaring a grouped ativity as synhronous.
Another pattern in spike data is ordered rings. A simple mehanism that
an generate ordered ring sequenes is shown in g. 1(b). Serial episodes
apture suh a pattern very well. One again, we may need some additional
time onstraints. A useful onstraint is that of inter-event time onstraint. In
multi-neuron data, if we want to onlude that A is ausing B to re, then B
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an not our too soon after A beause there would be some propagation delay
and B an not our too muh later than A beause the eet of ring of A
would not last indenitely. For example, we an presribe that inter-event times
should be in the range of one to two synapti delay times so that a frequent
serial episode may apture an underlying miroiruit. Thus, serial episodes
with proper inter-event time onstraints an apture ordered ring sequenes
whih may be due to underlying funtional onnetivity.
Another important pattern in spiking data is that of synre hains [1℄. This
onsists of groups of synhronously ring neurons strung together with tight
temporal onstraints, repeating often. We an disover suh synre hains by
ombining parallel and serial episode disovery.
The struture shown in Fig. 1() aptures suh a synre hain. We an
think of this as a miroiruit where A primes synhronous ring of (BCD),
whih, through E, auses synhronous ring of (FGHI) and so on. When suh
a pattern ours often in the spike train data, parallel episodes like (BCD) and
(FGHI) beome frequent (by using appropriate expiry time onstraint). After
disovering all suh parallel episodes, we replae all reognized ourrenes of
eah of these episodes by a new event in the data stream with a new symbol
(representing the episode) for the event type and an appropriate time of our-
rene. Then we disover serial episodes on this new data stream. With this
proedure, we an unearth patterns suh as synre hains.
Summarizing the above disussion, we an assert that frequent episode dis-
overy with various temporal onstraints gives us a lot of exibility in the kind
patterns that we an disover in multi-neuronal spiking data.
3.3 Algorithms for frequent episode disovery
As said earlier, there are eient frequent episode disovery algorithms that
an handle the required temporal onstraints. There are also algorithms that
an disover `useful' inter-event time onstraints automatially from the data.
In this subsetion, we briey explain the basi idea in these algorithms. We
give details of the algorithms needed for disovering parallel episodes with ex-
piry time onstraint and for disovering serial episodes with inter-event time
onstraints in the next setion. The reader is referred to [4, 5℄ for more details
regarding dierent algorithms for frequent episode disovery.
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Consider the problem of disovering all frequent serial episodes upto a given
size,say, n. The disovery proess has two main steps. First, we build a set
of andidate episodes and next we obtain the frequenies (i.e., ount the non-
overlapping ouranes) of the andidates in the data so that we an retain only
those whose frequenies are above the user-set threshold.
Even if we assume only 50 neurons (or, in the jargon of datamining, event
types), the number of possible n-node serial episodes would be unmanageably
large even for n as small as 5. As stated earlier, it is this ombinatorial explosion
that limits all the urrent spike-data analysis tehniques from being able to
disover large sequential patterns. In the datamining methods, this is handled
by using the idea of disovering progressively larger episodes, as we explain
below.
Reall that, given a serial episode, any subsequene whih onforms to the
order of event types in the episode is alled a subepisode. For now, let us as-
sume that there are no temporal onstraints. The key observation is that the
episode an be frequent only if all its subepisodes are frequent. This is im-
mediately obvious beause, for example, given two non-overlapping ouranes
of A → B → C, we have atleast two non-overlapping ouranes of eah of
its subepisodes. This immediately gives rise to a level-wise proedure for dis-
overing all frequent episodes. First we disover all frequent 1-node episodes.
(This is simply a histogram of event types). Then we build a set of andidate
2-node episodes suh that the 1-node subepisodes of all andidates are seen to
be frequent. Now through one more pass over the data, we ount the non-
overlapping ourranes of all the andidates and thus ome out with frequent
2-node episodes. Now we ombine only the frequent 2-node episodes to build
a andidate set of 3-node episodes and so on. Thus at stage n, using the al-
ready disovered set of frequent n-node episodes, we build the set of andidate
(n+ 1)-node episodes and by ounting their ourranes in the data (using one
more pass over the data), we ome out with frequent (n + 1)-node episodes.
This proedure ontrols the ombinatorial explosion beause we are, after all,
interested only in episodes that our suiently often. By hoosing a suit-
ably large frequeny threshold, as the size of episodes grows, the number of
frequent episodes would ome down. (It is highly unlikely that all large random
sequenes our often in the data). Beause of this, the number of andidates
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beomes muh muh less than the ombinatorially possible number, as the size
of episodes grows.
Now let us examine whether this idea works even when we impose addi-
tional temporal onstraints. Suppose we use expiry time onstraint. Then eah
ourrane of an episode whih ompletes within the expiry time also ontains
an ourrane of its subepisodes eah of whih also omplete within the expiry
time. Hene, one again all subepisodes would be at least as frequent as the
episode. Next let us onsider the inter-event time onstraint. Now, it is no
longer true that subepisodes are as frequent as episodes. This is beause we
may have many ourranes of A → B → C where eah pair of onseutive
events our within time, say, Tx, but there may be no ourane of the episode
A → C suh that the time between the two events is less than Tx. So, it may
appear that our nie level-wise proedure breaks down under inter-event time
onstraints. However, we observe that if we onne ourselves only to prex and
sux subepisodes then, one again, frequeny of subepisodes would be atleast
as muh as that of the episode. All we need is a slight hange in the andidate
generation strategy [5℄.
In a wide variety of data mining appliations this strategy is seen to be very
eetive in ontrolling the ombinatorial explosion. This basi idea is from the
so alled Apriori algorithm [10℄ in the ontext of diovering frequent itemsets.
This is extended to the ase of disovering episodes by Mannila [3℄. The idea of
non-overlapped ouranes as frequeny makes the proess of obtaining frequen-
ies of episodes very fast. This and the extensions to takle various temporal
onstraints are desribed in [4, 26, 5℄.
Given that we an ontrol the growth of andidates as the size of episodes
inreases, the next question is how do we ount the frequenies of a set of
andidate episodes. This is done by having a nite state automaton for eah
episode suh that it reognizes the ourrane of an episode. As we traverse the
data, for eah event (spike) we enounter, we make appropriate state hanges
in all the automata and whenever an automaton transits to its end state we
inrement the ount of the orresponding episode. Thus, we an simultaneously
ount the ourranes of a set of andidates using a single pass over the data.
The number of ative automata per episode that we need (whih is same as
the temporary memory needed by the algorithm) depends on what all types of
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ourranes we want to ount. Restriting the ount to only non-overlapped
ourranes makes the ounting proess also very eient [4℄. Later, we give
full details of the andidate generation strategy and the ounting proedure for
two algorithms. Before that, we explain the basi idea of this ounting (under
inter-event time onstraints) in Fig. 2
The rst panel in the gure shows the spike data as a raster plot. For
illustration, onsider ounting ourranes of the A → B → C → D. At the
beginning, there would be an automaton of this episode that is waiting for event
type A. When we see an A, we make a state transition and then the automaton
is waiting to see a B. This is shown in panel (b) in the gure. Now, due to
the inter-event time onstraint, this automaton needs a B within some window
on the time axis as shown in panel (b). When we reah those time points, a
B there an now ause a state transition in this automaton and it now starts
waiting for C. However, there may be more than one B in the appropriate time
window and we have to remember all these beause, at this stage, we an not
know whih of these, if any, leads to an ourrane of the episode that satises
the inter-event time onstraints. (This is the reason we may need more than
one ative automaton per episode during the ounting proess). Logially this
means that the automaton spawns multiple opies of itself. However, we an
design eient data strutures to remember only the minimal information. Now
for eah of the B events, we an nd the appropriate time window where we need
a C to ontinue. This is shown in panel () of the gure. Finally, panel (d) of
the gure shows how an ourrane of the episode is reognized. Note that, one
we omplete an ourrane, we an forget all the extra events we remembered
along the way, beuase we are ounting only non-overlapped ourranes. This
gains us a lot of memory eieny.
Though the above explanation onsidered only serial episodes, similar method
also works for disovery of other types of episodes as well as other types of tem-
poral onstraints [26, 5℄.
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(a) Event Sequene
(b) Step - 1
() Step - 2
(d) Step - 3
Figure 2: Fequent serial Episode disovery - Counting Algorithm. Various steps
in reognizing an ourrane of a serial episode A → B → C → D are shown.
After seeing A, the rst episode, the algorithm looks for ourranes of B within
the time window as speied by the inter-event time onstraint. The multiple
possibilities of B are to be remembered till we nd one omplete ourrane
satisfying all inter-event time onstraints. In the algorithm, we have to be
simultaneously looking for suh ourranes for a whole set of episodes through
a single pass over the data. See text for more explanation.
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4 Algorithms for disovering frequent episodes
under temporal onstraints
In this setion we desribe our algorithms that disover frequent episodes under
expiry and inter-event time onstraints.
1
Sine algorithms for taking are of
expiry time are available in ase of serial episodes [26℄, we onsider the ase
of only parallel episodes under expiry time onstraint. The inter-event time
onstraints are meaningful only for serial episodes and that is the ase we on-
sider. Coneptually, all the algorithms essentially use nite state automata for
reognizing episode ourrenes, whih is similar to the shemes used in [3, 4℄.
We essentially use the same data strutures as in those algorithms for keeping
trak of potential state transitions of dierent automata. As already stated, the
method is a two step proedure onsisting of andidate generation and ounting
frequenies of a set of andidates. This is shown in Algorithm 1.
Algorithm 1 Mining Frequent Episodes
1: Generate an initial set of (1-node) andidate episodes (N=1)
2: repeat
3: Count the number of ourrenes of the set of (N-node) andidate episodes
in one pass of the data sequene
4: Retain only those episodes whose ount is greater than the frequeny
threshold and delare them to be frequent episodes
5: Using the set of (N-node) frequent episodes, generate the next set of
(N+1-node) andidate episodes
6: until There are no andidate episodes remaining
7: Output all the frequent episodes disovered
4.1 Parallel episodes with expiry
In this setion we present an algorithm that ounts the number of non-overlapped
ourrenes of a set of parallel episodes in whih all the onstituting events our
within time Tx of eah other. In order to ensure that we ount the maximum
number of ourrenes that satisfy the expiry onstraint, we need to ount the
inner most ourrenes of eah episode. The algorithm here disovers parallel
episodes with non-repeated event types. The pseudo-ode for the algorithm is
1
This setion ontains tehnial details of the ounting algorithms and it is assumed that
the reader is familiar with suh data mining methods. This setion an be skipped without
any loss of ontinuity.
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listed as Algorithm 2 in the Appendix.
The algorithm takes as input, the set of andidate episodes, the event se-
quene and the frequeny threshold, and outputs the set of frequent episodes.
An ourrene of a parallel episodes requires all its onstituent nodes to appear
in the event sequene in any order. At any given time, one needs to wait for
all the nodes of the episode that remain to be seen. Thus, in an automaton
based algorithm for reognizing ourrenes, the states of the automaton would
denote sets of event types. In the implementation of the algorithm here, instead
of a single automaton waiting for for a set of event types, we maintain separate
entries for eah distint event type of the episode using a waits(.) list indexed
by event types. For eah event type A, eah entry in the list waits(A) is of
the form (α, count, init), where α is an episode waiting for an A, count takes
values 1 or 0 depending on whether an event of this type (A) has been seen or
not, and init indiates the latest time of ourrene of this event type.
In Algorithm 2, when an event type is seen, we update the init eld of eah
entry waiting for it with the urrent time and retain the entries in the waits
list. These entries are still waiting for their orresponding event types. When
we see the same event type again, we update the init eld of eah of the entries
in the waits list as earlier. This strategy ensures that all the entries for a given
parallel episode remember only the latest ourrenes of their orresponding
event types. Thus, we eetively trak the inner most ourrene.
An ourrene of an episode is omplete when there is no entry for an episode
whih has yet to see the rst ourrene of its event type and all the event times
(remembered by init eld) our within Tx of eah other. An episode spei
counter is used to keep trak of the event types already seen. The span of the
episode is the dierene between the smallest and largest init times of the event
types for the episode. If the span is within the expiry time Tx, the episode
ount is inremented and all the entries (in the waits(.) lists) for the episode
are reinitialized.
If the expiry hek fails, we annot rejet all the events types of a parallel
ourrene. This is beause, in an ourrene of a parallel episode, the on-
stituent event types an our in any order in the event stream. Only those
event types whih have ourred before (ti − Tx), should be rejeted, where ti
is the time of the latest event type seen by the algorithm. Eetively, any later
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ourrene of these events ould possibly omplete the parallel episode (with-
out violating the temporal onstraint). When an ourrene of α is omplete,
α.freq is inremented, α.counter is reset and all the entries for the episode are
reinitialized.
Candidate generation
The andidate generation sheme is very similar to the one presented in [27℄ for
itemsets. Let α and β be two k-node frequent episodes having (k − 1) nodes
idential. The potential (k+1)-node andidate is generated by appending to α
the kthnode of β. This new episode is delared as a (k + 1)-node andidate if
all its k-node subepisodes are already known to be frequent.
4.2 Serial Episode with Inter-event Constraints
Under an inter-event time onstraint, the time of suessive events in any o-
urrene have to be in a presribed interval. To take are of this we use a new
episodes struture. The episode struture now onsists of an ordered set of in-
tervals besides the set of event types. An interval (tilow, t
i
high] is assoiated with
ith pair of onseutive of event types in the episode. For example, a 4-node
serial episode is now denoted as follows:
(A
(t1low ,t
1
high]
−−−−−−−−→B
(t2low,t
2
high ]
−−−−−−−−→C
(t3low,t
3
high ]
−−−−−−−−→D) (2)
In a given ourrene of episode A → B → C → D let tA, tB, tC and tD
denote the time of ourrene of orresponding event types. Then this is a valid
ourrene of the serial episode with inter-event time onstraint given by (2), if
t1low < (tB − tA) ≤ t
1
high, t
2
low < (tC − tB) ≤ t
2
high and t
3
low < (tD − tC) ≤ t
3
high.
In general, an N -node serial episode is assoiated with, N − 1 inter-event
onstraints of the form (tilow , t
i
high]. The algorithm we present is for general-
ized inter-event onstraints. The user needs to speify only the granularity of
searh by providing a set of non-overlapped time intervals to serve as andi-
date inter-event time intervals. Using a proper andidate generation sheme
and the ounting algorithm, we an disover frequent episodes along with the
set of most appropriate inter-event intervals for eah episode. This algorithm is
easily partiularized to the ase where inter-event time onstraints are expliitly
speied.
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4.2.1 Candidate generation sheme
The generalized inter-event time onstraints are a part of the episode struture.
In the data sequene, if episode (A
(0,5]
−−→ B
(5,10]
−−−→ C) is frequent, the sub-episodes
(A
(0,5]
−−→ B) and (B
(5,10]
−−−→ C) are also as frequent, but pairing event type A with
C we would get (A
(?,?]
−−→ C) as an episode whose inter-event onstraints are not
intuitive. Hene, the Apriori based andidate generation is not suitable here.
The andidate episodes in this ase are generated as follows. Let α and β
be two k-node frequent episodes suh that by dropping the rst node of α and
the last node of β, we get exatly the same (k − 1)-node episode. A andidate
episode γ is generated by opying the k-event types and (k − 1)-intervals of α
into γ and then opying the last event type of β into the (k+1)th event type of
γ and the last interval of β to the kth interval of γ. Fig. 3 shows the andidate
generation proess graphially.
A B
B C
C
(0,5℄ (5,10℄
D
A B C D
(5,10℄ (10,15℄
(0,5℄ (5,10℄ (10,15℄
✲ ✲
✲✲
✲ ✲ ✲
Figure 3: Visualization of Candidate generation for serial episodes with inter-
event onstraints
4.2.2 Counting episodes with generalized inter-event time onstraint
As already stated, the onstraints are in the form of intervals (tilow, t
i
high], in
whih the inter-event times must lie. We rst explain the need for a new al-
gorithm to ount ourrenes of serial episode with this generalized struture.
Consider the event sequene
〈(A, 1), (A, 2), (B, 4), (A, 5), (C, 10), (B, 12), (C, 13), (D, 17)〉. (3)
Let the serial episode under onsideration be (A
(0,5]
−−→ B
(5,10]
−−−→ C
(0,5]
−−→ D). All the
urrent algorithms for ounting ourrenes of serial episodes either look at
left most ourrene of episode or inner most ourrene of episode (See [26℄
for details). In the given event sequene, the left most ourrene is 〈(A, 1),
(B, 4), (C, 10), (D, 17)〉 and the inner most ourrene is 〈(A, 5), (B, 12), (C, 13),
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(D, 17)〉, where as the ourrene 〈(A, 2), (B, 4), (C, 13), (D, 17)〉 alone satises
the inter-event interval onstraints.
The ounting algorithm is listed as Algorithm 2 in the Appendix. The al-
gorithm presented uses waits lists indexed by event types and a linked list of
node strutures for eah episode as the basi data-strutures. The entries in
the waits lists are nodes. For eah episode we have a doubly inked list of node
strutures with a node orresponding to eah of the event types and arranged in
the same order as that of the episode. The node struture has a tlist eld that
stores the times of ourrene of the event-type represented by its orresponding
node. For example, in the event sequene given by (3), the node representing A,
after t = 5, would have tlist = {(A, 1), (A, 2), (A, 5)}. Other eld in the node
struture is visited, whih is a boolean eld that indiates whether the event
type is seen atleast one.
On seeing an event type Ei, the algorithm iterates over list waits(Ei) and
updates eah node in the list. We explain the proedure for updating the nodes
by onsidering the the example sequene given in (3) and the episode α = (A
(0,5]
−−→
B
(5,10]
−−−→ C
(0,5]
−−→ D). Working of the algorithm in this example is illustrated in
Fig. 4.
The waits lists are initialized by adding the nodes orresponding to rst
event type of eah episode in the set of andidates to the orresponding waits(.)
list. In the example, let the node traking event type A be denoted by nodeA,
and so on. Initially waits(A) ontains nodeA. (That is, the algorithm is waiting
for an ourrene of event type A is the data stream). The boxes in Fig. 4
represent an entry in the tlist of a node. An empty box is one that is waiting
for the rst ourrene of an event type. On seeing (A, 1), it is added to tlist
of nodeA, and nodeB is added to waits(B). At any time, the node strutures
are waiting for all event types that have been already seen and the next unseen
event type.
The algorithm is now waiting for an ourrene of a B and an A as well.
At t = 4, the rst ourrene of a B is seen. The tlist of nodeA is traversed
to nd atleast one ourrene of A, suh that tB − tA ∈ (0, 5]. Both (A, 1)
and (A, 2) satisfy the inter-event onstraint and hene, (B, 4) is aepted into
the nodeB.tlist. The rule for aepting an ourrene of an event type (whih
is not the rst event type of the episode) is that there must be atleast one
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ourrene of the previous event type (in this exampleA) whih an be paired with
the ourrene of the urrent event type (in this example B) without violating
the inter-event onstraint. Note that this hek is not neessary for the rst
event of the episode. After seeing the rst ourrene of B, nodeC is added to
waits(C). Using the above rules the algorithms aepts (A, 5), (C, 10) into the
orresponding tlists. At t = 12, for (B, 12) none of the entries in nodeA.tlist
satisfy the inter-event onstraint for the pair A→ B. Hene (B, 12) is not added
to the tlist of nodeB. Rest of the steps of the algorithm are illustrated in the
gure.
If an ourrene of event type is added to node.tlist, it is beause there exist
events for eah event type from the rst to the event type orresponding to the
node, whih satisfy the respetive inter-event time onstraints. An ourrene
of episode is omplete when an ourrene of the last event type an be added
to the tlist of the last node struture traking the episode.
The tlist entries shown rossed out in the gure are the ones that an be
dealloated from the memory. This is beause, given the inter-event onstraint,
they an no longer aept an ourrene of the next event type. In the example,
at t = 12, when the algorithm tries to insert (B, 12) into nodeB.tlist, the list of
tlist entries for ourrenes of A's is traversed. (A, 1) with inter-event onstraint
(0, 5] an no longer be paired with a B sine the inter-event time duration for
any inoming event exeeds 5, hene (A, 1) an be safely removed from the
nodeA.tlist. This holds for (A, 2) and (A, 5) as well. In this way the algorithm
frees memory wherever possible without additional proessing burden.
In order to trak episode ourrenes we need to store suient bak refer-
enes in data strutures to bak trak eah ourrene. This adds some memory
overhead, but traking may be useful in visualizing the disovered episodes.
5 Results
In this setion we present some results obtained with our algorithms for analysing
spike-train data. We present results both on syntheti data generated through
a simulation model as well as on data gathered from experiments on neural ul-
tures. The main reason for using simulator-generated data is that here we an
have ontrol on the kind of patterns that the data ontains and an thus hek
whether our algorithms disover the `true' patterns. The simulation model is
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Figure 4: Visualization of Algorithm 3
intended to generated fairly realisti spike trains. For this we atually simu-
late a network of neurons where eah neuron is modelled as a Poisson proess
whose rate hanges with the input reeived by the neuron. The network would
ontain random interonnetions (whih ontribute to bakground spiking) as
well as some extra strong interonnetions among neurons whih will ontribute
to some orrelated rings by groups of neurons. On simulator-generated data
we presents results to show that our algorithms an disover dierent types of
embedded patterns. We also present some empirial results to argue that the
patterns disovered would be statistially signiant. We then present results
on one set of data gathered through Calium imaging tehniques and on another
set of data gathred through multieletrode array experiments.
5.1 The spike data generation model
For the data generation, we use a simulator where eah neuron is modelled as an
inhomogeneous poisson proess (whose rate varies with time). In the following
paragraphs we shall explain the working of our model.
5.1.1 Simulating Arrivals
The number of poisson arrivals in time ∆t is given by
P [N(t)−N(t−∆t) = k] =
e−λ(t)∆t(λ(t)∆t)k
k!
(4)
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Our simulation is onduted in intervals of ∆t. Hene the duration of simu-
lation, T , is divided into n non-overlapping intervals eah of size ∆t. Let the ith
interval (i.e. [i∆t, (i+ 1)∆t)) be denoted by ∆ti. It is assumed that the arrival
rate remains onstant over this period (i.e. λ(t) = λi, t ∈ ∆ti). In a given in-
terval ∆ti, the inter-arrival times are exponentially distributed ≈ exp(λi). The
arrivals in the ith interval are simulated as follows.
Arrivals in the interval ∆ti = {t
1
i , t
2
i , · · · , t
Ki
i }, ∀i ∈ {1, . . . , n} (5)
where eah t
j
i is dened as follows
t
j
i = t
j−1
i + exp(λi), ∀j ∈ {1, · · · ,Ki} (6)
and
t0i = i∆t, t
Ki
i ≤ (i+ 1)∆t (7)
Hene Ki's are poisson distributed aording to equation 4. That is
P [Ki = k] =
e−λi∆t(λi∆t)
k
k!
(8)
5.1.2 Network Inter-onnetion
Our simulation setup onsists of a set of N neurons. These neurons are inter-
onneted and a weight is assigned to eah inter-onnetion. Whenever a neuron
res, it injets a weighted input into the neurons that it feeds into. The inter-
onnetions are setup in suh a way that the input from a ring neuron will
reah a reeiver neuron after a ertain delay. Eah inter-onnetion is apable
of having its own delay. Sine the simulation is arried on in steps of ∆t, it
makes sense to have these delays as whole number multiples of ∆t.
In order to generate noise rings, we randomly interonnet neurons. We
provide three dierent shemes for onneting neurons. In the rst sheme, for
a given neuron a number between 0 and N is randomly hosen. Let this number
be k, then k neurons other than the one in onsideration, are again randomly
piked (with uniform probability) to be the reeiver neurons.
In the seond sheme, a pair of neurons (ni, nj) is piked and with probability
0.5 it is deided whether to have a onnetion from ni to nj . The number inter-
onnetions is, thus, binomially distributed with p arameters (N, p = 0.5). The
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last sheme onsists of onneting all pairs of neurons and we all this the fully
inter-onneted network.
In all the three shemes of inter-onnetion, the weight of a onnetion is a
number drawn uniformly from the interval [−c, c].
5.1.3 Injeting patterns
When we want to embed any spei pattern, then, we set the weights of the
required onnetions between neurons to a higher value. For example, if we wish
to embed the pattern A → B → C, we would assign higher positive weights to
onnetions A→ B and B → C. We shall expain the rational behind the atual
weights that we hoose in the next setion.
5.1.4 Determining the ring rate of a neuron
As stated earlier the simulation is arried on in steps of ∆t. Hene the ring
rate of a neuron is determined at the start of eah ∆t interval and is assumed
to remain onstant over the interval. For random inter-onnetions the weights
are hosen uniformly from the interval [−c, c]. The weights for ausative inter-
onnetions are assigned as follows. Let Estrong be dened as the probability of
ring atleast one spike in ∆t upon reeiving one input spike from a strong input
onnetion. The simulator takes Estrong as in input and determines the weight
for a strong onnetion as follows.
P (N(t+∆t)−N(t) > 1) = 1− P (N(t)−N(t−∆t) = 0) (9)
Estrong = 1−
e−λm∆t(λm∆t)
0
0!
(10)
λm =
−log(1− Estrong)
∆t
(11)
Here λm is the ring rate required to ahieve the desired probability of ring
atleast one spike in ∆t (i.e. Estrong). However due to an absolute refratory
period Trefractory the number of rings in ∆t is atually muh less than λm∆t.
Let the ring rate of the jth neuron in∆ti intervals be λji. This is determined
by the following equation.
λji =
λm
1 + e(−∆λ.Iji+d)
(12)
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where Iji =
∑
wkjOk (̂i), wkj is the weight of the onnetion from k
th
to jth
neuron and Ok (̂i) is the number of spikes red by k
th
neuron in ∆tbi. Note that
(i − î)∆t is the delay or time taken for a spike to reah neuron j from neuron
k. Here d is a displaement fator set suh that with zero input the ring rate
of a neuron is λnormal. And ∆λ determines the slope of the sigmoid funtion.
It is urrently set to 1.0.
λnormal =
λm
1 + e(0+d)
(13)
d = log(
λm
λnormal
− 1) (14)
Now we set the weight of a strong ausative inter-onnetions suh that a
single input spike ahieves a ring rate of βλm where β is hoosen lose to 1
(i.e. ≈ 0.9).
βλm =
λm
1 + e(−∆λ.wstrong.1+d)
(15)
e−∆λ.wstrong .ed =
1− β
β
(16)
(17)
Therefore,
wstrong =
log( β(1−β)(
λm
λnormal
− 1))
∆λ
(18)
5.1.5 Adjusting the noise ring rates of neurons in a pattern
When we embed a pattern by having large-weight interonnetion between some
pairs of neurons, all the neurons that are part of the pattern would have their
ring rates inreased again and again and thus their average ring rate would be
higher than that of others. This would mean that if we look at the histogram of
number of spikes by eah neuron, we an easily guess whih are the neurons that
partiipate in the patterned onnetions. Sine our primary motivation here is
to show the eetiveness of our algorithms in disovering hidden patterns, we
make a slight modiation to the above simulation model to make the disovery
problem more diult. We set the normal ring rate λnormal of all the neurons
that are part of a pattern exept the rst neuron aording to eq.(19).
λadjusted = αλnormal(1− Estrong) (19)
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where, α(≈ 1.5) is a saling fator. This rate is ahieved by hanging the value
of d in eq.(12) for the neurons that are part of an embedded pattern. This way,
the histogram of spikes by dierent neurons turns out to be almost at thus
giving no indiation of the embedded patterns.
5.1.6 Refatory Period
In this simulation model an absolute refratory period Trefractory is used. After
a neuron has put out a spike at time t, it is not allowed to re in the interval
[t, t+ Trefractory). Trefractory is usually set to a value lose to that of ∆t.
5.1.7 Simulated Data
We use the model to generate data with dierent patterns as follows. Let N
denote the total number of neurons in the system. (We have generated data
with N=26, 64 and 100). First we randomly interonnet the neurons using
one of the shemes desribed in setion 5.1.2. The weight attahed to eah
synapse is set randomly using a uniform distribution over [−c, c]. (We have
used c = 0.50, 0.75). When we want to embed any spei pattern, then, we
set the weights of the required onnetions between neurons to a higher value.
The kind of patterns embedded are explained later.
We set the parameters of the model as follows. The number of neurons, N
and the range of weights for random interonnetions c, are varied as stated
earlier. We hoose the ring rate of neurons under no input, say, λnormal. (This
represents the noise level for the spiking data). When we embed a pattern, we
want some neurons to ause other neurons to re. This is ahieved by inreasing
their ring rate. For this, we rst hoose a number, Estrong ∈ [0, 1], whih gives
the probability that the reeiving neuron would generate atleast one spike in the
next ∆t interval if it reeives the expeted pattern input. The value of Estrong
then determines the ring rate λm that the neuron should have (by using the
Poisson distribution). We then determine the weight of onnetion needed so
that if eah of the intended input neurons sends out one spike (in the appropriate
time interval) then the reeiving neuron would reah lose to the ring rate of
λm under our hosen sigmoidal funtion.
For the simulations disused here, we used the following values for param-
eters: λnormal = 20Hz, Estrong = 0.95. (Reall that Estrong determines λm
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whih in turn determines weights for the patterned onnetions). We have ho-
sen ∆T = 1 milli se and hosen the refratory period (Trefractory) also the
same. (This would mean that in any ∆t interval there would be atmost one
spike from any neuron). We have hosen inter-onnetion delay 5∆t whih im-
plies a synapti delay of 5 milli se.
The patterns we want to embed are the kind shown in Fig. 1. These are re-
alizable by essentially two types of pattern dependent interonnetions between
neurons. One is where a neuron primes one (as in a serial episode) or many (as
in a parallel episode) neurons. Here the weight is determined by requiring that
one spike (in the appropriate interval) by the priming neuron would inrease
the ring rate of the reeiving neuron to λm so that in the next ∆t interval the
reeiving neuron spikes atleast one with probability Estrong. The other kind
of interonnetion is where many neurons together prime one neuron (whih is
used in Synre hains). Here, the weight of eah onnetion is set in suh a way
that only if eah of the input neurons spikes one in the appropriate interval
then the ring rate of the reeiving neurons would go upto λm. (If only a few of
the input neurons re, then the ring rate of the reeiving neuron goes up but
not all the way upto λm).
The weights of random onnetions are set using a mean-zero distribution
and hene, in an expeted sense all neurons keep ring at the `noise' rate of
λnormal. However, sine the atual input an still assume small positive and
negative values, this bakground ring rate would also be utuating around
λnormal. Sine all rings are stohasti, even when a pattern is embedded, the
entire patterned ring sequene will not always happen. Also, within a pattern
of ring of neurons (as per the embedded pattern), there would be other neurons
that would be spiking randomly. Also, due to our implementing of refratory
period, the atual rings of neurons are not Poisson.
5.2 Disovering patterns in the simulated spike trains
In this setion we present some results to illustrate the eetiveness of our
datamining algorithms in disovering patterns in spike data. We show that
a ombination of parallel and serial episodes with appropriate temporal on-
straints an apture most of the interesting patterns in spike data. We used the
simulator desribed earlier to generate the data. The types of interonnetions
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among neurons that we used to generate data with dierent embedded patterns
are shown in g. 1.
As explained earlier, synhronous ring patterns are well desribed by par-
allel episodes. To embed a synhrony pattern in the spike data, we use the
interonnetion sheme given in g. 1(a). Here neuron A has strong onne-
tions into neurons B,C,D. Thus, a spike from A would ause, after a synapti
delay, the other neurons to spike. Beause of the way we hoose weights for suh
pattern-based interonnetions, this means that with a high probability B, C
and D would all re within one ∆t (whih is 1 milli se here) interval. Hene we
an disover suh patterns by using the method for disovering parallel episodes
with an expiry time of less than 1 milli se. We refer to the iruit shown in
the gure as a parallel episode of size 3 (beause it involves synhronous ring
of three neurons). We an similarly reate larger patterns of synhrony.
To reate spike data with ordered ring patterns, we use the interonnetion
sheme similar to the one shown in g. 1(b). Here, a series of neurons are
onneted through high weights. As explained earlier, serial episodes apture
suh patterns. Hene, to disover patterns of ordered rings, we use algorithm
for disovering frequent serial episodes with inter-event time onstraints. Sine
we have hosen synapti delay to be 5 milli se and use 1 milli se windows for
gathering input into neurons, we an typially use an inter-event interval of 4 
6 milli se as the onstraint.
To reate data with synre hains, we use the interonnetion sheme as
illustrated in g. 1(). Here, (BCD), (FGHI) et are synhronous patterns
that are strung together in a tight temporal order. The xing of weights in this
onnetion sheme is as explained in the previous subsetion. Essentially, ring
of A would send strong inputs into eah of B,C,D. With a high probability
they re synhronously, that is within a window of 1 milli se. The weghts from
B,C,D to E are suh that only if, in fat, they re synhronously then with
a high probability E would re thus triggering the next synhrony. We also
note here that E would re within 4  6 mili se of the synhronous ring of
(B,C,D) beause there is a synapti delay involved here.
We an disover suh patterns as follows. We rst disover all (frequent)
parallel episodes with expiry time of 1 milli se or less. This would apture the
synhrony patterns. Then for eah suh parallel episode, we take eah of the
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ourranes of the episode ounted by our algorithm and replae all these events
(spikes) with a single event with a new name whose time of ourrane is put
as the midpoint of the orresponding ourrane span of the parallel episode.
Now on this modied data stream we disover serial episodes with inter-event
time onstraint of 4  6 milli se. Suh a proedure an disover patterns in the
form of Synre hains.
We rst show that our method an disover spei network patterns that
are embedded in the data generation proess. We also illustrate the ability of our
method to automatially disover inter-event time onstraints most appropriate
given the data. We disuss three examples for this.
Example 1
A B
C
E
D
✲
✒
❘
✲
✲
F
Figure 5: Network pattern for Example 1
In a 26 neurons network (where eah neuron orresponds to an alphabet)
we embed the pattern shown in Fig.5. The simulation is run for 50 se and
approximately 25,000 spikes are generated. The synapti delay is set to be
about 5 milli se. We have hosen ∆t = 1 milli se and have taken refratory
time also to be the same.
Episode Freq. Time Size Patterns
expiry Th. (se) (No.) Disovered
0.0001 0.01 0.23 1(26) no episode of 2
or more nodes
0.001 0.01 0.29 2(2) E C : 799; F D : 624
0.002 0.01 0.28 2(2) E C : 804; F D : 643
0.007 0.01 0.37 2(2) F E D C : 615
Table 1: Parallel episodes diovered with dierent expiry time onstraints in
Example 1
The sequene is then mined for frequent parallel episodes with dierent ex-
piry times. The results are given in Table 1. The table shows the expiry time
used, the frequeny threshold, time taken by the algorithm on a Intel dual ore
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Inter-event Freq. Time Size Patterns
interval Th. (se) (No.) Disovered
0.000-0.001 0.01 0.29 2(4) C E : 410; E C : 400
D F : 329; F D : 303
0.000-0.002 0.01 0.31 2(4) C E : 422; E C : 408
D F : 348; F D : 323
0.002-0.004 0.01 0.26 1(26) no 2 or more
node episodes
0.004-0.006 0.01 0.29 4(4) A B C D : 597
A B E F : 589
A B E D : 530
A B C F : 530
Table 2: Serial episodes disovered with dierent inter-event onstraints in Ex-
ample 1
PC running at 1.6 GHz, the size of the largest frequent episode disovered and
the number of episodes of this size along with the atual episodes. We follow the
same struture for all the tables in the three examples. The frequeny threshold
is expressed as a fration of the entire data length. A threshold of 0.01 over a
data length of 25,000 spike events requires an episode to our atleast 250 times
before it is delared as frequent. From Table 1 it an be seen that (CE) and
(DF ) turn out to be the only frequent parallel episodes if the expiry time is 1
to 2 milli se. If the expiry time is too small, we get no frequent episodes (at
this threshold). On the other hand, if we inrease the expiry time to be 7 milli
se whih is greater than a synapti delay, then even (FEDC) turns out to be
a parallel episode. This shows that by using appropriate expiry time, parallel
episodes disovered apture synhronous ring patterns.
The results of serial episode disovery are shown in Table 2. With an inter-
event onstraint of 4-6 milli se, we disover all paths in the network (Fig. 5).
When we presribe that inter-event time be less than 2 milli se (when synapti
delay is 5 milli se), we get nodes in the same level as our serial episodes. If
we use intervals of 2-4 milli se, we get no episodes beause synhronous rings
mostly our muh loser and rings related by a synapse have a delay of 5
milli se. Thus, using inter-event time onstraints, we an get fair amount of
information of the underlying onnetion struture. It may seem surprising that
we also disover A → B → C → F and A → B → E → D when we use 46
milli se onstraint. This is beause, the network struture is suh that D and
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F re about one synapti delay time after the ring of C and E. Thus, the
serial episodes give the sequential struture in the rings whih ould, of ourse,
be generated by dierent interonnetions. The frequent episodes disovered
provide a handle to unearthing the hierarhy seen in the data (i.e. whih events
o-our and whih ones follow one another).
Example 2
In this example we onsider the network onnetivity pattern as shown in
Fig. 1(). As stated earlier, this is an example of possible network onnetivity
that an generate Synre hains. We use the same parameters in the simulator
as in Example 1 and generate spike trains data using this onnetivity pattern.
Table 3 shows the parallel episodes disovered and Table 4 shows the serial
episodes disovered with dierent inter-event onstraints. From the tables, it
is easily seen that parallel episodes with expiry time of 1 milli se and serial
episodes with inter-event time onstraint of about one synapti delay, together
give good information about underlying network struture. In this example, we
illustrate how our algorithms an disover synre hain patterns. As explained
earlier, we rst disover all parallel episodes with expiry time 1 milli se. Then
for eah frequent parallel episode, we replae eah of its ourrenes in the data
stream by a new event with event type being the name of the parallel episode.
This new event is put in with a time of ourrene whih is the mean time in
the episode ourrene. We then disover all serial episodes with dierent inter-
event time onstraints. The results obtained with this method are shown in
Table 5. As an be seen, the only pattern we disover is the underlying synre
hain. This example shows that by proper ombination of parallel and serial
episodes, we an obtain fairly rih pattern strutures whih are of interest in
neuronal spike train analysis.
Episode Freq. Time Size Patterns
expiry Th. (se) (No.) Disovered
0.001 0.01 0.15 4(1) L K : 307
C B D : 293
H G F I : 268
rest are
sub-episodes
Table 3: Parallel episodes disovered in Example 2
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Inter-event Freq. Time Size Patterns
interval Th. (se) (No.) Disovered
0.002-0.004 0.01 0.157 1(26) no episodes of 2
or more nodes
0.004-0.006 0.01 0.469 6(24) A D E H J K : 195
A D E I J K : 194
A D E H J L : 193
A C E H J K : 192
0.006-0.008 0.01 0.156 1(26) no episodes of 2
or more nodes
Table 4: Serial episodes disovered under dierent inter-event onstraints in
Example 2
Inter-event Freq. Time Size Patterns
interval Th. (se) (No.) Disovered
0.002-0.004 0.01 0.11 1(20) no episodes of
2 or more nodes
0.004-0.006 0.01 0.14 6(1) A [C B D℄ E
[H G F I℄ J [L K℄ : 137
0.006-0.008 0.01 0.12 1(20) no episodes of
2 or more nodes
Table 5: Synre hain episodes disovered in Example 2
Example 3
In this example, we hoose a network pattern where dierent pairs of inter-
onneted neurons an have dierent synapti delays and we demonstrate the
ability of our algorithm to automatially disover appropriate inter-event inter-
vals. The pattern is shown in Fig. 6, where we have dierent synapti delays
as indiated on the gure, for dierent inter-onnetions.
X
A
B
C
D E F
✲
✼
✇
✲ ✲ ✲❘
✒
24
68 24
46
Figure 6: Network Pattern for Example 3
The results for parallel episode disovery (see Table 6) show that (ABC)
is the group of neurons that o-spike together. The serial episode disovery
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Episode Freq. Time Size Patterns
expiry Th. (se) (No.) Disovered
0.001 0.01 0.28 3(1) A B C : 614
0.002 0.01 0.25 3(1) A B C : 617
0.004 0.01 0.28 4(1) A B C D : 537
0.006 0.01 0.32 4(2) X A B C : 602
A B C D : 542
Table 6: Parallel episodes disovered under dierent expiry times in Example 3
Inter-event Freq. Time Size Patterns
interval Th. (se) (No.) Disovered
0.000-0.002 0.01 0.32 2(6) A C : 385; B A : 376
B C : 373; A B : 372
C A : 361; C B : 355
0.002-0.004 0.01 0.37 2(4) E F : 783; A D : 656
C D : 651; B D : 646
0.004-0.006 0.01 0.28 2(3) X A : 790; X B : 774
X C : 769
0.006-0.008 0.01 0.29 2(2) D E : 720; X D : 454
Table 7: Serial Episodes disovered under dierent inter-event time onstraints
in Example 3
Inter-event Freq. Time Size Patterns
interval Th. (se) (No.) Disovered
{0.000-0.002, 0.01 1.37 5(1)
0.002-0.004, X
0.004−0.006
−−−−−−−−→[ABC]
0.004-0.006,
0.002−0.004
−−−−−−−−→D
0.006−0.008
−−−−−−−−→
0.006-0.008, E
0.002−0.004
−−−−−−−−→F : 372
0.008-0.010}
Table 8: Synre hain episodes disovered in Example 3
results are given in Table 7. As an be seen from the table, with dierent pre-
speied inter-event time onstraints we an disover only dierent parts of the
underlying network graph beause no single inter-event onstraint aptures the
full pattern.
As in Example 2, we replae ourrenes of parallel episode with a new event
in the data stream. We then run Algorithm2 to disover serial episodes along
with inter-event onstraints, given a set of possible inter-event intervals. The
results obtained are shown in Table 8. As an be seen from the table, the
algorithm is very eetive in unearthing the underlying network pattern.
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5.2.1 Performane of algorithms with multiple patterns
The earlier examples learly demonstrate the ability of our data mining al-
gorithms in unearthing the onnetivity pattern in the neuronal network that
generated the data. To keep the examples simple we onsidered only single
patterns and on single data sets. Next we demonstrate the performane of the
algorithm, averaged over many independently generated random datasets, when
multiple patterns of dierent sizes are present. We illustrate this for all the three
types of patterns. We use network with 64 neurons here sine most typial miro
eletrode arrays have 64 hannels.
First we onsider a 64 neuron system with one or more iruits of synhrony
embedded. We have varied the size of the synhrony pattern from 8 to 12
and have experimented with embedding upto four distint patterns. For eah
pattern to be embedded, the atual neurons that partiipate in the pattern are
hosen randomly. With suh iruits in plae we generated many data sets with
eah data set of 50 se duration. (Sine the normal ring rate is 20 Hz, in 50
se eah neuron would, on the average, spike 1000 times thus giving us a data
set of about 60,000 spikes, whih is the typial size of spike data sets analyzed).
The results of our parallel episode disovery are shown in Table 9. As ex-
plained earlier, our algorithm systematially disovers parallel episodes of all
sizes whose frequenies are above the threshold set. We have hosen a threshold
of 300. (We disuss hoosing of the threshold in the next subsetion). The
rst four olumns of the table are self-explanatory. The last olumn shows the
perentage of the disovered frequent episodes that are part of the embedded
pattern for various sizes. As an be seen from the table, even at size three, all
episodes disovered are part of the embedded pattern. Thus, all long synhrony
patterns we disover are all `orret' in the sense that they are atually present
in the neural system that generated the spike data.
We also like to point out that the time taken by our method to disover
all the parallel episodes is only about 30 se on a PC even for disovering four
dierent synhrony patterns eah involving 12 neurons. This illustrates the fat
that these algorithms are very eient in unearthing the patterns.
In g. 7 we show some of the ourrenes of three dierent synhronous ring
patterns as a raster plot. We show them in two dierent windows on the time
axis.
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Pattern
Type
Size No. of
distint
patterns
Time
taken
(in
se)
Fration of deteted fre-
quent episodes that are
part of the embedded pat-
tern
Pattern
Length
Min
Count
%
Fration
Parallel 8 2 1.968 1 941 25.0%
2 785 100.0%
8 520 100.0%
3 2.438 1 1001 37.5%
2 841 100.0%
8 542 100.0%
4 2.844 1 963 50.0%
2 812 100.0%
8 550 100.0%
Parallel 10 2 5.156 1 987 31.2%
2 829 100.0%
10 507 100.0%
3 7.141 1 985 46.9%
2 829 100.0%
10 480 100.0%
4 9.219 1 970 62.5%
2 823 100.0%
10 465 100.0%
Parallel 12 2 18.64 1 906 37.5%
2 765 100.0%
12 408 100.0%
3 27.875 1 963 56.2%
2 802 100.0%
12 400 100.0%
4 37.578 1 929 75.0%
2 785 100.0%
12 389 100.0%
Table 9: Disovery of Synhronous ring patterns: Averaged results over 100
datasets for disovering parallel episodes of dierent sizes with multiple patterns
embedded. The rst three olumns show type of pattern, number of distint
patterns embedded and time taken on one dataset. When we embed a pattern
of size, say, 8, the algorithm would disover parallel episodes at all sizes upto
8 in its level-wise iterations. The last olumn shows the minimum frequeny of
disovered patterns for these smaller sizes and also the fration of disovered
episodes of that size whih are part of the embedded pattern.
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(a)
(b)
Figure 7: Some of the ourranes of the synhronous ring patterns in a typial
dataset.
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We next illustrate disovering ordered ring sequenes with tight temporal
relationships. We embed many suh serial patterns of dierent sizes to test our
method. These results are shown in Table 10. One again, from the results it
is easily seen that the method is very eetive in unearthing the patterns of
interest. Also, the time taken here is muh smaller (less than 3 se). This is
beause, the tight inter-event time onstraints ontrol the growth of andidate
patterns in the frequent episode disovery method.
In g. 8 we illustrate some of the ourrenes of the serial episodes in two
dierent time windows on the data.
We have onduted similar experiments with multiple synre hain patterns.
Our method is equally eetive in disovering Synre hains. Table 11 shows
results obtained when eah parallel episode inside the synre hain has size 4.
We have onsidered 4 and 6 suh parallel episodes strung together to make the
synre hain and we have mebedded upto 2 suh patterns. The table has the
same struture as earlier tables and shows the type of synre hain pattern,
number of patterns embedded and the perentage of disovered patterns (of
dierent sizes) whih are part of the embedded patterns. Sine a synre hain
pattern is omposed of parallel episodes and serial episodes on modied data
stream, we show the perentage of disovered patterns for these two ases sep-
arately. Table 12 shows similar results for the ase where eah parallel episode
in the synre hain is of size 4. Here we string together 4, 6 or 8 suh parallel
episodes and we embed upto 3 suh patterns. From these tables, it is quite lear
that our algorithms are very eetive in unearthing synre hain patterns even
when multiple suh patterns exist. Fig. 9 shows the disovered Synre hains
in one set of data.
5.3 Assessing signiane of frequent episodes disovered
The empirial results presented earlier show that if we generate spike data using
speial embedded patterns in it then our algorithms an detet them. That is,
if the spike data is generated by a system of interonneted neurons with a few
strong exitatory onnetions, then the frequent episodes we disover learly
bring out the onnetion pattern in the network. However, these results do
not answer the question: if the algorithm detets some frequent episodes what
ondene do we have that they orrespond to some patterns in the underlying
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Pattern
Type
Size No. of
distint
patterns
Time
taken
(in
se)
Fration of deteted fre-
quent episodes that are
part of the embedded pat-
tern
Pattern
Length
Min
Count
%
Fration
Serial 8 2 1.766 1 1001 25.0%
2 867 100.0%
8 426 100.0%
3 1.797 1 1000 37.5%
2 879 100.0%
8 443 100.0%
4 1.891 1 957 50.0%
2 851 100.0%
8 430 100.0%
Serial 10 2 1.844 1 984 31.2%
2 866 100.0%
10 377 100.0%
3 1.953 1 935 46.9%
2 817 100.0%
10 358 100.0%
4 2.031 1 945 62.5%
2 817 100.0%
10 345 100.0%
Serial 12 2 1.922 1 1007 37.5%
2 884 100.0%
12 311 100.0%
3 2.203 1 976 56.2%
2 853 100.0%
12 309 100.0%
4 2.297 1 967 75.0%
2 849 100.0%
12 303 100.0%
Table 10: Disovery of ordered ring sequenes: Results (averaged over 100
datasets) of disovery of serial episodes with inter-event time onstraints when
multiple patterns are embedded. The olumns in the table are essentially same
as those in Table 9.
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(a)
(b)
Figure 8: Some ourrenes of ordered ring sequenes in a typial dataset
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Pattern No. of Episode Time Fration of frequent episodes
Type patterns Type (in se) that are part of embedded patterns
Nodes Min Count % Fration
Syn-5 1 Parallel 1.042 1 965 31.2%
1-(5)-1-(5) 2 799 100.0%
-1-(5)-1-(5) 5 664 100.0%
Serial (mod) 0.861 1 663 16.7%
2 594 100.0%
8 192 100.0%
2 Parallel 1.232 1 955 62.5%
2 802 100.0%
5 659 100.0%
Serial (mod) 0.391 1 658 50.0%
2 614 100.0%
8 188 100.0%
3 Parallel 1.252 1 942 62.5%
2 794 100.0%
5 667 100.0%
Serial (mod) 0.39 1 666 50.0%
2 601 100.0%
8 181 100.0%
Syn-5 1 Parallel 1.162 1 925 46.9%
1-(5)-1-(5) 2 780 100.0%
-1-(5)-1-(5) 5 635 100.0%
-1-(5)-1-(5) Serial (mod) 0.631 1 634 30.0%
2 580 100.0%
12 74 100.0%
Table 11: Results of disovery for multiple synre hain patterns. The general
struture of the table is similar to the earlier ones. Here all parallel episodes
are of size 5. We string together 4 or 6 suh parallel episodes to make the
synre hain pattern and this is shown as pattern type in the table. We have
used Parallel Episode expiry = 0.001 se, and Serial Episode Inter-event time
onstraint = 0.004 to 0.006 se. The table shows the two phases  parallel
episodes and modied serial episodes, separately both for time taken and for
the perentage of disovered episodes that are part of embedded pattern.
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Pattern No. of Episode Time Fration of frequent episodes
Type patterns Type (in se) that are part of embedded patterns
Nodes Min Count % Fration
Syn-4 1 Parallel 0.982 1 990 25.0%
1-(4)-1-(4) 2 848 100.0%
-1-(4)-1-(4) 4 737 100.0%
Serial (mod) 0.981 1 736 15.4%
2 664 100.0%
8 247 100.0%
2 Parallel 1.032 1 936 50.0%
2 783 100.0%
4 697 100.0%
Serial (mod) 0.561 1 696 40.0%
2 629 100.0%
8 226 100.0%
3 Parallel 1.092 1 925 75.0%
2 781 100.0%
4 686 100.0%
Serial (mod) 0.311 1 685 85.7%
2 617 100.0%
8 232 100.0%
Syn-4 1 Parallel 1.022 1 949 37.5%
1-(4)-1-(4) 2 798 100.0%
-1-(4)-1-(4) 4 709 100.0%
-1-(4)-1-(4) Serial (mod) 0.822 1 708 26.1%
2 630 100.0%
12 125 100.0%
2 Parallel 1.052 1 934 75.0%
2 777 100.0%
4 682 100.0%
Serial (mod) 0.381 1 681 85.7%
2 624 100.0%
12 111 100.0%
Syn-4 1 Parallel 1.031 1 936 50.0%
1-(4)-1-(4) 2 784 100.0%
-1-(4)-1-(4) 4 688 100.0%
-1-(4)-1-(4) Serial (mod) 0.711 1 687 40.0%
-1-(4)-1-(4) 2 620 100.0%
16 72 100.0%
Table 12: Disovery of Synre hain patterns where the parallel episodes are
all of size 4. We sring together 4, 6 or 8 suh parallel episodes to make synre
hain patterns. Struture of table same as the previous one
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(a)
(b)
Figure 9: Some ourranes of disovered Synre hains
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neural system. This is a question regarding the statistial signiane of the
disovered frequent episodes. That is, we need to ask how high should the
frequeny of an episode be so that, with a high ondene, we an assert that
the onnetivity pattern implied by the episode is, in some sense, harateristi
of the system generating the data.
To answer this question we have to essentially hoose a null hypothesis that
asserts that there is no `struture' in the system generating the data. Then
we need to alulate the probability that an episode of a given size would have
a given frequeny in the data generated by suh a model and this will tell
us what is the hane of a disovered frequent episode oming up by hane
in `random' data and hene tells us the statistial signiane of the disovered
frequent episodes. This an also allow us to alulate the frequeny threshold so
that all frequent episodes (with frequeny above this threshold) are statistially
signiant at a given level of ondene. Suh an analysis is presented for
the ase of serial episodes without any temporal onstraints under the null
hypothesis that the event stream is generated by an iid proess in [4℄.
That analysis is not diretly appliable for the multineuronal spiking data
appliation beause we have temporal onstraints on episode ourranes here.
But, more importantly, a null hypothesis of an iid proess generating the spike
data is not really attrative here. For example, even if we an rejet the null
hypothesis that spike trains are produed by independent Poisson proesses, it
does not mean that the system generating the data has strong orrelations or
onnetivity patterns as indiated by our episodes.
We like to note here that all urrent methods of spike data analysis, whenever
they onsider issues of statistial signiane, deal with a null hypothesis of iid
proesses generating spike data. One notable exeption is the work in [28℄ where
more ompliated null hypotheses are onsidered. However, this work does not
deal with nding useful patterns in spike data; the objetive of the analysis there
is to determine the time sale at whih exat times of spikes may arry useful
information as opposed to all information being arried by only the spiking
frequeny.
Here we want to onsider a omposite null hypothesis in whih we inlude not
only iid proesses, but also other models for interdependent neurons without any
spei strong onnetivity patterns or strong predispositions for oordinated
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ring. It is diult to apture all suh models in an analytially tratable
mathematial formulation. Hene, we take the approah of apturing our null
hypothesis in a simulation model and estimate the relevant probabilities by
generating many random data sets from suh a model. (This approah is similar
in spirit to the so alled `jitter' method [11℄).
We generate our random data sets using essentially three dierent types of
models. For the rst one, we use the same simulator as desribed earlier; but
we allow only the random interonnetions (with weights of interonnetions
uniformly distributed over [−c, c]). This will apture models where the poisson
proesses representing spikes by dierent neurons are interdependent (with the
ring rate of a neuron being dependent on spikes output by other neurons)
but without any bias for some spei interonnetivity pattern or oordinated
ring. Next, we generate data sets by assuming that dierent neurons generate
spikes as independent Poisson proesses by simply hoosing random xed rates
for the neurons. In this, we also inlude ases where many neurons an have the
same ring rate. For this, we x ve or ten dierent random ring rates and
randomly assign eah neuron to have one of these ring rates. For our third
type of data sets, we inlude models where rates of ring by neurons hange;
but without any relation to ring by other neurons. For this we hoose random
ring rates for neurons and at 50∆t time steps we randomly perturb the ring
rate. Here also we inlude the ase where ring rates of some random subsets
of neurons are all tied together.
Thus our null hypothesis inludes models where dierent neurons ould be
iid Poisson proesses, or inhomogeneous Poisson proesses where the ring rates
may be orrelated but the rate is not dependent on ring of other neurons. In
addition, our null hypothesis also inludes models where rates of ring hange
based on spikes output by other neurons but without any bias for spei strong
interonnetivity patterns. We feel that this is a large enough set of models to
onsider in the null hypothesis. If, based on our episode frequenies, we an
rejet the null hypothesis, then, it learly demonstrates that episodes with su-
iently high frequeny an not ome about unless there is a bias or interdepen-
dene in the underlying neural system for oordinated ring by some groups of
neurons.
By generating many data sets under the models in our null hypothesis and
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alulating frequenies of episodes of dierent sizes we now show that it is highly
unlikely to have long frequent episodes if the data generation model does not
have any speii biases.
The spei random data sets are as follows. All data sets are from a 26
neuron system. We generated ten sets of random interonnetion weights. In one
half of these, the weights are hosen with a uniform distribution over [−0.5, 0.5]
and in the other half the weights are uniformly distributed over [−0.5 0.5]. With
eah set of random weights, we generated ten sets of data (25 000 spikes) by
running the simulator with those weights. The normal ring rate (i.e., the rate
of ring when input is zero) is set at 20 Hz. Thus we have 100 data sets in
whih, while neurons re with input dependent ring rates, there are no speial
ausative onnetions. We generated another 25 data sets (of 25,000 spikes eah)
where eah neuron had a xed ring rate hosen from a uniform distribution
over [10Hz, 30Hz]. In another 25 data sets, we have ve dierent ring rates
hosen randomly from the same interval and eah neuron is randomly assigned
to one of these ring rates. In another 25 data sets we randomly hoose a new
ring rate for eah neuron from the same inteval every 50∆t time units. Here
dierent neurons are independent inhomogeneous Poisson proesses. Finally,
in another 25 data sets, we randomly divide the neurons into ve groups. All
neurons in a group would have the same ring rate. The ring rates are updated
every 50∆t time units by hoosing from a uniform distribution over the same
interval as earlier. Thus, we have a total of 200 data sets. In half of them, the
ring rate of any neuron is a funtion of the atual outputs of other neurons
onneted to it though all interonnetions weights are random with zero mean.
Thus, though the neurons are interdependent, there are no biases for any spei
onnetion pattern. In the other half of the data sets the ring rates of neurons
are random, xed or randomly hanged, some of the neurons may be orrelated
in the sense of having the same xed or varying ring rate, but ring rates are
not dependent on outputs of other neurons. We also note here that in all ases
we have hosen the random ring rates in suh a way that the average ring
rate of the total system is roughly same as that in the experiments desribed in
the earlier subsetions.
In eah of these data sets, We disover serial and parallel episodes (with the
usual temporal onstraints) of size upto 10 with a frequeny threshold of zero
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Size Max. Episode Frequeny
Avg Max Min
1-Node 1084.81 1165.00 1038.00
2-Node 60.21 76.00 54.00
3-Node 6.52 9.00 5.00
4-Node 2.03 3.00 2.00
5-Node 0.06 2.00 0.00
6-Node 0.00 0.00 0.00
7-Node 0.00 0.00 0.00
8-Node 0.00 0.00 0.00
9-Node 0.00 0.00 0.00
10-Node 0.00 0.00 0.00
Sample size = 100
Table 13: Statistis for parallel episode mining on random spike sequenes gener-
ated using the model of interdependent neurons with random interonnetions.
(Parallel Episode Expiry onstraint = 0.001 se). For dierent sizes of episodes,
we show the maximum frequeny of any episode of that size. Eah entry shows
the maximum, minimum and average values of the maximum frequeny. These
statistis are obtained from a sample size of 100 data sets
so that we get frequenies for all episodes. We then ompare the maximum
frequenies (averaged over all data sets) of episodes of dierent sizes obtained
from this random data sets to the minimum frequenies observed for same size
episodes on data sets with patterns embedded in them. For this omparison we
have generated another twenty data sets (using the earlier simulator) where a
large episode (serial or parallel as needed) is embedded and the average ring
rate is same as that in the random data sets. For the random data ase, we
show the results as two parts. First part orresponds to the 100 data sets where
neurons have spike-input dependent ring rates. The seond part orresponds
to the 100 data sets where xed or varying random ring rates are hosen for
the neurons.
Tables 13  15 show the results obtained in ase of parallel episodes. Table 13
shows the maximum observed frequeny of episodes for various sizes in ase
of the random data obtained from our model of interdependent neurons but
with random interonnetion weights. Table 14 shows the same for the ase
of data generated using dierent kinds of random ring rates for neurons as
explained earlier. These tables show statistis obtained from a sample size of
100 data sets eah. These numbers are to be ompared with those in Table 15
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Size Max. Episode Frequeny
Avg Max Min
1-Node 1249.00 1513.00 1004.00
2-Node 76.55 111.00 52.00
3-Node 7.62 12.00 5.00
4-Node 2.12 3.00 0.00
5-Node 0.04 2.00 0.00
6-Node 0.00 0.00 0.00
7-Node 0.00 0.00 0.00
8-Node 0.00 0.00 0.00
9-Node 0.00 0.00 0.00
10-Node 0.00 0.00 0.00
Sample size = 100
Table 14: Statistis for parallel episode mining on random spike sequenes gen-
erated using random (zed or varying) ring rates for neurons. (Parallel Episode
Expiry onstraint = 0.001 se). For dierent sizes of episodes, we show the max-
imum frequeny of any episode of that size. Eah entry shows the maximum,
minimum and average values of the maximum frequeny. These statistis are
obtained from a sample size of 100 data sets
Size Min. Episode Frequeny
Avg Max Min
1-Node 978.80 1074.00 933.00
2-Node 822.70 913.00 777.00
3-Node 763.35 853.00 714.00
4-Node 711.20 801.00 664.00
5-Node 657.56 702.00 620.00
6-Node 616.25 671.00 585.00
7-Node 571.50 598.00 543.00
8-Node 537.08 570.00 504.00
9-Node 493.50 525.00 468.00
10-Node 464.88 494.00 433.00
Sample size = 20
Table 15: Statistis for parallel episode mining on spike sequene data with
embedded patterns in it. (Parallel Episode Expiry onstraint = 0.001 se). For
dierent sizes of episodes, we show the minimum frequeny of any episode of
that size whih is a subepisode of the embedded pattern. Eah entry shows
the maximum, minimum and average values of the minimum frequeny. These
statistis are obtained from a sample size of 20 data sets
46
minimum observed frequeny of episodes that are part of embedded patterns for
dierent sizes. These numbers are obtained from ours simulation model with one
large parallel episode embedded. These are statistis obtained from a sample
of 20 data sets. Fig. 10 shows the plot of maximum frequenies of episodes in
noise sequenes and minimum frequeny of relevant episodes in sequenes with
patterns versus episode size. For the plot showing minimum frequenies for
the orret episodes in data with patterns, we show the observed variation in
minimum frequeny as an error bar on the gure.
Figure 10: Dierenes in episode frequenies in noise sequenes and sequenes
with patterns. All are parallel episodes with expiry time onstraint of 0.001
se. For the ase of data with patterns, we show minimum frequeny for any
episode that is part of the embedded pattern and the error bars show the range
of variation. The gure learly shows that it is extremely unlikely to have
episodes of size 3 or more with appreiable frequeny `by hane'.
From the table it an be seen that, even for size 2, the maximum frequeny of
an episode in the random data is very small. From size 3 onwards, all episodes
have frequeny less than 10 in the random data. On the other hand, when
the data ontains patterns, even the minimum observed frequenies of that size
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Size Max. Episode Frequeny
Avg Max Min
1-Node 1084.81 1165.00 1038.00
2-Node 70.51 84.00 59.00
3-Node 9.22 13.00 8.00
4-Node 3.30 4.00 3.00
5-Node 2.02 3.00 2.00
6-Node 1.24 2.00 0.00
7-Node 0.04 2.00 0.00
8-Node 0.02 2.00 0.00
9-Node 0.00 0.00 0.00
10-Node 0.00 0.00 0.00
Sample size = 100
Table 16: Statistis for serial episode mining on random spike sequenes gener-
ated using the model of interdependent neurons with random interonnetions.
(Serial Episode Inter-event time onstraint is 0.004-0.006 se) For dierent sizes
of episodes, we show the maximum frequeny of any episode of that size. Eah
entry shows the maximum, minimum and average values of the maximum fre-
queny. These statistis are obtained from a sample size of 100 data sets
episodes (whih are part of the embedded pattern or ground truth) are about
two orders of magnitude larger. We also note here that the frequenies of 1-node
episodes are omparable in the random and patterned data sets whih is due to
the fat that we have ensured that the average ring rates of neurons in both
sets of data are same. These results provides suient statistial justiation
that it is higly unlikely to have long episodes with appreiable frequenies if the
data soure does not have the neessary bias.
Tables 16 and 17 show the results obtained for serial episode mining for the
two dierent kinds of random spike sequenes as earlier and Table 18 shows
the results for serial episode mining on data that ontains patterns in it. One
again, it is seen that in random data the maximum frequeny of an episode
falls rapidly with size of episode and it is less than 10 for size 3 onwards. On
the other hand, if we generate data with spei pattern of interonnetions
then even the minimum frequeny of episodes that are part of the mebedded
pattern is about two orders of magnitude higher. In all these tables we have used
an inter-event time onstraint of 0.0040.006 se. For random data generated
through interonneted neurons model, this is reasonable beause we have a
synapti delay of 0.005 se. However, one may argue that in data generated
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Size Max. Episode Frequeny
Avg Max Min
1-Node 1249.00 1513.00 1004.00
2-Node 78.22 113.00 51.00
3-Node 10.22 15.00 7.00
4-Node 3.54 6.00 3.00
5-Node 2.10 3.00 2.00
6-Node 1.24 2.00 0.00
7-Node 0.10 2.00 0.00
8-Node 0.00 0.00 0.00
9-Node 0.00 0.00 0.00
10-Node 0.00 0.00 0.00
Sample size = 100
Table 17: Statistis for serial episode mining on random spike sequenes gener-
ated using random (zed or varying) ring rates for neurons. (Serial Episode
Inter-event time onstraint = 0.004-0.006 se) For dierent sizes of episodes, we
show the maximum frequeny of any episode of that size. Eah entry shows
the maximum, minimum and average values of the maximum frequeny. These
statistis are obtained from a sample size of 100 data sets
Size Min. Episode Frequeny
Avg Max Min
1-Node 967.80 1032.00 916.00
2-Node 845.65 903.00 798.00
3-Node 734.55 770.00 702.00
4-Node 647.30 679.00 608.00
5-Node 576.06 615.00 548.00
6-Node 515.88 545.00 482.00
7-Node 466.33 487.00 448.00
8-Node 423.58 447.00 405.00
9-Node 385.25 395.00 376.00
10-Node 353.88 368.00 345.00
Sample size = 20
Table 18: Statistis for parallel episode mining on spike sequene data with
embedded patterns in it. (Serial Episode Inter-event time onstraint = 0.004-
0.006 se) For dierent sizes of episodes, we show the minimum frequeny of any
episode of that size whih is a subepisode of the embedded pattern. Eah entry
shows the maximum, minimum and average values of the minimum frequeny.
These statistis are obtained from a sample size of 20 data sets
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Size Max. Episode Frequeny
Avg Max Min
1-Node 1249.00 1513.00 1004.00
2-Node 81.48 115.00 56.00
3-Node 11.62 20.00 8.00
4-Node 4.41 6.00 3.00
5-Node 2.87 4.00 2.00
6-Node 2.05 3.00 2.00
7-Node 2.00 2.00 2.00
8-Node 1.46 2.00 0.00
9-Node 0.44 2.00 0.00
10-Node 0.10 2.00 0.00
Sample size = 100
Table 19: Statistis for serial episode mining with inter-event time onstraint
disovery on data sets generated with (xed or varying) random ring rates.
The set of possible inter-event time onstraints are: 0.002-0.004 se,0.004-0.006
se,0.006-0.008 se. As before we show statistis of maximum observed frequen-
ies for episodes of dierent sizes
through random ring rates, there may be episodes with higher frequenies if
we onsider other inter-event time onstraints. So, on these sets of random
data, we have used our mining algorithm that an automatially detet the best
possible inter-event onstraint from a given set of onstraints. These results are
shown in Table 19. It is easily seen that even in this ase, the frequenies of
episodes fall of very rapidly with episode size. Fig. 11 shows the plot of episode
frequenies versus size in ase of serial episodes in noise data as well as in data
with patterns embedded in it.
All the above results learly demonstrate that it is extremely unlikely to
have large size episodes with any appreiable frequenies in random spike data.
For example, from the above results we an onlude that the probability of
having an episode of size greater than 2 with a frequeny of 300 under the null
hypothesis is less than 0.005 beause not even one in 200 samples from the Null
hypothesis did we get an episode of this frequeny. This then is the p-value for
asserting that an episode of frequeny above 300 is signiant. Of ourse, given
the vast dierene between frequenies of episodes in random and patterned
data, suh p-values are really not important. From the tables, it is also lear
that frequeny threshold of 250 or 300 (in data of this length) brings out only
signiant patterns.
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Figure 11: Dierenes in episode frequenies in noise sequenes and sequenes
with patterns. All are serial episodes with inter-event time onstraint of 0.004
0.006 se. For the ase of data with patterns, we show minimum frequeny for
any episode that is part of the embedded pattern and the error bars show the
range of variation. The gure learly shows that it is extremely unlikely to have
episodes of size 3 or more with appreiable frequeny `by hane'.
Given a spei data set (whih may be obtained through experiments on
neural ultures) one an use the above method for assessing signiane of dis-
overed episodes as follows. From the data we estimate average ring rates of
individual neurons and also ring rates averaged over windows of appropriate
width. We use these to set the random ring rates as well as the variations
in ring rates in our models for generating the random data sets. Then we
generate many random data sets of the same length as the given data and dis-
over episodes with the same temporal onstraints as in the real data. Then,
by omparing frequenies as above, we an say whih of the disovered episodes
are signiant. As a matter of fat, using the distribution of frequenies in the
random data, we an set the frequeny thresholds for our algorithms to disover
signiant episodes in the real data.
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Figure 12: Repeated motifs during sequential reativation of idential ells (A)
Set of neurons with preise sequenes of alium transients (V1 slie). Ten ells
reativated with exat timings between their transients (top panel). In the same
raster plot, a four-ell sequene is reativated four times (middle panel). This
four-ell sequene also ated as a part of the 10-ell sequene. Bottom panel
shows all sequenes deteted in the same raster plot.
5.4 Analysis of multi-neuron data obtained through Cal-
ium Imaging
In this setion we desribe results obtained on data sets olleted from exper-
iments on neural ensembles. This data set is from Dr. Rafael Yuste's
2
lab in
Dept. of Biologial Sienes, Columbia University, New York and the results of
these experiments are reported in [1℄. In this experiment, the data is obtained
through alium imaging tehnique. In [1℄, Ikegaya et. al. analyzed how neural
ativity propagates through ortial networks. They found preise repetitions
of spontaneous patterns. These patterns repeated after minutes maintaining
milliseond auray. In Fig. 3A of [1℄, suh patterns are shown in raster plots
by onneting the spikes that are part of an ourrene.
Fig. 12 shows a gure reprodued from [1℄ along with its original aption. In
Fig. 13, we show results obtained on the same alium imaging data set using
frequent episode disovery algorithms. Fig. 13 (a) shows two ourrenes of a
10-node parallel episode disovered with expiry time onstraint TX = 10 time
2
We are extremely grateful to Dr. Rafael Yuste for sharing the alium imaging data with
us.
52
(a) Frequent parallel episodes of size 10 satisfying expiry onstraint
= 10 time units
(b) Frequent serial episodes of size 4 satisfying inter-event interval
onstraint = 10 time units
Figure 13: Frequent episodes disovered using our algorithms on real data.
units. Fig. 13 (b) shows four ourrenes of a 4-node serial episode disovered
with inter-event onstraint of 0 to 10 time units. It is seen that the results
obtained using frequent episode disovery math with those presented in [1℄ by
omparing gures 12 with 13. Also, the time needed by our algorithm is muh
smaller beause in [1℄, they use a ounting tehnique that an not ontrol the
ombinatorial explosion. This result brings out the utility of our data mining
tehnique in terms of both eetiveness and eieny.
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5.5 Analysis of multi-neuron data obtained through multi-
eletrode array experiments
In this subsetion we present some of the results we obtained with our algorithms
on multi-neuronal data obtained through multi-eletrode array experiments.
3
The data is obtained from dissoiated ultures of ortial neurons grown on
multi-eletrode arrays. This is an extremely rih set of data where 58 ultures
of varying densities are followed for ve weeks. Everyday, the spontaneous
ativity as well as stimulated ativity of eah ulture is reorded for dierent
time durations. (See [2℄ for the details of experiments, nature of data, trends
observed et.). Sine data was reorded from eah ulture for many days, one
an presumably infer development of onnetions also. Here we only present a
few of the results we obtained from analyzing the spontaneous data from these
ultures, to illustrate the utility of our temporal datamining tehniques.
In these dissoiated ortial ultures, there is a lot of spontaneous ativity
inluding many yles of network-wide bursts [2℄. Thus, patterns of oordinated
ring by groups of neurons, even when they exist, would be rare in the sense that
the spikes whih form the oordinated ativity onstitute only a small fration of
the total number of spikes output by the system. Thus, simple ross orrelation
based methods are not very eetive in unearting oordinated ring patterns.
Using our algorithm for serial episode disovery under inter-event onstraints,
we are able to obtain some frequent episodes whih remain frequent for a large
number of days with inreasing trend in frequeny.
Fig. 14 shows a few suh serial episodes disovered in the data from one of the
ultures. (We have used inter-event time onstraint of 05 milli se). The gure
plots the frequeny (in terms of the number of non-overlapping ouranes as
a fration of the data length) for the frequent serial episodes versus the day
on whih the data is olleted. In the gure, 5, e5, e6, d6 et. are the pin
numbers in the multi-eletrode array whih will be event types for the data
mining algorithms. The inreasing trend of the frequeny is very lear and it
is highly plausible that these episodes represent some underlying miroiruits
that are developing as the ulture ages. Fig. 15 shows some further analysis of
one of the episodes disovered, namely, f8 → g8 → d8. The gure plots ratio
3
We are grateful to Prof. Steve Potter, Georgia Institute of Tehnology and Emory Uni-
versity, Atlanta, USA, for providing the data and for many useful disussions on analyzing
this data.
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Figure 14: Some frequent Serial Episodes disovered from multi-eletrode array
data from [2℄. We plot the normmalized frequeny versus the age in days of the
ulture. These are from data of ulture 2-1.
of the frequenies of f8 → g8 to that of f8 and similarly for g8 → d8 and g8.
This ratio, whih we all the ondene for the subepisode, gives an indiation
of the hane that the seond neuron spikes given the rst one spiked. If the
episode is really due to a iruit, we expet this ondene to be high but not
too high. (If a spike from eletrode g8 always follows a spike from eletrode
f8, then it may be that a single axon is making ontat with both eletrodes).
As an be seen from the gure, the ondene values steadily grow with age
of the ulture and reah a reasonably high value. The inreasing trend of the
ondene values mathes well with the inreasing trend of the frequeny of
the episode also thus indiating that some underlying struture is responsible
for the repeated ourrane of this episode. Similar behaviour is seen in ase
of other episodes and also for other ultures, thus indiating that the frequent
episodes disovered are most probably due to oordinated ring by some group
of neurons due to some underlying strutures in the ulture.
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Figure 15: Condene sores for subepisodes of the episode f8 → g8 → d8
versus age of ulture in days. See text for explanation
In this data, there is no ground truth available regarding onnetions and
hene it is not possible to diretly validate the disovered episodes. However,
we an indiretly get some evidene that the episodes apture some underlying
struture in the neural system by looking at the sets of episodes obtained from
same ulture on dierent days and from dierent ultures. We onsidered six
ultures, namely, ulture 2-1 to ulture 2-6. For eah ulture we onsidered the
data from the last ve days, namely days 31 to 35. (As we have seen from
earlier gures, the iruits seem to stabilize only in the last week). However,
in our data set, for ulture 2-4 there was no reording on day 34 Thus we have
29 data sets suh as 2-1-31 (meaning ulture 2-1, day 31) and so on. From
eah ulture on eah day, we have 30 minutes of data reording spontaneous
ativity. From eah data set, we have taken a 10 minute duration data slie.
From eah suh data slie, we identied top twenty most frequent 7-node serial
episodes with inter-event interval onstraint of 05 milli se. (We want to on-
sider long episodes beause, as we saw earlier, it is highly unlikely to have large
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size frequent episodes by hane. The size of 7 is hosen so that all data sets
have atleast twenty episodes of that size). Now we want to ompare the sets
of episodes disovered from dierent data slies. For this we need a measure of
similarity between sets of episodes.
We dene a similarity sore for two sets, A,B, of episodes of size, say, N, as
follows. We rst ount the number of N-node episodes that are ommon in the
two sets and remove all the ommon ones from both sets. Then we replae eah
episode (in eah set) with the two (N-1)-node subepisodes obtained by dropping
the rst or last nodes in the original episode. We now ount the ommon (N-
1)-node episodes (in the two sets) and remove them. We go on like this, by
replaing the left-over episodes with subepisodes of size one less and ounting
the ommon ones, till we reah episodes of size 1. Let ni denote the number
of ommon episodes of size i. Then the similarity between the sets A and B is
dened as
Sim(A,B) =
N∑
i=1
2ini.
Sine we want to view episodes as representing onnetions, similarity has to
apture how muh of the paths represented by dierent episodes are ommon.
The above measure does just that and gives higher weightage to ommon long
episodes.
Fig. 16 shows the ross-similarity between the sets of frequent episodes from
the 29 data slies by olour oding similarity values. The axes indiate the
ulture-day ombinations. Note that the two axes are ordered dierently so
that the reverse diagonal represents similarity between idential sets of episodes.
That is why the reverse diagonal has highest similarity values. What is interest-
ing is that data slies from the same ulture but from dierent days are highly
similar. This an be seen by observing the 5× 5 submatries around the reverse
diagonal in the gure. (For the 2-4 ulture, this submatrix is only 4× 4 beause
there is no data for 2-4-34). This is in sharp ontrast to the fat (as seen from
the gure) that sets of episodes obtained from dierent ultures have very low
similarity. These results strongly support the view that the frequent episodes
apture some underlying struture in the neural system.
As said earlier, in the data we are onsidering, all ultures show very strong
network-wide bursting ativity that keeps ourring again and again. It is ob-
served that most of our long episodes our only during the burst period. Hene,
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Figure 16: Cross similarity between sets of frequent Serial Episodes. Eah point
represents similarity sore between two sets of frequent episodes obtained from
10 minute duration data from pairs of ulture-day ombinations. Sine the
two axes are ordered in reverse orders, the reverse diagonal orresponds to the
ase where the two sets of frequent episodes are idential. The olour ode is
explained by the legend on the right. Note the high similarity sores around the
reverse diagonal showing that sets of episodes from the same ulture are muh
more similar than those from dierent ultures.
an interesting question to ask is how far are individual bursts haraterize the
underlying system. For this, we do a similar analysis as above. As earlier, we
obtain 29 sets of frequent episodes by taking ten minute data from eah ulture
on eah of days 31 to 35. We then get another 29 sets of frequent episode from
data orresponding to a single burst (taken outside the ten minute duration)
from eah ulture on eah of the days 31 to 35. We then obtain similarities be-
tween these sets of frequent episodes and the results are shown in g. 17. As an
be seen, the results are strikingly similar to the earlier ase. Frequent episodes
obtained from dierent ultures are highly dissimilar while those from the same
ulture but from dierent days are muh more similar. The main dierene
here as ompared to the earlier ase, is along the reverse diagonal in the gure,
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where, while the similarity values are high, they are not the highest as in the
earlier ase. This is beause (for the points along the reverse diagonal), one set
of frequent episodes is obtained from data of ten minute duration whereas the
other set is obtained from only a single burst whih is typially only a ouple of
seonds long. In spite of this, these two sets of episodes show good similarity if
they are from the same ulture. This one again supports the view that there
are some harateristi strutures that are dierent for dierent ultures (whih
is natural beause the synapses that form in a ulture are mostly random) and
these are aptured well by our frequent episodes.
Figure 17: Similarity between sets of frequent Serial Episodes. Eah point
represents similarity sore between two sets of frequent episodes, one obtained
from a 10 minute duration data and the other from a single burst, orresponding
to pairs of ulture-day ombinations. Sine the two axes are ordered in reverse
orders, the reverse diagonal orresponds to same ulture-day ombinations. The
olour ode is explained by the legend on the right. Note the high similarity
sores around the reverse diagonal showing that sets of episodes from the same
ulture are muh more similar than those from dierent ultures.
The results presented in gures 16 and 17 strongly indiate that the set of
frequent episodes seem to haraterize the ativity of a neural ulture well and
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hene they apture the underlying miroiruits whih are dierent for dierent
ultures.
6 DISCUSSION
In this paper we have onsidered the problem of analyzing multi-neuronal spike
data sequenes. We argued that the temporal data mining framework of frequent
episode disovery is a very useful formalism for addressing this problem. We
have shown how the struture of episodes with additional temporal onstraints
an apture most of the patterns that are of interest in this area of neurobiology.
We have presented algorithms for disovering suh frequent episodes and iluus-
trated the performane of the algorithms through simulations. We have onsid-
ered both syntheti data generated through a realisti neuronal spike simulator
as well as two sets of multi-neuronal data  one obtained through Calium imag-
ing and the other obtained from multi-eletrode array experiments. We have
also presented extensive empirial results to show that our frequent episodes
represent statistially signiant patterns of orrelated rings in the underlying
neural system.
Analyzing multi-neuron spike data is a hallanging problem of muh urrent
interest in neurosiene. Due to the abundane of experimental tehniques one
an now obtain data representing the simultaneous ativity of many neurons
grown in vivo. Thus algorithms that an unearth signiant patterns in the
data would go a long way in allowing neurobiologists to study ring patterns
and miroiruits in neural assemblies. Suh an understanding of the behaviour
of interating neurons is very useful in understanding vital issues suh as learn-
ing and memory as well as for onrete appliations suh as brain omputer
interfaes.
We have shown how one an detet many oordinated ring patterns suh
as order, synhrony as well as synre hains in terms of episodes with appropri-
ate temporal onstraints. We illustrated the eetiveness of the algorithms by
analyzing synthetially generated spike sequenes that have embedded patterns
in them. For this we have modelled eah neuron as an inhomogeneous Poisson
proess whose spiking rate gets modied in response to the input reeived from
other neurons. By building an interonneted system od suh neurons with
some spei large exitatory onnetions along with many random onnetions
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we an embed dierent patterns in the system that is generating the spike data.
Sine the ground truth is known in these sequenes, they serve as a useful test
bed for assessing the apabilities of our algorithms. We have shown that our
algorithms unerringly disover the underlying struture and also that they sale
well even if there are multiple suh patterns in the data.
We have also used our neuronal spike data simulator to show that the kind
of episodes we are taking about do not happen by hane. We have generated
many sets of random data of both independent and dependent neurons and by
using the `jitter method' [11℄ idea of sampling from a null hypothesis are able
to show that the maximum frequeny of episodes in noise data are orders of
magnitude smaller than minimum frequenies of relevant episodes when data
ontains patterns. This, we feel, is a very signiant ontribution of this paper
beause the null hypothesis we onsider here goes far beyond the usual one of
independent homogeneous Poisson proesses.
We have also illustrated the eetiveness of our method in analyzing data
obtained from multi-neuronal systems grown in vivo. These results also show
that, unlike the methods based on orrelations, the data mining tehniques
proposed here are muh more promising for getting information regarding the
onnetivity patterns.
The data mining tehniques we proposed here are muh more eient that
the urrent methods based on analyzing orrelations between spike trains and
are also seen to be muh more eetive un unearthing interesting patterns that
are relevant to understanding onnetivity patterns. However, the full data
analysis problem is very hallenging beause the spike trains are noisy stohas-
ti proesses where the useful patterns of oordinated ativity an often be
submerged by vast amount of bakground spiking. Thus, we view the results
of this paper more as indiative of what the data mining approah an oer
in this area rather than as solving the problem. Muh more work is needed to
develop these tehniques to a level where they an beome a routine tool for
neurobiologists. We hope that this paper would ontribute towards developing
the neesary ollaborations between neurobiologits and data mining researhers
for suh a fruitful ativity.
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Algorithm 2 Non-overlapped ount for parallel episodes with expiry time on-
straint
Input: Set C of andidate N -node parallel episodes, event streams s =
〈(E1, t1), . . . , (En, tn)〉, frequeny threshold λmin ∈ [0, 1], expiry time Tx
Output: The set F of frequent serial episodes in C
1: for all event types A do
2: waits(A) = φ
3: for all α ∈ C do
4: Initialize autos(α) = φ
5: for all α ∈ C do
6: for all event types A ∈ α do
7: Create node s with s.episode = α; s.init = 0 ;
8: s.count = 1
9: Add s to waits(A)
10: Add s to autos(α)
11: Set α.freq = 0
12: Set α.counter = 0
13: for i = 1 to n do
14: for all s ∈ waits(Ei) do
15: Set α = s.episode
16: Set j = s.count
17: if j > 0 then
18: Set s.count = j − 1
19: α.counter = α.counter + 1
20: s.init = ti
21: {Expiry hek}
22: if α.counter = N then
23: for all q ∈ autos(α) do
24: if (ti − q.init) > Tx then
25: α.counter = α.counter − 1
26: q.count = q.count+ 1
27: {Update episode ount}
28: if α.counter = N then
29: Update α.freq = α.freq + 1
30: Reset α.counter = 0
31: for all q ∈ autos(α) do
32: Update q.count = 1
33: Output F = {α ∈ C suh that α.freq ≥ nλmin}
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Algorithm 3 Non-overlapped serial episodes ount with inter-event interval
onstraints
Input: Set C of andidate N -node parallel episodes, event streams s =
〈(E1, t1), . . . , (En, tn)〉, frequeny threshold λmin ∈ [0, 1], expiry time TX
Output: The set F of frequent serial episodes in C
1: for all event types A do
2: Initialize waits(A) = φ
3: for all α ∈ C do
4: Set prev = φ
5: for i = 1 to N do
6: Create node with node.visited = false; node.episode = α;
node.index = i; node.prev = prev; node.next = φ
7: if i = 1 then
8: Add node to waits(α[1])
9: if prev 6= φ then
10: prev.next = node
11: for i = 1 to n do
12: for all node ∈ waits(Ei) do
13: Set accepted = false
14: Set α = node.episode
15: Set j = node.index
16: Set tlist = node.tlist
17: if j < N then
18: for all tval ∈ tlist do
19: if (ti − tval.init) > α.thigh[j] then
20: Remove tval from tlist
21: if j = 1 then
22: Update accepted = true
23: Update tval.init = ti
24: Add tval to tlist
25: if node.visited = false then
26: Update node.visited = true
27: Add node.next to waits(α[j + 1])
28: else
29: for all prev_tval ∈ node.prev.tlist do
30: if ti − prev_tval ∈ (α.tlow [j − 1], α.thigh[j − 1]] then
31: Update accepted = true
32: Update tval.init = ti
33: Add tval to tlist
34: if node.visited = false then
35: Update node.visited = true
36: if node.index ≤ N − 1 then
37: Add node.next to waits(α[j + 1])
38: else
39: if ti − prev_tval > α.thigh[j − 1] then
40: Remove prev_tval from node.prev.tlist
41: if accepted = true and node.index = N then
42: Update α.freq = α.freq + 1
43: Set temp = node
44: while temp 6= φ do
45: Update temp.visited = false
46: if temp.index 6= 1 then
47: Remove temp from waits(α[temp.index])
48: Update temp = temp.next
49: Output F = {α ∈ C suh that α.freq ≥ nλmin}
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