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In this paper we develop an extension of the classical Sturm theory [C. Sturm, Sur une
classe d’equations à derivée partielle, J. Math. Pures Appl. 1 (1836) 373–444], to study
the oscillation properties for the eigenfunctions of some fourth-order two point boundary
value problems on the interval [0,1]. We are mainly interested in the case when these
problems have negative eigenvalues induced by the sign of the parameters in the boundary
conditions. In particular, we give an asymptotic estimate of the number of zeros in (0,1) of
the ﬁrst eigenfunction in terms of the variation of parameters in the boundary conditions.
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1. Introduction
We shall investigate the oscillatory properties of the eigenfunctions of the following eigenvalue problem
l(y) = (py′′)′′ − (qy′)′ = λry, ′ := d
dx
, (1.1)
y(0) = y′(0) = 0 (clamped end), (1.2)
y′(1) cosγ + (py′′)(1) sinγ = 0, (1.3)
y(1) cos δ − T y(1) sin δ = 0, (1.4)
where, T y = (py′′)′ −qy′ , 0 γ  π/2, 0 δ  π and p > 0, r > 0. The coeﬃcients p, r and q are assumed to be real-valued
and continuous functions unless speciﬁed otherwise. Moreover, we assume that the equation
(py′)′ − qy = 0, (1.5)
is disfocal in (0,1], i.e., there is no nontrivial solution of Eq. (1.5) such that y(a) = 0 = y′(b) for any a,b ∈ [0,1]. Note that
the sign of q which satisﬁes the disfocal condition may change in [0,1]. Problem (1.1)–(1.2), (1.3), (1.4) is derived from
a wave equation which describes the vibration of a nonhomogeneous rod or beam clamped at one end (e.g., [4,14,15]).
The oscillatory properties for the eigenfunctions of the linear ordinary differential operators have a long history. In 1836,
Sturm ([16], [10, Chap. 1]), using an analytic approach, studied these properties for a second-order self-adjoint linear dif-
ferential operator on the interval [0,1]. In particular he proved that this problem has a sequence of real eigenvalues {λn}∞1
such that the corresponding eigenfunctions {yn}∞1 have the property that yn has n − 1 zeros in (0,1), and the zeros of
yn and yn+1 interlace. The works on higher-order boundary value problems are few and most of them deal with the case
when all the eigenvalues are positive. Using a different approach based on the analysis of the kernel of the integral equa-
tion associated with the Sturm–Liouville problem, Kellog [8] obtained the same oscillatory properties of Sturm. Later this
approach was extended by many authors (e.g., see [5,7,13]) to study the spectral and the oscillatory properties of a class of
E-mail address: jamel.benamara@fsb.rnu.tn.0022-247X/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2008.07.055
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value problem similar to (1.1)–(1.2), (1.3), (1.4) but with q ≡ 0 and more general boundary conditions. His method called
“continuity method” is based upon the use on a continuous transformation of different Sturmian systems, i.e., starting from
one boundary value problem with known spectral and oscillatory properties, he proved that these properties remain un-
changed in the case of the boundary value problems obtained via this transformation. However, this method is applied
for studying the oscillatory properties of the eigenfunctions corresponding only to the positive eigenvalues. In [1,2], Banks
and Kurowski developed an extension of the Prüfer transformation to study the oscillations of the eigenfunctions and their
derivatives of Problem similar to (1.1)–(1.2), (1.3), (1.4) with q  0 (and in some particular cases when (1.5) is disfocal) and
0 δ, γ  π2 . The last condition is crucial in their work, it is suﬃcient for the positivity of the eigenvalues and also for the
validity of the Prüfer transformation. Recently, [2] has been extended by Kerimov and Aliyev [9] for the same conditions on
the coeﬃcients p, r, q and the parameters γ , δ.
Note that all the works cited above deal with the case when the problem has only positive eigenvalues, except the
work [6], where it was proved, in the case q(x) ≡ 0, the existence of negative eigenvalues. However, there is no results on
their multiplicities and on the oscillation properties of the corresponding eigenfunctions.
In the present work we show that the classical Sturm theory can be extended to higher-order boundary value problems,
particularly, those of fourth-order with negative eigenvalues. Recall that the main principle of the classical Sturm theory is
that all the spectral and the oscillatory properties of the Sturm–Liouville problem on a bounded interval are obtained from
the analytic properties of a normalized solution of the second-order equation(
p(x)y′
)′ − q(x)y = λr(x)y, (1.6)
satisfying one end boundary condition. It is shown that the zeros of this solution are continuous and decreasing functions
of the spectral parameter λ. In a similar way, we construct a normalized solution y(x, λ) of the problem determined by
Eq. (1.1) and three boundary conditions, and we prove that the set of solutions of this problem is a vector space of di-
mension 1. We show that the zeros of y(x, λ) are continuous functions of λ, and can leave or enter the interval (0,1)
only through the endpoints x = 1 if λ > 0 and x = 0 if λ 0. Using this, we prove that Problem (1.1)–(1.2), (1.3), (1.4) may
have at most one negative and simple eigenvalue and a sequence of positive and simple eigenvalues tending to inﬁnity. The
corresponding eigenfunction to the negative eigenvalue may have only simple zeros in (0,1). In the case of a suﬃciently
smooth coeﬃcients in the differential expression (1.1), we show that this number, denoted by N(δ), tends to inﬁnity as
δ → π , and satisﬁes the following asymptotic estimate:
N(δ)  α
2π(| tan δ|)1/3(p(1)r3(1))1/12
,
where α = ∫ 10 ( rp )1/4 dt . Note that this situation does not occur in the case of second-order self-adjoint eigenvalue problems,
where the eigenfunction associated with the lowest eigenvalue has no zeros in (0,1). Note that in the process of our study,
we establish an analogue of the comparison Sturm theorem which allows to compute the number of zeros in (0,1) of the
eigenfunctions associated with the positive eigenvalues. We also derive some interlacing properties between the eigenvalues
of problems which differ only by one boundary condition. Finally, at the end of this work we show by an example that
Problem (1.1)–(1.2), (1.3), (1.4), where π2 < γ < π , 0 < δ <
π
2 , is exceptional since multiple positive eigenvalues may exist.
2. Some basic lemmas
In this section we show that the set of solutions of the problem determined by Eq. (1.1) and the boundary condi-
tions (1.2), (1.3), is generated by a function y(x, λ), whose zeros in (0,1] are C1 functions of λ.
The following lemma of Leighton and Nehary [11] stated for q ≡ 0, will be needed throughout our discussion. In the
case q  0 or if the second-order equation (py′)′ − qy = 0 has a positive solution on [0,1], they gave a transformation
for removing the middle term (qy′)′ from Eq. (1.1). However, this transformation changes the form of the initial and the
boundary conditions, namely the sign of y′′ is not necessarily preserved. For this reason this transformation cannot be used
in any straightforward way. In [2, Lemma 2.1], Banks and Kurowski gave a new proof of this lemma for q  0. However, in
the case when (py′)′ − qy = 0 is disfocal on (0,1], they partially proved it [2, Lemma 7.1], and therefore they were able
to study Problem (1.1)–(1.2), (1.3), (1.4) only under the restriction y(1)y′(1) = 0. Here we show how Lemma 2.1 together
with the transformation of Leighton and Nehary [11] can be applicable to investigate more general boundary conditions, for
example when y(1)y′(1) = 0.
Lemma 2.1. (See [8, Lemma 2.1].) Let λ > 0 and y be a nontrivial solution of the differential equation (1.1) for q ≡ 0. If y, y′, y′′ and
T y are nonnegative at x = a (but not all zero) they are positive for all x > a. If y,−y′, y′′ and −T y are nonnegative at x = a (but not
all zero) they are positive for all x < a.
Let y be a solution of (1.5) which satisﬁes the initial conditions y(0) = 0, y′(0) = 1. Then the disfocal condition of (1.5)
implies that y′(x) > 0 in [0,1]. Therefore, if h denotes the solution of Eq. (1.5) satisfying the initial conditions
y(0) = c > 0, y′(0) = 1, (2.1)
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substitution [11, Theorem 12.1]
t(x) :=
x∫
0
h(s)ds, (2.2)
transforms [0,1] into the interval [0, t∗], where t∗ = ∫ 10 h(s)ds, and Eq. (1.1) into(
ph3 y¨
).. = λh−1ry, (2.3)
where p(x),h(x), r(x), y(x) are taken as functions of t and · := ddt . Furthermore, the following relations are useful in the
sequel:
y˙ = y′h−1, h3 y¨ = hy′′ − y′h′, (ph3 y¨). = (py′′)′ − qy′. (2.4)
It is clear from the second relation of (2.4), that the sign of y′′ is not necessarily preserved after the transformation (2.2).
Also we need the following result which is basic in the sequel.
Lemma 2.2. Let E be the space of solutions of the following boundary value problem:⎧⎨
⎩
(py′′)′′ − (qy′)′ = λry,
y(0) = y′(0) = 0,
y′(1) cosγ + (py′′)(1) sinγ = 0.
(2.5)
Then dimE = 1.
For the proof of Lemma 2.2, we need the following result:
Lemma 2.3. All the eigenvalues of Problem (1.1)–(1.2), (1.3), (1.4), respectively for δ = 0 and δ = π2 , are positive.
Proof. The quadratic form associated with Problem (1.1)–(1.2), (1.3), (1.4) for δ = π2 is
I(y) =
1∫
0
p(y′′)2 dx+
1∫
0
q(y′)2 dx+ (y′(1))2 cotγ ,
where y ∈ C2([0,1]) and y(0) = y′(0) = 0. Obviously I(y) is bounded bellow, and hence all the eigenvalues of Problem
(1.1)–(1.2), (1.3), (1.4) for δ = π2 are real. Suppose that there exists y ∈ C2[0,1] such that y(0) = y′(0) = 0 and I(y) 0. Put
v := y′ , then
I(y) =
1∫
0
p(v ′)2 dx+
1∫
0
q(v)2 dx+ (v(1))2 cotγ  0,
a contradiction in view of the disfocal property of (1.5). Therefore, all the eigenvalues of (1.1)–(1.2), (1.3), (1.4) for δ = π2 are
positive. By the mini–max principle, all the eigenvalues of Problem (1.1)–(1.2), (1.3), (1.4) for δ = 0 are also positive. 
We prove now Lemma 2.2.
Proof of Lemma 2.2. Let λ > 0 and suppose that there exist two linearly independent solutions y1, y2 of Problem (2.5).
It is easy to see from (2.4) that the initial conditions (1.2) for y1 and y2 are preserved after the transformation (2.2).
Furthermore, taking into account that h′(x) > 0 on [0,1], the form of the boundary condition (1.3) is also preserved. In this
case the transformed problem is determined by Eq. (2.3) and the boundary conditions
y(0) = y˙(0) = 0, (2.6)
y˙(1) y¨(1) 0. (2.7)
Both y¨1(0) and y¨2(0) must be different from zero since otherwise it would follow from Lemma 2.1 that y˙1 y¨1(1) > 0 and
y˙2 y¨2(1) > 0, and this is in contradiction with the boundary condition (2.7). In view of the assumptions about y1 and y2,
the solution
w(x) = y¨2(0)y1(x) − y¨1(0)y2(x)
satisﬁes w(0) = w˙(0) = w¨(0) = 0 and w˙ w¨(1) 0. This again contradicts Lemma 2.1 unless w ≡ 0.
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diction with Lemma 2.3. The proof of the lemma is complete. 
Let y(x, λ) be a solution of Problem (2.5), normalized for example by the condition
(py′′)(0) = 1, (2.8)
if λ > 0, and by
y(1) = 1, (2.9)
if λ 0. Note that, if λ > 0 and y′′(0) = 0, then it follows from Lemma 2.1 together with the transformation (2.3) and (2.4)
that y¨(1) y˙(1) > 0, and this is in contradiction with (2.7). If now λ  0 then by Lemma 2.3 we have y(1) = 0. As we will
show later on, this solution y(x, λ) plays a fundamental role in determining the spectral and oscillatory properties, as in
the case of the Sturm–Liouville problem, where these properties are derived from the solution of an initial value problem
associated with (1.6). Consider the equation
y(x, λ) = 0,
for x ∈ [0,1] and λ ∈ R. The zeros of this equation are functions of λ.
Lemma 2.4. Let γ ∈ (0, π2 ] and y(x, λ) be the solution of (2.5)–(2.8) for λ > 0 and of (2.5)–(2.9) for λ 0. Then, every zero x(λ) ∈
(0,1] of the equation y(x, λ) = 0 is simple and is a C1 function of λ ∈ R.
Proof. Let x0 ∈ (0,1) and λ0 > 0 such that y(x0, λ0) = 0 and y′(x0, λ0) = 0 (′:= ddx ). Using the transformation (2.2), the
solution y of (2.3) also satisﬁes y(t0, λ0) = y˙(t0, λ0) = 0 where t0 =
∫ x0
0 h(s)ds ∈ (0,1). If y′′(x0)T y(x0)  0, then by (2.4),
we have y¨(t0)(ph3 y¨)
.
(t0) 0, and hence, the ﬁrst statement of Lemma 2.1 implies that y˙1 y¨1(1) > 0. This is in contradiction
with the condition (2.7). If y′′(x0)T y(x0) < 0, then (2.4) with the second part of the same lemma yield a contradiction with
the boundary condition (2.6). If now, x = 1 is a zero of y(x, λ), then, from the condition (1.3) together with the fact that
γ = 0, it is simple.
We suppose now that x0 ∈ (0,1] and λ0  0 such that y(x0, λ0) = y′(x0, λ0) = 0. Then λ0 is a nonpositive eigenvalue
of the problem deﬁned on [0, x0] and determined by Eq. (1.1) with the boundary conditions y(0) = y′(0) = y(x0) = y′(x0).
Using the same argument developed in the proof of Lemma 2.3, we show that all the eigenvalues of this problem must
be positive, contradiction. The rest of the proof concerning the smoothness of x(λ) follows from the well-known implicit
function theorem. 
From the continuity of the zeros of y(x, λ) as functions of λ, together with Lemmas 2.1 and 2.3, it follows an important
corollary.
Corollary 2.5. As λ > 0 (λ 0) varies, the solution y(x, λ) can lose or gain zeros only by these zeros leaving or entering the interval
[0,1] through its endpoint x = 1 (x = 0).
3. Comparison theorem
In this section we establish a comparison type theorem for the number of zeros in (0,1) of the normalized solution
y(x, λ) of Problem (2.5).
We introduce the function
F (x, λ) = y(x, λ)
T y(x, λ)
, (3.1)
where y(x, λ) is the solution of Problem (2.5)–(2.8) if λ > 0, and of Problem (2.5)–(2.9) if λ  0. Note that, since Eq. (1.1)
linearly depends on λ, then from the general theory of linear differential equations (e.g., [12, Chap. 1]), y(x, λ) and T y(x, λ)
are analytic functions of λ for all ﬁnite λ and ﬁxed x. Therefore, F (x, λ) is a ﬁnite-order meromorphic function of λ.
Moreover, we have the following result.
Lemma 3.1. (1) The function F (1, λ) decreases on every interval where T y(1, λ) = 0.
(2) Let γ ∈ (0, π2 ]. If there exist x ∈ (0,1] and λ > 0 such that y(x, λ) = 0 then
∂ F (x, λ)
∂x
< 0.
If γ = 0 then the last conclusion holds for x ∈ (0,1).
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tity [12, Chap. 1], we obtain
y(1,μ)T y(1, λ) − y(1, λ)T y(1,μ) = (λ − μ)(ry(λ), y(μ))L2(0,π). (3.2)
Thus,
(λ − μ)(ry(λ), y(μ))L2(0,π) =
(
y(1,μ) − y(1, λ))T y(1, λ) − (T y(1,μ) − T y(1, λ))y(1, λ).
Dividing this equality by (λ − μ) and passing to the limit as μ → λ, we obtain
−
1∫
0
r(x)y2(x, λ)dx = ∂ y(1, λ)
∂λ
T y(1, λ) − ∂T y(1, λ)
∂λ
y(1, λ). (3.3)
Therefore, on each λ-interval where T y(1, λ) = 0 we obtain
−
1∫
0
r(x)y2(x, λ)dx = y2(1, λ) ∂ F (1, λ)
∂λ
. (3.4)
The last identity yields
∂ F (1, λ)
∂λ
< 0.
Therefore, the desired result follows.
(2) If x ∈ (0,1] and λ > 0 such that y(x, λ) = 0, then
∂ F (x, λ)
∂x
= y
′(x, λ)
T y(x, λ)
.
Suppose that
y′(x, λ)
T y(x, λ)
 0.
If x ∈ (0,1) and y′(x, λ) 0 then T y(x, λ) 0. In this case, from the transformation (2.2) together with the relations (2.4)
we have y(t) = 0, y˙(t)  0 and (ph3 y¨).(t)  0, where t = ∫ x0 h(s)ds ∈ (0,1). The ﬁrst statement of Lemma 2.1 together
with (2.7) imply that y¨(t) < 0. But in view of the second part of the same lemma, this is in contradiction with (2.6). If now
x = 1 and y′(1, λ) 0 then T y(1, λ) 0; i.e., by (2.4), y˙(t) 0 and (ph3 y¨).(t) 0. Therefore, again the second statement of
Lemma 2.1 together with (2.6) yield similar contradiction. The other case (i.e., if y′(x, λ) < 0 for x ∈ (0,1]) can be treated in
the same way. 
We are now ready to establish a comparison type theorem.
Theorem 3.2. Let γ ∈ (0, π2 ], 0 < λ1 < λ2 , and let y(x, λ1) and y(x, λ2) be solutions of Problem (2.5)–(2.8). If y(x, λ1) has m zeros
in the interval (0,1) then y(x, λ2) has at least m zeros in this interval.
Proof. By Corollary 2.5, as λ > 0 varies the zeros of the solution y(x, λ) can enter or leave the interval (0,1) only through
the endpoints x = 0 or x = 1. On the other hand, these zeros cannot pass through the endpoint x = 0, since x = 0 would
be a triple zero, and by virtue of Lemma 2.1 together with (2.2) and (2.4), this contradicts the boundary condition (2.7). If
for some μ > 0 and x ∈ (0,1] we have y(x,μ) = 0, then F (x,μ) = 0 and by Lemma 2.4, together with the implicit function
theorem, we obtain
x′(μ) = − Fλ(x,μ)
Fx(x,μ)
.
In particular, for x = 1, Lemma 3.1 implies
x′(μ) = − Fλ(1,μ)
Fx(1,μ)
< 0. (3.5)
Let λ > 0, and x(λ) ∈ (0,1) be a zero of y(x, λ). As λ increases, this zero cannot pass through the endpoint x = 0, since
it would be a triple zero, and by the transformation (2.2) together with Lemma 2.1, we obtain a contradiction with the
boundary condition (2.6). On the other hand, this zero cannot pass through the endpoint x = 1 since otherwise, for some
λ1 > λ we have x(λ1) = 1 and x′(λ1) > 0, and this contradicts (3.5). Thus, the number of zeros of y(x, λ) in (0,1) does not
decrease as λ increases. The theorem is proved. 
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In this section we derive some asymptotic properties of y(x, λ) as |λ| → ∞.
Lemma 4.1. Let p, r ∈ C3[0,1].
(1) If y(x, λ) is the solution of Problem (2.5)–(2.8), then
y(x, λ) = (cosμX − sinμX)[1+ O(μ−1)], as λ → +∞, (4.1)
where μ4 = λ and X = ∫ x0 (r/p)1/4 dt.
(2) If y(x, λ) is the solution of Problem (2.5)–(2.9), then
y(x, λ) = e
μ(X−α)√
2 cos
μ(X − α)√
2
[
1+ O(μ−1)], as λ → −∞, (4.2)
where μ4 = |λ| and α = ∫ 10 ( rp )1/4 dt.
Furthermore, we have
F (1, λ)  −
√
2
( 4
√|λ|)3 4√p(1)r3(1) , as λ → −∞. (4.3)
Proof. (1) Asymptotic estimate similar to (4.1) was proved in [3, Theorem 13].
(2) For λ < 0 suﬃciently small, it is suitable to use the fundamental solutions of (1.1) having the following asymptotes
y1(X, λ) = cosh μX√
2
sin
μX√
2
[
1+ O(μ−1)],
y2(X, λ) = cosh μX√
2
cos
μX√
2
[
1+ O(μ−1)],
y3(X, λ) = sinh μX√
2
sin
μX√
2
[
1+ O(μ−1)],
y4(X, λ) = sinh μX√
2
cos
μX√
2
[
1+ O(μ−1)].
Every solution of Eq. (1.1) is written in the following form
y(x, λ) = C1 y1(X, λ) + C2 y2(X, λ) + C3 y3(X, λ) + C4 y4(X, λ),
where Ci, i = 1,2,3,4, are constants depending only on λ. Taking into account the boundary conditions (1.2), (1.3) and the
normalizing condition y(1) = 1, we obtain for large negative λ the asymptotic estimate
y(x, λ) =
[ cos μα√
2
cosh μα√
2
cos μα√
2
sin μα√
2
− sinh μα√
2
cosh μα√
2
(
sin
μX√
2
cosh
μX√
2
− sinh μX√
2
cos
μX√
2
)
−
( cosh μα√
2
sin μα√
2
+ sinh μα√
2
cos μα√
2
cos μα√
2
sin μα√
2
− sinh μα√
2
cosh μα√
2
)
sinh
μX√
2
sin
μX√
2
][
1+ O(μ−1)].
Therefore
y(x, λ) = e
μ(X−α)√
2
(
cos
μα√
2
cos
μX√
2
+ sin μα√
2
sin
μX√
2
)[
1+ O(μ−1)], (4.4)
as |μ| → ∞. Thus we get (4.2).
From (3.1) and (4.2), a simple calculation gives the asymptote (4.3). 
As an immediate consequence of Lemma 4.1, we obtain the following result.
Corollary 4.2. The number of zeros in (0,1) of the normalized solution of Problem (2.5) tends to ∞ as λ → ±∞.
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In this section we prove the main results of this work about the existence of an inﬁnite set of real and simple eigenvalues
of Problem (1.1)–(1.2), (1.3), (1.4) and the oscillations of the associated eigenfunctions. Obviously, the existence of an inﬁnite
set of eigenvalues can be proved using the classical theory of linear self-adjoint operators with compact resolvent. However,
we here analytically prove this property in the same way as in [16], [10, Chap. 1].
Theorem 5.1. Problem (1.1)–(1.2), (1.3), (1.4), respectively for δ = 0 and δ = π2 , has a sequence of positive and simple eigenvalues
tending to inﬁnity. Denoting them respectively by μn and μ′n, these eigenvalues interlace in the following sense:
0 < μ′n < μn < μ′n+1, n 1. (5.1)
Proof. Let λ > 0 and consider the equation y(x, λ) = 0, where y(x, λ) is the solution of Problem (2.5)–(2.8). By Corollary 4.2,
for suﬃciently large positive λ, this equation has an increasing number of zeros in (0,1). Denote them by x1(λ), x2(λ), . . . .
On the other hand, by virtue of Corollary 2.5, these zeros entered the interval (0,1) only through the endpoint x = 1. Let
μ1 be the ﬁrst value for which the smallest of these zeros (closest to x = 0) x1(λ) is equal to 1; i.e., for which y(1,μ1) = 0.
Let μ2 be the second value such that y(1,μ2) = 0, and so on. Therefore, we obtain a sequence
μ1,μ2, . . . ,μn → +∞,
satisfying y(1, λ) = 0, and consequently these values are the eigenvalues of the problem determined by Eq. (1.1) with the
boundary conditions (1.2), (1.3) and y(1, λ) = 0. From Lemma 2.2, the corresponding eigenspace to μn is generated by one
eigenfunction, and hence, μn is a simple eigenvalue. By Lemma 2.3, all these eigenvalues are positive.
Using the same argument for the function T y(x, λ), it can be shown that the problem determined by Eq. (1.1) with the
boundary conditions (1.2), (1.3) and T y(1, λ) = 0 has a sequence of positive and simple eigenvalues μ′n,n  1, tending to
inﬁnity. On the other hand, it is easy to remark that the eigenvalues μn and μ′n are respectively the zeros and the poles of
the function F (1, λ) deﬁned by (3.1). From (3.3), we have μn = μ′m for n,m 1. By Lemma 3.1, we have
∂ F (1, λ)
∂λ
< 0,
where T y(1, λ) = 0, and hence, F (1, λ) is decreasing from +∞ to −∞ if λ increases from one zero of T y(1, λ) to the adja-
cent zero on the right. Thus, between two adjacent zeros of T y(1, λ) there will be precisely one zero of y(1, λ). Therefore,
we obtain (5.1). 
Theorem 5.2. Problem (1.1)–(1.2), (1.3), (1.4) has a sequence of real and simple eigenvalues
λ1 < λ2 < · · · < λn → +∞.
They interlace with the eigenvalues μn and μ′n as follows:
if 0 < δ < π2 then
0 < μ′n < λn < μn < μ′n+1, n 1, (5.2)
and if π2 < δ < π then
λn < μ
′
n < μn < λn+1, n 1. (5.3)
The corresponding eigenfunctions yn,n 1, have, for 0 δ  π2 , n−1 simple zeros in (0,1). While, for π2  δ < π , the eigenfunctions
yn,n 2, have n − 1 simple zeros in (0,1).
Proof. On the basis of Lemma 3.1, the function
G(λ) = 1
F (1, λ)
= T y(1, λ)
y(1, λ)
(5.4)
increases monotonically along the intervals (−∞,μ1) and (μn,μn+1) for n  1. From (4.3) and y(1,μn) = y(1,μn+1) = 0,
it has to increase from −∞ to +∞. Therefore, there exists one point λ1 ∈ (−∞,μ1) and one point λn+1 in each interval
(μn,μn+1) for which
F (1, λ) = tan δ;
i.e., for which the last boundary condition (1.4) is satisﬁed. Thus, {λn}∞1 are simple eigenvalues of Problem (1.1)–(1.2), (1.3),
(1.4) which interlace with μn in the following sense:
λn < μn < λn+1 < μn+1, n 1. (5.5)
Using the same argument for the function F (λ) in place of G(λ), we show that the eigenvalues λn interlace with μ′n as
follows:
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0 < μ′n < λn < μ′n+1, n 1,
and if π2 < δ < π then
λn < μ
′
n < λn+1, n 1.
This together with (5.1), (5.5) yield (5.2) and (5.3).
In the sequel we prove that for λ ∈ [0,μ1], the solution y(x, λ) of (2.5)–(2.8) has no zeros in (0,1). In fact, the function
T y(x,0) must be constant on [0,1]. This constant is different from zero since otherwise λ = 0 would be an eigenvalue of
Problem (1.1)–(1.2), (1.3), (1.4) for δ = π2 , and this is not possible in view of Lemma 2.3. On the other hand, by the second
statement of Lemma 3.1, the zeros of y(x, λ) and T y(x, λ), for λ > 0, interlace in (0,1]. Therefore, for λ ∈ (0, ε) (where
ε > 0 is suﬃciently small), y(x, λ) may have at most one simple zero in (0,1). Suppose that this zero exists and denote it
by x0. By Corollary 2.5 together with (5.1), as λ varies from 0 to μ′1, y(x, λ) cannot gain new zero in (0,1). Without loss
of generality, let y(x, λ) > 0 on (0, x0). In this case we have y′′(0, λ) > 0, y(1,μ′1) < 0, and hence, Lemma 2.1 implies that
T y(0, λ) < 0 for all λ > 0. Since T y(0, λ) is analytic, then T y(x,0) = constant < 0 on [0,1]. As proved for y(x, λ), the zeros
of T y(x, λ) are simple, continuous functions of λ and may enter in the interval (0,1) only through its endpoints x = 0 and
x = 1. Thus, it follows that T y(x, λ) < 0 on [0,1) for all λ ∈ [0,μ′1). Since
T y
(
1,μ′1
)= 0 and ∂T y
∂x
(
x,μ′1
)
|x=1 > 0,
then, by (1.1), y(1,μ′1) must be positive, a contradiction. Therefore, y(x, λ) = 0 in (0,1) for λ ∈ [0,μ′1]. In view of (5.1), this
remains true for all λ ∈ [0,μ1].
On the other hand, we have x1(μ1) = 1 (recall that x1(λ) is the ﬁrst zero of y(x, λ) closest to 0). By virtue of Lemma 3.1
together with (3.5), we have x′1(μ1) < 0. Thus, as λ varies in a suﬃciently small right-neighborhood of μ1, x1(λ) moves
to the left. Hence, for λ ∈ (μ1,μ1 + ε) (ε > 0 suﬃciently small), y(x, λ) has one zero in (0,1). Since y(1, λ) = 0 for all
λ ∈ (μ1,μ2), then by Corollary 2.5, y(x, λ) cannot gain new zeros in (0,1) as λ increases along this interval. According
to Theorem 3.2, the number of zeros in (0,1) does not decrease as λ increases, then y(x, λ) has one zero in (0,1) for all
λ ∈ (μ1,μ2]. Using the same arguments, we prove that for λ ∈ (μn,μn+1], n 1, y(x, λ) has n zeros in (0,1). Therefore, if
0 δ  π2 , then by (5.2), the eigenfunctions yn := y(x, λn), n 1, have n− 1 zeros in (0,1), and if π2  δ < π , then by (5.5),
yn := y(x, λn), n 2, have also n − 1 zeros in (0,1). The theorem is proved. 
We turn now to the oscillation criterion of the ﬁrst eigenfunction associated to the lowest eigenvalue.
Theorem 5.3. Problem (1.1)–(1.2), (1.3), (1.4) has at most one negative and simple eigenvalue. If p, r ∈ C3[0,1] and δ is suﬃciently
close to π with δ = π , then the lowest eigenvalue λ1 tends to −∞ with the following asymptotic:
λ1  − 2
(| tan δ|)4/3(p(1)r3(1))1/3
. (5.6)
The corresponding eigenfunction y1 has only simple zeros in (0,1). Furthermore, the number N(δ) of zeros of y1 in (0,1) tends to
inﬁnity as δ → π satisfying the asymptotic estimate:
N(δ)  α
2π(| tan δ|)1/3(p(1)r3(1))1/12
, (5.7)
where α = ∫ 10 ( rp )1/4 dt.
For the proof of this theorem we need the following result:
Lemma 5.4. The following non self-adjoint boundary value problem
l(y) = (py′′)′′ − (qy′)′ = λry, (5.8)
y(0) = y′(0) = y′′(0) = 0, (5.9)
y′(1) cosγ + (py′′)(1) sinγ = 0, (5.10)
has an inﬁnite set of nonpositive eigenvalues ρn tending to −∞, and satisfying the asymptote:
ρn = −4
(
πn∫ 1
0 (
r
p )
1/4 dt
)4
+ o(n4). (5.11)
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We prove now Theorem 5.3.
Proof of Theorem 5.3. Obviously, the eigenvalues of Problem (1.1)–(1.2), (1.3), (1.4) are solutions of the equation
G(λ) = 1
F (1, λ)
= tan δ. (5.12)
In view of Lemma 3.1 and the asymptote (4.3), G(λ) is increasing function from −∞ to +∞ on the interval (−∞,μ1).
Therefore, there exits at most one negative and simple eigenvalue λ1 ∈ (−∞,μ1). The asymptote (5.6) is a simple con-
sequence of (5.12) and (4.3). In view of Corollary 2.5, as λ1 < 0 varies, new zeros of the corresponding eigenfunction y1
enter the interval (0,1) only through the endpoint x = 0, and hence the number N(δ) of its zeros in (0,1) is asymptotically
equivalent to the number (denoted by
∑
ρkλ1 1) of the eigenvalues of Problem (5.8), (5.9)–(5.10) which are upper than λ1.
It is clear that if ρn+1  λ1 < ρn then
∑
ρkλ1 1 = n. This, with (5.11), yield the asymptote
∑
ρkλ1
1 
(∫ 1
0 (
r
p )
1/4 dt
π
)
4
√−λ1
4
, λ1 → −∞.
By inserting (5.6) in the last asymptote and taking into account that N(δ) = ∑ρkλ1 1, we obtain the asymptotic esti-
mate (5.7). 
Remark 5.5. If the coeﬃcient q(x) in (1.1) is free of any restrictions, then the results are different, and for example, multiple
eigenvalues may occur as shown by the following example: λ = −49π2 is an eigenvalue of multiplicity 2 of the boundary
value problem determined by the equation
y(4) − 50π2 y′′ = λy
and the Dirichlet boundary conditions
y(0) = y′(0) = y(1) = y′(1) = 0.
Exceptional case
The case γ ∈ ( π2 ,π) and δ ∈ (0, π2 ) is exceptional since all the arguments based on Lemma 2.1 are not valid here.
The following example shows that in this case the results are different and in particular multiple eigenvalues may occur.
It can be easily veriﬁed that λ = π4 is a double eigenvalue of Problem (1.1)–(1.2), (1.3), (1.4) for p = r ≡ 1, q ≡ 0, tanγ =
− π sinhπcoshπ+1 and tan δ = π
3 sinhπ
coshπ+1 . The functions y1 = sinhπx−sinπx and y2 = coshπx−cosπx are the corresponding linearly
independent eigenfunctions.
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