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Abstract Out of many possible families of probability distributions, some families
turned out to be most efficient in practical situations. Why these particular families
and not others? To explain this empirical success, we formulate the general problem
of selecting a distribution with the largest possible utility under appropriate constraints. We then show that if we select the utility functional and the constraints
which are invariant under natural symmetries – shift and scaling corresponding to
changing the starting point and the measuring unit for describing the corresponding
quantity x. then the resulting optimal families of probability distributions indeed include most of the empirically successful families. Thus, we get a symmetry-based
explanation for their empirical success.
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1 Formulation of the Problem
Some families of probability distributions are empirically successful. Theoretically, we can have infinite many different families of probability distributions, but
in practice, only a few families have been empirically successful; see, e.g., [20].
In some cases, there is a clear theoretical explanation for the families’ success,
but not always. For some of these families, there is a good theoretical explanation
for their success. For example, the Central Limit theorem explains the ubiquity of
normal distributions in situations where we have a joint effect of numerous small
factors.
However, for many other empirically successful families of distributions, there is
no clear theoretical explanation for their empirical success.
What we do in this paper. In this paper, for many empirically successful families
of 1-D distributions, we provide a theoretical explanation of their success.

2 Our Main Idea
What we want: reminder. In general, we are looking for a family which is the best
among all the families that satisfy appropriate constraints.
Natural symmetries. In selecting appropriate objective functions (which describe
what is the best) and appropriate constraints, we use the fact that in practical applications, the numerical value of the corresponding quantity x depends:
• on the choice of the starting point for its measurement and
• on the choice of the measuring unit.
If we change the starting point to the one which is x0 units smaller, then all the
values shift by x0 : x → x + x0 . Similarly, if we change the original measuring unit
by a one which is λ times smaller, then all the values are scaled by λ : x → λ · x.
For example, if we replace a meter with a centimeter, a 100 times smaller measuring unit, then all numerical values multiply by 100: 2 m becomes 200 cm. Another
example: shift and scaling describe the transition between Celsius to Fahrenheit.
Invariance. Since these shifts and scaling do not change the corresponding quantities – just change the numbers that represent their values – it is therefore reasonable
to require that the appropriate objective functions and constraints do not change (=
are invariant) under these transformations.
What we do in this paper: an idea. Since it is reasonable to restrict ourselves to
invariant objective functions and invariant constraints, we describe all such objective
functions and constraints. We then describe the distributions which are optimal for
thus selected objective functions and constraints.
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It turns out that the resulting optimal families indeed include many empirically
successful families of distributions. Thus, our approach explains the empirical success of many such families.
Comments. The fact that natural symmetries explain the empirical success of families of probability distributions is in good accordance with modern physics, where
symmetries are one of the main ways to generate new physical theories; see, e.g.,
[11]. This fact is also in good accordance with the fact that many empirically successful formulas from neural networks, expert systems, etc., can also be explained
by the corresponding symmetries [31].
It should be noted that in this paper, we only consider 1-D families. Our preliminary results show that a symmetry-based explanation of empirically successful families can be extended to the multi-D case as well. Indeed, one of the ways
to describe a multi-D distribution F(x1 , . . . , xn ) = Prob(X1 ≤ x1 & . . . &Xn ≤ xn )
is to describe the corresponding marginal distributions Fi (xi ) = Prob(Xi ≤ xi ) and
the corresponding copula, i.e., a function C(u1 , . . . , un ) for which F(x1 , . . . , xn ) =
C(F1 (x1 ), . . . , Fn (xn )) [25, 26, 30]. In [24], we have shown that symmetries can explain the empirically successful families of copulas.

3 Which Objective Functions Are Invariant?
We should maximize utility. According to decision theory, decisions of a rational
agent are equivalent to maximizing a certain objective function known as utility;
see, e.g., [12, 27, 29, 40].
Localness property. Based on partial information about the probability distribution, we want to reconstruct the values ρ (x) corresponding to all possible x. It is
reasonable to require that if have two distribution which differ only in some local
region, and the first distribution is better, then if we replace a common distribution
outside this region by another common distribution, the first distribution will still be
better.
It is known (see, e.g., [13]) that each utility function with this property is either
a sum or a product of functions depending only on the local value ρ (x). Since maximizing the product is equivalent to maximizing its logarithm, and logarithm of the
product is equal to the sum of logarithms, we can thus conclude, without losing generality, that the utility function is a sum of functions of ρ (x). In the continuous case,
with infinitely many variables ρ (x), we have the limit of the sums, i.e., an integral.
Thus,
the general expression of an objective function with the localness property is
∫
A(ρ (x), x) dx.
Shift-invariance. We want the resulting criterion not to change if we simply shift
x, i.e., replace each numerical value x with the shifted value x + x0 . Thus, the above
integral expression should not change – which
means that there should be no explicit
∫
dependence on x, i.e., that we should have A(ρ (x)) dx.
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Scale-invariance: formulation of the requirement. We also want the resulting
comparison not to change if we simply re-scale x, i.e., replace each numerical value
x with the re-scaled value y = λ · x. In terms of the re-scaled values, the pdf changes
to λ −1 · ρ (λ −1 · y), so the new objective function has the form
∫

A(λ −1 · ρ (λ −1 · y)) dy.
∫

By changing the variable to x = λ −1 ·y, we get λ · A(µ · ρ (x)) dx, where we denoted
def

µ = λ −1 .
Scale-invariance: analysis of the requirement. Scale-invariance means, in particular, that if we add a small deviation δ ρ (x) to the original distribution in such
a way that the value of the objective function does not change, then the value
of the re-scaled objective ∫function should not change either. The fact that we
still get a pdf means that δ ρ (x) dx = 0. For small deviations, A(ρ (x) + δ ρ ) =
A(ρ (x)) + A′ (ρ (x)) · δ ρ (x). Thus, the ∫fact that the value of the re-scaled objective
function does not change means that A′ (ρ (x)) · δ ρ (x) dx = 0. Similarly, the fact
that the value of the original objective function does not change means that
∫

A′ (µ · ρ (x)) · δ ρ (x) dx = 0.

So, we arrive at the∫ following requirement: for every function δ ρ (x) for which
δ ρ (x) dx = 0 and A′ (ρ (x)) · δ ρ (x) dx = 0, we should have

∫

∫

A′ (µ · ρ (x)) · δ ρ (x) dx = 0.

Functions form a Hilbert space – an infinite-dimensional analog of the Euclidean
def ∫
space, ∫with the scalar (dot) product ⟨a, b⟩ = a(x) · b(x) dx. In these terms, the condition A′ (ρ (x)) · δ ρ (x) dx = 0 can be written as ⟨A′ (ρ ), δ ρ ⟩ = 0, i.e., as the condition that the functions A′ (ρ (x)) and δ ρ (x) are orthogonal: δ ρ ⊥ A′ (ρ ). In these
terms, the invariance requirement means that any function δ ρ which is orthogonal
to 1 and to A′ (ρ (x)) should also be orthogonal to the function A′ (µ · ρ (x)). From this
geometric reformulation, one can see that the function A′ (µ · ρ (x)) should belong to
the linear space spanned by 1 and A′ (ρ (x)), i.e., that we should have
A′ (µ · ρ (x)) = a(µ , ρ ) + b(µ , ρ ) · A′ (ρ (x))

(1)

for some constants a(µ , ρ ) and b(µ , ρ ).
Let us show that the values a(µ , ρ ) and b(µ , ρ ) do not depend on the pdf ρ (x).
Indeed, if we plug in two different values x1 and x2 into the formula (1), we get a
system of two linear equations for two unknowns a(µ , ρ ) and b(µ , ρ ):
A′ (µ · ρ (x1 )) = a(µ , ρ ) + b(µ , ρ ) · A′ (ρ (x1 ));
A′ (µ · ρ (x2 )) = a(µ , ρ ) + b(µ , ρ ) · A′ (ρ (x2 )).
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From this system, we conclude that
b(µ , ρ ) =

A′ (µ · ρ (x2 )) − A′ (µ · ρ (x1 ))
A′ (ρ (x2 )) − A′ (ρ (x1 ))

and a(µ , ρ ) − b(µ , ρ ) · A′ (ρ (x1 )). From these formulas, we see that the values of
a(µ , ρ ) and b(µ , ρ ) depend only on the values ρ (x1 ) and ρ (x2 ) and thus, do not
depend on any other value ρ (x) for x ̸= x1 , x2 .
If we start with some other values x1′ , x2′ which are different from x1 and x2 , we
conclude that a(µ , ρ ) and b(µ , ρ ) do not depend on the values ρ (x1 ) and ρ (x2 )
either. Thus, a and b do not depend on ρ (x) at all: a(µ , ρ ) = a(µ ), b(µ , ρ ) = b(µ ),
and the equation (1) takes the form
A′ (µ · ρ (x)) = a(µ ) + b(µ ) · A′ (ρ (x)).

(2)

It is reasonable to consider the case when the function A(ρ ) is twice differentiable – we can do that since any continuous function can be approximated, with
any given accuracy, by twice differentiable functions. In this case, the derivative A′
is differentiable. From the above expression for a and b in terms of A′ , we conclude
that the functions a(µ ) and b(µ ) are also differentiable. Differentiating both side of
the equality (2) with respect to µ and taking µ = 1, we get

ρ·

dA′
= a′ (1) + b′ (1) · A′ (ρ ).
dρ

We can separate A and ρ if we multiply both sides by d ρ and divide both sides by
ρ and by the right-hand side; we then get
dA′
a′ (1) + b′ (1) · A′

=

dρ
.
ρ

Let us consider two possible cases: b′ (1) = 0 and b′ (1) ̸= 0.
When b′ (1) = 0, then integrating this equation leads to the following expression for the derivative A′ of the desired function A(ρ ): A′ = a′ (1) · ln(ρ ) + const.
Now, the second integration leads to A(ρ ) = a′∫(1) · ρ · ln(ρ ) + c1 · ρ ∫+ c2 . Since for
always constant (c1 · ρ (x)) dx = c1 · ρ (x) dx = c1 ,
the term c1 · ρ , the integral is
∫
optimizing
the
expression
A(
ρ (x)) dx is equivalent to optimizing the entropy
∫
− ρ (x) · ln(ρ (x)) dx.
a′ (1)
dB
dρ
def
When b′ (1) ̸= 0, then for B = A′ + ′ , we get ′
=
, so integration
b (1)
b (1) · B
ρ
leads to ln(B) = b′ (1) · ln(ρ ) + const and B = C · ρ β for β = b′ (1). Hence, A′ (ρ ) =
B − const = C · ρ β + const. Integrating one more time, when β ̸= −1, we get A(ρ ) =
const · ρ β +1 + c1 · ρ + c2 . Similarly to the above case, optimizing
the expression
∫
∫
A(ρ (x)) dx is equivalent to optimizing generalized entropy (ρ (x))α dx, for α =
β + 1.
def
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When
β = −1, integration leads to A(ρ ) = const · ln(ρ ) + c1 · ρ + c2 , so opti∫
mizing
A(
ρ (x)) dx is equivalent to optimizing another case of generalized entropy
∫
ln(ρ (x)) dx.
Conclusion: which objective functions are invariant.
∫ There are exactly three
ρ (x)·ln(ρ (x)) dx and genshift- and scale-invariant
objective
functions:
entropy
−
∫
∫
eralized entropy ln(ρ (x)) dx and (ρ (x))α dx, for α ̸= 1.
Comment. From the purely mathematical viewpoint, this result is similar to a classification of invariant objective functions for selecting the best image [21].

4 Which Constraints Are Invariant?
Shift-invariance: formulation of the problem. We say that the constraints
∫

fi (x) · ρ (x) dx = ci

corresponding to the functions
f (x) (1 ≤ i ≤ n) are shift-invariant if the values of
∫ i
the corresponding quantities fi (x) · ρ (x) dx uniquely determine the values of these
quantities for a shifted distribution.
To be more precise, after the shift, for the same quantity, the original numerical
value x is replaced by the new value y = x + x0 . In the new scale, the probability density ρy (y) has the form ρy (y) = ρ (y − x0 ). Thus, when we compute
the constraint∫
related quantities based on shifted values, we get the integrals fi (y) · ρ (y − x0 ) dy.
Our requirements is that the values of all these new integrals should be uniquely
determined based on the values of n original integrals.
Analysis of the problem. In the new integral, we can consider x = y − x0 as the new
variable; in this case, each new integral takes the form
∫

fi (x + x0 ) · ρ (x) dx.
∫

Thus, our requirement is that if for every pdf, we know the values fi (x) · ρ (x) dx,
then we can uniquely determine the values fi (x + x0 ) · ρ (x) dx. So, for every small
change δ ρ (x) for which:
∫

• ρ (x) + δ ρ (x) remains a pdf, i.e., δ ρ (x) = 0 and
∫
• the values of the original integrals do not change, i.e., fi (x) · δ ρ (x) = 0,
the
values of the new integrals shall also remain unchanged, i.e., we should have
∫
fi (x + x0 ) · δ ρ (x) dx = 0.
In geometric terms, this means that any function δ ρ which is orthogonal to all the
functions 1, f1 , . . . , fn , should also be orthogonal to the function fi (x + x0 ). Thus,
similarly to the case of invariant objective functions, we conclude that the function
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fi (x + x0 ) should belong to the linear space spanned by 1 and fi , i.e., that we should
have
n

fi (x + x0 ) = ci (x0 ) + ∑ ci j (x0 ) · f j (x)

(3)

j=1

for some constants ci (x0 ) and ci j (x0 ).
It is reasonable to consider the case of differentiable functions fi (x). In this case,
by selecting sufficiently many values xk , we can get a system of linear equations
from which we can uniquely determine ci (x0 ) and ci j (x0 ):
n

fi (xk + x0 ) = ci (x0 ) + ∑ ci j (x0 ) · f j (xk ).
j=1

By the Cramer’s rule [35], a solution to a system of linear equations is a differentiable function of its parameters fi (xk + x0 ). Since the functions fi are differentiable,
we conclude that the functions ci (x0 ) and ci j (x0 ) are differentiable as well – as compositions of differentiable functions.
Differentiating both sides of the formula (3) with respect to x0 and taking x0 = 0,
we conclude that
n
d fi
= c′i (0) + ∑ c′i j (0) · f j (x).
dx
j=1
Thus, the functions fi (x) together with a constant function 1 are solutions to a system
of linear differential equations with constant coefficients. Solutions to such systems
are known (see, e.g., [38]): they are linear combinations of functions of the type
xk · exp(a · x) · sin(ω · x + φ ), where k ≥ 0 is a natural number and a + ω · i is an
eigenvalue of the corresponding matrix. So, we arrive at the following conclusion:
Conclusion: shift-invariant constraints. The functions fi (x) corresponding to
shift-invariant constraints are linear combinations of the functions of the type
xk · exp(a · x) · sin(ω · x + φ ).
Scale-invariance: formulation of the problem. We say that the constraints
∫

fi (x) · ρ (x) dx = ci

corresponding to the functions
f (x) (1 ≤ i ≤ n) are scale-invariant if the values of
∫ i
the corresponding quantities fi (x) · ρ (x) dx uniquely determine the values of these
quantities for a shifted distribution.
After the shift, for the same quantity, the original numerical value x is replaced
by the new value y = λ · x. In the new scale, the probability density ρy (y) has the
form ρy (y) = λ −1 · ρ (λ −1 · y). Thus, when we compute
the constraint-related quan∫
tities based on shifted values, we get the integrals λ −1 · fi (y) · ρ (λ −1 · y) dy. Our
requirement is that the values of all these new integrals should be uniquely determined based on the values of n original integrals.
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Analysis of the problem. In the new integral, we can consider x = λ −1 · y as the
new variable; in this case, each new integral takes the form
∫

fi (λ · x) · ρ (x) dx.
∫

Thus, our requirement is that if for every pdf, we know the values fi (x) · ρ (x) dx,
then we can uniquely determine the values fi (λ · x) · ρ (x) dx. Similar to the shiftinvariant case, we can conclude that
n

fi (λ · x) = ci (λ ) + ∑ ci j (λ ) · f j (x)
j=1

for some differentiable function ci (λ ) and ci j (λ ). Differentiating both sides of this
equality relative to λ and taking λ = 1, we conclude that
x·

n
d fi (x)
= c′i (1) + ∑ c′i j (1) · f j (x).
dx
j=1

dx
= dz for z = ln(x). Thus, if we express all the functions fi (x) in terms of z,
x
def
i.e., consider fi (x) = Fi (ln(x)), with Fi (z) = fi (exp(z)), then for the new functions
Fi (z), we get a system of linear differential equations with constant coefficients:
Here,

n
dFi (z)
= c′i (1) + ∑ c′i j (1) · Fj (z).
dz
j=1

We already know that each solution is a linear combination of functions of the type
zk · exp(a · z) · sin(ω · z + φ ). Substituting z = ln(x) into this formula, we conclude
that each function fi (x) is a linear combination of functions the type
(ln(x))k · xa · sin(ω · ln(x) + φ ).

Comment. Note that scaling only related values of the same sign, so we may have
two different expressions for x < 0 and for x > 0.
If instead of scaling relative to 0, we have scaling relative to some other value x0 ,
i.e., transformations x − x0 → λ · (x − x0 ), then we get expressions
(ln(x − x0 ))k · (x − x0 )a · sin(ω · ln(x − x0 ) + φ ).
In this case, we may have different expressions for x ≤ x0 and for x ≥ x0 .
Conclusion: scale-invariant constraints. Each function fi (x) corresponding to
scale-invariant constraints is a linear combinations of functions
(ln(x − x0 ))k · (x − x0 )a · sin(ω · ln(x − x0 ) + φ ),
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where k is a natural number. Note that we may have different expressions for x < x0
and for x > x0 .
Which constraints are both shift- and scale-invariant? To answer this question,
let us check when shift-invariant constraints are also scale-invariant. We cannot have
a ̸= 0, since then the corresponding function grows too fast for scale constraints.
We similarly cannot have b ̸= 0, so the only remaining terms are monomials xk .
Thus, each function corresponding to shift- and scale-invariant constraints is a linear
combination of monomials, i.e., a polynomial:
Conclusion: shift- and scale-invariant constraints. Each function fi (x) corresponding to shift- and scale-invariant constraints is a polynomial.

5 Invariant Objective Functions and Constraints: Summary
Let us summarize our results.
Symmetry-based
criteria. There are three possible∫ symmetry-based∫criteria: en∫
tropy − ρ (x) · ln(ρ (x)) dx and generalized entropy ln(ρ (x)) dx and (ρ (x))α dx,
for α ̸= 1.
Constraints which are both shift- and scale-invariant. The only such constraints
correspond to polynomials P(x).
Shift-invariant constraints. A function f (x) corresponding to each such constraint
is a linear combination of functions of the type xk · exp(a · x) · sin(ω · x + φ ), where
k ≥ 0 is a natural number.
Scale-invariant constraints. For scaling around a point x0 , a function f (x) corresponding to each such constraint is a linear combinations of functions
(ln(x − x0 ))k · (x − x0 )a · sin(ω · ln(x − x0 ) + φ ),
where k is a natural number. Note that we may have different expressions for x < x0
and for x > x0 .
∫
In particular, we can have scale-invariant constraint f (x) · ρ (x) = 0 with f (x) =
1 for x ≥ x0 and f (x) = 0 for x < x0 . Since ρ (x) ≥ 0, this constraint implies that
ρ (x) = 0 for all x ≥ x0 . Similarly, we can have a constraint implying that ρ (x) = 0
for all x ≤ x0 .
By combining two such constraints, we get a restriction of a distribution to an
interval.
Optimizing an invariant objective function under invariant constraints: general formulas. In
general, we optimize
an invariant objective function J(ρ ) under
∫
∫
the constraints ρ (x) dx = 1 and fi (x) · ρ (x) dx = ci for several invariant constraints fi (x). For this constraint optimization problem, the Lagrange multiplier
methods results in an unconditional optimization of a functional
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J(ρ ) + λ ·

(∫

)
(∫
)
ρ (x) dx − 1 + ∑
fi (x) · ρ (x) dx − c ,
i

where λ and λi are the corresponding Lagrange multipliers. Differentiating this expression with respect to ρ (x) and equating the resulting derivative to 0, we get the
following equations:
ln(ρ (x)) = −1 + λ + ∑ λi · fi (x) for the usual entropy;
i

−1

−(ρ (x))

= λ + ∑ λi · fi (x) for J(ρ ) =

∫

ln(ρ (x)) dx; and

i

(−α ) · (ρ (x))α −1 = λ + ∑ λi · fi (x) for J(ρ ) =

∫

(ρ (x))α dx.

i

6 Resulting Distributions
Let us now list effective families of distributions which result from our approach,
i.e., which are optimal with respect to some symmetry-based criterion under some
invariant constraints. In our listing:
• we start with the case when all constraints are both shift- and scale-invariant,
• then we consider the case when all constraints are scale-invariant, with respect to
the same value x0 ,
• then we consider the case when all constraints are shift-invariant,
• finally, we will consider the case when different constraints are invariant relative
to different transformations.
For each of these cases, we consider first situations when the objective function is
the usual entropy, and then situations when a generalized entropy is used.
Comments.
• Some distributions have several different symmetry-based justifications. For example, among all distributions located on an interval, the uniform distribution
has the largest possible entropy and also the largest possible generalized entropy.
• For most distributions, we mention one or two practical situations in which this
particular distribution has been effectively used. Of course, our list of examples
does not exhaust all efficient applications of the distribution: for many distributions, the number of practical applications can fill a book (and such books have
been published; see, e.g., [22]).
• While our symmetry-based approach explains many empirically successful probability distributions, not all such distributions can be thus described. For example,
many infinitely divisible distributions do not have an analytical representations
and thus, cannot be represented in this form. It should be mentioned that this
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omissions is not so bad, since most of such distributions already have a theoretical explanation for their success.

6.1 All Constraints Are Both Shift- and Scale-Invariant, Objective
Function is Entropy
∫

Towards a general
formula. In this case, we optimize ∫entropy − ρ (x)·ln(ρ (x)) dx
∫
under constraints ρ (x) dx and constraints of the type Pi (x) · ρ (x) dx = ci for some
polynomials Pi (x). For this constraint optimization problem, the Lagrange multiplier
method leads to optimizing the expression
(∫
(∫
)
)
∫
− ρ (x) · ln(ρ (x)) dx + λ ·
ρ (x) dx − 1 + ∑ λi ·
Pi (x) · ρ (x) dx − ci ,
i

where λ and λi are Lagrange multipliers.
Differentiating this expression with respect to ρ (x) and equating the derivative
to 0, we conclude that
− ln(ρ (x)) − 1 + λ + ∑ λi · Pi (x) = 0,
i

hence

ln(ρ (x)) = −1 + λ + ∑ λi · Pi (x).
i

The right-hand side of this formula is a linear combination of polynomials and is,
thus, also a polynomial. We will denote this polynomial by P(x). From ln(ρ (x)) =
P(x), we conclude that the corresponding pdf has the form ρ (x) = exp(P(x)) for
some polynomial P(x). This is a general formula for such optimal probability distributions.
Example of a successful probability distribution of this type. The most widely
used distribution, the normal distribution with probability density
)
(
1
(x − µ )2
,
ρ (x) = √ · exp −
σ2
2π
is exactly of this type. It is a well-known fact that of all the distributions with given
mean and given variance, the normal distribution has the largest possible entropy.

12

V. Kreinovich, O. Kosheleva, H. T. Nguyen, and S. Sriboonchitta

6.2 All Constraints Are Both Shift- and Scale-Invariant, Objective
Function is Generalized Entropy
Towards
a general formula. In this case,∫ we optimize generalized entropy
∫
ρ
(x))
dx
or (ρ (x))α dx under constraints ρ (x) dx and constraints of the type
ln(
∫
Pi (x) · ρ (x) dx = ci for some polynomials Pi (x). For this constraint optimization
problem, we optimize
(∫
(∫
)
)
∫
ln(ρ (x)) dx + λ ·
ρ (x) dx − 1 + ∑ λi ·
Pi (x) · ρ (x) dx − ci or
i

∫

(ρ (x))α dx + λ ·

(∫

)
(∫
)
ρ (x) dx − 1 + ∑ λi ·
Pi (x) · ρ (x) dx − ci .
i

Differentiating this expression with respect to ρ (x) and equating the derivative to 0,
we conclude that
−α · (ρ (x))α −1 = λ + ∑ λi · Pi (x) = 0,
i

hence

(
)
1
(ρ (x))α −1 = − · λ + ∑ λi · Pi (x) .
α
i

The right-hand side P(x) of this formula is a polynomial, so we get the following
general formula for such optimal probability distributions: ρ (x) = (P(x))β , where
1
β=
.
α −1
Example of a successful probability distribution of this type. An example of such
a distribution is Cauchy distribution, with probability density

ρ (x) =

∆
·
π

1
.
(x − µ )2
1+
∆2

This distribution is actively used in physics, to describe resonance energy distribution and the corresponding widening of spectral lines; see, e.g. [19]. It is also used
to estimate the uncertainty of the results of data processing [23].
Comment. It should be mentioned that while formally, we get the Cauchy distribution, ∫the above derivation is not fully straightforward: it includes a constraint of the
type x2 · ρ (x) dx = const, but for the Cauchy distribution, the corresponding integral is infinite. So, to make the above derivation mathematically correct, we should
first consider the problem limited to distributions located on an interval [−T, T ] and
then tend T to infinity.
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6.3 All Constraints Are Scale-Invariant Relative to the Same Value
x0 , Objective Function is Entropy
Half-normal distribution. By combining the constrains on mean and second moment with the constraint implying that ρ (x) = 0 for x ≤ 0, we get a half-normal
distribution, i.e., a distribution whose pdf for x ≤ 0 is 0, and for x > 0 is twice that
of the normal distribution.
Generalized Gamma distribution. For f1 (x) = ln(x), f2 (x) = xα , and for a scaleinvariant constraint corresponding to x ≥ 0, optimization leads to ln(ρ (x)) = λ +
λ1 · ln(x) + λ2 · xα , i.e., to the Generalized Gamma distribution

ρ (x) = const · xλ1 · exp(λ2 · xα )
which is efficiently used in survival analysis in social sciences [4].
Several probability distributions are particular cases of this general formula. Let
us list some of them in alphabetic order.
Particular cases of Generalized Gamma: chi-square distribution. When λ1 is a
natural number and α = 2, we get the chi-square distribution used to check how well
the model fits the data. Under the name of Nakagami distribution, this distribution
is also used to model attenuation of wireless signals traversing multiple paths [34].
Particular cases of Generalized Gamma: inverse Gamma distribution. When
α = −1, then we get the inverse Gamma distribution which is often used as a prior
distribution in Bayesian analysis [3, 14], e.g., to describe the prior distribution of
the variance. In particular, when 2λ1 is a negative integer, we get the scaled-inverse
chi-square distribution, and for specific values of α2 , we get the inverse chi-square
distribution.
Particular cases of Generalized Gamma: exponential distribution. When λ1 =
0 and α = 1, we get the exponential distribution ρ (x) = const · exp(−k · x). This
distribution describe the time between consecutive events, e.g., in queuing theory,
in radioactive decay, etc. (It should be noted that the exponential distribution can
also be obtained by using generalized entropy.)
Particular cases of Generalized Gamma: Gamma distribution. When α = 1, we
get the Gamma distribution which is often used as a prior distribution in Bayesian
analysis. In particular, when λ1 = k is a natural number, we get the Erlang distribution that describe the time during which k consecutive events occur [6].
Particular cases of Generalized Gamma: Fréchet distribution. When λ1 = 0, we
get the Fréchet distribution which describes the frequency of extreme events, such
as the yearly maximum and minimum stock prices in economics [10] and yearly
maximum rainfalls in hydrology [5].
Particular cases of Generalized Gamma: half-normal distribution. When λ1 = 0
and α = 2, we get the above-described half-normal distribution.
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Particular cases of Generalized Gamma: inverse Gamma distribution. When
α = −1, we get the inverse Gamma distribution which is used to describe a prior
distribution for variance in Bayesian analysis.
Particular cases of Generalized Gamma: Rayleigh distribution. When λ1 = 1
and α = 2, we get the Rayleigh distribution which is used to describe the length of
random vectors – e.g., the distribution of wind speed in meteorology.
Particular cases of Generalized Gamma: type-2 Gumbel (Weibull) distribution.
When λ1 = α − 1, we get the type-2 Gumbel (Weibull) distribution which is used to
describe the frequency of extreme events and time to failure.
Further generalization of Generalized Gamma: 3-parametric Gamma distribution. For f1 (x) = ln(x − µ ), f2 (x) = (x − µ )α , and for a scale-invariant constraint
corresponding to x ≥ µ , optimization leads to
ln(ρ (x)) = λ + λ1 · ln(x − µ ) + λ2 · (x − µ )α ,
i.e., to the 3-parametric Gamma distribution

ρ (x) = const · (x − µ )λ1 · exp(λ2 · (x − µ )α )
which is efficiently used in hydrology [41, 42].
Inverse Gaussian (Wald) distribution. For scale-invariant constraints f1 (x) =
ln(x), f2 (x) = x, f3 (x) = x−1 , and for a scale-invariant constraint leading to x > 0,
optimization leads to ln(ρ (x)) = λ + λ1 · ln(x) + λ2 · x + λ4 · x−1 , i.e., to ρ (x) =
const · xλ1 · exp(λ2 · x + λ3 · x−1 ). In particular, for λ1 = −1.5, we get the inverse
Gaussian (Wald) distribution. This distribution describes the time a Brownian Motion with positive drift takes to reach a fixed positive level.
Laplace distribution. For a scale-invariant constraint f1 (x) = |x − µ |, optimization
leads to ln(ρ (x)) = λ + λ1 · |x − µ |, so we get Laplace distribution

ρ (x) = const · exp(λ1 · |x − µ |).
This distribution has many applications [22]. For example, it is used:
• in speech recognition, as a prior distribution for the Fourier coefficients [9];
• in databases, where, to preserve privacy, each record is modified by adding a
Laplace-generated noise [8].
Lévy (van der Waals) distribution. For scale-invariant constraints
f1 (x) = ln(x − µ ),
f2 (x) = (x − µ )−1 , and for a scale-invariant constraint equivalent to x − µ > 0, optimization leads to ln(ρ (x)) = λ + λ1 · ln(x − µ ) + λ2 · (x − µ )−1 , i.e., to ρ (x) =
const · (x − µ )λ1 · exp(λ2 · (x − µ )−1 ). In particular, for λ1 = −1.5, we get the Lévy
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(van der Waals) distribution. This distribution is used in spectroscopy, to describe
different spectra [7].
Log-normal distribution. For scale-invariant constraints f1 (x) = ln(x) and f2 (x) =
(ln(x))2 and for a scale-invariant constraint equivalent to x > 0, optimization leads
to ln(ρ (x)) = λ + λ1 · ln(x) + λ2 · (ln(x))2 , i.e., to the log-normal distribution
ρ (x) = const · xλ1 · exp(λ2 · (ln(x))2 ). This distribution describes the product of several independent random factors. It has many applications. In particular, it is used in
econometrics to describe:
• the compound return of a sequence of multiple trades,
• a long-term discount factor, etc.

6.4 All Constraints Are Shift-Invariant, Objective Function Is
Entropy
Gumbel distribution. For a shift-invariant constraint f1 (x) = exp(k · x), optimization leads to ln(ρ (x)) = λ + λ1 · exp(k · x), i.e., to the Gumbel distribution ρ (x) =
const · exp(λ1 · exp(k · x)) which is used to describe the frequency of extreme events.
Type I Gumbel distribution. For shift-invariant constraints f1 (x) = x and f2 (x) =
exp(k · x), optimization leads to ln(ρ (x)) = λ + λ1 · x + λ2 · exp(k · x) and thus, to
ρ (x) = const · exp(λ1 · x + λ2 · exp(k · x)). In particular, for λ1 = k, we get type I
Gumbel distribution which is used to decrease frequencies of extreme values.

6.5 All Constraints Are Shift-Invariant, Objective Function Is
Generalized Entropy
∫

Hyperbolic secant distribution. When we use the objective function ln(ρ (x)) dx
and a shift-invariant constraint f1 (x) = exp(k · x) + exp(−k · x), optimization leads
to (ρ (x))−1 = −λ − λ1 · (exp(k · x) + exp(−k · x)) = −λ + c · cosh(k · x). Thus, we
∫
1
get ρ (x) = const ·
. The requirement that ρ (x) dx = 1 leads to
−λ + c · cosh(k · x)
λ = 0, so we get a hyperbolic secant distribution. This distribution is similar to the
normal one, but it has a more acute peak and heavier tails, so it is used when we
have a distribution which is close to normal but has heavier tails.
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6.6 Different Constraints Have Different Symmetries, Objective
Function Is Entropy
In some cases, to get the desired distribution, we need to combine constraints with
symmetries of different type. Let us give examples of the resulting distributions.
Uniform distribution. If we impose constraints leading to x ≥ a and x ≤ b, then
the largest values of the entropy is attained on the uniform distribution on the interval [a, b].
Comment. It should be noted that the same result holds if we use generalized entropy.
∫

∫

Beta and arcsine distribution. Constraints ln(x) · ρ (x) dx and ln(a − x) · ρ (x) dx
are both scale-invariant, but the first one is scale-invariant relative to x0 = 0, while
the second one is scale-invariant relative to x0 = a. Optimizing entropy under these
constraints – and under similarly scale-invariant constraints implying that 0 ≤ x ≤ a,
results in ρ (x) = A · xα · (a − x)β for some A, α , and β .
This formula describes a Beta distribution on the interval [0, a]. This distribution
has numerous practical applications in many areas including agriculture [18], epidemiology [43], geosciences [16], meteorology [39], population genetics [1], and
project management [28].
In particular, for a = 1 and α = β = 0.5, we get the arcsine distribtion, with
1
probability density ρ (x) = √
. This distribution describes, for example,
π · x · (1 − x)
the measurement error caused by an external sinusoidal signal coming at a random
moment of time [37].
Beta prime (F-) distribution. For scale-invariant constraints f1 (x) = ln(x) and
f2 (x) = ln(x + a) and for a constraint leading to x > 0, optimizing entropy leads
to ln(ρ (x)) = λ + λ1 · ln(x) + λ2 · ln(x + a), i.e., to the Beta prime (F-) distribution
ρ (x) = const · xλ1 · (x + a)λ2 .
Log distribution. Let us impose scale-invariant constraints f1 (x) = x and f2 (x) =
ln(x), and constraints leading to x ≥ a and x ≤ b. Then the largest entropy occurs
when for x ∈ [a, b], we have ln(ρ (x)) = λ + λ1 · x + λ2 · ln(x), hence ρ (x) = const ·
exp(λ1 · x) · xλ2 . For λ1 = −1, we get the log distribution.
Generalized Pareto distribution. For scale-invariant constraint f1 (x) = ln(x + x0 )
and a scale-invariant constraint leading to x > xm , optimization leads to ln(ρ (x)) =
λ + λ1 · ln(x + x0 ), hence to the Generalized Pareto distribution

ρ (x) = const · (x + x0 )λ1 .
This distribution describes the frequency of large deviations in economics, in geophysics, and in other applications areas [10]. The case x0 = 0 is known as the Pareto
distribution.
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Comment. The Generalized Pareto distribution can also be derived by using generalized entropy.
Gompertz distribution. For shift-invariant constraints f1 (x) = exp(b · x) and
f2 (x) = x, and a scale-invariant constraint leading to x > 0, optimization leads to
ln(ρ (x)) = λ + λ1 · x + λ2 · exp(b · x), hence to Gompertz distribution

ρ (x) = const · exp(λ1 · x) · exp(λ2 · exp(b · x)).
This distribution describes aging and life expectancy [2, 36]; it is also used to in
software engineering, to describe the ”life expectancy” of software [33].
Reciprocal and U-quadratic distribution. For a scale-invariant constraint f1 (x) =
ln(x − β ) and scale-invariant constraints corresponding to x ≥ a and a ≤ b, optimization leads to ρ (x) = A · xα for x ∈ [a, b]. In particular:
• for α = −1 and β = 0, we get the reciprocal distribution ρ (x) = const · x−1 . This
distribution is used in computer arithmetic, to describe the frequency with which
different numbers occur [17, 32];
• for α = 2, we get the U-quadratic distribution ρ (x) = const · (x − β )2 ; this distribution is often effectively used to describe random quantities with a bimodal
distribution.
Comment. Please note that, as we show later in this paper, both distributions can
also be obtained by using generalized entropy.
Truncated normal distribution. By combining the constrains on mean and second
moment with the constraint implying that ρ (x) = 0 for x ≤ a and for x ≥ b, we get
the truncated normal distribution, i.e., a normal distribution limited to the interval
[a, b]. This distribution is actively used in econometrics, to model quantities about
which we only know lower and upper bounds [15].
von Mises distribution. For a shift-invariant constraint f1 (x) = cos(x − µ ) and for
scale-invariant criteria corresponding to x ≥ −π and x ≤ π , optimization leads to
ln(ρ (x)) = λ + λ1 · cos(x − µ ), i.e., to the von Mises distribution

ρ (x) = const · exp(λ1 · cos(x − µ ))
which is frequently used to describe random angles x ∈ [−π , π ].

6.7 Different Constraints Have Different Symmetries, Objective
Function is Generalized Entropy
Uniform distribution. If we impose constraints leading that x ≥ a and x ≤ b, then
the largest values of the generalized entropy is attained on the uniform distribution
on the interval [a, b].
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Comment. It should be noted that the same result holds if we use the usual entropy.
∫

Exponential and Erlang distribution. For the objective function (ρ (x))2 dx, for
the shift-invariant constraint f1 (x) = xk · exp(−a · x), and a scale-invariant constraint
corresponding to x > 0, optimization leads to the Erlang distribution

ρ (x) = const · xk · exp(−a · x);
in particular, for k = 0, we get an exponential distribution ρ (x) = const · exp(−a · x).
Comment. Exponential distribution can also be obtained by using the usual entropy.
∫

Generalized Pareto distribution. For the objective function (ρ (x))α dx and for
the scale- and shift-invariant constraint f1 (x) = x and a scale-invariant constraint
leading to x > 0, optimization leads to −α · (ρ (x))α −1 = λ + λ1 · x, hence to the
Generalized Pareto distribution ρ (x) = const · (x + x0 )−γ , where γ = −1/(α − 1).
Comment. The Generalized Pareto distribution can also be derived by using the usual
entropy.
∫

Raised cosine distribution. For the objective function (ρ (x))2 dx, for a shiftinvariant constraint f1 (x) = cos(ω · x + φ ) and scale-invariant constraints corresponding to x ≥ a and x ≤ b, optimization leads to the raised cosine distribution
ρ (x) = c1 + c2 · cos(ω · x + φ ).
∫

Reciprocal distribution. For the generalized entropy ln(ρ (x)) dx, a scale- and
shift-invariant constraint f1 (x) = x and scale-invariant constraints corresponding to
x ≥ a and a ≤ b, optimization leads to the reciprocal distribution ρ (x) = A · x−1 for
x ∈ [a, b].
Comment. Please note that this distribution can also be obtained by using the usual
entropy.
∫

U-quadratic distribution. For the generalized entropy (ρ (x))2 dx, a scale- and
shift-invariant constraint f1 (x) = (x − β )2 and scale-invariant constraints corresponding to x ≥ a and a ≤ b, optimization leads to the U-quadratic distribution
ρ (x) = const · (x − β )2 for x ∈ [a, b].
Comment. Please note that this distribution can also be obtained by using the usual
entropy.

7 Conclusion
In the previous section, we listed numerous families of distributions which are optimal if we optimize symmetry-based utility functions under symmetry-based constraints. One can see that this list includes many empirically successful families of
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distributions – and that most empirically successful families of distributions are on
this list. Thus, we indeed provide a symmetry-based explanation for the empirical
success of these families.
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