The physical behavior of a class of mesoscopic models for multiphase flows is analyzed in details near interfaces. In particular, an extended pseudopotential method is developed, which permits to tune the equation of state and surface tension independently of each other. The spurious velocity contributions of this extended model are shown to vanish in the limit of high grid refinement and/or high order isotropy. Higher order schemes to implement self-consistent forcings are rigorously computed for 2d and 3d models. The extended scenario developed in this work clarifies the theoretical foundations of the Shan-Chen methodology for the lattice Boltzmann method and enhances its applicability and flexibility to the simulation of multiphase flows to density ratios up to O͑100͒.
I. INTRODUCTION
The lattice Boltzmann method ͓1-3͔ developed in the late 1980s as an efficient and powerful way to simulate nearly incompressible hydrodynamics and its multiphase extensions ͓4-6͔ represent one of the most successful mesoscopic techniques for numerical simulation of complex flows.
Besides the mainstream application, namely complex macroscopic flows far from equilibrium, recent work is also hinting at the possibility that multiphase lattice Boltzmann methods may provide a methodological framework for the description of fluid-solid interactions which play a crucial role for microfluidic and nanofluidic applications ͓7,8͔. For example, the possibility to model slip boundary conditions and wetting properties ͓9-14͔ has been recently achieved within the framework of the lattice Boltzmann equation. More detailed comparisons between the mesoscopic technique and atomistic molecular dynamics simulations ͓15,16͔ have pointed out that lattice Boltzmann may become a method of choice for physical problems where supramolecular details play a major role. By supramolecular, we refer to situations which escape a purely continuum treatment, and yet, still exhibit sufficient universality to do away with a fully atomistic description. Arguably, a wide class of multiphase flows out of equilibrium falls within this class.
All this looks promising, especially in view of recent experimental activity aimed at shedding some light on the rich and still largely unexplored territory of dynamical behavior of liquids confined at ͑or below͒ millimetric scales. Impact of droplets on solid substrates, droplets breakup, capillarity instabilities and bouncing transitions, liquid fragmentation and water repellency on structured surfaces, are just but a few examples in point ͓17-23͔.
Since the phenomenological description is not based on molecular details but only on average properties ͑for example, surface tension, contact angle͒ mesoscale modeling and numerical simulations would be extremely helpful to access time and space scales of direct experimental relevance. This is confirmed by recent numerical simulations for static behavior ͓9,15͔ and also by some attempts to describe contact line motions ͓24-26͔ and dynamical properties induced by heterogeneous wetting ͓9,10͔.
These recent developments unquestionably set a compelling case for revisiting and extending some basic theoretical aspects of multiphase mesoscopic methods. In particular, the pseudopotential approach introduced a decade ago by Shan and Chen ͑SC͒ ͓5,6͔ to deal with nonideal inhomogeneous fluids, represents one of the most successful outgrowths of the lattice Boltzmann theory. It is worth noticing that nonideal fluid behavior can also be encoded a priori by deriving lattice local equilibria directly from a free-energy functional ͓4͔. This option leads to local equilibria with an explicit dependence on the density gradients, which cannot be readsorbed into a compact shift of the velocity, as it is the case for the pseudopotential method ͓5,6͔. The result is that the pseudopotential method, albeit in-principle less rigorous, is very flexible and robust for practical and numerical purposes.
Despite its undeniable success, this method has made the object of extensive criticism, the major objections being that surface tension is not tunable independently of the equation of state and that the interface dynamics is affected by spurious currents near ͑curved͒ interfaces.
In this paper, it is shown that both above limitations can be lifted by moving to a midranged pseudopotential, i.e., by extending the spatial range of the pseudopotential interaction. More specifically, it will be shown that ͑i͒ surface tension can be tuned independently of the equation state, by formulating a two-parameter version of the SC model with midrange interactions, ͑ii͒ spurious currents near curved interfaces become vanishingly small in the limit of zero meshspacing and/or in the limit of an isotropic lattice. These developments help to put pseudopotential methods by ShanChen on a solid theoretical basis.
here is to understand the corrections to the ideal-gas equations introduced by the presence of attractive pseudopotential between Boltzmann kinetic populations.
We start from the usual lattice Boltzmann equation with a single-time relaxation ͓3,27,28͔,
where f l ͑x , t͒ is the kinetic probability density function associated with a mesoscopic velocity c l , is a mean collision time ͑with ⌬t a time lapse͒, f l ͑eq͒ ͑ , u͒ the equilibrium distribution, corresponding to the Maxwellian distribution in the continuum limit and F l represents a general forcing term whose role will be discussed later in the framework of intermolecular interactions. From the kinetic distributions we can define macroscopic density and momentum fields as ͓3,28͔
For technical details and numerical simulations we shall refer to the nine-speed, two-dimensional 2DQ9 model ͓3͔, often used due to its numerical robustness ͓29͔. The equilibrium distribution in the lattice Boltzmann equations is obtained via a low Mach number expansion of the continuum Maxwellian ͓3,28͔
where c s 2 =1/3 and i = x , y runs over spatial dimensions. The weights w l ͑eq͒ are chosen such as to enforce isotropy up to fourth order tensor in the lattice ͓3,28͔. From the equilibrium distribution and the symmetry properties of c l , it immediately follows ͓3͔ the kinetic second order tensor of the equilibrium distribution,
where, in the first term of the right-hand side ͑rhs͒, we recognize the well-known ideal-gas pressure tensor,
In order to study nonideal effects we need to supplement the previous description with an interparticle forcing. This is done by choosing a suitable F l in ͑1͒. In the original SC model ͓5,6͔, the bulk interparticle interaction is proportional to a free parameter ͑the ratio of potential to thermal energy͒, G b , entering the equation for the momentum balance,
being w͉͑c l ͉ 2 ͒ the static weights ͓w͑1͒ =1/3, w͑2͒ =1/12 for the standard case of 2DQ9 ͓3͔͔ and ͑x , t͒ = ͑͒͑x , t͒ the ͑pseudo͒ potential function which describes the fluid-fluid interactions triggered by inhomogeneities of the density profile. The only functional form of the pseudopotential ͑͒ strictly compatible with thermodynamic consistency is ͑͒ = ͓10,31͔. For purposes which will become apparent in the sequel, here we shall refer to the pseudopotential used in the original SC work ͓5͔, namely
Note that this reduces to the correct form → in the limit Ӷ 1, whereas at high density ͑ ӷ 1͒, it shows a saturation. This latter is crucial to prevent density collapse of the highdensity phases ͑note that the SC potential is purely attractive, so that a mechanism stabilizing the high-density phase is mandatory to prevent density collapse͒. In principle, other functional forms may be investigated, sometimes with impressive enhancement of the density ratios supported by the model ͓30͔.
In order to understand the corrections to the ideal-state equation ͑5͒ induced by the pseudopotential, we must define a consistent pressure tensor, P ij , for the macroscopic variables,
Upon Taylor expanding the forcing term and assuming hereafter ⌬t = 1, we obtain
which is correctly translated into
Let us notice that there exists a sort of gauge invariance in the definition of the pressure tensor, and ͑10͒ is just one of these. In fact, while the term ‫ץ‬ i is uniquely written as the gradient of 2 / 2, the same is not true for the term ‫ץ‬ i ⌬. There are infinitely many tensorial structures that correspond to the same ‫ץ‬ i ⌬. On the other hand, from its very definition, it is clear that the tensor P ij is defined modulo any divergence-free tensor. However, it can be shown ͑see Appendix A͒ that all tensorial structures consistent with the forcing yield the same macroscopic surface tension and density profiles across the interface. Dispensing with consistency between the forcing term and the pressure gradient in the continuum, several choices for the pressure tensor can be proposed ͓6͔. Hereafter, we will stick to the requirement to have any of the possible gauge-invariant definition of the forcing and use the expression ͑10͒ for all subsequent technical developments.
In order to calculate the density profile for a flat interface in 2d whose dishomogeneities develop along a single coordinate, say y, we follow the mathematical details discussed in ͓6,10͔ and impose the mechanical equilibrium condition for the normal component P yy of the above pressure tensor ‫ץ‬ y P yy = 0
͑11͒
with the boundary conditions that ͑− ϱ ͒ = g and ͑+ ϱ ͒ = l , being g , l the densities of the two phases. After some lengthly algebra ͑see ͓10͔ for all details͒ one can show that the densities in the two phases are fixed by an integral constraint
where P bulk defines the equilibrium bulk pressure in one of the two phases,
Let us notice that expression ͑12͒ is different from Eqs. ͑25͒ of ͓6͔ ͑see also ͓31͔͒ because the latter is derived without imposing consistency with the forcing ͑8͒. Anyhow, for all practical purposes, the difference in the density ratios between the two versions is fairly negligible ͑see Fig. 7 of ͓10͔͒.
The surface tension also follows as the integral along a flat surface of the mismatch between the normal P yy and transversal P xx component of the pressure tensor ͓32͔:
A. Pseudopotential with mid-range interactions
It is immediately realized that, since in the SC model there is just a single free parameter, G b , it is impossible to tune density ratios ͑i.e., equation of state͒ and surface tension ͑i.e., interface width͒ independently. In order to discuss this problem, let us go back to the expression of the forcing and consider possible generalizations thereof. The most immediate generalization of the standard SC model reads as follows:
͑14͒
where interactions up to next-nearest neighbors are explicitly enabled. The corresponding equilibrium pressure tensor takes now the form
with A 1 , A 2 macroscopic constants related to G 1 , G 2 in ͑14͒,
The surface tension now becomes
with the profile obtained applying the mechanical stability equations ͑11͒-͑15͒. Let us first notice that the above twoparameters couplings can be viewed as the first two terms of the expansion in terms of moments of the interacting potential, A p = ͚ n=1 n=ϱ n 2p−1 G n , which is the lattice equivalent of the continuum virial expansion, A p = ͐drr p V͑r͒, where V͑r͒ is a general atomistic interaction potential. In principle one could also enlarge the spectrum of mid-range interactions but, for our purposes, it is enough to consider a two parameter coupling in ͑14͒. In fact, in the case of Eq. ͑15͒ we have an expression depending on the two free parameters, A 1 , A 2 , and on the functional shape of as a function of . This opens up new degrees of freedom with respect to the standard SC formulation. First, let us fix the pseudopotential shape to
which reduces to the widely used choice ͓6͔, = ͓1 − exp͑−͔͒ for 0 = 1. The importance of the free parameter 0 will become apparent later, when discussing the grid refinement of a given interface. For the moment we confine our analysis to the standard case 0 = 1 and we highlight the role of the two parameters A 1 , A 2 that, if used properly, allow to vary the density separation ͑ l − g ͒ / g = ⌬ / g between the two phases and the surface tension independently and in agreement with the continuum interpretation described through ͑15͒. In Fig. 1 , we show the equilibrium profiles obtained with a given ⌬ / g at changing the surface tension for both flat and curved surfaces. This is done using the two-parameters forcing in such a way to reproduce the same A 1 but different A 2 in ͑15͒. The numerical results for the case of a flat interface are also in good agreement with the theoretical predictions obtained from the mechanical stability equation, ‫ץ‬ y P yy = 0, applied to ͑15͒. To further check the continuum interpretation given through ͑15͒ we have carried out Laplace tests for spherical droplets as shown in the inset of Fig. 1 . From the Laplace law
being P in − P out the difference between inner and outer pressure in a spherical 2d droplet of radius R, we can estimate the surface tension from a lin-lin plot of ⌬P versus 1 / R. The numerically estimated surface tension agrees with the one predicted by ͑15͒, ͑11͒, and ͑17͒. This is the first result presented in this paper. To our knowledge such extension of the SC model leading to flexible adjustment of the pressure tensor parameters, i.e., the surface tension and the equation of state, has never been considered. This opens the way to describe within a pseudopotential approach more complex physics where the surface tensions needs to be changed independently of the equations of state as it is the case when, for example, surfactants are added changing the interface properties ͓42͔ or when dynamical properties must be studied as a function of as for rising bubbles ͓43͔.
In the next section we use the extra freedom given by the tunable reference density 0 in ͑18͒ to change the numerical resolution of the interface at fixed physics ͑i.e., fixed surface tension and fixed density ratio͒. This is an important issue, because of the inevitable numerical instabilities which limit the density ratios obtained at a given spatial resolution. Indeed, the original SC model ͑6͒ is known to be unable to describe density jumps larger than ⌬ / g ϳ O͑10͒ per grid point. This suggests the possibility of improving the flexibility of the method by spreading the same density jump on a larger number of grid nodes.
B. Grid refinement and continuum description
The introduction of 0 in ͑18͒ allows us to refine the interface resolution for fixed density ratio and surface tension. We now introduce the shorthand notation
where = / 0 . With reference to the case of a flat interface with dishomogeneities only along the y coordinate, by performing the coordinate rescaling yЈ = y, the pressure tensor ͑15͒ takes the following expression:
where ٌЈ, ⌬Ј, and ‫ץ‬Ј means derivatives with respect to the new variable yЈ. Let us notice that by choosing
with A 2 Ј constant, the dependency on disappears from ͑21͒ and the only dependency on 0 in the above expression comes from the overall prefactor. Therefore, in the expression of the mechanical stability condition for a flat interface ‫ץ‬ y ЈP yy = 0, as applied to ͑21͒, no dependence on 0 and is left. In this way, we are able to extract a universal profile, ͑͒ as a function of yЈ. This leads to the conclusion that the density ratio ⌬ / g is independent of 0 .
As for the surface tension, in terms of A 2 Ј and yЈ, this
Since the profile and its integral in the primed variables is universal, from ͑23͒ we see that, by choosing = 0 the surface tension is also invariant under rescaling of the spatial coordinate. It is therefore clear that 0 in the functional form ͑20͒ can be used to fine-tune the thickness of the flat interface at fixed values of the physical parameters ͑density ratio and surface tension͒ provided that we choose A 2 = A 2 Ј/ 0 2 . In Fig. 2 , we show the equilibrium flat profiles for the case ͑20͒, ͑21͒ and = 0 , with A 1 = −5.0, A 2 = −5.0/ 0 2 and different values of 0 . As one can see the net effect is to change and magnify the interface width with a good agreement with the analytical profiles obtained from the continuum description given above. We also carry out ͑see inset of When moving from large to small 0 , a refinement of the interface occurs. Thus, fine-tuning of 0 can be regarded as a means of locally magnifying the interface region without changing the macroscopic physics.
III. EQUILIBRIUM DESCRIPTION THROUGH LATTICE BOLTZMANN EQUATIONS
Up to now, we have mainly investigated the equilibrium properties of interfaces resulting from the addition of a pseudopotential in the classical lattice Boltzmann formulation. A crucial point is however, to analyze the dynamical stability of such results and to understand the effects of the kinematic terms on the equilibrium properties between the two phases. For weakly inhomogeneous fluids, this is commonly achieved via the standard Chapman-Enskog expansion ͓3,28͔ using the Knudsen number ͑molecular mean-free path over smallest macroscopic scale, i.e., the width of the interface͒ as a smallness parameter. However, in the vicinity of a sharp interface the Knudsen number has no reasons to be small, being proportional to density gradients, and the Chapman-Enskog procedure goes under question. Recent work in this direction ͓33-35͔ has carried out standard Chapman-Enskog analysis with additional forcing terms. The proposed analysis leads to a set of different macroscopic dynamic equations. The correctness of the macroscopic limit is not analyzed here. In fact, besides detailed analytical control on the behavior of the hydrodynamic fields close to the interface, one may wonder whether numerical implementation of the lattice Boltzmann equation with a pseudopotential provides realistic and stable results over a wide range of density variations and surface tensions.
Indeed, a disturbing phenomenon, known as spurious currents ͓36-38͔, develops systematically in the vicinity of interfaces: small circulating currents that are directly proportional to the interface surface tension ͑i.e., density ratio͒ spoil the physical results of numerical simulations and degrade the numerical stability for high density ratios, thus casting serious doubts on the applicability of the method.
For flat interfaces, the situation is more under control. In fact, all spurious contributions reported near flat interfaces are due to an ambiguity in the definition of the fluid momentum. The correct way to measure it, is to take an averaged momentum between precollisional and post-collisional states ͓33͔.
This cures flat interfaces, but curved interfaces are still affected by the problem and several attempts to justify and explain the origin of this phenomenon have been proposed. In ͓36͔, the author proposed an ad-hoc extra counterterm to erase spurious currents. Unfortunately, this analysis is limited to flat interfaces and the prescription to erase the spurious currents is clearly equivalent to averaging precollisions and post-collisions momentum in the SC model. In Ref. ͓37͔, the author concluded that the origin of the spurious currents is the incompatibility between the discretization of the driving forces for the order parameters and momentum equations. More recently, in ͓38͔, it has been shown that spurious currents are due to insufficient isotropy of the discrete forcing operator. In the latter paper, clear numerical evidence is brought up, but no detailed analytical explanation is provided.
Here, besides supporting the numerical findings of ͓38͔, we discuss in details the physical origin of the spurious currents. Then, following the symmetry analysis of lattice gas given in ͓39͔, we derive improved isotropic schemes for 2d and 3d models as well as further possible theoretical improvements.
The case of flat interface is pretty straightforward. In this case, let us denote again with y the direction of the nonhomogeneity. We can imagine to have two homogeneous bulk phases = g at y =−ϱ and = l at y = +ϱ, separated by an interface centered at y = 0. Then, the mass conservation, ‫ץ‬ t + ‫ץ‬ y ͑u y ͒ = 0, in a stationary state ‫ץ͑‬ t =0͒ predicts u y = const., independently of the local density gradients, i.e., independently of the Chapman-Enskog expansion ͓3͔. Therefore, by imposing a zero net mass flux at infinity, one readily derives that u y = 0 everywhere.
Let us now analyze the case of a circular drop in two dimensions. The new feature is that fluctuations tangential to the surface may also appear and their connection with the forcing term plays a key role. In fact, if the forcing is perfectly isotropic:
where F is a scalar function and e r is the unit radial vector, one would argue that the velocity field reflects the same symmetry, i.e., no spontaneous breaking of rotational invariance should arise. For a stationary state, the mass conservation implies ru r = const., being u r the radial component of the velocity field. The only physical acceptable solution is u r = 0 everywhere. We conclude that if the isotropy of the problem is perfectly carried over by the discretization scheme, no spurious currents would develop even for a curved interface. As a consequence, the numerically observed currents must stem from a lack of isotropy at some level with the main contribution to anisotropy near the interface due to the pseudopotential. Indeed, one notices that according to the set of grid points and weights entering in the simplest expression of the forcing ͑6͒, one has a loss of isotropy at a given order in the Taylor expansion. For example, for the simplest case of 2DQ9 one obtains ͑see Appendix B for details͒ Results are also compared with the analytical estimate resulting from our continuum interpretation ͑solid line͒. The two profiles have been plotted by rescaling the lattice grid by a factor 1 / 0 . Notice the increased interface grid resolution obtained at fixed density ratio. Inset: the results of the Laplace tests made on spherical droplets with the same density ratio and varying grid resolution is also plotted. We get the same surface tension with different interface resolutions, 0 = 1.0 ͑ᮀ͒, 0 = 0.7 ͑᭺͒, 0 = 0.5 ͑᭝͒. We also compare the results with the theoretical prediction ͑solid line͒ given by the continuum analysis that leads to ͑A 2 =−5͒ = 0.0398. In all numerical cases the lattice Boltzmann equation has been integrated in time in a fully periodic domain L x ϫ L y = 100⌬x ϫ 100⌬x and = 0.7⌬t.
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PHYSICAL REVIEW E 75, 026702 ͑2007͒ where e x = ͑1,0͒ and e y = ͑0,1͒ are unit vectors in Cartesian coordinates. If we have axial symmetry of the density distribution we must have = ͑r͒. Because of ١ = e r ‫ץ‬ r and ٌ 2 = ‫ץ‬ r 2 + r −1 ‫ץ‬ r for an axially symmetric function, the first term on the rhs of ͑25͒ is isotropic. On the other hand, the second and third terms, that arise only at the fifth order, are manifestly anisotropic. We should also notice that in the preceding section, we limited our analytical analysis to the fourth order expansion, and all the numerical comparisons were made by checking that spurious currents arising from higher orders were negligible, since we chose a stationary regime with small local gradients in the density field. Nevertheless, on the route to higher density ratios, i.e., for cases with high local density gradients, one necessarily meets with the problem of anisotropic contributions. In Fig. 3 we show the structure of the spurious currents for two cases. As one can see, the currents exhibit typical anisotropies with a quadrupolar modulation, the result of anisotropies induced by higher order derivatives in the pseudopotential expansion ͑25͒ and they are enhanced systematically when the density separation between the two phases is increased.
To further support the previous statement, we have solved the Laplace equation, ⌬u = 0 with anisotropic boundary conditions on a ring, u r = cos͑4͒, u = 0 for r 1 Ͻ r Ͻ r 2 ͑see caption of Fig. 4 for details͒. The result is a nonzero profile in the bulk regions. This is also compared qualitatively with the spurious currents picture from a stationary state of a numerical simulation and a good qualitative agreement is observed ͑see Fig. 4͒ . From these pictures, we see that spurious currents, once generated on the interface, spread through the bulk regions, thereby corrupting the physical content of numerical simulations.
Having assessed that spurious currents are triggered by high-order angular harmonics due to lack of sufficient isotropy, it is natural to seek new models with a higher degree of isotropy. There are at least two parallel ways to remove this problem. Either one improves the support of the underlying lattice structure coupled by the pseudopotential terms, so as to push anisotropy to higher and higher Taylor orders, or one can keep a given degree of isotropy of the forcing term and improved grid resolution, so that curved surfaces become more and more refined, hence subject to smaller local density gradients.
A. Isotropy at a fixed discretization
The former kind of technical improvement has already been proposed by ͓38͔. Here we support these previous findings, and we extend them systematically to higher orders in full details for both 2d and 3d cases ͑see Appendixes C and D͒. Following ͓39͔, the key idea consists of enlarging only the set of spatial grid points coupled by the pseudopotential and choosing the appropriate weights to enforce isotropy up to the desired order. For any practical purpose, one writes
where c l runs over a given set of grid points, changing according to the required order of isotropy ͑see Fig. 5͒ . In fact, by applying the Taylor expansion ͑all details in Appendix C͒ to ͑26͒, one obtains 
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and ͑obviously͒ zero odd tensors
The weights can be chosen in such a way to recover isotropy to the desired order ͑see Appendixes C and D͒. Clearly, more velocities are needed in the implementation of the forcing terms ͑see Fig. 5͒ . Numerical results ͑see Fig. 6͒ do confirm a decay of the magnitude of the spurious contributions as the order of isotropy is raised. Although the practical implemen tation of higher-order scheme might not be as straightforward as the standard SC case, it is nonetheless reassuring to know that a well-defined procedure to tame spurious currents is available.
B. Refinement at a fixed degree of isotropy
Since nonisotropic terms in the standard SC forcing scale with fifth-order derivatives, it is plausible to expect that these terms can be attenuated also by a refinement of the interface FIG. 4 . Spurious contributions in lattice Boltzmann and their continuum interpretation. Top: we report the structure of the velocity field around a static drop of radius 15⌬x and density ratio ⌬ / g ϳ 60. The data are the same as the bottom panel of Fig. 3 . Bottom: for a qualitative comparison we have solved the Laplace equation together with the continuity equations with a matching condition in a radial ring of a given width. The velocity field is obtained in an iterative way by first solving the Poisson equation ٌ 2 = ٌ · u and then renewing the velocity filed as u → u − ٌ. For both u and periodic boundary conditions are imposed in the horizontal and vertical directions. On the ring of range 17.5⌬x Ͻ r Ͻ 20.5⌬x the matching condition, u r = cos 4, u =0 is imposed being u r and u the radial and azimuthal components of the velocity field, respectively. FIG. 5. ͑Color online͒ The grid points identifying the set of velocity fields for a 2d case. With reference to the weights reported in Table I , different degrees of isotropy can be achieved: fourth order ͓up to w͑2͔͒, sixth order ͓up to w͑4͔͒, eighth order ͓up to w͑8͔͒, 10th order ͓up to w͑10͔͒, 12th order ͓up to w͑17͔͒, 14th order ͓up to w͑25͔͒, and 16th order ͓up to w͑32͔͒.
FIG. 6. Reduction of spurious currents with higher order isotropic tensors in the forcing terms. The spurious contributions for a static drop are analyzed for a density ratio ⌬ / g ϳ 60 obtained for a standard SC model ͑6͒ and ͑7͒. The parameter chosen is G b = −7.0. We show the vertical velocity, u y , normalized with the lattice speed of sound, c s , at x = L x / 2 and as a function of y / ⌬x. The different plots correspond to different degrees of isotropy in the forcing term ͑6͒: fourth order ͑ᮀ͒, sixth order ͑᭺͒, eighth order ͑᭝͒, and tenth order ͑ϫ͒. Notice the reduction of the spurious contributions in the proximity of the droplet surface, y / ⌬x ϳ 30, 70. Data are obtained from lattice Boltzmann equation ͑1͒ in a fully periodic domain L x ϫ L y = 100⌬x ϫ 100⌬x and = 1.0⌬t in lattice units with a drop in the middle of the domain.
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PHYSICAL REVIEW E 75, 026702 ͑2007͒ 026702-7 resolution, i.e., by the rescaling procedure previously illustrated. In fact, in the standard formulation ͑25͒ the spuri- that should fade away by a progressive refinement of the grid.
In Fig. 7 we show how refining the grid for a fixed surface tension does indeed decrease the amplitude of spurious velocities. Using ͑15͒ and ͑20͒, with the scaling A 2 ϳ 1/ 0 2 , the macroscopic system stays the same: same surface tension and same density ratio. The only difference is a net reduction of the spurious velocity. Let us notice that the improvement due to grid refinement within the extended pseudopotential ͑14͒ with pressure tensor ͑15͒ seems more effective than the one induced by high-order isotropic forcing in the original SC model. Indeed, comparing Figs. 6 and 7 one notices that in the latter an almost complete depletion of spurious currents is obtained already with a simple factor 2 in the rescaled coordinate. On the other hand, to reach similar level of accuracy in the original SC model one needs to improve the isotropy of the forcing up to order 10 or even more.
The fact that the smoothing of the density profile permits to reduce considerably spurious contributions allows to achieve quite large density ratios, up to the order of ⌬ / g ϳ 100, as shown in Fig. 8 , where we plot the maximal spurious velocity ͉U͉ max normalized to the sound speed as a function of the density ratio.
Of course, one may also imagine to combine the two proposals, using the extended formulation ͑14͒ with higher degrees of isotropy. Whether the numerical effort is worthwhile must be decided on a case-by-case basis.
IV. CONCLUSIONS
The SC model is one of the most successful spin offs of lattice Boltzmann theory. It has nonetheless made the object of extensive criticism over the last decade ͓40͔. Part of this criticism is simply misplaced, some other is not. In particular, lack of thermodynamic consistency, surface tension tied down to the equation of state, and spurious currents near sharp interfaces, have spurred doubts on the applicability of the SC method to the simulation of realistic multiphase flows. In this paper we have elucidated the physical reasons behind the above weaknesses, and also suggested practical ways around them in the large-scale limit.
First, we have shown that by enlarging the number of coupling terms in the pseudopotential expression, one can push the method at varying the density ratios and the surface tensions independently and over a wide range of parameters. The main limitation in achieving a systematic enhancement of density ratios is due to spurious currents in static curved interfaces. This limits both numerical stability in the dynamical evolution and the intimately physical correctness even for the static case.
Second, we have shown how to overcome this problem by developing improved versions of pseudopotential interactions. The goal is to reduce anisotropy contributions that are the source of spurious currents. We achieved this systematically, either by a refinement of the curved interface, so as to soften the local density gradients, or by improving the isotropy of the discretized pseudopotential. The first method is more effective, leading to a numerical reduction of the maxi- mal current up to a factor 10 with only a doubling in the grid resolution. We have shown that this stretching of the interface can be achieved by a simple rescaling of the coupling strengths with the reference density of the pseudopotential. This permits to achieve an adaptive form of local grid refinement without changing the structure of the lattice nodes.
The present analysis has been carried out for a given choice of the pseudopotential ͑͒ but, in principle, the general background developed can also be applied when other, more efficient forms of are used ͓30͔. In this way, the potentiality and the improvements of the method become even more effective.
Besides clarifying the theoretical foundations of the original SC model, it is hoped that the extended version presented in this work will help setting the stage for future and more challenging applications of pseudopotential methods to the simulation of complex multiphase flows ͓41͔.
APPENDIX A
In this appendix we discuss the tensorial structures that lead to a vector structure of the form
where doubled indexes are summed upon. We start from the most general expression for a second order, nondiagonal tensor involving derivatives only in the second order,
where a , b , c , d are meant to be fixed upon consistency with expression ͑A1͒. It is in fact verified that upon differentiation,
To be consistent with the expression of the forcing we must impose
and we end up with three constraints and four constants. This means that there are infinitely many choices of S ij satisfying the condition
and we need another constraint to close the problem and give unambiguously our tensor. Even if the tensor structure is not uniquely determined, when we apply our arguments to the case of a flat interface whose dishomogeneities develop along a y coordinate, we notice that the normal component of the above tensor is
and from the last two expressions of ͑A4͒ we obtain a − b =− 1 2 , that used in the first one imposes
So, even if the tensor is not uniquely determined, its normal component is uniquely given by
This implies that when using a mechanical stability equation ͑11͒ with a fixed boundary condition we are able to extract the same profile as a function of y. Then, from the expression ͑A2͒ we can also write the equivalent of the surface tension considering the mismatch between the normal S yy and tangential components S xx ,
͑A9͒
Again, from that, the last two expression of ͑A4͒ we get a − b =− 1 2 . This means that the surface tension is uniquely determined.
APPENDIX B
In this appendix we show how to derive nonisotropic contributions from discretizations. The forcing term is written in the form
Applying the Taylor expansion, one obtains
and ͑obviously͒ zero odd tensors,
The even tensors are written as GENERALIZED LATTICE BOLTZMANN METHOD WITH… PHYSICAL REVIEW E 75, 026702 ͑2007͒ 026702-9
where ⌬ ͑2n͒ is given by the recursion relation ͓39͔
.
͑B6͒
In our mean field approach, is a function of the density. If the density distribution is axially symmetric, is also axially symmetric, = ͑r͒. Then, the force F i should be written as
where F is a scalar function. It should be noted that the isotropy ͑B5͒ for all E ͑2n͒ is essential in order to satisfy the relation ͑B7͒. Now, we will show that the truncated isotropy induces the anisotropic force, which triggers the spurious currents, even when the density distribution is axially symmetric. Let us consider the standard case of 2DQ9. As already noticed in the text, this is a fourth order approximation in the isotropy and the weights are given by w͑1͒ = 1/3, w͑2͒ = 1/12, w͑n͒ = 0 for n Ն 3. ͑B8͒
This approximation means that all the tensors up to the fourth order ͑E ͑2͒ and E ͑4͒ ͒ are isotropic but the higher order ones E ͑n͒ ͑n Ն 6͒ are not. where e x = ͑1,0͒ and e y = ͑0,1͒ are unit vectors in Cartesian coordinates. Next we assume axial symmetry of the density distribution, i.e., = ͑r͒. Because of ١ = e r ‫ץ‬ r and ٌ 2 = ‫ץ‬ r 2 + r −1 ‫ץ‬ r for an axially symmetric function, the first term in the rhs of ͑B10͒ is isotropic. On the other hand, the second and third terms, related to the anisotropic tensor E ͑6͒ in ͑B2͒, are not. Now the force F i is decomposed into the isotropic and anisotropic parts, i.e., The anisotropic force F i Ј due to the anisotropy of E ͑6͒ is responsible for the spurious currents. Higher orders can be computed similarly ͑for the interested reader please contact the authors͒. 
ͪ. ͑C14͒
Higher order calculations are lengthy and not reported here ͑for the interested reader please contact the authors͒. The set of vectors can be extracted from Fig. 5 while the weights can be found in Table I .
APPENDIX D
The same calculations are then arranged in 3d. For each w͑n͒ ͑reported in Table II͒, 
