A Molecular Dynamics Investigation of the Interactions between DNA and Other Biological Molecules by Yee, Bor Yior
A Molecular Dynamics Investigation of the








We used molecular dynamics simulations to investigate interactions between DNA and
three antineoplastic drugs from the anthracycline family, viz. daunomycin, doxorubicin
and idarubicin. This encompassed three important aspects of DNA/drug interactions, viz.
conformational perturbations, dynamics and energetics.
First, we investigated the structural perturbations caused by intercalation of the drugs into
DNA. We found, using the software PyralleX which simulates X-ray diffraction patterns,
that the DNA tends to change into an intermediary conformation between canonical forms.
Daunomycin, among the three drugs, caused the greatest conformational shift in the DNA.
Structural perturbations were shared with the base pairs adjacent to the intercalation sites.
Second, we studied the effects of groove-binding on the supercoiling behaviour of closed-
circular DNA using the coarse-grained force field SIRAH. In the case without drugs, we
saw an accelerating upward trend in the supercoiling rate with the salinity of the solution.
However, with the drugs, supercoiling was found to retard in hypernatremic environments.
Anthracyclines were found to form multilayer complex systems within themselves, which
were capable of bridging across two segments of DNA and stabilising the DNA structure.
Third, we calculated the free energy changes associated with the intercalation of anthra-
cyclines into DNA, using hybrid coarse-grained/all-atom models for simulation and the
novel "extended-system adaptive biasing force" method for analysis. The free energy
changes of intercalation of daunomycin and doxorubicin were calculated theoretically to
be (−7.27± 0.23) kcal mol−1 and (−8.61± 0.33) kcal mol−1 respectively, which are in close
agreement with previous experimental data. It was found that the calculated free energy
change of idarubicin’s intercalation is (−7.75± 0.17) kcal mol−1, i.e. between those of the
previous two drugs. This work has demonstrated a new way of evaluating free energy
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1.1 DNA as a biological molecule
1.1.1 A brief early history (1869-1953) of DNA
DNA, an acronym for deoxyribonucleic acid, is a biological molecule which exists in the
nuclei of living cells. It was first discovered and isolated in 1869 by the Swiss physician
and biologist Friedrich Miescher [59, 60, 202]. However, at the time of the discovery, the
great significance of this molecule to all life-forms had been ignored, even by the discoverer
himself. In effect, for nearly a century, people had thought that the entity which bears
genetic information was some sort of protein.
Amongst the pioneers in the discovery of DNA, especially those in the first half of the 20th
century, the name Phoebus Levene should be mentioned. A physician-turned chemist, he
made several important observations from his studies. For example, he was the first person
to discover the "phosphate-sugar-base" order of the nucleic acid components whose name,
"nucleotide", was also coined by himself. Moreover, he was also the first person to discover
the sugars in RNA (ribose, discovered in 1909) and in DNA (deoxyribose, discovered in
1929). One of the most significant propositions he had made, was the so-called "tetranu-
cleotide hypothesis" in which he hypothesised that a strand of nucleic acid (henceforth
"NA"), regardless of DNA or RNA, must be composed of a repetitive nucleotide sequence
of length exactly four. Albeit it was proven to be wrong, though much later, his hypothesis
had laid a cornerstone in our knowledge of the existence of four types of nucleobases in all
NAs.
In 1928, Griffith carried out an experiment [119] by applying two strains of Streptococcus
pneumoniae — the bacterium which is the major cause of pneumonia, one of smooth and
virulent type III-S and the other rough and non-virulent type II-R, in mice. He divided his
experiment into four similar tests. In the first two sets of tests, he injected pure bacterial
solution into the mice. The mice which were infected by the virulent type were all killed
eventually, whereas those by the non-virulent type survived. Griffith noticed that whilst
the virulent strain has a self-protection mechanism by wrapping itself in a polysaccharide
capsule (hence the name "smooth"), the non-virulent type does not (hence "rough"). Without
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the self-protection mechanism, the rough strain was defeated by the immune system of the
mice.
After carrying out the control experiments, Griffith killed the smooth strain bacteria by heat
and applied them to living mice. Because the bacteria were all dead prior to the injection,
they did not have any effects on the mice, and the test subjects all remained alive. He then
further added the remainder of his heat-killed bacteria into the II-R type, and infected the
mice with the mixture. To his surprise, all the mice in this batch were killed. He concluded
that the type II-R bacteria, under the influence of the dead III-S, had been transformed into
their counterpart according to a "transforming principle" which is inherent in III-S type but
not II-R.
This "transforming principle" was eventually unveiled in 1944, when Avery, MacLeod
and McCarty performed a ground-breaking experiment [9]. They killed, with heat, the
types II-R and III-S pneumococci, the same strains Griffith had used, and extracted some
components using saline. They were able to narrow down the potential cause (i.e. the active
portion extracted) of such transformation to only the polysaccharides, some lipids, some
proteins, RNA and DNA. Using biochemical methods, namely attempting to break down
these components using suitable enzymes, only deoxyribonucleodepolymerase (an enzyme
which could decompose DNA) but not trypsin, chymotrypsin or ribonuclease (protein- or
RNA-breakers) could prevent the transformation from happening.
Through this experiment, Avery and his colleagues hypothesised that DNA is the substance
which causes the transformation of bacteria. They further generalised this idea and sug-
gested that not only bacteria, but also viruses and higher organisms may have DNA as
their hereditary material [9].
Less than a decade later, in 1952, Hershey and Chase confirmed Avery’s hypothesis that
DNA, not protein, is the genetic material in viruses, through a series of experiments they
conducted [135]. Hershey and Chase used the T2 bacteriophage as their subject, and la-
belled the protein shell of some phages with the radioactive sulphur-35 (35() isotope, and
the DNA contents of the remaining phages with phosphorus-37 (37%) isotope, with the rea-
son being the presence of these two elements in the respective components. The labeled
viruses were then allowed to infect bacteria. The infected bacteria and the progeny (i.e.
the phages) were separated by agitation in a blender. It was found out that the group of
progeny with 35( remained labelled, whereas that with 37% became clean. Since it was
known, prior to this experiment, that viruses infect their targets by lysing their cells and
injecting their own genetic material, Hershey and Chase concluded from their study, that
DNA, not proteins, is the genetic material of viruses.
Nearly at the same time, Chargaff and his colleagues conducted a set of experiments on
DNA in the sperm of sea urchins [39]. They shone UV light on their samples and noted the
absorption. They discovered, through the computation of the molar ratios of adenine (A) to
guanine (G) and of thymine (T) to cytosine (C), that in three of their four samples, the ratios
were very similar. However, for the ratios of A:T and C:G, all the four samples had both
numbers very close to unity. They concluded that in a double-stranded DNA (dsDNA), the
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abundance of A should be the same as that of T, and similarly for C and G. This equality is
later known as the Chargaff’s first parity rule.
However, despite these in-depth studies of DNA in this past century, allowing people to
understand more about the functionality of the molecule, there were still a lot of questions
which remained unanswered, with the true molecular structure being one (and the most
fundamental) of them. Prior to this point, it was known already, that the DNA contains
a certain amount of carbon, oxygen, hydrogen, nitrogen and phosphorus atoms, and their
relative abundance within the molecule was known to a reasonable accuracy. This fact was
exploited by Avery and his colleagues, in their experiments, to identify the DNA from the
mixture of compounds. Moreover, from the extraction of the bacterial DNA using alcohol,
it was found that in its pure form, the DNA is a fibrous strand. This, plus the Chargaff’s
rule, are the knowledge the scientific world had in general about the structure of the DNA
as of 1952 — bits and pieces of important information, but no-one had put them into the
holistic picture just yet.
The breakthrough came in the next year, 1953, when Watson and Crick created a chemical
model [289] and proposed that a possible structure of DNA is a stack of two firmly bound
nucleosides 1 and that it exists as an anti-parallel double helix. Since the proposition was
done through physical, i.e. cardboard, modelling, their observation had to be rigidly tested.
One name ought to be mentioned here specifically — Rosalind Franklin, whose work has
critical importance on a significant proportion of this project. Franklin had been performing
groundbreaking experiments using X-ray fibre diffraction methods on DNA structures, and
had produced the "Photo 51" (lower right of Fig. 5.4) which turned out to be one of the
most well-known experimental images in modern natural sciences. This photo, which had
been kept inside Franklin’s much detailed manuscript for more than two years before being
published [95] together with Watson and Crick [289] and Wilkins [305], depicted the true
structure of DNA as a dimer of anti-parallel strands with the nucleosides bridging between
the backbones, and had vastly influenced Watson and Crick’s molecular model [191].
In 1962, Watson, Crick and Wilkins were nominated for and awarded the Nobel Prize in
Physiology or Medicine "for their discoveries concerning the molecular structure of nucleic
acids and its significance for information transfer in living material" [270].
1.1.2 The function of nucleic acids
It was discovered earlier, that the DNA is a macromolecule which is responsible for the
storage and transmission of genetic information. This is in fact, fundamentally, how pro-
teins are constructed, and how the instructions for the development and functioning of
living organisms are transmitted as a consequence. Moreover, another type of nucleic acid,
namely the ribonucleic acid (or RNA), aids the functionality of DNA by converting the codes
in DNA into the amino acid sequences of proteins.
The coding in nucleic acids is done through the sequences of the bases in the nucleic strand
1Watson and Crick integrated the discovery by Chargaff with the existing knowledge, and proposed that
the pair of bases which are bound can be A-T or C-G, and they should be bound by hydrogen bonds.
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(in the O5’−→O3’ sense). In 1961, Crick, Brenner, Barnett and Watts-Tobin carried out an
experiment [57] which demonstrated for the first time that exactly three bases ("triplet") of
DNA code correspond to one amino acid in the protein (for example, "GCA" or "GCC" in the
DNA correspond to an alanine monomer being inserted by the RNA). In 1964, Nirenberg
and Leder’s experiment [169] showed that there exists a specificity of the "transfer RNA"
(or tRNA) in the binding of ribosomes promoted by triplets. This suggests that the codon
(i.e. a "unit" of the genetic code) consists of three nucleobases.
1.2 The structure of DNA
Many biological molecules are highly complex in nature. For example, a strand of DNA,
say in human chromosome 13, consists of more than 114 million base pairs and is about 3
centimetres long when stretched out [106,171]. Therefore, in order to describe the structure
of them accurately, especially such polymeric ones as DNA and proteins, we break them
down into four different levels of details.
The primary structure of a polymeric molecule includes the most basic constituents, i.e.
molecular residues, which can be standalone molecules per se but combine to form the ulti-
mate structure. The secondary structure depicts the interactions between these residues to
form the monomers which give the shape to the polymeric structure. The tertiary structure
is the polymerised 3-dimensional structure of the molecule itself, i.e. what the molecule
looks like macroscopically. Last but not least, the quarternary structure describes how two
or more of the molecules interact with each other to form a complex.
1.2.1 Primary and secondary structures — nucleotides and double helices
Figure 1.1: Nucleobases. From left to right: A, T, G, C. (Image obtained from ChemSpi-
der.)
DNA is a long polymeric chain with "nucleotides" as its monomers, i.e. the basic unit. A
nucleotide is a group of residues of a base ("nucleobase"), a 5-membered furanose sugar
ring ("deoxyribose") and a phosphate; the subgroup of the nucleobase plus the deoxyribose
within a nucleotide is known as a nucleoside. There are four kinds of nucleotides, namely
deoxyadenylate (dAMP), deoxythymidylate (dTMP), deoxyguanylate (dGMP) and deoxy-
cytydilate (dCMP). The only difference among these nucleotides lies in the constituent
bases, which are adenine (A), thymine (T), guanine (G) and cytosine (C) correspondingly;
the deoxyribose and phosphate groups are always the same for all nucleotides.
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Figure 1.2: Polymerisation of nucleotides and the 5′ −→ 3′ directionality of DNA.
Figure 1.3: A nucleotide
(dGMP). From left to right:
phosphate, deoxyribose, nucle-
obase. (Image obtained from
ChemSpider.)
Polymerisation of a polymeric chain starts with the
dimerisation process. In the context of DNA, The
dimerisation is done via a hydrolytic reaction where
one of the nucleotides gives up the hydroxyl (–OH)
group on the 3’ position of the sugar ring, while
the double-bonded oxygen atom on the phosphate
group in the other nucleotide shares one of the bonds
with the now positive site on the ring. Moreover,
due to the high electronegativity of the phosphate
group, the two hydrogens in the hydroxyl groups of
the phosphate are readily released into the aqueous
environment, leaving the phosphate linkage with a bare negative charge. Therefore, the
dimerisation of nucleotide results in a dinucleotide with a net negative charge, and the by-
product of an H3O+ molecular ion which is the cause of acidity, hence the name "nucleic
acid".
As shown in Fig. 1.1, two of the nucleobases (T and C) are six-membered rings whilst
the remaining two (A and G) are fused aromatic rings. T and C are known collectively as
the pyrimidines and A and G as purines. Here, the Chargaff’s first parity rule can be more
precisely reiterated as "the ratio between pyrimidines and purines in a DNA strand is in
close proximity to unity". The molecular model made by Watson and Crick in 1953, did
not only predict the tertiary structure of DNA as a double helix, but also helped proved
Chargaff’s rule by postulating that the forces which hold the two strands together are the
same as those which hold the nucleobases in place: hydrogen bonds — three between G
and C, two between A and T.
Chargaff’s rule only applies to the ratio between pyrimidines and purines but not specif-
ically any of the bases. Of course, one can argue that pairing can be equally done between
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A and C, as well as between G and T, maintaining the 1:1 ratio between pyrimidine and
purines. However, Watson and Crick’s model suggests that by pairing A with T and G with
C, the maximum number of hydrogen bonds can be attained, hence maximising the stabil-
ity of the overall structure. Furthermore, since all the bases contain a lot of hydrogen atoms,
as well as highly electronegative atoms such as nitrogen or oxygen, it is natural to think that
there can be more than one way of forming hydrogen bonds. In 1963, Hoogsteen reported
the discovery of different hydrogen bonding formation sites within base pairs [140]. How-
ever, this model depicts only two hydrogen bonds between C and G rather than three as in
the Watson-Crick system, and hence is less energetically favourable. Moreover, according to
the Hoogsteen rule the purinic nucleobases (A and G) must flip such that the six-membered
ring, rather than the five-membered one, is attached to the furanose. This alters how the
two bases within the same pair are oriented, and hence the overall double-helical structure
of the DNA must change accordingly [140]. As a result, the "Hoogsteen base pair" is only
seen in crystals and its occurrence is extremely rare.
1.2.2 Tertiary structure — conformations and polymorphism
DNA, whilst usually depicted as a double helix, is one of the most complex molecules
in a biological organism — be it a highly developed eukaryote or as simple as a prokary-
ote — alongside proteins. The reason behind the complexity, structurally, is because the
DNA is soft matter, meaning that it changes its shape according to the environment. For
example, when the DNA segment is exposed in an ionic (i.e. salty) environment it prefers
the A-form, but when both humidity and salt concentration are low it would change into
the tightly wound C conformation, etc. [238, 306] Due to the flexibility of the molecule, the
aforementioned named forms are only indicative of their appearances in crystalline struc-
tures, and the molecule constantly changes its appearance in aqueous environments.
Though always drawn as a straight helical staircase, the depiction is but a tip of an iceberg
in the holistic picture of a DNA molecule, and has the name oligomer, meaning "a few (oligo-
) parts (-mer)". In real life, short segments of such straight-chained DNA (scDNA) cannot
exist for a long period of time, because the base pairs on either ends of the chain are only
held tight by the phosphate linkage on one side and with temperature effects, the end pairs
would start to melt and thus initiate a domino effect on the subsequent inner base pairs, re-
sulting in the melting of the entire molecule eventually. Khandelwal et al. [156] formulated
an estimation of the melting temperatures of arbitrary lengths and sequences of DNA by
means of curve-fitting to experimental data and found that
)< = 7.35 +17.34ln! +4.96ln +0.89ln −25.42 (1.1)
where )< is the theoretical melting point (in centigrades),  is the per-base DNA strength
parameter, ! is the number of base pairs,  is the concentration of the solution and  is the
total nucleotide strand concentration. As an example, for a 15-bp short oligomer in 0.22M
salt solution and  = 2×10−6, it was calculated that )< = 65.04◦C which is less than 1% off
from experimental results [225].
In cell nuclei, the lengths of the DNA strands are typically 105 to 108 base pairs long and
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they are wound in such a way that the "head" of the molecule is covalently bonded with its
own "tail", and as such are closed circles which are named "closed circular DNA" (ccDNA).
This, of course, effectively solves the problem of melting. However, with the total length
adding up to a metre in a mammalian cell [245], packing all genes into the nucleus of about
6 microns diameter [3] in their fully relaxed and perfectly circular conformation would not
be viable. In order to attain the optimal packaging, the strands would wound against its
own helical axis to form a supercoiled structure, just as the old-fashioned telephone wires
would do. The functions and theories behind such behaviour will be discussed in fuller
details in the upcoming chapters.
While the aforementioned mechanism occurs naturally in relatively simpler cells such as
prokaryotic cells and viruses, it is much oversimplified for complex eukaryotic cells, whose
long supercoiled DNA strands are further wrapped around proteins called histones, which
are roughly spherical in shape, to produce even more effective packing. However, it does
not mean that loose ccDNA does not occur in eukaryotic cells. In fact, this so-called ex-
trachromosomal circular DNA (eccDNA) was first discovered in 1972 and later found to
be in cells of all tested organisms, including roundworms and humans [256]. Among the
subtypes of eccDNA, there is one called the "double minute", which is a small fragment of
eccDNA, and has been detected in many types of tumours, such as breast, lung, lymphoma
and neuroblastoma. As such, it is associated with gene amplification due to chromothripsis
processes as tumours grow [261, 308].
Watson and Crick mentioned in their famous 1953 Nature paper [289] that in a DNA,
"both chains follow right-handed helices". However, such claims is by no means specific,
and does not depict the holistic picture of nucleic acid conformations. It was discovered,
through the X-ray fibre diffraction studies of Franklin [94, 95] around the same time, that
there were at least two rather different conformations of the DNA, later known as the A-
and B-forms, which would qualify for the description of Watson and Crick.
Figure 1.4: A- and B-forms of the Drew-Dickerson dodecamer, in side and top-down
views. Representations drawn to the same scale.
Fig. 1.4 shows the A- and B-forms of the Drew-Dickerson dodecamer [77] which has the
sequence of d(CGCGAATTGCGC). We can see that for the A-form, the helical structure is
slightly more tightly wound then the B-form, in that it is shorter and fatter in appearance.
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Form Pitch (Å) Rise (Å) Turn (◦) Relative humidity Ionic environment
A 28.2 2.56 32.7 < 85% medium, not Li+
B 33.8 3.38 36.0 > 92% high Na+ or high Li+
C 31.0 3.32 38.6 < 66% low
D 24.3 3.03 45.0 < 92% heavy ions best
S / Z 43.2 3.60 −30.0 < 85% high
Table 1.1: DNA conformations with respective helical parameters, obtained from X-ray fibre
diffraction studies. Reproduced from [238, 306, 309].
Moreover, another measure of the tightness of helical twisting is the extent to which the
nucleobases tilt. It is obvious that whilst the bases in B-DNA are largely parallel to each
other and maintain the perpendicularity with the helical axis throughout, those in A-DNA
are heavily tilted. As such, if we inspect the molecule from a top-down perspective, because
of the tilting of the bases, the coverage of the central "cavity" becomes much less in the A-
form than in the B-form.
While the two forms described above are the two most observed forms, they are not all
the conformations a DNA can take, as the DNA is a soft matter and hence is very flexible
structurally. Table 1.1 shows the currently identified general forms of the DNA in different
environments. From this we could see why the A- or B-form is the most dominant con-
formation found in living cells — In normal conditions, the cell is highly hydrated (hence
favouring the B-form) with the salt level maintained at a certain level through homeostasis
(which favours the A-form).
The C-form is a rather loosely wound form of DNA, in that there are only about 9.3 bases
per period, and is only favoured specifically in a relatively desiccated environment with
low ionic concentration. On the other hand, while the environmental requirements of the
D-form much resembles those of A and B, its ionic requirement of the presence of heavy
ions makes it very rare to be found as heavy ions only exist in trace amounts in most living
cells. Structurally speaking, the D-form is the most loosely wound conformation among
the four mentioned, having only eight bases per period. In terms of sequence specificity,
it was discovered that the D-form only exists for some sequences like [d(AT)]2, but not
others [176]. Last but not least, the traditional conformations for the right-handed helix are
not always true, in that the DNA can also have left-handed helicity. The S-form or the Z-
form is an example of a left-haded DNA 2. Similar to the D-form, the S-form only exists in
the specific sequence of [d(CG)]2 [138]. In terms of the structure of the S-form, it is the most
tightly wound conformation of those mentioned above, in that it has 12 (= 360
◦
30◦ ) bases per
period. Moreover, it is also the most elongated conformation of all, as each period spans
43.2Å, which is nearly a third longer than the longest of the others (the B-form, 33.8Å).
Finally, the numbers quoted above are data collected from X-ray fibre diffraction experi-
2The S- and Z-forms are two names used interchangeably for the left-handed structure by different authors.
The S-form is a polymeric conformation obtained from fibre diffraction, whereas the Z-form is an oligonu-
cleotide conformation obtained from X-ray crystallography studies. The author of this thesis is aware that, in
some biophysical communities, the "S-DNA" is also used in conjunction with the "S-ladder form", which is an
extended and unwound DNA under external tension, derived from numerical modelling [47,255]. It should be
emphasised that the "S-DNA" (or "S-form") hereof does not mean the S-ladder form, and the discussion of the
S-ladder DNA is beyond the scope of this work.
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ments, where the samples used are assumed to be sufficiently long and have near-perfect
periodicity, hence the numbers are averages over all the nucleotides. However, from non-
fibre diffraction studies where relatively short oligonucleotides are used, it was discovered
that the variations in those structural parameters can fluctuate a lot on a per base-pair ba-
sis [73, 74].
1.3 DNA functionality and mutations
1.3.1 DNA functionality
The functionality of the DNA as a biological molecule comes in many aspects, but the
most important ones include the storage of genetic information, transcription and replica-
tion.
Genetic information storage Not the entirety of the DNA molecule carries genetic infor-
mation, and the proportion of it which does so (a.k.a. genes) varies with the organism [230].
For a gene, its main function is to store genetic information as codons, i.e. chunks of three
successive nucleotides. These codons are instructions as to what amino acids are to be pro-
duced. As there are four types of nucleotides and a codon consists of three nucleotides,
there are 43 = 64 available combinations of codons for the 20 types of protenogenic amino
acids 3. Of the 64 codons, three are also used as initiators or terminators which labels the
start and end of the production of a protein chain [180].
Transcription Transcription is the initiating step of the gene expression process, in which
the information encoded in the genetic material is used in the synthesis of a gene product
(proteins). Transcription by itself, entails the copy of a short segment of the coding DNA
into RNA by the enzyme RNA polymerase, and it can be divided into three key stages:
initiation, elongation and termination. During initiation, the RNA polymerase first binds
to the DNA template ("promoter") and melts the subsequent 12 to 14 base pairs into a so-
called transcription bubble. It then polymerises two of the loose ribonucleoside triphosphate
fragments to form a dimer. The dimer is extended during the elongation process (Fig. 1.5),
by means of the sliding of the polymerase along the DNA, into a chain of growing RNA
("nascent RNA"). Lastly, as the polymerase hits the stop codon of the DNA, it releases the
produced RNA strand and dissociates itself from the DNA. Transcription is a vital process
in the cell cycle as the produced RNAs serve as templates for further syntheses of proteins,
without which life cannot happen.
Replication DNA replication is a process where a molecule of DNA is cloned to form a
new and identical molecule. This is a crucial procedure in cell division [3], for a newly
formed cell must have the same set of genetic materials as its mother cell. Like transcrip-
tion, the initiation kick starts the process when initiator proteins gather around and form
3Protenogenic amino acids are those which are polymerised to form proteins. There are actually 22 pro-











Figure 1.5: Schematic diagram showing the elongation stage of DNA transcription. Im-
age taken from [303].
a complex around the initiation point ("origin") where the DNA would be unwound [19].
Once the strands are unwound and separated ("replication fork"), the enzyme primase adds
the primers onto the two strands ("leading" and "lagging" depending on the directionality)
of the template DNA and the enzymes helicase and ligase work in this process to ensure the
size of the replication fork remains constant and the smooth sliding of the fork. It is note-
worthy, that although the A-T and G-C pairing is dominant and other pairing schemes are
possible, there are other forbidden combinations which upon creating would be deemed
erroneous. These errors do occur in replication processes despite the precision of the en-
zymes’ work. If a mismatch is created, the DNA polymerase which facilitates the polymeri-
sation of the primers and the Okazaki fragments 4 would be forbidden to carry on so that




















Figure 1.6: Schematic diagram showing the replication of DNA. Image taken from [301].
4Discovered by Okazaki et al. [219, 264] in 1968, Okazaki fragments are short discontinuous fragments of
nucleotides which are paired with the separated strands to create the lagging strand. The fragments are then
joined by the enzyme DNA ligase (cf. Fig. 1.6).
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1.3.2 DNA-small molecule interactions
The DNA is a polyanion, meaning that it carries multiple negative charges. The origin of the
charges is the phosphate residues on the backbone which bridge between two consecutive
base pairs. Since each phosphate group carries a −2 charge and the 5’-end of the strand does
not have a phosphate group, the total charge of an #-base pair segment is −2(# −1)4, with
4 ≈ 1.609×10−19C being the standard proton charge. Furthermore, the prefactor 2 accounts
for the two phosphodiester backbones of the molecule.
Being electronically charged implies the DNA readily interacts with other charged
molecules through electromagnetic interactions, or with polar molecules through van der
Waals’ forces. This subsection will be dedicated to the explanation of DNA interactions
with water, followed by those with other molecules which exist in the vicinity of the DNA.
DNA-water interactions Water plays a central role in biological systems, and on aver-
age, about 60% of our body is composed of it [288]. The most useful aspect of water does
not come from it being an excellent lubricant, but from the fact that it is highly polar and
can make large number of hydrogen bonds with neighbouring molecules. A single water
molecule can have as many as four hydrogen bonds, where the oxygen (or its two pairs of
lone-pair electrons) serves as the donor of two bonds and the two hydrogen atoms as the
receptor of the remainder. Thus, water plays a crucial role in the maintenance of structural
rigidity in biological systems, especially that of DNA.
Not only do water molecules interact with DNA themselves, their interactions are often as-
sociated with other ions, especially metal ions which carry positive charge(s); some of these
ions include sodium (Na+) and magnesium (Mg2+). The ability of water to form metal-aquo
complexes with metal ions, [Na(H2O)6]+ and [Mg(H2O)6]2+ for the two aforementioned ex-
amples [240], makes the DNA structure more rigid. This is achieved since the binding of
water onto the ions provides a screening effect which disperses the charge(s) from the cen-
tral ion to the surrounding water, in turn increasing the effective electrostatic range of the
complex.
DNA-small molecule recognition The interactions between DNA and other external
small molecules (especially organic ones) can be classified into two large categories, namely
covalent-bonding and noncovalent-binding. Covalent-bonding interactions are carried out
through chemical reactions of the external molecule with the DNA, resulting in changes
in the composition of the DNA, whereas noncovalent-binding interactions are done phys-
ically without a resultant alteration in the chemical composition of the DNA. An exam-
ple of a covalent-bonding reaction is the substitution of a nucleobase by the base analog
5-bromouracil. On the other hand, the docking of the molecules spermine [144, 254, 263]
and spermidine [309] in the major and minor grooves of the DNA is a good example of
noncovalent-binding interaction. One of the obvious features of noncovalent-binding in-
teractions, which their covalent-bonding counterparts do not have, is the maintenance of
relative high mobility of the reactant after interaction.
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1.3.3 DNA damage and mutations
Errors during the replication process discussed above are only the tip of an iceberg: there are
many different ways in which DNA or chromosomes could be damaged. That the DNA can
be damaged was not discovered as a by-product of some pathological studies of late, but
had been predicted by Erwin Schrödinger in his famous writing What is Life? in 1944 [252]
where he questioned whether the seemingly simple structures of genes could withstand
long periods of influence of heat motion, and demonstrated even earlier by Timoféeff-
Ressovsky, Zimmer and Delbrück [272] in their work on X-ray effects on chromosomes.
These studies were published well before the correct composition and topology of DNA
were discovered in 1953.
There are two types of DNA damage, viz. endogenous and environmental [99]. Endoge-
nous damage is that induced by natural intracellular activities or the direct interaction of the
DNA with molecules which are within the same cell. For instance, the nucleobase cytocine
can be deaminated (i.e. losing the amino groups) spontaneously due to the pH or temper-
ature alteration in the cell [178]. Another example of endogenous damage is that induced
by the so-called reactive oxygen species [67], i.e. chemical compounds which have reactive
oxygen atoms. For instance, the highly reactive hydroxyl radical ·OH [28] can readily attack
the double bonds in the nucleobases and form the unfavourable formamidopyridine (FaPy)
products with pyridine-type bases [41]. Last but not least, the earlier example of incorpora-
tion of wrong bases during replication is another example of endogenous damage.
On the other hand, environmental damage is that which occurs due to the interaction
or reaction of the DNA with extracellular agents. These agents can be naturally existing
molecules, synthesised molecules, pollutants, or even molecules which were produced as
by-products of metabolism. These molecules react with the DNA in different ways. For
example, psoralen and some of its derivatives can intercalate into DNA due to their planar
structure, and may form covalent adducts with pyrimidines when exposed to UV-A radia-
tion [132]. Another example of mutagenic molecules is 5-bromouracil (5BrU), which looks
very similar to uracil (methylated thymine), a base which occurs naturally in RNA but not
DNA. 5BrU can attack the thymines and substitute itself in the site. Moreover, upon expo-
sure to radiation of a specific wavelength, the bromine drops out and yields uracil [179].
Some other molecules may break the strand(s) of their target DNA, with a particularly in-
teresting class of them being the topoisomerase inhibitors. Topoisomerases are enzymes
which nick and close DNA strands during transcription and replication processes. Their
inhibitors can bind to the DNA and when the topoisomerase opens up the strand(s) they
can form a cleavable intermediate complex with the enzyme, preventing them from detach-
ing from the broken DNA and moving on [86,100], resulting in the DNA being unable to be
replicated. This feature makes these topoisomerase inhibitors very toxic to growing cells,
and these chemicals are hence extensively used in cancer therapy [86, 146, 279].
Though one would normally associate extracellular agents as chemicals not originated from
cells, they are not necessarily confined to molecules or free radicals, but can also be radia-
tion, which has been proven to induce a large variety of lesions in DNA [93,112,147,177,242,
269, 284–286]. In this work, however, we shall be focussing on DNA-molecule interactions
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and so further discussion of radiation-induced mutations is out of scope here.
Before we continue with the discussion, there is a need for the clarification of some ter-
minology. In layman terms, the words change and mutation may be used interchangeably
depending on the context, but in cell biology they have very different definitions. A mu-
tation is not only any change, but a heritable change in the sequence of of an organism’s
genome [99]. Simply put, a normal change (e.g. damage) to a DNA molecule may be de-
tected and corrected by the self-repairing system within a few generations of replication,
but a mutation would not be rectified and the change is carried over to the "offspring" and
hence is permanent.
1.3.4 DNA intercalation and its impact on DNA functionality
As we have touched upon briefly, some molecules like psoralen can intercalate into DNA,
but the definition of intercalation is yet to be clarified.
An intercalation compound, by the Oxford Dictionary of Chemistry [61], is defined as:
"A type of compound in which atoms, ions, or molecules are trapped between
layers in a crystal lattice. There is no formal chemical bonding between the
host crystal and the trapped molecules (see also clathrate). Such compounds
are formed by lamellar solids and are often nonstoichiometric; examples are
graphitic oxide (graphite-oxygen) and the mineral muscovite."
In the context of biological entities, intercalation means the insertion of a molecule into
another molecule. More specifically, in the case of DNA, intercalation points to the insertion
of a molecule (typically aromatic, hence planar), or a part of a molecule with such features,
in between two successive base pairs of a target DNA.
Figure 1.7: Basic structure of
anthracycline aglycone. Repro-
duced from [243], drawn using
[70].
The process of intercalation was proposed by Ler-
man in 1961 [174], with respect to acridines,
dyes used extensively in experiments to tag DNA
molecules, which can dock in the DNA by means of
intercalation. This process results in the increase in
the distance between the interstitial base pairs, and
was first accurately measured by Waring [287] to be
3.4Å, which is roughly the same as the value for the
inter-base pair rise 5 [210, 245]. Moreover, since the
helical structure of the DNA is held relatively tight
due to the c− c∗ molecular orbital stacking between
atoms of two successive base pairs, the DNA has to
unwind so that the base pairs could relax to allow the intercalator to enter. The extent of
such unwinding depends largely on the size and structure of the intercalator, but is typ-
ically within the range of 15◦ to 25◦ which is rather large, considering that the twist of a
canonical DNA is only about 32◦ to 36◦ [210].
5The rise is the axial distance between two successive base pairs in the DNA.
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Such changes to the DNA structure can prove devastating to the functionality of DNA [22,
146, 160, 226, 239]. One of the aspects of the damage to DNA function lies in the impair-
ment in the decipherability of it by messenger RNA (mRNA). mRNA, which has a similar
structure to a single-stranded DNA, is a macromolecule which reads and decodes the ge-
netic information from DNA. This makes a big difference in transcription, as the correct
amino acids can be created only if the codons are correct. Secondly, these intercalators are
often topoisomerase inhibitors as well, meaning that they would prevent the DNA topoiso-
merases from functioning properly, which ultimately causes cells to die since they cannot
replicate.
1.4 Anthracycline drugs
Anthracycline is a class of antibiotic drugs which have been used as anticancer chemothera-
peutic agents for more than 40 years to date. These drugs were first extracted from the bac-
teria Streptomyces [101], which produce the anthracyclines daunomycin and doxorubicin [6].
Structurally speaking, all anthracyclines have the form of anthracycline aglycones,
also known as anthracyclinones, whose basic structures are all 7,8,9,10-tetrahydro-5,12-
naphthacene quinone [243], which implies that they all have a partially-aromatic four-
fused ring system (Fig. 1.7). While throughout the years nearly two thousand derivatives
have been found and synthesised, only a few of them are currently used for clinical treat-
ments [84]. Table 1.2 lists four of the most commonly used anthracycline drugs and their
usage in chemotherapy.
Figure 1.8: Structures of some anthracyclines: (Left-to-right) Daunomycin, doxorubicin,
epirubicin, idarubicin. Images from [215–218].
Anthracycline type Activity
Daunomycin Acute myeloid leukaemia, acute lymphocytic leukaemia,
chronic myelogenous leukaemia, Kaposi’s sarcoma
Doxorubicin Carcinomas (breast, lung, ovarian, liver and thyroid),
leukaemias, lymphomas
Epirubicin Cancers (breast, ovarian, gastric and lung), lymphomas
Idarubicin Acute myeloid leukaemia




Just like many other environmental and biological chemicals, anthracyclines interact with
the DNA via a multitude of mechanisms and pathways. Some of the proposed mechanisms
are of particular pharmaceutical significance [107], and will be discussed here.
Inhibition of DNA replication Since their discovery in the 1960s, anthracyclines have
been known to be potential DNA intercalators, since they have the planar naphthacene
chromophore. This interaction with the DNA has been linked to its inhibitive effects on
DNA replication [31,72], as it directly induces frameshift mutations on the target DNA. More-
over, since anthracyclines are generally rather readily absorbed into cells and are preferen-
tially concentrated in the cell nucleus [124], the prevalence of such interaction is made even
higher. However, there is another pathway by which anthracyclines inhibits DNA repli-
cations, which is the impairment of DNA polymerase activity [110, 113, 114, 232, 268, 310].
Since both pathways would lead to growth inhibition of DNA, vast studies have been con-
ducted to investigate the contributions. However, many of the results were contradictory
with one another, and a unified conclusion has not yet been reached. Gewirtz proposed that
the growth-inhibitory effects may relate to a cytostatic and transient component of drug ac-
tions. This means that these effects are likely to be in the local cellular level (by slowing or
stopping proliferation of cells) rather than in the global level as to actively be lethal for the
entire tumour [107].
Free radical generation As have been touched on in the previous section, one of the
sources of DNA damage is free radicals. It was discovered that the two molecular oxygens
in the quinone of the aglycone, being highly electronegative, act as strong electron recep-
tors in certain conditions [13,258], so that superoxides, hydroxyl radicals and peroxides are
formed [12, 13, 17, 30, 258], in turn inducing damage to the DNA target. However, though
it is a known fact that free radicals are produced from anthracyclines, its responsibility for
the drugs’ cyto- and cardiotoxicity still remains unknown to pharmacologists [107].
Topoisomerase poisoning Topoisomerase poisoning is, thus far, the most accepted ex-
planation for anthracyclines’ pharmaceutical mechanisms. Topoisomerases are enzymes
which are responsible for the breakage of double stranded DNA, the alteration of the tor-
sions of the DNA and the religation of the DNA, and topoisomerase poisoning is the im-
pairment of these functions. In the context of anthracyclines, the poisoning process goes
hand in hand with the intercalative properties. The drugs first intercalate into the target
DNA and further form extremely stable DNA-anthracycline-Topo2a ternary complex [23],
due to which the topoisomerase IIa (Topo2a) cannot religate the broken DNA strands and
cannot retract from the DNA. Subsequently, the self-repair mechanism of the DNA would
be triggered to repair this growth arrest [40]; and if such fix should fail, programmed cell
death would be initiated [205].
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1.5 Outline of research
The work presented in this thesis makes use of molecular dynamics and various peripheral
techniques to probe the dynamical and energetic properties of interactions between DNA
and three anthracycline drugs, viz. daunomycin, doxorubicin and idarubicin. The overall
layout of the thesis will be as follows.
Chapter 2 will deal with the theoretical considerations of the techniques employed through-
out this project. Molecular modelling methods will first be reviewed, followed by a detailed
discussion about the AMBER force field. Then an in-depth explanation of coarse-graining
methods and the SIRAH coarse-grained force field, which is used extensively in this work,
will be presented. After that, a detailed account of molecular dynamics methods, including
energy minimisation, simulation ensembles and environment regulatory methods (ther-
mostats and barostats) will be made. We also give a brief explanation of various compu-
tational solvent models used in this project. Lastly, the chapter will be concluded with the
discussion of the theories behind three most important aspects of this work, viz. free energy
evaluation, ribbon theory and X-ray diffraction.
In Chapter 3, we will present the preliminary work done for the preparation of the ma-
jor part of this project, using the methods of targeted molecular dynamics and accelerated
molecular dynamics. Discussion will be made regarding the methodology and results, with
particular details given to the caveats and drawbacks of these methods, which ultimately
led to the use of other more suitable methods which will be presented in Chapters 4 to 7.
In Chapter 4, we will present the study on the effects induced to straight-chain DNA seg-
ments due to intercalation of the aforementioned anthracycline drugs. Firstly, simulation
protocols adopted in this chapter will be explained. Then we will analyse the simulation
outputs using both static and dynamical methods. Static method includes the evaluation
of the per-base pair root-mean-square deviation of DNA structure with respect to canonical
conformations, whereas the dynamical method used a real-time tracking of a selection of
structural parameters to trace the more sophisticated structural perturbations.
In Chapter 5, we will give a brief introduction to the PYRALLEX program (an X-ray diffrac-
tion pattern simulator), supported by a collection of sample outputs. Then, we will present
a novel parameter for data comparison. Finally, results obtained using molecular dynamics
simulation in Chapter 4 will be re-analysed using PYRALLEX with detailed discussion to
justify the structural perturbation induced in different sequences of DNA by intercalation.
In Chapter 6, we will study the non-intercalative interactions between a 160 base pair co-
valently closed circular DNA and the three drugs, in different ionic environments. We first
present a novel method for the evaluation of salinity and solvent dielectric constants. Then
the system creation process will be explained, with focus specifically on the transformation
from an all-atom model to a coarse-grained model. Moreover, we will elucidate the method
used in determining the rate of conformational change which is at the heart of the study in
this chapter. Lastly, a detailed discussion will be made regarding the simulations done with
the DNA-drug complex systems, each of which being simulated in seven different salin-
ities. Particular attention will be paid to the topological transformation, the DNA-drug




Chapter 7 will be dedicated to the study of energetics of DNA-drug intercalations. We
will first present a general scheme of computational simulation for the work, then explain
the use of an all-atom / coarse-grained method employed in this work. Detailed results
and discussion will then be given for the free energies obtained from calculations for each
drug type-base step combination. From these we will determine, for each of the drugs, the
overall free energy change of intercalation (hence the probability of intercalation) and the
likelihood of intercalation in specific mode (hence sequence-specificity of intercalation).
Lastly, a brief summary of this work and the aspiration for potential future work will be




DNA reacts and interacts with other molecules of all sizes, from macromolecules such as
proteins to the smallest monatomic ions like sodium or magnesium; these interactions in-
duce changes to the structure of the DNA. Whilst some molecules attach themselves onto
different parts of the DNA and form strong covalent bonds with it, others interact with
it through other modes, electrostatic interactions for instance. These interactions, many
of which involve quantum effects, happen within the regime of picoseconds to nanosec-
onds, and are thus extremely difficult to visualise using experimental techniques. Even
with the newest technology in high-speed lab cameras or single-molecule microscopes (or
spectroscopes), the trade-off between spatial and temporal resolutions is still unavoidable.
Molecular simulation is a computational technique to effectively envisage molecular inter-
actions atomistically in terms of spatial resolutions, and down to the range of femtoseconds
(i.e. atomic timescale) temporally.
Originally, molecular simulation was used to model the system of interest, from the visual-
isation of the movements of individual constituent particles to the calculation of different
energies and forces in the system. As this technique is highly customisable, more and more
functionalities and features have been added to cope with more challenging calculations
such as the free energy change of interactions, which in turn determines the reaction rates.
This chapter is dedicated to the explanation of underpinning theory of molecular simula-
tions which are used in this project. We will start from the basics of molecular simulation
methods, the AMBER force field and the SIRAH coarse-graining method which are used
throughout the project, and finish with an in-depth discussion on theories of free energy
calculations.
2.1 Molecular modelling
The modelling of a molecular system can be broadly divided into two aspects, viz. static
and dynamic. Static modelling includes the calculation of the energies (various potential
energies) in the system at a point (hence also known as single-point energy) of the system
and the energy-minimisation of systems. On the other hand, dynamic modelling entails
the motions of the particles within the system at a non-zero temperature. Hence another
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term for dynamic modelling, more formally, is molecular dynamics (MD for short). In this
section, methods for both static modelling and MD are discussed.
2.1.1 Ab initio methods
Originated from its Latin root, ab initio means "from the beginning". In the molecular mod-
elling sense, ab initio methods determine the properties of the molecule(s) of interest from
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where capitalised index  denote the -th atomic nucleus, and the small-case subscript 8 de-
note the 8-th electron. ‖0 ‖ ≡
√∑=
8=1 08
2 denotes the norm of the vector 0 with = being the
dimensionality of the vector. Whilst Eq. 2.1 may look nicely symmetric, both for the elec-
tronic and nuclear terms, it is solvable exactly only for one-body systems, even with Born-
Oppenheimer approximation which states that to an acceptable accuracy the electronic and
nuclear terms can be segregated into two separate equations. The solution of the two-body
version of the equation is hard to obtain, and analytical solutions for three-or-more-body
versions of it are nonexistent. Hence, approximation methods have been devised such that
solutions may be obtained numerically with a cut in the computational cost without the ne-
cessity of largely compromising the accuracy. Two of the most widely used approximations
are the Hartree and the Hartree-Fock theories.
The Hartree theory [127, 128] is built on the approximation that the Hamiltonian of the
many-particle system acts separately on each of the constituent particles [291] and the resul-
tant many-body wavefunction is merely a product of the constituent single-particle wave-
functions. While this method ensures the uniqueness and orthogonality between wavefunc-
tions, it violates the generalised Pauli exclusion principle for fermions and hence is deemed
an incomplete theory. It is considered to be a crude theory from another aspect, which is
the inclusion of the unphysical interaction of the particle with its own charge density (i.e.
self-interaction).
The Hartree-Fock theory is a theory modified from Hartree’s original hypothesis (which he
called self-consistent field method). It was then corrected by considering the Slater deter-
minant of the single-particle wavefunctions rather than merely the product of them. This
correction was proven to fulfil the antisymmetry property of the wavefunctions. The new
joint theory was later on reformulated and published in 1935 [129].
Whilst both Hartree and Hartree-Fock theories are based on the direct application of varia-
tional principles which in turn are approximations per se, in 1965 Kohn and Sham developed
the then-novel Density Functional Theory (DFT) [158] which is an exact method analyti-
cally. The core concept of the aforementioned theory is that, the total energy of a system
36
Chapter 2 Theoretical Considerations
can be expressed as a functional of the density =(A ), and it reads mathematically:
 =
∫














‖A − A ′‖ +xc [=], (2.2)
with which the ground-state wavefunctions, hence also the particle density, can be obtained
using self-consistent methods until the calculated energy and wavefunctions have both con-
verged. Since ab initio methods had been of limited use in this project further discussion of
their theories is beyond the scope of this thesis.
2.1.2 Semi-empirical methods
Whilst DFT is capable of predicting the highly complicated wavefunctions and thus molec-
ular structures, it also has a rather severe drawback, which is its power-law scaling. This
means that the time required to perform a full DFT calculation goes up with a certain power
of the number of atoms in the system. This makes MD simulations with full DFT extremely
restricted (only systems with a small number of atoms can be simulated). Semi-empirical
methods are quantum chemical methods which solve this problem by making simulations
more practical.
Semi-empirical methods, in short, are approximations. The quantum component of the
methods follows closely the Hartree-Fock theory described above, but the most computa-
tionally costly terms are reduced into parameters which are fitted from existing experimen-
tal results.
2.1.3 Empirical methods and force fields
So long as there is a need for the calculation of the exact wavefunctions of particles in the
system, quantum methods have to be used and the self-consistent methods have to be em-
ployed. These methods usually involve large loops in the program codes which increase
the runtime drastically. Those methods described above, including also the semi-empirical
methods, are then deemed unhelpful for large ensembles such as those in biological sys-
tems.
Empirical methods are ones which take more approximations to simplify the representa-
tion of the systems even further. Rather than a nucleus plus an electron cloud, an atom
in empirical methods is represented as a soft sphere, which interacts with its neighbours
via so-called "force fields". A force field (FF), in the quantum chemical sense, is a simple
form of force acting on the particles in the system following fundamental physical laws.
For example, the Lennard-Jones (LJ) potential is a popular potential to be used (differenti-
ated, cf.  = −∇+) to give the distance-dependent forces. The atom-specific parameters, for
instance, f (the interatomic separation at which the potential is zero) and Y (the bonding
energy between the atoms) in the standard LJ potential, however, are determined directly
from experimental data.
One feature of FFs is the expression of the parameters in terms of atom types rather than
elements. The concept behind atom types is that even atoms of the same element have dif-
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ferent types of hybridisation when they form bonds in different circumstances, giving rise
to the fundamental difference in bond strengths and equilibrium values from one another.
For example, all carbon atoms in a pentane chain are B?3 hybridised so the bonds are B?3
carbon-B?3 carbon bonds. On the other hand, those in a benzene ring are all B?2 hybridised
and the bonds between them are hence of the B?2 carbon-B?2 carbon type. These two bond
types have different lengths and strengths albeit they both link between two carbon atoms.
2.2 AMBER force fields
The Assisted Model Building with Energy Refinement (AMBER) [51,292] package provides a
set of force fields which was developed since the 1970s and was released as a MD simulation
package first in 2002 by Kollman et al.. The AMBER FF comprises several terms, which read
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This section is dedicated to explaining each of the terms in detail, and will conclude with a
brief history of the evolution of the force fields.
2.2.1 Bond lengths and angles terms
The first term in Eq. 2.3 is the bond length term which represents the bond energy between
all covalently bonded pairs of atoms (indexed 8 and 9 in the equation). Both terms resemble
the classical Hookean potential because small deviations about energy minimum in these





 1 (18 9 − 108 9)2 (2.3a)
where  1 is the type-specific force constant of the bond between atoms 8 and 9 , with an
instantaneous bond length 18 9 and an equilibrium length of 108 9 . A problem which immedi-
ately arises from this is that by disregarding the molecular orbital shapes, the program can
only tell how far two atoms are apart but has no way of telling whether they are bonded
or not. A reasonable solution to tackle this problem is to set up a cut-off distance beyond
which the bond is taken as being cleaved. Using the same logic as above, because of the
lack of knowledge in electron cloud distributions 1, the bond type (covalent or ionic) or the
bond order is not explicitly determined.
One of the limitations which comes directly from the use of atom types is that the types of the
1Traditionally, FFs have fixed "orbital" shapes, i.e. bond shape parameters, but polarisable models had been
developed to account for the anomalies encountered when atoms of high charges or high polarisabilities are
involved. However, since the shapes of bonds in these atoms are calculated on the fly, the performance of the
code is compromised and hence these new models are not used in this work.
38
Chapter 2 Theoretical Considerations
atoms are preset as the model is built and cannot be changed in the course of simulation.
For example, if a hydrogen atom is determined by quantum mechanical FF parameterisa-
tion software (e.g. ANTECHAMBER in the AMBERTOOLS suite described below) as a "HO"
type, i.e. a hydrogen on a hydroxylic oxygen, even if it gains enough energy to break the
H-O bond and form a new bond with another atom later, that atom can only be another
hydroxylic oxygen.




 \ (\8 9: − \08 9:)
2, (2.3b)
works in the same fashion as in the bond length term, with the only difference being that
the quantity of interest here is the angle formed by the three atoms 8, 9 and : .
2.2.2 Torsional term
Figure 2.1: Torsional (g8 9:;) and
dihedral (i8 9:;) angles.







1+ cos(=g8 9:; −W)
]
(2.3c)
where = is the periodicity of the function, and +=
is the potential energy barrier encountered by the
4-atom subsystem when rotating the atomic planes
(the red and blue virtual planes formed by atoms
8 − 9 − : and 9 − : − ;, as shown in Fig. 2.1) around
the 9 − : axis.
The form of this term is different from those of the previous ones, in that rather than
Hookean-like, the torsional term is a periodic function with a constant, positive offset.
It is not difficult to understand why the torsional term takes the sinusoidal form, if one no-
tices the rotational symmetry. Moreover, such form ensures that the first maximum of the
torsional energy must be at the specific angle g8 9:; =
W
=
, which is dependent on the phase
angle, W. The phase angle arises from the fact that different atom pairs have different equi-




) and hence the coplanarity of the four atoms (if and only
if g8 9:; = 0) would unlikely imply a maximum repulsion.
While some people may use the terms "torsional" and "dihedral" interchangeably (for exam-
ple, in the User’s Guide of the NAMD package [20]), it is noteworthy that such convention
is inapplicable to this system, since the two angles are, in fact, supplementary to one an-
other, i.e. g8 9:; ≡ c − i8 9:;, where i8 9:; is the dihedral, defined as the angle formed by the
perpendiculars of the two planes. Apparently, due to this property, the torsional term can
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]
.
However, because of the alternating nature of the (−1)= prefactor, the whole summation is
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now conditionally convergent, making computation very challenging2.
Furthermore, since the torsional term is a 4-body term, which is strongly coupled to the
lower order terms (e.g. bond length — 2-body, and bond angle — 3-body), the parameters
are difficult to extract. Historically, Weiner et al. [292] used first a limited set of parameters
for the atom types found in proteins and nucleic acids, which were fine-tuned to agree
with experimental results. This was later on extended to atom types in a vast data bank of
other molecules as well. Later in the 1990s, the derivation of the parameters was improved
by employing ab initio methods such as MP2/6-31G* [51]. Nevertheless, regardless of the
method with which the parameters are determined, adjustments are made constantly to
refine the accuracy of the term [51, 292].
2.2.3 Electrostatic term
The electrostatic term +ES can be further broken down into two components, viz. Coulomb
and Lennard-Jones.
Coulomb component For an FF-based calculation, since there is little knowledge of an
explicit representation of the molecular orbitals, the electrostatic field around an atom is
usually represented by an atom-centred multipole expansion [36]. The general idea behind
this is that, the higher the order of the expansion, the more accurate the approximation
would be compared with the full quantum mechanical picture. Nonetheless, intuitively,
the order of the expansion is directly related to the computational cost and hence it is once
again a trade-off between overall precision and the cost. It has been shown that, for large
biological systems such as the DNA and proteins, concision is valued over precision in that
the use of even only the monopole is enough [238]; this is also the reason why in AMBER FF







where @8 and @ 9 are the partial point charges on the atoms 8 and 9 ; Y is a system-specific
dielectric constant3 and A8 9 is the distance between the atoms 8 and 9 . The partial (non-
integral) charges on the atoms in a molecule arise due to the difference in electronegativi-
ties of the species, which induces an intra-molecular dipole moment, causing the electron
clouds to deviate from ideal symmetric shapes, in turn giving rise to an unequal distribu-
tion of charges within the molecule [168].
The partial charges in Eq. 2.3d are calculated theoretically. This is done via a full quan-
tum-mechanical energy-minimisation of the system, followed by the determination of the
distribution of the molecular wavefunctions at the ground state. A somewhat primitive
2A conditionally convergent series is one whose convergence depends on the order of summation. Consider
the series  =
∑∞
= (−1)= which has infinitely many ways of expansion, e.g.  = (1 + 1 + · · · ) + (−1− 1− · · · ) or
 = (1+1+ (−1)) + (1+1+ (−1)) + · · · . Only one way of grouping, namely  = (1+ (−1)) + (1+ (−1)) + · · · , converges
to the finite solution of zero, whilst the others diverge either to +∞ or −∞.
3In general, Y should be a tensor Y, especially in the case of an anisotropic medium. On the other hand, in
an isotropic medium, the tensor is reduced to Y = 13 Tr(Y) where Tr denotes the trace of the tensor.
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way of achieving this is known as the Mulliken population analysis [209], where the oc-
cupancies of the molecular orbitals are calculated as a linear combination of the orbitals
(i.e. the basis sets). However, this method brings along two major problems. Firstly, Mul-
liken divides the off-diagonal terms in the density matrix (as an outer product of the two
orbitals involved in a bond) equally, which is proven to overestimate the charge separation
within a bond, giving rise to the exaggeration of the partial charges of atoms. Secondly and
more importantly, the charge assignment using Mulliken analysis is extremely sensitive to
the choice of basis sets. Since in the Mulliken scheme, all electrons are assigned individual
atoms, the method poses no limit of convergence to the basis set, and the "exact" solution
thus depends on how the limit is approached. As a result, the use of different basis sets
usually gives rise to drastically different results [296].
A slightly more superior scheme is the electrostatic potential (ESP) method. This method
entails a full quantum-mechanical calculation of the equipotential surface around an atom,
and a least square fit between the ESP surface produced by an assigned partial charge at
the same position of the physical atom. The charges of the atoms are then tuned self-
consistently to match with the ESP surface. This method has shown not only to replicate
the multipole moments of the true system, but also to be not so drastically influenced by
the choice of basis functions [15]. However, there is a major drawback of this method which
is the computational cost of the full quantum-mechanical calculation of the ESP profile of
the molecule. As elucidated in the previous section, full QM treatments are viable only up
to the scale of hundreds of atoms even using the most powerful supercomputers. Hence,
the ESP method cannot be directly applied in systems involving biological macromolecules
which typically have thousands of atoms each.
To alleviate this problem, a new algorithm known as AM1-BCC had been devised [150–152].
This method is based on the previous semi-empirical charge method of AM1 [71], which
was shown to be excellent in capturing such fundamental features as formal charges and
electron delocalisation but rather poor in replicating the ESP produced by the HF/6-31G*
level of quantum-mechanical theory4. Jakalian et al. [152] discovered the addition of an
additive bond charge correction (BCC) would rectify this flaw and hence the name of AM1-
BCC [150,151]. This novel method achieved quantum-mechanical accuracy with the cost of
a semi-empirical algorithm. The same group then refined the parameters against empirical
data from more than 2,700 organic molecules, making it even more robust [152]. In this
work, we have used this AM1-BCC charge method to determine the charge distribution in
the computational model of molecules.
Lennard-Jones component The Lennard-Jones term +LJ captures both the short-ranged















4The "HF/6-31G*" notation is known as Pople’s notation of basis sets [75]: a split-valence basis set applied
onto the Hartree-Fock theory, with the core orbitals comprising 6 contracted Gaussian functions (GTOs), the
inner valence orbitals 3 and the outer valence orbitals 1. Polarisation functions for the 3-orbital are added for
non-hydrogen atoms.
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where '8 9 is the distance between atoms 8 and 9 , and the coefficients 8 9 and 8 9 are param-
eters specific to the atom types of 8 and 9 , closely related to the zero-potential distance f8 9
and the bond energy Y8 9 .
The Lennard-Jones potential is a crucial quantity in atomic physics as it contains the in-
formation about the optimal separation 08 9 between a pair of atoms. Manifestly, such a
distance is exactly when +LJ is at its minimum and hence the force between the two atoms
is zero. In the form of Eq. 2.3e, if we differentiate the summand we get the force between
the two interacting atoms 8 and 9 :




















Hydrogen-bond term Last but not the least, the final term of the AMBER FF is the














where 8 9 and 8 9 are, like in the case of the Lennard-Jones potential term, coefficients
specific to the atom types of the electron donor and receptor.
Hydrogen bonds (H-bonds) are extremely important in biological molecules, especially
macromolecules like proteins and nucleic acids. In DNA, there are two hydrogen bonds
in a cytosine-guanosine base pair and three in an adenine-thymine pair. Albeit weak (typ-
ically 1-5 kcal/mol) when standalone, the additivity of the H-bond gives the DNA a rel-
atively rigid structure [294]. Not only do H-bonds prevent the structure from melting
(i.e. the splitting apart of the two strands), they maintain the distances between bases
within the same pair to about 1.95 to 1.99Å with standard errors in the regime of just 0.3
to 0.5Å [76, 245, 246, 281, 282]. This feature also plays a key role in the usual maintenance
of the double helical structure, hence preventing the helix, in normal circumstances, from
unwinding locally or forming bubbles which would then destabilise the overall structure
and damage the functionality of the molecule.
Despite the significance of H-bonds in real systems as discussed before, there exists a major
caveat in the implementation of them in theoretical models, viz. their directionalities. In the-
ory, any H-bond must consist of a hydrogen atom as the donor and a relatively electronega-
tive atom, such as oxygen and nitrogen, as the receptor. Traditionally in physical chemistry,
one would use an arrow which points from the donor to the receptor to represent an H-
bond. It has been shown, that not only the bonds themselves but their directionalities play
important roles in biological processes such as protein folding [68,96,97] and ligand-binding
specificity [25]. The simple 12-10 Lennard-Jones formalism of the bond, just as in the case
of the 12-6 force described above, does not hold any information about the directionalities
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of the H-bonds. This, then, results in the high discrepancies in the directional preferences
during simulation when compared with ab initio calculations [206].
For this reason, Eq. 2.3f had been used only in the early generations of the AMBERFFs, but
taken out in later generations. Instead of this term, a correction term had been added to
the FF for specifically the MNDO-type Hamiltonians of PM6 and AM1, the latter of which
has been used in this project [159]. This correction takes a hydrogen bond as a charge-
independent interatomic term between a hydrogen atom and another atom eligible for be-










which is a H-reflected logistic sigmoid function, with A- being the distance between the
hydrogen atom and the receptor of the bond. This weighting is used in the determination




















was also added to account for the damping effect of short- and long-ranged interactions.
This correction has been added to recent versions of the SQM tool in the AMBERTOOLS
toolbox, which performs all essential quantum-mechanical calculations during the calcu-
lation of force fields for new molecules. It is suggested that, apart from the fact that this
correction still does not account for the directionality of the H-bond, an effective cutoff
must be added to the geometric term in the correction, in order to be viable for use in MD
simulations. Therefore, it is recommended that, this correction should be used only for
single-point energy calculations and energy minimisations only.
2.3 Coarse-grained force fields and SIRAH
Ideally speaking, simulations should be able to replicate reality fully, given the level of de-
tail one chooses to perform the simulations is realistic, viz. simulating all the particles down
to the subatomic level, which would require of course the use of full quantum-mechanical
formulations — without even the use of Born-Oppenheimer approximation because despite
nucleons are roughly 1,837 times heavier than electrons they do move in real life! However,
as we have seen earlier, this assumption per se, is unrealistic, since not even the most power-
ful supercomputer, as far as the current technology goes, would allow molecular dynamics
simulation of such detail to be carried out in realistic timescales (nanoseconds to microsec-
onds upwards). Hence, there was the advent of semi- or even fully empirical methods
discussed in the previous section. However, as technology advances, simulations involv-
ing larger and larger systems (both in terms of the physical size and the number of atoms)
had been realised, and the balance between computational cost and precision had become
ever more important. Two immediate questions one can ask, then, is firstly, what infor-
mation we want to obtain from these "mega-sized" simulations, and secondly, whether we
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care about all the detail down to atomic level. More often than not, if we perform such a
"mega-sized" simulation, the aim would be to study the macroscopic phenomena, where
the microscopic details become less of a concern. For instance, when we simulate a long
sequence (typically > 150-bp) of a closed-circular DNA to study its supercoiling behaviour
we probably would not pay too much attention to how the furanose (sugar) of each base
puckers. This provides a case for the further cutting-down of computational cost by clev-
erly grouping constituent atoms together and thus reducing the total number of particles in
the system. For DNA simulations, the simplification can be done in several levels: a lower
level can be achieved by joining just the functional groups intuitively, for example, the back-
bone phosphate being a group and the furanose being another, and so forth. A higher level
can be achieved by simplifying the system even more drastically, say, putting everything
on the backbone as a group and the whole nucleobase as another. The simulation package
of OXDNA [223, 224, 276] is an example of high-level simplification. On the contrary, the
package SIRAH [64, 186], which has been used extensively in this work, is an example of
low-level simplification. The rest of the section will be dedicated to the explanation of how
SIRAH attempts to simplify biomolecular systems.
2.3.1 SIRAH force field
SIRAH, an acronym for Southamerican Initiative for a Rapid and Accurate Hamiltonian,
is a force field developed by the Biomolecular Simulations Group at the Institut Pasteur de
Montevideo in Uruguay, aiming to simplify systems involving proteins and/or DNA.
Figure 2.2: SIRAH mapping between all-atom and coarse-grained models. Taken from
[62].
For the simplification of DNA systems, SIRAH transforms the vast majority of nucleotides
into 6 superatoms: one for the backbone, one for the C5’ linkage between the backbone and
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the nucleoside, one for the innermost C1’ atom of the furanose group, and lastly, three for
the three heavy central atoms (i.e. excluding hydrogens) responsible for both the hydrogen
bonds and dynamics of the nucleobases in the all-atom picture. The only exception applies
to the 5’-ends of oligomeric strands, where they lack the "px" superatom (see Fig. 2.2) as
conventionally the 5’-ends do not possess the phosphate group.
SIRAH, albeit called a force field, is actually a parametrisation for the use in local package
environments, viz. AMBER or GROMACS. This means that rather than having its own formu-
lation, it fits experimental data (e.g. atomic masses, partial charges, etc.) for the parameters
within these two existing packages, without the use of any parametrisation algorithms. As
such, SIRAH does not apply artificial constraints to fix secondary structures, thus making
it an unbiased force field [186]. Moreover, SIRAH was originally designed for use in mul-
tiscale simulations, which means atomistic, semi-classical, or even quantum-mechanical
calculations can be performed in conjunction with SIRAH in the same simulation frame-
work [65, 187–190].
The parametrisation of the SIRAH model is similar to the atomistic AMBER FFs, in that the
Hookean formulation for bonding and angular (three-body) terms are retained. However,
the torsional term in SIRAH is determined by means of Fourier expansions rather than
direct summations. Furthermore, the Lennard-Jones terms are calculated using the usual
12-6 potential, with the atom-type pair parameters obtained using the Lorentz-Berthelot
combination rules [186].
Lastly, SIRAH does not only have coarse-grained models for amino acids and nucleic acids,
it has its own coarse-grained model for solvent environments as well, which will be dis-
cussed in detail in Sec. 2.6.
2.3.2 Caveats concerning use of coarse-grained force fields
Due to the simpification of the system by coarse-graining models, it is inevitable that some
of the intrinsic features in the simulated system have to be sacrificed as a trade-off for lower
computational costs. One of the most obvious examples of such features is the individuality
of the atoms. Using SIRAH, which groups about six atoms into one superatom (cf. Fig. 2.2),
as an example, we can see that whilst the phosphate group should have a 3E trigonal
pyramidal symmetry in all-atom representations, it is coarse-grained in SIRAH into a single
spherical blob ("px"), which has a totally different point group symmetry per se, and the
protrusions from the side oxygen atoms are lost.
This has profound effects in several of the quantities calculated during simulations using
CG methods. An immediate implication comes from the diminishing of the friction in the
atomic level. Consider the previous example of the phosphate group, where the coarse-
graining not only removes the ruggedness of the potential landscape, but also decreases
the effective surface area of the potential surfaces. This results in the reduction in the effec-
tive friction between atoms, in turn increasing the diffusivity of the simulated system. Since
the diffusivity (or the diffusion coefficient) has a unit of area per unit time, it becomes a good
measure of the effective timescale of phase-space sampling. For example, with the MARTINI
CG force field [196], it was found that the diffusion coefficient is 2 to 10 times higher using
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the MARTINI force field than using traditional all-atom ones, and so the phase-space sam-
pling is accelerated by a similar factor as well. This means that, not only is longer simulation
time made possible by the cut in the computational costs, for each unit of time simulated
the amount of phase-space sampled is also several times higher.
Unfortunately, the evaluation of the exact amount of speed-up by a CG model is not an
easy task, due to the multitude of factors contributing to the it. These factors could be
broadly divided into three categories, viz. solvent-solvent, solvent-solute and solute-solute
interactions, and hence are highly specific to the system being simulated.
2.4 Molecular modelling methods
The calculation of the force field +total(A ; C) of a system gives us a good idea of what the
overall potential energy at a specific point A is, at a frozen spot in time C. Then based on
principles of fundamental physics, we know that there must be a configuration where the
total energy is the lowest, such that system is the most mechanically stable. An immediate
question which follows is, then, how does one sample the configuration space in order to
attain the most stable configuration? For sure, we can sample the whole space point by
point, but the feasibility of such an attempt depends largely on the size of the system, or
more precisely, the total number of degrees of freedom of the system. With this, we can
see that this approach works only for small systems and will suffer as the number of atoms
grows, as the number of degrees of freedom increases rapidly with the size of the system.
Furthermore, even if such a method works, it would be considered rather uneconomical as
the amount of labour put in is vast whilst the achievement is little. Therefore, numerous
cleverer methods had been devised and some of the more widely used schemes are listed
and described below.
2.4.1 Energy minimisation
Generically speaking, energy minimisation is a class of static processes which takes the cur-
rent (initial) positions of the atoms in a system and moves them in a fashion such that the
total potential energy of the system is reduced. Whilst these methods can mostly ensure
that the endpoint potential energy is lower than the initial value, the attainment of global
minimum is not guaranteed, as minimisation algorithms are local and have no knowledge
of the full configuration space. This implies that the initial configuration fed into the min-
imiser is a major factor in the performance of the minimisation process.
Minimisation is a branch of mathematical problems known as optimisation, and there
are multiple ways of performing multivariate optimisation, both analytically and numeri-
cally [50, 168]. We list below the major methods implemented in AMBER and NAMD, the
packages which have been used throughout this work.
Steepest descent The steepest descent method entails, first, the computation of the gradi-
ent of the potential energy of individual atoms which gives the direction along which the
potential rises the most. Then, as its name implies, the atoms are moved along the opposite
46
Chapter 2 Theoretical Considerations
direction of the gradient. A classical analogy would be releasing a ball on a slope and the
ball will naturally find the steepest downhill direction and roll down along that direction.
In mathematical notation, the steepest descent method can be written as







where : is the step number, A :
8
is the position vector of the 8-th atom at the :-th step, and
U ∈ R+ is a constant that governs how big a step the minimiser takes. The choice of U
directly affects the performance of the minimiser. If U is too large, the optimal point to
make a turn will be missed and thus the convergence will be slow. Conversely, if U is too
small, although the optimal turning point will generally always be found, more steps are
required to reach that point, thus slowing down the convergence again. An optimal value
of U which maximises the convergence rate, however, does exist; and it is one at which each
minimisation step corresponds to a turning point. One way of getting the value is through
quadratic interpolation [50], but we shall omit the explanation of it as it is out of the scope
of this work.
Albeit proven to be robust and always convergent, the steepest descent method has some
grave drawbacks; one of them is the incapability of dealing with systems with highly asym-
metrical energy profiles. For example, in a two-dimensional system where the potential
contour is highly elliptical with a large semi-major axis (i.e. long and narrow), the path of
descent tends to oscillate and over-correct itself, and corrected errors in previous steps are
re-introduced into the system in subsequent steps [168].
This oscillatory behaviour of the steepest descent method can be alleviated by using the
method described below, which is the conjugate gradients method.
Conjugate gradients As briefly mentioned before, the conjugate gradients (CG) method
can solve some problems intrinsic to the steepest descent method, and so is considered to
be superior. The essence of this method is the use of orthogonal gradients and conjugate
directions of travel.
In the CG algorithm, it is customary to define a new variable 6: = ∇+ : for cleaner notation.
Then, for steps : ≥ 2 the direction of travel for atom 8 is updated according to the equation




is a self-updating constant which prevents the same over-correction
problem described above. The conjugacy of the directions and the orthogonality between
gradients are enforced by the relations
6: · 6 ; = 0 (2.10)
E ::;E ; = 0 (2.11)
6: · E ; = 0 (2.12)
∀: ≠ ;, where :; = m
2+
mA :mA ;
denotes the Hessian matrix of the system. For the first step : = 1,
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since the direction E0 is ill-defined by nature, it is customary to set it to zero, and Eq. 2.9 is
then reduced to Eq. 2.8, which is the steepest descent, by noting that E : ∼ A : − A :−1 [168].
Velocity quenching While the method of conjugate gradients nicely eliminates the pro-
blem of conditional oscillatory behaviours of the steepest descent, it is at times still sub-
optimal, since from Eq. 2.9 we see that the new direction of travel E : depends on the old
direction E :−1, which implies that the factor of "inertia" is taken into account as W: is always
positive. Hence there are times when the particle takes multiple up-slope moves, and the
time taken to optimise the system is thus lengthened.
Velocity quenching [236] is a method which applies upon the original CG, but adds another
constraint to the choice of the step size factor W: — if at some point 6: · E : > 0, set W: to zero
rather than the previous definition, and thus the direction taken next step will be that of
the steepest descent5. The reason behind this is that, though 6: · E : > 0 is unavoidable for a
single step only as the algorithm does not know the landscape ahead, further waste of time
in moving farther uphill can be prevented.
2.4.2 Simulated annealing
Annealing, originally a technical term used in metallurgy, is a process where a blacksmith
heats up a metal to a certain temperature and cools it back down either slowly at room tem-
perature or rapidly by dipping in a cool water bath (i.e. quenching). The theory behind this
process is that by heating the metal above the re-crystallisation temperature the atoms in
the metal migrate thus eliminating original dislocations and grain structures, hence altering
such intrinsic properties as ductility and hardness of the material. The metal re-crystallises
with the new properties as it cools [260, 297].
The same principle can be applied to simulated systems, where the molecular structures are
heated up to a high temperature rapidly and the slowly cooled to 0K (absolute zero). This
cycle is typically repeated multiple times just as in traditional blacksmithing. In the case
of molecular modelling, simulated annealing [162] (hereby "annealing" for simplicity) ran-
domises the structure, allowing potential energy barriers to be surmounted and hence more
of configuration space can be explored, resulting in a higher probability of attaining more
stable states than using methods mentioned above. The reason for the need to perform the
annealing cycle multiple times is that, since the simulation period is typically very short (in
the regime of hundreds of picoseconds per cycle), the configuration space explored would
be limited. By doing it multiple times, the sampling can then be expanded. It has been
shown in this work, that the total energy of the system decreases exponentially with the
number of annealing cycles, and can go down for a further 25% upon performing 15 cycles
of annealing after even an over-converged minimisation.
Since annealing involves physical movements of atoms and hence is a dynamical process,
the underlying theory will be explained in the next section.
5This abrupt "U-turn" is permitted and does not violate the law of conservation of momenta, as the "moves"
are actually static re-positioning of atoms and no real movement is involved.
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2.5 Molecular dynamics
As seen in the previous section, the use of static methods to determine certain structures,
especially the optimal structure, is very limited. A good way of alleviating this problem is
using the method of molecular dynamics (MD). The philosophy behind MD simulations is
to allow a particular system to evolve with time naturally. There are two main classes of
MD, viz. classical MD (CMD) and quantum MD (QMD). Since only CMD is used in this
work, we will explain only it in detail.
2.5.1 Classical molecular dynamics
The core of a CMD algorithm lies in the integration of the Newton’s laws of motion, which
gives as the resultant the trajectories of particles in a particular system and how they evolve
in time. The three laws of motion according to Newton read [212] (translated by Andrew
Motte [207]):
1. Every body perseveres in its state of rest, or of uniform motion in a right line, unless
it is compelled to change that state by forces impressed thereon.
2. The alteration of motion is ever proportional to the motive force impressed; and is
made in the direction of the right line in which that force is impressed.
3. To every action there is always opposed an equal reaction; or the mutual actions of
two bodies upon each other are always equal, and directed to contrary parts.
The trajectory is obtained by integrating the equation of motion directly derived from the








where A 8 is the position of the 8-th atom,  8 the external force acted upon it, and <8 the mass
of it. The force is, by the assumption that the system is conservative, the negative gradient
of the potential, hence
 8 = −∇8+ (A 8) . (2.14)
In the case of CMD, the potential + is pre-determined as force fields, in the way described
in the previous section.
2.5.2 Integration schemes
It is an art to choose a suitable integrator to be used to obtain the trajectory, as there are
numerous schemes which could be chosen. Popular examples of such schemes include
Euler [81], leapfrog [136] and velocity Verlet [267, 280]. Each of them have advantages and
disadvantages over one another [277]. This subsection is dedicated to give a brief review of
how they work, their advantages and disadvantages.
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Euler method The Euler method is the most straightforward and the most intuitive inte-













where ΔG is the step length in the independent variable of the problem. This matches the
definition of Riemann summation [233] that∫ G 5
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if one equates the integrand (summand) in Eq. 2.16 with the derivative in Eq. 2.15. Despite
its straightforward definition and simple implementation, the Euler method suffers in two
aspects, viz. errors and stability. The Euler integration scheme is a first-order method,
meaning that the global error scales linearly with the step size ΔG whereas the local error
scales quadratically with the step size. Moreover, the stability of this method is poor as well,
as the stability region is rather narrow in some cases, and is even ill-defined for a lot of other
differential equations (e.g. the oscillatory equation H′ = −H). The stability of an integrator,
usually a function of the step size, is the ability of it in not magnifying its numerical errors
in the course of iterations. The ill-definition of the stability region implies that the global
error will approach infinity with the increase in iterations, regardless of the step size.
Leapfrog method The leapfrog method, as its name implies, uses a half-step point as a
pivot to integrate, more accurately than the Euler method, a given first-order differential
equation. The algorithm reads
















and 08+1 is determined directly using the known form of force. Note the interleaving of
the update of the velocity and of the position. This feature allows the precision of both the
velocity and position to be improved at the same time, whilst maintaining the total num-
ber of steps required to perform the full calculation. Furthermore, the leapfrog method is
a second-order scheme, i.e. the global error scales quadratically with ΔC. Another feature
which makes this method far superior to Euler is its stability, as it does not have as many
ill-defined stability regions as Euler. The leapfrog is conditionally stable for the aforemen-
tioned oscillatory equation, so long as ΔC ≤ 2
l
and is a constant [24].
However, there are two great disadvantages to this method, viz. the ill-definition of the
initial velocity and the asynchrony of the velocity and the position. Firstly, if one inspects
Eqs. 2.18 and 2.19, it is obvious that in order to determine E 1
2
after the initialisation, E− 12 is re-
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which unfortunately causes the problem of having to estimate G1 which is yet to be calcu-
lated and depends on E 1
2
itself. This implies the overall accuracy of the method depends
directly on how the G1 predictor is defined. Secondly, from Eqs. 2.17 and 2.19, it is clear
that the velocity and the position are out of synchronisation, implying that the velocity-
dependent kinetic energy and the position-dependent potential energy are out-of-sync as
well. Hence the evaluation of the total energy of the system is always wrong using leapfrog.
Velocity Verlet The velocity Verlet method is a scheme which appears very similar to the
leapfrog. In fact, some authors regard the two, alongside some others, as a standalone class
of integrators called the leapfrog-type integrators [237]. The algorithm reads





E8+1 = E8 +
1
2
(08 + 08+1)ΔC. (2.21)
The reason for the velocity Verlet to be leapfrog-like, is that the algorithm is indeed based on
the interleaved half-step method. The half-step procedures are made implicit in most MD
implementations given normal unconstrained atomic interactions, i.e. interatomic forces, are
velocity-independent [304] and hence holonomic [111, 117, 275]. One of the advantages of
velocity Verlet over leapfrog is the synchronicity of position and velocity which ensures
the conservation of total energy. Variations of the velocity Verlet exist, e.g. Beeman’s algo-
rithm [16], but they are usually of higher order than the original Verlet, hence more compu-
tationally expensive and so less widely used.
2.5.2.1 Optimal choice of timesteps for MD simulations
We have previously touched on different integration schemes used by different MD simu-
lation packages. Moreover, we have learnt that for an order-# integrator, the global error
propagates as the #-th power of the timestep ΔC, whereas the local error propagates as the
(# + 1)-th power of ΔC. Then a natural follow-up question would be whether there is an
optimal choice of ΔC. This short subsection is dedicated to the discussion of the criteria in
choosing reasonable step sizes for MD simulations.
Manifestly, we could make such an argument that "shrinking ΔC as much as possible would
be a good idea" as this is mathematically equivalent to taking the limit in the Riemann
summation (Eq. 2.16) and we would effectively approach the continuum limit. However,
this is plainly impractical as the calculation time is a function of the number of steps in
simulations which is inversely proportional to the step size, given a constant simulation
time.
If we cannot solve the problem by reducing ΔC, can we at least estimate the maximum value
of it so that the simulations would still remain stable? The answer to this is yes, and Choe
et al. [44] derived expressions for the calculation of the quantity for different systems. It
was discovered that for simple force field models (with only Hookean terms, cf. Eq. 2.3),
the maximum viable ΔC goes up as the reduced masses of the constituent atoms. Although
in general, practical force fields like AMBER are more complicated and involve many more
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terms, a similar prediction can still be drawn, that larger values ΔC can be used for heavier
systems. For instance, by using the SIRAH force field, whose masses of the superatoms are
set to 50 atomic units [186], i.e. about 20 to 50 times those of the masses of real atoms, it
should be safe to tune up the value of ΔC by about four to seven times (i.e. up to about 4fs
to 7fs).
However, there is also one very important caveat concerning the choice of MD time steps.
The scheme for the choice of step sizes only works for non-constrained MD simulations.
This is because the stability of the system is intrinsically linked to the thermal fluctuation
during simulations [87] which is inversely proportional to the square root of the number
of degrees of freedom in the system [98] (to be discussed in detail in the next subsection).
This means that for systems under constraints, because of the reduction in the number of
degrees of freedom, the temperature fluctuation would be more prevalent. As a result, the
timestep must be small enough to prevent the simulations from becoming unstable.
2.5.3 Thermodynamic ensembles
2.5.3.1 Microcanonical ensemble (NVE)
In a classical MD simulation, we assume the system of interest to be isolated from the outer
world, i.e. it exchanges neither particles nor energy with the extra-system environment. In
this case, by just integrating the Newton’s equation of motion, the total energy of the system
must be constant, given the stability of the integrator.
Moreover, it is useful to consider the simulated ensemble to be in a virtual box, i.e. the
simulation cell. The size of such a box plays a crucial role in the correct representation of
the real system, as the boundary of the box brings about some interesting physics, if not
artefacts. Here, a few questions can be raised. Firstly, if the box is of a finite size, what does
a particle do when it hits the boundary? Secondly, if the wall is physical, should it be a hard
wall or a soft one? On the other hand, if the wall is virtual, what happens if a particle drifts
out of bound? The answer is that if the wall should be physical, it should be soft, for the
reason that if the wall is hard there will be an injection of momentum and energy into the
system as a particle bounces off the wall, which clearly would violate physics. If the wall
is virtual, the particle which left the box must come back in from the other side of the box
in order to conserve number of particles. In this case, the boundary condition is said to be
periodic as the primitive cell is virtually cloned indefinitely in all 3 dimensions. Such an
ensemble, conserving the number of particles # , the system volume + , and the total energy
 , is called a microcanonical ensemble or an NVE ensemble.
One of the issues of an NVE ensemble is that the temperature of the system is not constant,
for the total energy does not have injective (one-to-one) mapping with the temperature, and
hence the temperature would fluctuate rather wildly due to the definition of the instanta-
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where : is the Boltzmann constant and the # 5 = 3(# − 1) factor accounts for the total
number of degrees of freedom in a #-body holonomic system. From this we see that for
an NVE calculation to be physical, the initial configuration of the system must be physical
and should preferably be well energy-minimised. This is because if the energy minimisa-
tion is performed poorly there may still be atomic clashing at the start of the simulation.
The extremely high potential energy stored in the initial configuration would be partially
converted into kinetic energy, causing the temperature to remain high while fluctuating
wildly 6.
2.5.3.2 Canonical ensemble (NVT)
More often than not, truly physical systems would tend to maintain their temperatures
rather than their total energies, since they normally interact with the outer world which
could be seen as a heat bath. This happens in most of living creatures as they have to main-
tain their homeostasis, and a sharp fluctuation in the body temperature (or cell tempera-
ture for prokaryotes) disrupts greatly the vital cell processes such as diffusion and osmosis.
Hence ectothermic (cold-blooded) an animal may be, its cell temperature should still be
roughly constant in a short period of time (simulation timescale, ns to `s).
In light of this, we can impose a constraint on the temperature, instead of the total energy, of
the system when we perform simulations. In this case, the ensemble is called a canonical en-
semble or an NVT ensemble. The maintenance of the temperature is done via a thermostat.
Some of the popular thermostats include Andersen [5], Berendsen [18], Langevin [37, 164]
and Nosé-Hoover [141, 142, 213, 214]. Since in this work we have used the Langevin ther-
mostat, the rest of the subsection shall be dedicated to the discussion of it.
The Langevin thermostat is a specific implementation of Langevin dynamics which has the
generic equation for the 8-th atom in the ensemble
32G 8
3C2
=  8 −W<8
3G 8
3C
+' 8 (C) (2.23)
where G 8 is the position of the atom,  8 is the interaction (force) acting on the atom and W is a
damping constant. ' is a time-dependent zero-mean stochastic term following a Gaussian
distribution which, when used as a thermostat, fulfils the correlation relationship〈




2<8W:)X8 9X (C − C ′) (2.24)
where ) is the temperature of the heat bath, and the Kronecker delta X8 9 enforces that
the system is self -correlated, i.e. particle motions should not correlate with each other.
Langevin dynamics is an approach to model the stochastic behaviour of particles in fluids
at a particular temperature, and is hence related to Brownian motion in some specific cases
(in particular, when W is very large). As a result, the W variable in Eq. 2.23 can be viewed as
the viscosity of the solvent environment which contributes mostly to the dissipative friction
of the motions.
6The relative error of temperature is proportional to # 5 −1/2 [98], so the higher the ensemble temperature,
the higher absolute fluctuation of it would be.
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2.5.3.3 Isothermal-isobaric (NPT)
Thus far, all the ensembles we have discussed are constant in volume, but there is a rather
grave drawback regarding constant-volume simulations especially for some biological sys-
tems 7. With an NVE ensemble, since the temperature fluctuation is large, the fluctuation
of the particle velocities is big as well. From kinetic theory we know that the velocities of
particles bombarding a wall give rise to the pressure exerted on it. This implies that the
fluctuation of pressure in the system using NVE ensemble must be also large, which is not
realistic in biological systems. On the other hand, an NVT ensemble poses even more of a
problem as simulations are usually started at a relatively low temperature and gradually
heated up to a desired temperature through the thermostat. With the volume of the simula-
tion box kept constant, the pressure inside must build up gradually with the temperature.
This is clearly not biological either, as high pressure could rupture cell membranes or blood
vessels.
For this reason, it is more reasonable in simulations of biomolecular systems to constrain
both temperature and pressure at the same time. Such ensembles are called isothermal-
isobaric or NPT ensembles. Much like thermostats, a selection of barostats – algorithms
which keeps pressure balance – has been devised, with examples including Andersen [5],
Berendsen [18] and Langevin piston [85]. The Andersen method is based on an extended
system whereas the Berendsen scheme is based on a weak coupling with an external "pres-
sure bath". Since NAMD, the simulation package we have used in this work, uses the
Langevin piston method, we will elaborate its algorithm below.
The Langevin piston, like the Langevin thermostat, obeys the Langevin dynamics for





























where G 8 , ? 8 , 5 8 are the position, momentum and force of the 8-th atom, +,,,%ext and Z are
the system volume, "mass" of the piston, the imposed pressure and the collision frequency
respectively. '?, as in the case of the Langevin thermostat, is a zero-mean stochastic term
with the self-correlation 〈





X (C − C ′) . (2.28)
A special case of the Langevin piston happens when Z = 0, corresponding to a zero-friction
system, where the Andersen barostat is reproduced [85].
7Some cells (the vast majority of prokaryotes, algae, fungi and plants) have rigid cell walls so the volume
of such cells can be regarded constant in simulation timescales. Animal cells only have flexible cell membranes
but not cell walls, so the volume is a variable.
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2.6 Solvent models
2.6.1 Explicit water models
As has been mentioned briefly in the last chapter, water plays a crucial role in the compo-
sition of our body as it makes up a significant proportion of it. Moreover the nucleoplasm,
i.e. the sap in the nucleus where DNA is dissolved, consists mostly of water. Therefore, in
order to accurately simulate the dynamics and interactions involving DNA, one must take
into account the effect of the surrounding water, i.e. the solvent. One way of doing so is to
treat the water as individual molecules — hence the name "explicit solvent model".
The general method of simulating a system in explicit water is to surround the system
(originally in vacuo) by a box of water molecules, which in AMBER can be either cuboid or
truncated octahedron. The system thus created is taken as a periodic cell and replicated
infinitely in all three dimensions, so that if a molecule drifts out of the primary box it would
come back into the box from the other side due to the periodicity.
Whilst the explicit model should be accurate because it accounts for the interactions of in-
dividual water molecules with the molecules of the system (and with one another), there
is also a great limitation of the implementation of this model due to the unavoidable high
computation cost it causes. Assuming that the density of the whole solvated system is a
constant, the number of water molecules in the primary cell increases roughly proportion-
ally as the volume, i.e. third power of the box width. With this, it is not difficult to see
that the number of solvent atoms in the box alone could easily exceed 10,000, which adds a
heavy burden to computation.
However, the factor which affects the computational cost does not merely depend on the
total number of real atoms — the model of water is another crucial factor. One of these
models is the family of TIP (an acronym for transferable intermolecular potential) models.
Figure 2.3: Graphical representation of TIP3P (left), TIP4P (middle) and TIP5P (right).
Bond lengths not drawn to scale.
TIP=P models The TIP3P model [154] is one of the three most commonly used TIP models.
The 3P in the name implies that it is a 3-site model, meaning that there are three points of
interactions for the molecule, viz. the oxygen and the two hydrogen atoms. The bond
lengths (AOH = 0.9572) and the bond angle (∠HOH = 104.52◦) were determined empirically
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from experimental data. Moreover, the charges on the hydrogen and oxygen atoms are
+0.4174 and −0.8344 respectively [38, 121], giving the dipole moment of the molecule as
2.347, deviating rather far away from the experimental result of 2.95 [38]. Also, the
temperature of maximum density (TMD) which is well known to be about 4◦C, becomes
−91◦C as simulated using TIP3P which is one of the worst in all existing models. This
is due to the oversimplification of the model and the resulting failure in representing the
hydrogen bonding between adjacent molecules.
The TIP4P model [154], designed at the same time as its 3-site counterpart, is another com-
monly used model. The main difference between this and TIP3P is the shift of the charge
centre of the oxygen atom. In the TIP3P model, the charge centre of the oxygen atom is
the atom itself, but in the TIP4P model, the charge centre is displaced along the bisector
of ∠HOH by 0.15Å and the oxygen atom is made neutral. With this change, the TMD is
improved greatly to −25◦C but the dipole moment is further decreased to 2.18 due to the





Last but not least, the TIP5P model [193], which did not come out until 2000, is a relatively
new model which consists of 5 interaction sites. Rather than putting the charge directly on
the oxygen or displacing it entirely down along the ∠HOH angle bisector, it tries to sim-
ulate the two lone pairs ! (each pair is simplistically represented by a point charge) by
equally distributing the negative charge between the !s. The two !s, 0.7Å away from the
oxygen, subtend with the oxygen an angle of ∠LOL = 109.47◦, with the LOL plane perpen-
dicular to the HOH plane. With this model, the partial charges on the hydrogen atoms and
the lone pair centres are greatly reduced to +0.2414 and −0.2414 respectively, but with no
further penalties on the dipole moment since the separation between the charge centres is
increased. Since it is the only model, among all those mentioned, which correctly repre-
sents the geometry of the molecule, it is able to form correct hydrogen bonds with nearby
molecules and hence produces the 4◦C TMD accurately. However, despite being much more
accurate than the two previous models, TIP5P makes simulation much more computation-
ally demanding as the two lone pairs are usually represented by two virtual massless atoms.
Assuming the number of water molecules in the simulation cell is far greater than that of
the solute being simulated, by using TIP5P the total number of atoms in the whole system
goes up by roughly two-thirds, which would slow down the simulation much because of
the power-law scaling of MD simulations.
Coarse-grained solvation model — WT4 As briefly mentioned in the previous section,
SIRAH force field offers a coarse-grained solvation model, known as WT4 (an acronym
for "WAT-FOUR"), for use in MD simulations. This model takes 11 traditional TIP3P or
SPC water molecules and re-parametrise them as four tetrahedrally interlinked superatom
beads. The model was tested in physiological temperatures ranging from 278K to 328K and
was shown to accurately reproduce macroscopic properties of water within this region of
temperatures [63].
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2.6.2 Implicit water models
In this subsection we describe the implicit solvent models, starting with the definition
of solvation free energy, then carrying on to the theoretical backgrounds of the Poisson-
Boltzmann and the generalised Born models, which lead ultimately to the discussion about
the limitations of adopting them.
Solvation free energy In an MD simulation, one of the key components of the result
which one would first investigate is the total energy of the system. It is a crucial indica-
tor of whether the simulation is physical or not, or whether there has been some anomalies
happening during the simulation. For instance, if, in a long simulation run, the total en-
ergy increases monotonically, it could indicate that the system is blowing up as the system
temperature increases with the energy. On the other hand, if the energy profile fluctuates
continuously and wildly, it could imply that the system is not well equilibrated.
The total energy of a solvated system can be written as
tot = vac +Δsolv (2.29)
where vac is the energy of the system in vacuo, i.e. in its gas phase. Δsolv is known as the
solvation free energy, which describes the energy of transferring the molecule from vacuum
into solvent. Moreover, the free energy can be further divided into two parts which could
be added up linearly,
Δsolv = Δel +Δnonpolar (2.30)
where Δnonpolar is the energy of solvating the molecule from which all the atomic par-
tial charges are neutralised, and Δel is the energy required to remove the charges (and
replacement of them afterwards) so that the non-polar solvation can take place.
The evaluation of the free energy changes of an evolving system is always the pièce-de-
resistance in simulations, and that of the solvation free energy is not an exception. One
of the reasons behind this is that the pairwise electrostatic force obeys inverse-square law,
making it a long-ranged force which diverges upon infinite summation. To accurately eval-
uate the solvation free energy, certain analytical approximations have to be taken, such as
the Poisson-Boltzmann (PB) and the generalised Born (GB) models.
Poisson-Boltzmann model The Poisson-Boltzmann model is a preliminary theory which
ultimately leads to the GB model which is more widely used but is still worth mentioning
here. It is based on the crude assumption that that solvent is a continuum and a linear-
response dielectric. Hence in the absence of any mobile ions, the electrostatic potential q(A )
created by an arbitrary charge density d(A ) can be readily obtained from the Poisson equa-
tion
∇[Y(A ) · ∇q(A )] = −4cd(A ) (2.31)
where Y is the position-dependent dielectric constant 8. This equation only has analytical
solutions for very specific symmetries such as spherical, and a set of approximations has to
8We have used Gaussian units here.
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be imposed in order to efficiently evaluate it — the most fundamental one being the setup of
a virtual "dielectric boundary" and consider only two values for Y(A ), viz. Yin for dielectric
within the boundary and Yout for that outside. Such a boundary is defined as a sphere
whose radius is the solute’s radius of rotation, with a shell of a finite thickness to allow for
the dynamics of the solute. This simplification is built on the assumption that Y(A ) drops
quickly with the increase of A from the surface of the solute. This assumption makes the
calculation much less computationally costly, as the nonlinearity of the problem is reduced
to a finite size for the space within the boundary only. On the other hand, since by the
definition of the dielectric boundary, there should be no free charges beyond the dielectric
boundary, Eq. 2.31 becomes a homogeneous second-order equation which is much easier
to solve than an inhomogeneous one. Looking from another perspective, there should be
manifestly many places even within the dielectric boundary which do not have an effective
charge, tests need to be performed on-the-fly to determine the suitable integrator to be used.
However, since by definition the space beyond the boundary must not have charges, time
could be saved from the checking for charges on grids by setting up the boundary.
Furthermore, the charge distribution is produced approximately by the sum of point
charges, hence d 5 (A ) =
∑
8
@8X(A − A 8), and the total charge density is then
d(A ) = d 5 (A ) + |4 |
∑
9
= 9 I 9 exp
(
−




where = 9 and I 9 are the bulk density and charge of each ion species 9 , and |4 | is the elemen-
tary charge. Substituting this into Eq. 2.31, we have
∇[Y(A ) · ∇q(A )] = −4c
(
d 5 (A ) + |4 |
∑
9
= 9 I 9 exp
(
−




which is called the non-linear Poisson-Boltzamann equation (NLPB), which, because of its
non-linearity, produces potentials which are non-associative. It is known to be even harder
to solve than Eq. 2.31 for not having any analytical solution even for a spherical d 5 . Hence,
it is essential that this equation is linearised before being evaluated; and the linearlisation
can be done by substituting the second term for ^2Y(A )q(A ). Here, the ^ factor is called the
Debye-Hückel screening parameter [69] which is carefully chosen to suit the system. With
the knowledge of the potential, the electronic part of the solvation free energy can be readily






(q(A ) −qvac(A )) (2.34)
Generalised Born model The generalised Born model is a method of further approximat-
ing the PB by recasting the equation using Green function [149]:
∇[Y(A ) · ∇Γ(A 8 , A 9)] = −4cX
(
q(A 8) −q(A 9)
)
=⇒ Γ(A 8 , A 9) =
1
Yin
(A 8) −q(A 9) + (A 8 , A 9)
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Figure 2.4: Illustration for
Eq. 2.36. Reproduced from [220].
where Γ(A 8 , A 9) is the Green function and  (A 8 , A 9) is
a function corresponding to the field due to polarisa-
tion charges induced at the boundary (hence it must
satisfy the Laplace equation ∇2 = 0). With this, the
expression for the solvation free energy (electronic








 (A 8 , A 9)@8@ 9 . (2.35)
Here, again,  (A 8 , A 9) can take only spherical symme-
try and it has the form [257]

















where C8 9 =
A8A 9
2
, A8 is the position of the 8-th atom relative to the centroid of the sphere and
%; (cos\) is a Legendre polynomial with \ being the angle subtended by the 8-th and 9-th




is the ratio between the dielectric constants inside and outside of the sphere. Note
that there can be two cases for Eq. 2.36, viz. 8 = 9 and 8 ≠ 9 . When 8 = 9 , i.e. the atoms of
interest are the same and the term becomes a self-interaction field term. However, when 8 ≠ 9 ,













Figure 2.5: Hierarchy of representations of solvent effects in molecular modelling. Re-
produced from [220].
Merits and limitations of implicit solvents In the previous subsection, we have discussed
the explicit solvent models, how they work to simulate the real water molecule (despite
none of them being able to reproduce all the fundamental physical quantities equally satis-
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factorily) and their drawbacks. One way of alleviating the problems they cause is through
the use of the so-called implicit solvent models, also known as implicit solvent frame-
work [21, 55, 108, 139, 185, 192, 220, 249]. Some of the benefits of using this new model over
the explicit solvent models include:
1. Lower direct CPU costs for large systems
2. Enhanced sampling of conformational space through the reduction (or turning-off) of
solvent viscosity.
3. More straightforward estimation of free energies
4. Instantaneous dielectric response from solvent (which in the explicit model needs
equilibration)
5. Noise reduction of the energy landscape in which local maxima and minima arise
from the inter-particle gaps
Regardless of the PB or the GB theories, approximations were made in them in order to
make the MD simulation computationally cheaper by drastically cutting down the number
of atoms inside the system. The higher the level of a theory is in the hierarchy (see Fig. 7.1),
the more approximations would be applied compared with those inferior to it. However,
this also implies that the general accuracy of simulations using higher-level theories would
be lower than those using lower-level theories.
There is one feature which exists in all the implicit solvent models, which is the "discrete-
to-continuum" approximation as their cornerstone. Upon applying such an approximation,
several of the fundamental features and effects arising from discrete molecules, such as the
size of the water molecules and the tight-binding of the molecules, are totally eliminated.
This can be disastrous for simulations focusing on the conformational stability of particular
systems. Moreover, the "discrete-to-continuum" approximation also implies that the whole
theory is switched to a mean-field one, which means that the sharp and discrete electro-
static interactions (such as hydrogen bonds and induced dipole moments) are smoothed
and averaged out.
Another potential implication of using the implicit models comes from their mean-field
and linear response approximations. A generic characteristic of such approximations is the
neglect of correlation between counterions especially multivalent ones such as magnesium
(Mg2+). This can prove devastating to simulations of highly charged systems like DNA
as the major interaction between the counterions and the main body cannot be modelled
correctly. Furthermore, one should not forget that the analytical form of the form factor
 (A 8 , A 9) in Eq. 2.36 only works for highly spherical local symmetries. This implies that the
less spherical the system is locally, the larger the deviation would be produced using the
GB method. In fact, it has been shown in previous studies [220], that while the computation
time was greatly reduced, the error of the GB model with respective to the explicit sol-
vent models) is considerably larger than that of the PB, even if the "perfect" effective Born
radii [222] are used.
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2.7 Free energy calculations
The energy of any system, by the definition of the Oxford Dictionary of Physics [1], is the
measure of its ability to do work. The free energy of a thermal system, however, is the energy
released or absorbed in a reversible thermal process under certain constraints. Thermody-
namically, there are two important free energies, viz. Helmholtz free energy  and Gibbs
free energy , with the definitions [241]
 = * −)( (2.37)
 =  −)( (2.38)
where *,) and ( are the internal energy, temperature and entropy of the system respec-
tively.  = * + %+ is known as the enthalpy with % being the pressure acting on the sys-
tem 9 and + being the volume of the system. From this, it is obvious that the only differ-
ence between Eqs. 2.37 and 2.38 lies in the %+ term. This difference makes the Helmholtz
free energy suitable for an NVT ensemble, whereas the Gibbs free energy is applicable to
NPT ensembles. In biochemistry, when one refers to "free energy", the Gibbs free energy is
usually implied. This is because physiological systems and normal laboratory settings are
mostly isobaric rather than isovolumetric [104].
Just like all other forms of energies, the absolute magnitude of the quantity is meaningless,
whilst the difference of two values tells the whole story. In the case of free energy, the change
of the system free energy, Δ ≡ (Σ2) − (Σ1), when it transits from state Σ1 to another state
Σ2, denotes the minimum energy needed for the transition to happen [1]. Another piece of
information one can obtain from the free energy is the probability of the system to be in a

















is the partition function as a sum over energy contributions
from all possible states. Again, despite the nice look of Eq. 2.39, the calculation of it is
largely impractical due to the difficulty in evaluation in the partition function. In real life,
seldom are states of systems discrete like in the classical case of a spin- 12 dipole in a magnetic
field [194], but are mostly continuous where the partition function for an NPT ensemble
















where ℎ is the Planck constant, ? 8 and G 8 are the momentum and position of the 8-th atom
respectively.
For a biological system consisting of typically ∼ 104 to 106 atoms, Eq. 2.40 is hopeless to
be solved even with the use of supercomputers. Unfortunately, even if it is solvable the
9Some texts take % as the pressure acting by the system, in which case the equation becomes  =* −%+ .
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information obtained would be of very limited usage, as / is bound to be very large for an
unconstrained system and the probability to be in a particular state has to be vanishingly
small unless it is an extremely dominant mode. However, some of the states can be grouped
together to make the calculation more viable. For instance, in the study of the likelihood
of a drug binding to DNA, we are only interested in knowing whether the drug has bound
to the DNA but not how it binds. As a result, such complicated systems can be drastically















which maps immediately onto the definition of the equilibrium constant of a reversible








where [. . . ]eq denotes the equilibrium concentration of a species and ?... is the probability
of being in a particular state (see Appendix B.1 for the derivation). With this we arrive at
the equation





⇐⇒ Δ = −:) ln 2 . (2.43)
Hence, we see here once again that, for binding-type interactions, the free energy change is
directly linked to the likelihood of a ligand binding to a receptor — the more negative the
free energy change is the higher the probability of binding. This is particularly important
in pharmaceutical applications as the higher the probability of a drug binding to the DNA,
the more it is potentially effective in delivering its actions.
Now that the relationship between binding likelihood and the associated free energy
change is established, we have to deal with the practicality, i.e. actually calculating Δ.
This task, no matter how much we simplify the problem as discussed before, remains still
the most difficult to perform, as Δ has a component of entropy which is not a calcula-
ble state variable, and in order to assess it precisely, a sufficient phase space of the system
must be sampled. In order to achieve this, several approaches had been devised, with ex-
amples including (Gaussian) accelerated MD [200, 201], metadynamics [14, 163], umbrella
sampling [273], alchemical transformations [43] and adaptive biasing force (ABF) [66, 133].
The rest of the section is dedicated to the detailed discussion about the ABF method as it is
used extensively in this project.
2.7.1 The adaptive biasing force (ABF) method
The adaptive biasing force method is a method based solely on geometrical transforma-
tions in a system [42], which aims to alleviate the inefficient sampling of rugged energy
landscapes using direct Boltzmann sampling methods [48].
A structural or conformational change in a system may not be just a single alteration in an
atom’s position, and more often than not it entails the change in the orientation of a whole
set of atoms. Moreover, the changes themselves vary from system to system; they may be an
62
Chapter 2 Theoretical Considerations
opening or closing of an angle, or splitting apart of two groups of atoms, or a combination
of both. These angles or distances are often referred to as "transition coordinates", for they
denote the directionality of the transition happening in the system. In some situations they
are known as "collective variables (CV)" as well [88, 134].
The ABF method is built upon the fact that the free energy change in a transition is the mini-
mum energy (potential) input required for the transition to occur and there should then be a
corresponding average force driving the transition, which is equal to the negative gradient
of the potential. Therefore such a potential is known as the potential of mean force (PMF) [48].
Now since this PMF is the potential associated with the transition, it is obviously expressed
in terms of the transition coordinates or the CV’s and therefore does not map directly to the
potential energy in the real space, and certain transformations have to be made to convert










−V(F(b) +D b )
) (2.44)
where F(b) is the PMF in the b-space and D b =
1
2
: b (b − b0)2 is a harmonic restraining force
on the CV with the spring constant : b .













where 1 and - are the state variables of the ligand and the receptor (which, in the context of
this work, are the drug molecule and the DNA) respectively 10. A 1 is the centre-of-mass of
the ligand and A ∗1 is an arbitrary point (far away from the receptor) in the solvent environ-
ment. Here, the subscripts "site" and "bulk" denote the intercalation site and the solvent en-
vironment respectively. Hence, basically, the numerator counts the number of microstates
which correspond to complete intercalation of only one ligand, whereas the denominator
counts the number of microstates corresponding to cases where the ligand does not interact
with the receptor at all.
Using the same logic as the chain rule in differential calculus, Woo [307] asserted that




























































10We have used "1" here to denote the first ligand molecule. We have made the assumed that for every
receptor only one ligand molecule is allowed to bind. See Sec. B.1 for rigorous derivation.
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Figure 2.6: Definitions of ref-
erence angles and distance be-
tween ligand and receptor. Im-
age from [307].
where D2 , D> and D0 are the external forces applied
on the system to restrain the ligand conformation,
orientation and angular position with respect to the
receptor. Here, D2 is a function of the root-mean-
square deviation of the ligand, D> is a function of the
Euler angles (Θ1, Φ1, Ψ1) and D0 is a function of the
angles (\1, q1). The normal and Euler angles and dis-
tance are defined in the manner as shown in Fig. 2.6,
using three atom groups from each of the ligand and
the receptor.
Now, consider the expectation value of an arbitrary
function 5 (G) [170],
〈 5 (G)〉 =
∫
5 (G)?(G)3G (2.47)
for any normalised probability density function (p.d.f.) ?(G). Obviously, this equation can
be extended to a function of any dimensions, i.e. i(- ) with - = {G1, . . . , G=} ∈ R=, and the
p.d.f., now c(- ) instead of ?(G), does not necessarily have to be normalised either, in which










where the new denominator, which did not appear in Eq. 2.47, serves as the normalisation
constant for the non-normalised p.d.f.. Comparing Eqs. 2.48 and 2.46, we see that five of the
six terms in Eq. 2.46, viz. those with both "site" or both "bulk" integrals on the numerator




















whose p.d.f. is now 4−V [F+D2 ] . Inductively, it follows for all the other similar terms, that
the fractions represent the expectation values (or the inverse) of the exponentials of the
respective constraints. Moreover, since they all match with the form of Eq. 2.44, the two




> respectively. This then reveals the
possibility of a very convenient way of computing the angular components of  4@ , which
is the sequential assessments of components with the appropriate constraints added upon
one another at each assessment like matryoshki, the Russian nested dolls [123, 307].
Now, for the fourth fraction in Eq. 2.46, since the numerator is a "site" integral whereas the
denominator is a "bulk" integral, the fraction does not map directly onto the expectation
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value discussion above, and thus needs special attention. Woo et al. proved that the term





















3A 4−V [F (A )−F (A
∗) ]
(2.50)
with F being the PMF calculated in the presence of all constraints D2 , D> and D0. Eq. 2.49
then basically denotes the likelihood of binding whilst keeping the conformations and ori-
entations both of the ligand and of the receptor, by means of the constraints D2 and D>.
Another way of understanding Eq. 2.49 is via Eq. 2.50. We see that the (∗ integral is a double
polar integral which does not have an A-dependent term, whereas the ∗ term is a single
radial integral which depends only on A but not the angles. This in turn implies that the
(∗ term calculates the total free energy integrated on the surface of the sphere with radius
A∗ where the integrand maps out the free energy landscape of the sphere. The ∗ integral,
however, takes care of the radial part of the binding energy, and thus calculates the PMF
when the ligand is pulled away radially from the receptor to the surface of the sphere.
For the fifth fraction in Eq. 2.46, Woo et al. asserted that it can be calculated analytically for
any system [307], and the analytical form of the integral reads [122]∫



































where D> = 12
[
:Θ(Θ0−Θ)2 + :Φ(Φ0−Φ)2 + :Ψ (Ψ0−Ψ)2
]
= DΘ +DΦ +DΨ.
Lastly, since the constraining forces D> and D0 = D\ + Dq = 12
[
: \ (\0− \)2 + :q (q0−q)2
]
are
high dimensional, it is difficult to keep track of the contributions of each of the components
(i.e. CVs). Luckily, when put in the exponential, the CVs are separable as they are mutually
exclusive to one another, and our "matryoshka model" can be used on a per-CV basis. For
instance, for the second fraction (i.e. the 4+VΔ
site









































Θ × 4+VΔsiteΦ × 4+VΔsiteΨ . (2.52)
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Another advantage of "stacking the matryoshki" CV-by-CV over adding constraints in bulk,
is the convergence of values, i.e. the efficiency of the calculations. For example, if gΘ, gΦ and
gΨ are the time (in terms of simulation steps) required for each of the terms in Eq. 2.52 to
converge 11, then the total time required for attaining convergence of Eq. 2.52 will be triv-
ially gΘ +gΦ +gΨ, as the three terms are evaluated separately. However, if the constraints are
applied simultaneously as D>, the total time for convergence would be the product gΘgΦgΨ,
which is much larger than gΘ + gΦ + gΨ.
Combining all the terms above, we have for the overall equilibrium binding constant
 4@ = (
∗∗4−V[Δbulk2 +Δbulk> −Δsite2 −Δsite> −Δsite0 ] . (2.53)
Last but not least, since the product (∗∗ has the units of Å3 and the exponential is dimen-
sionless by definition, the binding constant thus calculated also has the units of Å3. In order
to convert to the more familiar per molar (= mol-1 dm3) in biomolecular sciences, we divide
the result by a factor of 1660.54 (= 10
27
#
, # ∼ 6.022×1023 = Avogadro constant).
2.7.2 Extended-system ABF (eABF) method
What has been described in the previous subsection when we discussed the ABF method,
is the step-by-step procedure to obtain the equilibrium constant and hence the free energy
change of the interaction. Basically, the discussion above is all about the relationship among
F(b), D b and Δ b . In this subsection, we will discuss in details about F(b), which is the
most important piece of information needed in the calculation, yet whose method of evalu-
ation remains unexplained.
In traditional ABF implementations [134], the CVs of interest are taken to be functions of the
real spatial coordinates of atoms, hence I = b (@) for @ ⊆ R3# , with the coordinates subject
to an external constraint of the closed form f: (@) = 0. It was then proven [48, 66, 173] that
such system provides, in a long run, a uniform distribution of I (or b) and gives an unbiased
estimate of F(I), the PMF [175], such that
F(I) = −:) ln d(I) (2.54)
Moreover, there are two important conditions which must be fulfilled in the traditional ABF
method, viz. 
E ⊗ (∇b) = I3#
E ⊗ (∇f:) = 0
(2.55)
where E is any arbitrary vector field (also known as the "inverse gradient" [134]), I3# is the
(3# ×3#) identity matrix and ⊗ is the outer product operator. Lelièvre et al. [172] asserted
that by using an invertible autocorrelation matrix G = (∇b) ⊗ (∇b), one of the solutions
for E could then be E = G−1 · (∇b). However, albeit mathematically valid and robust, the
evaluation of the E field quickly becomes impractical due to the size of the system and the
11The scaling factor for free energy calculation in terms of the system size and the phase-space dimensions
is very complicated to derive. For the same system and same phase-space dimensions, it is much easier to
communicate using the absolute convergence time as the common language.
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difficulty in inverting G.
For the free energy profile F(I), things are even nastier as the preliminary calculation goes
only as far as the gradient of F and an integrator has to be implemented to retrieve F. Fur-
thermore, the evaluation of ∇F per se involves not only E , which is already nearly impossible





b (@)=I = 〈∇+ · E − :)∇ · E〉 b (@)=I (2.56)
where  is the instantaneous collective force, and + = + (@) is the system total potential
energy.
Lesage et al. [175] reported an alleviation to this problem, by coupling the reaction coor-
dinates to a fictitious and non-physical degree of freedom _, with an associated "mass"
<_. The additional degree of freedom can be thought of as an extended system in the
Car-Parrinello dynamics sense [33, 148], and hence the method is named "extended-system
ABF". Such coupling is done via a fictitious potential + ′(@,_) = :2 (b (@) −_)
2, where : is the
spring constant for the coupling, then the entirety of the eABF algorithm would be trans-
formed from the @-dependent reaction coordinate b (@) into purely _-dependent extended
coordinate bext(@,_) = _.
With this, the total extended potential of the system (excluding biasing force) becomes
+ext(@,_; :) =+ (@) + :
2
(b (@) −_)2 (2.57)
























which can be written as d(I,_; :) to emphasise that it is a joint distribution.
In the case where a biasing force is applied, an extra term has to be added to Eq. 2.57 to
account for the energy associated with the extra force, hence
+̃ext(@,_; :) =+ (@) + :
2
(b (@) −_)2−F(_; :). (2.59)
Following the same logic as above, the associated distribution, now with the biasing force
added, becomes,













3I d̃(@,_; :) X (b (@) − I)
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exp (VF(_; :)) (2.60)
with which the biased marginal distribution of I alone can be obtained by integrating with











Finally, the slope of the free energy landscape can be estimated using the so-called "cor-












where 〈_I〉I is the conditional average of _ at a given value of I. It is noted in Lesage et
al. [175] that the CZAR estimator (Eq. 2.62) can be trivially extended to arbitrary dimen-
sions:
∇F(I) = − 1
V





However, since only scalar constraints are applied in this work, further discussion regard-
ing higher dimensional methods is out of the scope of this thesis.
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Preliminary investigations on MD
simulation of DNA intercalation
3.1 Introduction — intercalation as rare events
In a previous discussion in Chapter 1, we have introduced the intercalation process as one
of the many ways through which the DNA is mutated. We have also mentioned such mu-
tations in the DNA affects the production of amino acids and subsequently proteins. Such
changes in the composition of proteins may be devastating to the body, as they may cause
dysfunction in the regulation of cell process and cell reproduction.
However, in view of the average lifespan of human beings (about 75 years) and the fact that
most cases of cancers emerge after the age of 40, we know that mutations cannot successfully
happen very frequently. In fact, mutations of all causes do happen all the time but DNA has
excellent repairing mechanisms which prevent the vast majority of such changes becoming
permanent [99]. As a result, the germline mutation rate in humans is kept to a very low
value of about 0.5×10−9 per base pair per year [248], whereas the rate of somatic mutations
is about an order higher (∼ 10−7) than that of germline mutation 1 [204].
In the context of computational simulation of cell processes using all-atom models, since a
typical simulation timescale is in the regime of nanoseconds to microseconds, the mutations
rates quoted above translate to ∼ 10−26 and ∼ 10−25 per base pair per ns, for germline and
somatic mutations respectively. This implies that the probability of visualising this happen-
ing during a "normal" MD simulation is extremely thin (unless we simulate an extremely
long DNA sequence, say > 1020 bps, for several ms; or a normal ∼ 100 bp sequence for ∼ 1023
ns 2, which are both impossible), hence the term "rare events" for such reactions.
Fortunately, there are a few algorithms which allow us to boost the probability of seeing
such reactions happening within simulation timescales. Targeted MD (TMD) [250,251] and
accelerated MD (aMD) [125] are two of the examples which were used in the early stages
in this work. The rest of this Chapter will be dedicated to explaining these methods, with
particular focus on the discussion of preliminary results and the limitations of them which
1Germline mutations are mutations which happen in germ cells which would develop into either sperms
or ova, whereas somatic mutations are those which happen in normal tissue cells.
2This converts to nearly 3.2 million calendar years!
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led to the choice of the method adopted in later chapters rather than further development
of usage of the two aforementioned algorithms.
Figure 3.1: An ellipticine
molecule.
Throughout the work presented in this Chapter, we
have used the drug ellipticine, which is one of the
topoisomerase II inhibitors which can intercalate
into the DNA. Ellipticine was used as a preliminary
test case because it has a relatively simple structure
with a four-fused aromatic ring structure which can
easily be inserted between base pairs, but without
side chains which induces steric hindrance which
hampers the intercalative actions.
3.2 The obtainment of force field parameters for ellipticine
Since the AMBER toolbox only includes parameters for biological molecules (e.g. amino
acids, nucleic acids, etc.) and a selection of trace metal ions which exist in biological entities,
any external molecules which a user wishes to add to their simulations must be treated be-
fore they can be used. Such treatments include the geometry optimisation of the molecules
and the determination of their partial charges. This small section is dedicated to the expla-
nation of the procedure we followed for all the external molecules, using ellipticine as an
example.
Figure 3.2: Numbering system
for atoms in ellipticine.
In order to obtain the crude coordinates of the atoms
in the ellipticine molecule, we first created the struc-
ture in AVOGADRO [126] using its SMILE code.
The crude structure was then geometry-optimised
using CASTEP [46, 137, 158, 228, 231]. The post-
optimisation structure was used as the input for
the tool ANTECHAMBER within the AMBERTOOLS16
toolbox. ANTECHAMBER was used to determine the
charge distributions and the atom types. In partic-
ular, we calculated the partial charges on the atoms
using the AM1-BCC theory, as elucidated before in
Chapter 2 as the force field parameters were dis-
cussed.
As an example, Table 3.1 shows the partial charges determined using the aforementioned
tool.
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C15 (−0.156) H12 (+0.139) C16 (+0.031) N1 (−0.219) H13 (+0.230) C14 (−0.099)
H11 (+0.134) C13 (−0.159) H10 (+0.134) C12 (−0.079) H9 (+0.137) C11 (−0.075)
C3 (−0.062) C4 (+0.005) C10 (−0.188) H6 (+0.091) H7 (+0.089) H8 (+0.093)
C2 (+0.052) C1 (−0.110) C00 (−0.168) H00 (+0.075) H1 (+0.084) H2 (+0.090)
C6 (+0.021) C5 (−0.110) C9 (−0.039) H5 (+0.158) N00 (−0.146) C8 (−0.078)
H4 (+0.158) C7 (−0.175) H3 (+0.143)
Table 3.1: AM1-BCC partial charges of atoms in ellipticine (in units of 4), calculated using
ANTECHAMBER with a tolerance of 10−34.
3.3 Constrained MD simulation
In order to make an extremely rare event such as intercalation happen, there are two routes
we can take:
1. Force the system to make the desired transition;
2. Smoothen the free energy landscape so that the probability of transition can be dras-
tically improved.
Constrained MD algorithms take the first route and allow only few degrees of freedom in
the transition whilst constraining the vast majority of the others. TMD is an example of
constrained MD. Since TMD is primarily built on a more primitive model, known as "tar-
geted energy minimisation" (TEM), we will explain the two models briefly with particular
focus placed on TMD.
3.3.1 TEM and TMD
The method of “Targeted Energy Minimization” (“TEM”) [80], first reported in 1992, is a
computational method to guide an arbitrary initial structure to a specified final configura-
tion. This is done through alternate atomic shifts and energy minimisation until the desired
configuration is attained. It was first used to investigate the structural transition of insulin.
The algorithm is explained briefly below:
For an #-atom system, vectors of 3# coordinates are determined ( for initial,  for final).
Typically, from the practical point of view, the initial ( ) and the target ( ) states are created
and energy-minimised seperately. For the application in our work, we will further explain
the protocol being used in the next subsection. For a transformation performed in = steps,
the next intermediate position vector !1 will be an =-th closer to  . Hence, for each in-
termediate (transient) ! 8 (where 8 = 1,2, . . . , =− 1), the distance from the target structure is
‖ − ! 8 ‖ =
=−1
=
‖ −  ‖ (3.1)
Each step consists of two sub-steps, namely “enforced displacement” and “relaxation dis-
placement”. During enforced displacement, the shift is performed on the linear route be-
tween the current ( if initial, !EM8 otherwise) and the final state, until the next inner layer of
the concentric arc is reached 3. Then “relaxation displacement” is carried out by performing
3In this 2D representation, the intermediary states are represented by two-dimensional arcs, but in reality
for a system with 3# particles, the states should be concentric hyperspheres in 3# dimensions.
71
Chapter 3 Preliminary investigations on MD simulation of DNA intercalation
Figure 3.3: Schematic representation of a 5-step TEM on a 2D plane. Red arrows: en-
forced displacements. Blue arrows: minimisation displacements. Green arrows: resul-
tant shift for each step. Reproduced from [80].
a conjugate gradient minimisation for all degrees of freedom, attaining the !EM8 transient
state vectors (The hollow dots in Fig. 3.3. “EM” denotes energy-minimised). The new state
vector after each enforced displacement is thus
! 8 = !
EM








where 3tot is the root-mean-square deviation (RMSd) of atom positions between  and  ,
38−1 the RMSd from !EM8−1 to  and C 8−1 the unit vector targeted from !
EM
8−1 to  . In summary,
the algorithm of TEM can be listed out as follows:
1. At 8 = 0,  = !EM0
2. 8 −→ 8 +1
3. Calculate ! 8 from !EM8−1 using Eq. 3.2
4. Perform energy minimisation of ! 8 to obtain !EM8
5. If 8 < = go to Step 2, otherwise end.
Hence the transition pathway (see Fig. 3.3, green path) from  to  using an =-step TEM is:
 → !EM1 → !
EM
2 → ·· · → !
EM
=−1→ 
Note that TEM is a totally static method in pulling a structure to a final (desired) config-
uration, as neither of the displacements within a step is done dynamically according to
Newton’s laws of motion — the enforced displacement is merely a manual re-positioning
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of atoms according to mathematical results, which is by no means physical, and hence has
to be minimised. Moreover, the “EM” structure of each step is obtained from the minimisa-
tion of the previous sub-step but not the previous step. Hence the transition from  to  is in
fact piecewise and multilinear rather than a smooth pathway. In this sense, the physicality
of the transition pathway plotted using TEM increases with the number of steps =.
The method of “targeted molecular dynamics” (TMD) [250, 251] is a relatively new idea
emerging from the previous TEM method, by the same group, published only a few months
after TEM. In contrast to TEM, TMD is a proper dynamical algorithm which determines the
trajectories of atoms solely through the integration of the Newton’s laws.
Figure 3.4: Schematic representation of TMD on a 2D plane. Red arrows: trajectory of
molecule under TMD constraints. Reproduced from [250, 251].
Figure 3.5: A Mexican hat
shaped Higgs-like poten-
tial.
Rather than having an energy minimisation procedure
done every time step as in TEM, TMD takes a quasi-
continuous approach. Just like TEM, the targeted RMSd
for a single step is shrunken by an =-th of ‖G − G  ‖, i.e.
the total distance between the final and initial state vec-
tors. A constraining force is imposed on all the degrees of
freedom, with the functional form  2 = 2_ (G − G ), where
_ is a Lagrange parameter. Note that the direction of
the force points away from the final vector. This is cru-
cial as it steadily slows down the transition, eventually
“soft-landing” the whole process, so as to prevent possi-
ble overkills and undesired fluctuations around the final
structure (hence a waste of computational effort) 4.
The most significant difference between TEM and TMD can be demonstrated in the follow-
ing thought experiment. Assume a particle is inside a “Higgs-like” (Mexican hat shaped, 3D
4An analogy to this constraining force would be the dissipative (or damping) force in a harmonic motion
(HM). The system undergoing a HM can be critically damped with the carefully-chosen constraining force, but
underdamped or even undamped without it.
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with cylindrical symmetry, cf. Fig. 3.5) potential and the goal of the experiment is to move
it to the opposite side of the “hat”. By using TEM, because it is a totally static method, the
particle is first moved linearly up towards the top of the hat — since the shortest pathway
(on the plane of projection) is a straight line. However because the local energy minimum
occurs at the trough, the particle will be “rolled” (statically) back to the bottom upon min-
imisation. Eventually TEM will either roll the particle to its destination along the trough,
or even more likely, fail to simulate such a system. However, in real life, (classical) dynam-
ical systems are rarely in their ground states, and small potential barriers are surmountable
given a suitable initial velocity or thrust, which could be given as the constraint force in
TMD. In TMD, the particle will be pushed upwards toward the top of the hat and roll back
down the other slope. Hence for systems which are prone to influences of external forces,
TMD is much more physical than TEM.
The algorithm of TMD is listed as follows (cf. Fig. 3.4):
1. Establish the initial distance d = d(0) = ‖G − G  ‖.
2. Choose initial coordinates G (0) and appropriate initial velocities
3. Integrate the equations of motion with the additional constraining force  2
4. Decrease d by a constant amount of Δd = (d(0) − d(CB))
ΔC
CB
after each time step ΔC,
where CB is the total simulation time. Steps 3 and 4 are repeated until C = CB.
Note that Fig. 3.4 is only a 2D representation of TMD. In reality, for an #-atom system
the state vectors should reside on a 3#-dimensional hypersphere. The “A-axis”, i.e. the
horizontal axis, is selected such that the initial configuration defines the origin and G lies
horizontally, positively and collinearly with it. The vertical axis is called the “B8-axis” and
it accounts for one of the residual Cartesian coordinates. Hence, in our #-atom system, the
hypersphere should have one A-axis and (3# −1) B8-axes.
While this kind of coordinate scheme can effectively ensure the forced transition happens in
most cases, it also brings some serious drawbacks. First of all, by shrinking d continuously,
TMD is able to keep the state vector on the surface of the hypersphere, at least at the end of
every time step. However it does not constrain all the degrees of freedom at the same rate;
it uses the average of all the coordinates and hence leaves a massive freedom for the system
to transform in the unconstrained dimensions. In other words, no matter the state vector is
at the “north pole” or the “equator” at a particular time step C, it is still valid and legitimate
so long as it still lies on the surface of the hypersphere of radius d(C). This implies that, since








, degenerate solutions are bound to exist for
different sets of (A, {B8}), ∀d ≠ 0. Put simply, unless d ≡ 0 (which would imply a unique set of
(A, {B8}) = (0, {0}), TMD has little control over how far off a particular coordinate deviates.
Secondly, since the coordinate system of the atoms is intrinsically chosen to be Cartesian,
the application of TMD is bound to produce translational transitions only, but not rotational
ones. For example, it is extremely difficult to simulate the transition of a left-handed DNA
helix into a right-handed one which involves the unwinding and re-winding of the helix
and hence is an angular transition. It has been tested in this work, that TMD failed to
unwind a left-handed B-form DNA and re-wind it as a canonical right-handed B-DNA.
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Thirdly and lastly, as d shrinks over time, the system ideally converges to the final, i.e. des-
ignated, configuration. However, as explained in the previous paragraphs, while TMD can
exert control over one or several coordinates, the more coordinates it controls the higher
the deviations would the uncontrolled coordinates have. In simpler words, at best the fi-
nal distance d(CB) can be diminished to a small but finite number, but ultimately d = 0 is
unattainable.
3.3.2 DNA-ellipticine intercalation using TMD
To demonstrate TMD, we created a very simple system with an 8bp sequence of
d(ACTGACTG)2 and made two branches out of it. The first branch consists of an extra
ellipticine molecule, manually placed at about 15Å from the centroid of the DNA molecule.
The other branch consists of the same ellipticine molecule, but manually placed at a inter-
calated position, between the two base pairs in the middle. The two systems were energy-
minimised separately using 500 steps of line minimisation. Then they were heated up to
300K and equilibrated with constraints imposed to maintain the relative distance between
the external molecule and the DNA.
After the systems were equilibrated, Branch 2 (ellipticine pre-intercalated) was used as the
reference system (i.e. the system with configuration  in the discussion above) and Branch
1 (i.e. the system with configuration  in the discussion above) was used to simulate the
transition into intercalation, with a TMD bias applied. The general simulation protocol
consists of a 1ns run with TMD, followed by another 1ns run without TMD to let the system
freely evolve. Three simulations runs were performed, each with a different Lagrange factor
(or force constant) _. _ was set to be 0.05, 0.10 and 0.15 kcal mol-1 Å-1 for the three sets
respectively.
In terms of general observation of the intercalation behaviour, we found that rather than the
ellipticine ramming into the interstitial site, in turn forcing the two immediately adjacent
base pairs to open up, the base pairs opened up first, letting the intercalator into the site. It
was a surprising finding, as it was as though the bases actively weakened the original c−c∗
stacking interactions and formed intermediary bonds with the similar delocalised orbitals
in the ellipticine.
3.3.3 Limitations and drawbacks of TMD
Although the above-said findings seem to be promising and prove that TMD is useful for
the simulation of intercalations, TMD has a few important limitations which can be demon-
strated from the individual behaviours of the three systems being simulated.
Figure 3.6 shows the root-mean-square deviation of the systems with respect to the refer-
ence structure  (Branch 2), with the colour coding explained in the caption of the figure.
The way of reading the graph is as below.
In the graph, each "step" before C = 1000ps (e.g. the sharp drop of the red line from 1.95Å
to about 1.4Å at around C = 170ps) indicates a stage in the intercalation process. For in-
stance, for the red line, the plateau around C = 2.5− 170ps corresponds to the period when
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Figure 3.6: Instantaneous RMSd of system from the preset final structure. (Colour leg-
end — Red: _ = 0.05, Green: _ = 0.10, Blue: _ = 0.15)
the intercalator stayed in the groove and aligned with the base pairs. The lower flat region
which spans from C = 185− 1000ps corresponds to the intercalated state. At _ = 0.05, TMD
was successful in guiding the ellipticine to intercalate into the designated gap.
At _ = 0.10, although the molecule took much less time (only 17ps) to align itself with the
base pairs, it went into the wrong gap initially. It was found from the simulation snapshots
that, initially, rather than going into the gap directly, it drifted itself in between two nucle-
obases within the same base pair. It stayed in position for about 40ps before slipping back into
the correct gap.
At _ = 0.15, since the force which led the molecule into the DNA was so strong, the entrance
of it into the DNA was not smooth like the previous cases. It crashed into the DNA instead
and quickly intercalated, again, in the wrong gap (the one directly adjacent to that desig-
nated) and stayed there for more than 850ps, until it swapped its position with the bases
and corrected its position.
One of the most interesting yet striking results, which was visualised only at _ = 0.15, was
that the positional swap between the base pair and the ellipticine was not only a translation
swap (i.e. slipping against each other), but it also involved the flipping of one of the bases.
This has not been observed in previous MD simulations of DNA systems, perhaps because
in normal cases the planes of bps are held roughly parallel to each other through the c− c∗
stacking of the bases’ molecular orbitals, which would be broken (fully or partially) due to
the opening of the gaps upon intercalation.
The moral behind these findings is that, for every system there seems to be a "perfect" force
constant which could directly and smoothly guide the system to the designated state, and a
"threshold" beyond which could possibly cause a similar but wrong transition. This means
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that tests have to be done very carefully on a per-system basis in order to obtain that value.
Taking the simulations performed in this section as an example, from the _ = 0.05 case we
can see that intercalation is a multistep process, and that it is a converging one, in that the
nearer to the intercalated state the fewer microstates there would be. Mukerjee et al. [208]
suggested that between the groove-binding and the intercalated stages, there is an excited-
state transition which is highly dependent on the orientations of the DNA and the ligand,
which has been observed in this study. We assert that a high enough value of _ would
provide extra energy to surmount the free energy barrier (i.e. excitation). On the other
hand, if we chose too small a value for _, then the intercalator would be stuck in the groove-
binding state.
Moreover, since the TMD algorithm guides the system to transit to the designated config-
uration via the straightest possible path in the 3#-dimensional hyperspace, the variations
in the trajectory of particles due to stochastic thermal fluctuations (cf. Eqs. 2.23 and 2.24)
would be rather low even with a different seed for the random number in the simulation.
This implies that if we want to assess the energy changes associated with the transition by
probing the external TMD force applied to drive the transition, what would be obtained is
the value for the (near-)perfect trajectories, whereas the values for other trajectories which
have contributions towards the overall energy change remain very much unexplored. In
technical terms, we attribute it to the under-sampling of the phase-space. In order to facil-
itate a more efficient way of sampling the phase-space, we may use the methods described
in the following section.
3.4 Energy landscape modification strategies
In the previous section, we have mentioned that there are two routes one may take to vi-
sualise rare events in simulations. We have also discussed in detail the application of con-
strained MD as one of the two routes, using TMD as an example. In this section, we will
switch to the second strategy, which is the modification of free energy landscapes. The
basic principle behind this strategy is that the rate of a (single-step) reaction is primarily
determined by the energy barrier which the system needs to surmount in order to make the







where : is the rate of reaction and 0 is the activation energy. Since 0 is a positive quan-
tity, this implies that the higher the value of 0, the lower would be the probability of
surmounting the barrier, hence a longer period would be needed for the transition to hap-
pen on average. Energy landscape modification strategies are those which aim to boost the
likelihood (hence, rate) of transitions by means of diminishing the 0 values. Because such
alteration in the free energy landscape is global, the rate boost is not confined to specific
transitions, but all possible transitions of the system. This means that the overall sampling
of the phase-space can be greatly enhanced. We will dedicate the rest of this section to the
discussion of accelerated MD and the use of this algorithm in our work.
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3.4.1 Accelerated MD
Accelerated MD (aMD), as implemented in the NAMD package, is a tool which fills up
deep free-energy troughs at run-time. Obviously, in order to assess which troughs to fill
and which not to, one has to know the depths of all the valleys before making the decision.
Whilst it may be viable for small systems such as those used in the test case [201], it quickly
evolves into something impractical with the increase in the system size. For the systems
studied in this work, it is simply impossible even with the use of sampling methods such
as Monte Carlo.
To this end, aMD offers a much smarter solution, which is to make use of the various en-
ergies calculated on-the-fly (which is by default) during the MD simulation to determine
whether a boost is to be made locally. Such a modification in the potential energy is made
by trivially adding a correction term in the potential:
+∗(A ) =+ (A ) +Δ+ (A ) (3.4)
where, if the original potential is lower than a threshold value  , the correction term Δ+ (A )
takes the form
Δ+ (A ) ≡ ( −+ (A ))
2
U+ −+ (A ) (3.5)
where U ∈ [0,+∞) is a parameter which determines to what extent the potential is modified.
Figure 3.7: Schematic diagram of po-
tential modification in aMD. Repro-
duced from [125]. Legend: solid red
line – original potential profile; dashed
red line – modified potential profile.
A special case occurs when U = 0, where the
corrected potential is reduced to the thresh-
old value  . Another feature of aMD is that
the minima in +∗(A ) must be the correspond-
ing ones in + (A ) at the identical point in space.
This in turn implies the overall landscape is
preserved (unless U = 0), and can be proven
straightforwardly by considering the gradi-
ents of the two expressions above.
A neat fact about the aMD algorithm is that,
the boosted probability density, ?∗(), along
any well-defined reaction coordinate (A ),
can be converted back to the unboosted den-
sity ?() through suitable reweighting [201]
which reads












where 9 denotes the 9-th bin, " is the total number of bins and 〈· · ·〉 9 means the canonical
ensemble average found in the 9-th bin.
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3.4.2 DNA-ellipticine intercalation using aMD
To demonstrate the application of aMD in the context of DNA intercalation of drugs, we
performed preliminary simulations using this method. This subsection will be dedicated to
the discussion of the protocols and results of the calculations.
We first created a short 8 base-pair system with an arbitrary sequence of d(ACGTACGT)2
and added 5 ellipticine molecules around the DNA. The system was then neutralised using
14 sodium ions and was solvated using a truncated octahedral shell (8Å thickness) of TIP3P
waters.
In terms of simulation protocol, the system was first energy-minimised crudely using 500
steps of conjugate-gradient minimisation to ensure the absence of atomic collisions. Then
it was heated slowly from 0K to 300K in 50ps, and was allowed to attain a steady-state in
about 1ns. After the first nanosecond, modification parameters for the dihedral and total
energies were calculated using the suggested values in Miao et al. [201]:
(dihed ; Udihed) =
(
+dihed +3.5#res ; 0.7#res
)
(3.7)
(total ; Utotal) =
(
+total +0.175#atom ; 0.175#atom
)
(3.8)
where #res and #atom are the number of solute residues and total number of atoms in the
system respectively, and + are the mean potential energies obtained on-the-fly during the
equilibration run. Once these parameters had been determined, we performed a further
50ns simulation, turning on the dual-boost (dihedral and total energy components) aMD
with them.
Figure 3.8 shows four static snapshots of the simulation at different points of time. We
observed that at C ∼ 2.1ns, one of the ellipticine molecules started to approach from the major
groove and eventually intercalated between two base pairs (subfigures 3.8b and c). More
intriguingly, at C ∼ 4.2ns, another ellipticine molecule did the same as the one before, but
intercalated into exactly two gaps below where the first molecule intercalated. It was also
seen that the receptor DNA was unwound and elongated locally, around the interstitial sites
whenever the external molecules stayed intercalated. However, strikingly, while we have
witnessed two events of intercalation happening at a very short interval, we also observed
the de-intercalation of the second molecule at around C ∼ 14ns.
Through this study, we proved that aMD was helpful in greatly enhancing the intercalation
rate from . 10−7 per bp per ns 5 to ∼ 0.5 per bp per ns. Moreover, we have confirmed
a previous claim that the general features of the energy landscape do not get altered. This
was shown through the reproduction of the trajectory of ellipticine from the groove-binding
state to the intercalated state in previous studies using TMD [250, 251].
5N.B. this number accounts the rate of all somatic mutation combined, and so should be taken as a ballpark
figure only. In fact, with intercalation being only one of the many routes by which the DNA mutates, the true
intercalation rate should be much lower than this number.
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Figure 3.8: Intercalation of ellipticine with partial charge isosurface representation of
DNA. (a) initial state, (b) insertion state, (c) single intercalation, (d) double intercalation.
3.4.3 Limitations and drawbacks of aMD
Despite the excellent results obtained from the study mentioned above, the method of aMD
does have a number of rather grave drawbacks. This small subsection will be dedicated to
the discussion of them.
First of all, aMD is an unbiased method, meaning that the user cannot specify one or more
reaction coordinates for the energy boosts; the only options are the total or the dihedral en-
ergies, or both. This means that it would be extremely hard for one to assess the energetics
associated with a particular transition pathway.
Secondly, although the reweighting formula (Eq. 3.6) look simple, it is practically very hard
to evaluate, primarily due to the two ensemble averages. This is because in order to obtain
a credible partition function the sample size must be large enough. This in turn suggests
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that the length of simulation must be long, which is more viable for small systems than for
large ones. Moreover, owing to some technicalities the reweighting needs to be done using
the toolbox implemented in the NAMD package by the developers [201], which has not
been parallelised and scales rather poorly with system size. For instance, we tried using
this code on our system, and found out that the estimated runtime was more than 50 hours
which was longer than the simulation runtime itself by far.
Thirdly, and perhaps most fatally, since there are infinitely many pathways a molecule can
take to intercalate into the DNA, the energy (or probability) calculated for a single simula-
tion run only corresponds to that particular pathway, and is hence by no means representa-
tive of all pathways added up. One of the possible solutions to this is the use of techniques
such as umbrella sampling, in conjunction with aMD, then apply the Jarzynski’s equal-
ity [153] to calculate the average free energy change. However, this requires multiple runs
of simulations, which would lead to massive time requirement in the reweighting proce-
dure as described above.
Last but not least, since the current version of aMD boosts only the total potential and
the dihedral energies, the aforementioned set of parameters only work with DNA systems
in explicit solvents, i.e. systems with large enough number of atoms and residues. We
performed a test simulation on the same system described above but in implicit solvent
environments. We discovered that whilst ellipticines still intercalate, it was due to the fur-
ther weakening of bonds and interactions within the DNA as there are no water molecules
around to restrict the melting.
3.5 Conclusion
In this Chapter, we have discussed the theory and the application of the methods of targeted
MD and accelerated MD. Through the preliminary investigations of these methods using a
DNA-ellipticine system as a test subject, we demonstrated that both of them are extremely
powerful tools for enabling rare biological events to happen even at a simulation timescale.
We have also discussed the limitations and drawbacks of these tools. We found out that
while targeted MD takes a direct approach in guiding an unlikely transition to occur, it does
not allow system evolution via inter-molecular interactions and thus is much restricted in
terms of phase-space sampling.
As an alternative of TMD, we also explored accelerated MD. We demonstrated via the sim-
ulation of the DNA-ellipticine system, that accelerated MD is capable of boosting the likeli-
hood of the occurrence of intercalation of ellipticine by more than ten orders of magnitude.
However, we also discovered that the backtracking of modification made to the free en-
ergy landscape is the pièce-de-resistance of the whole calculation, and is typically tens to
hundreds of times more computationally demanding than the MD simulation itself. This
implies the evaluation of the free energy change of a transition is very difficult, if not im-
practical, using accelerated MD. With this, we have also explored other methods of simula-
tion of intercalations and evaluation of the associated free energy, which will be discussed
in the next few chapters.
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Study of straight-chained DNA-drug
intercalation complexes
4.1 Introduction
As explained in the previous chapters, DNA interacts with the surrounding environment
and the molecules in the near vicinity via different modes. As a result of the diverse nature
of interactions and the structural complexity of the molecule per se, the structural confor-
mation of DNA is rather sensitive to the reactions with external agents.
In this Chapter, we study how the intercalation interactions between DNA and three an-
thracycline antibiotics, viz. daunomycin (DAU), doxorubicin (DOX) and idarubicin (IDA),
affect the conformation of the DNA.
The chapter will be divided into two parts. Firstly the simulation protocols used throughout
this Chapter will be explained in details. Finally, the Chapter will end with a discussion
about the results obtained in this work.
4.2 Preparation of drug molecules
As mentioned in the discussion before, whenever we need to introduce external molecules
into the simulation environment using AMBER, we have to determine the force field pa-
rameters and charge distributions for them beforehand. The three aforementioned anthra-
cycline antibiotics which will be used for the rest of the work are no exceptions.
As before, we performed geometry optimisation of the structures using CASTEP first to
obtain the ground-state structures of the molecules. Then the coordinates of the optimised
structures were used as inputs for the software ANTECHAMBER to calculate the charge dis-
tributions. Tables 4.1, 4.2 and 4.3 below show the charge distribution determined from
ANTECHAMBER calculations using the AM1-BCC theory.
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C (−0.248) H5 (+0.095) H6 (+0.085) H7 (+0.086) C1 (+0.011) H (+0.107)
O (−0.304) C2 (−0.045) H1 (+0.093) O9 (−0.325) H28 (+0.206) C3 (−0.019)
H2 (+0.115) N (−0.329) H26 (+0.138) H27 (+0.162) C4 (−0.182) H8 (+0.121)
H9 (+0.113) C5 (+0.152) H3 (+0.102) O1 (−0.276) C6 (+0.085) H4 (+0.126)
C7 (−0.196) H10 (+0.134) H11 (+0.098) C8 (+0.052) C25 (+0.228) O7 (−0.252)
C26 (−0.272) H22 (+0.094) H23 (+0.110) H24 (+0.109) O8 (−0.304) H25 (+0.223)
C9 (−0.151) H12 (+0.135) H13 (+0.113) C10 (−0.028) C15 (+0.116) O2 (−0.255)
H14 (+0.257) C11 (−0.081) C12 (+0.133) O6 (−0.267) H21 (+0.260) C13 (−0.176)
C14 (−0.169) C16 (+0.319) O3 (−0.314) C17 (−0.075) C18 (−0.120) H15 (+0.161)
C19 (−0.078) H16 (+0.144) C20 (−0.193) H17 (+0.147) C21 (+0.128) O5 (−0.181)
C24 (−0.081) H18 (+0.118) H19 (+0.075) H20 (+0.078) C22 (−0.138) C23 (+0.327)
O4 (−0.296)
Table 4.1: AM1-BCC partial charges (in units of 4) of atoms in daunomycin, calculated using
ANTECHAMBER.
C (−0.249) H5 (+0.095) H6 (+0.085) H7 (+0.088) C1 (+0.011) H (+0.108)
O (−0.305) C2 (−0.045) H1 (+0.091) O10 (−0.325) H28 (+0.206) C3 (−0.018)
H2 (+0.115) N (−0.329) H26 (+0.139) H27 (+0.162) C4 (−0.181) H8 (+0.121)
H9 (+0.110) C5 (+0.152) H3 (+0.104) O1 (−0.281) C6 (+0.085) H4 (+0.128)
C7 (−0.196) H10 (+0.127) H11 (+0.116) C8 (+0.053) C25 (+0.206) O7 (−0.294)
C26 (−0.055) O8 (−0.320) H24 (+0.214) H22 (+0.107) H23 (+0.140) O9 (−0.332)
H25 (+0.235) C9 (−0.151) H12 (+0.129) H13 (+0.136) C10 (−0.026) C15 (+0.118)
O2 (−0.255) H14 (+0.258) C11 (−0.083) C12 (+0.133) O6 (−0.269) H21 (+0.260)
C13 (−0.175) C14 (−0.168) C16 (+0.320) O3 (−0.314) C17 (−0.075) C18 (−0.120)
H15 (+0.162) C19 (−0.078) H16 (+0.144) C20 (−0.193) H17 (+0.147) C21 (+0.128)
O5 (−0.181) C24 (−0.081) H18 (+0.118) H19 (+0.074) H20 (+0.078) C22 (−0.138)
C23 (+0.327) O4 (−0.296)
Table 4.2: AM1-BCC partial charges (in units of 4) of atoms in doxorubicin, calculated using
ANTECHAMBER.
C (−0.248) H5 (+0.096) H6 (+0.084) H7 (+0.086) C1 (+0.011) H (+0.108)
O (−0.305) C2 (−0.045) H1 (+0.093) O8 (−0.325) H26 (+0.206) C3 (−0.019)
H2 (+0.116) N (−0.328) H24 (+0.138) H25 (+0.162) C4 (−0.181) H8 (+0.121)
H9 (+0.113) C5 (+0.153) H3 (+0.101) O1 (−0.277) C6 (+0.085) H4 (+0.125)
C7 (−0.197) H10 (+0.135) H11 (+0.098) C8 (+0.052) C24 (+0.228) O6 (−0.251)
C25 (−0.272) H20 (+0.094) H21 (+0.111) H22 (+0.110) O7 (−0.304) H23 (+0.223)
C9(−0.152) H12 (+0.136) H13 (+0.114) C10 (−0.022) C15 (+0.118) O2 (−0.256)
H14 (+0.260) C11 (−0.085) C12 (+0.143) O5 (−0.268) H19 (+0.262) C13 (−0.182)
C14 (−0.166) C16 (+0.320) O3 (−0.320) C17 (−0.106) C18 (−0.083) H15 (+0.161)
C19 (−0.114) H16 (+0.144) C20 (−0.114) H17 (+0.144) C21 (−0.083) H18 (+0.161)
C22 (−0.105) C23 (+0.323) O4 (−0.326)
Table 4.3: AM1-BCC partial charges (in units of 4) of atoms in idarubicin, calculated using
ANTECHAMBER.
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Figure 4.1: Numbering system for atoms in the anthracyclines. (Top left) Daunomycin,
(Top right) Doxorubicin, (Bottom) Idarubicin.
As a quick verification of the values, we can use our knowledge of an element’s elec-
tronegativity j as a measure of its electron affinity. Firstly, in the Pauling scale [227],
jH(2.20) < jC(2.55) < jN(3.04) < jO(3.44) for the four elements existing in the three an-
thracyclines. This means that the electron cloud should always get pulled away from the
hydrogen atoms, whereas for the oxygen atoms they always pull electrons from whatever
atoms they bond with. In short, this implies that hydrogens should always have net posi-
tive charge whereas oxygens should always have net negative charge, which is indeed the
case we observe from the tables.
Similar arguments applies to the nitrogen atoms. Since in anthracyclines, the nitrogens only
bond with either carbons or hydrogens which both have much lower electronegativity, it
is then anticipated that the partial charges on nitrogens in these molecules can only be
negative, which again is observed from the data shown above.
4.3 Systems and simulation protocols
In this Chapter, three 72-base pair basal DNA systems have been used throughout the work.
The sequences of these basal systems are dA72, d(AC)72 and dC72 respectively 1. The reason
1The subscript in this notation denote the total number of base pairs, rather than repetition counts in the usual
polymer chemistry notations.
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behind such a choice of basal systems is that, these three cases represent 0%, 50%, 100%
GC-contents in the DNA, hence should give an indicative account for the general case.
The creation of the simulated systems included two steps, viz. conversion from NAB code
to PDB coordinates and the intercalation of drug into the basal DNA using the XLEAP tool
within the AMBERTOOLS16 toolbox. We hereby denote each of the system using the code
format “XX-Y-zzzz", where “XX" is the sequence. For instance, “AA" means consecutive
AA base steps, hence the dA72 oligomer. “Y" in the code means the starting conformation
of the basal DNA. “zzzz" tells the type of the drug molecule intercalated (or a bare DNA
system). As two examples of the systems used in this chapter, the d(AC)72 B-form with
a doxorubicin molecule pre-intercalated will have the code “AC-B-dox", whereas the dC72
A-form without anything intercalated will have the code “CC-A-bare".
In terms of the simulation, each of the system was first energy-minimised using 1,000
steps of line minimisation, in order to remove any unphysical atomic contacts. The semi-
minimised systems then underwent 15 cycles of simulated annealing to attain the ground-
state energy. Each of the annealing cycles consisted of a fast heating process (3ps) from 0K
to 300K, then a 5ps cooking stage where temperature was maintained by means of Langevin
heat bath, followed by a slow cooling process (15ps) back to 0K and another 5ps dissipa-
tion stage afterwards to let the residual heat in the system dissipate back to the heat bath at
0K. Finally, after all 15 cycles, the system was allowed another 10ps for the atoms to stop
moving.
4.4 Data Analysis
The analysis of data obtained for this part of the work consists of two main parts, viz. static
analysis and dynamical analysis. This section is dedicated to the explanation of them in
details.
In the static analysis of data, the final frame from each of the simulation snapshots was
post-processed using the AMBERTOOLS16 utility cpptraj. The post-production includes
the stripping of the intercalator and a conversion of coordinates format from the binary
.dcd to pdb. The coordinates of the DNA-drug complexes were then compared with those
from the respective bare DNA counterparts. For instance, the coordinates of “AC-B-ida"
would be compared with “AC-B-bare", et cetera. The comparisons were done using the
“RMSD Visualization" toolkit within the VMD program [145].
Rather than performing an atom-by-atom RMSD calculation, which would give out a sin-
gle value for each system, averaging out all the atomic contributions, the calculation in
this work had been performed on a residue-by-residue, hence nucleotide-by-nucleotide,
basis. The benefit of doing so over single value calculations is that, through residue-by-
residue calculation, we can obtain much more useful information on how each nucleotide
has changed. For example, in this work where each system consists of a 72-bp oligomer, an
RMSD value would be given out for each of the 144 (= 72×2) bases.
A python script has been written to read in the VMD-generated heatmap (RMSD) file and
consolidate data into bp-based information. This is done via a further RMS calculation
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between the RMSD value for a specific base and that for its complementary. Hence for the











where # is the total number of base pairs.
Apart from the base-pair-based RMSD calculation, real-time structural parameter calcula-
tions were carried out to probe the structural perturbations brought by the intercalation of
different drug molecules. These structural parameters were calculated using the programs
CURVES+ and CANAL. The graphs of a selection of parameters are presented in Appendix
A. The parameters chosen include those which accounts for the groove dimensions, viz.
groove widths and depths, and those which describe the nucleobases and the helical struc-
ture, viz. buckle, roll, shift, slide, and helical rise and twist.
4.5 Results and discussion
We now move on to the discussion of the study of the structural changes brought by the
anthracycline drugs.
4.5.1 Bare DNA — energy-minimised
We first investigate the post-annealing RMSD of the base pairs with respect to canonical
structures (cf. Fig. 4.2). We can see that for all the cases, irrespective of the original con-
formation, the RMSD values on the edges are in general higher than those in the middle
region. This means the base pairs towards either ends of the DNA strand deviated more
from the respective canonical (i.e. starting) structure during the annealing process, than
those in the middle of the DNA. This is very much as predicted since the DNA is not closed
on itself. The two termini of the DNA were held only by the phosphate backbone on one
side but not two as the other non-terminal nucleotides were. Thus, the edge effects must be
prevalent, and they contribute to the partial melting of the molecule.
We also observe that the A-start systems generally have larger range of RMSD across the
bases than their respective B-start counterparts. We assert that this is because of the base-
tilting in canonical A-form DNA but not in B-form, making the c− c∗ orbital stacking less
efficiency in A-form than B-form. This in turn lowers the rigidity of the structure.
We now turn to the structural parameters, presented in Appendix A, which may give us
insights into what caused the the RMSD graphs to appear so. Firstly, we look at the Fig. A.1
which gives the parameters for the AA-A-bare system. The subfigure (1,1) 2 (also Fig. 4.3,
left) reveals that the widths of the major grooves had widened globally. However, the extent
to which they expanded differ by their positions. In particular, we see rather clearly that
there are rather regular alternating dark and light red fringes with a period of about 6 to 8
base pairs. We assert that this may be one of the major causes of the rippling pattern in the
2The indexing of subfigures follow the “(row, column)" convention — (3,1) means the third row and the
first column, etc.
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Figure 4.2: RMSD of post-minimisation w.r.t. canonical structures. (Left-to-right, top-
to-bottom) AA-A-bare, AA-B-bare, AC-A-bare, AC-B-bare, CC-A-bare and CC-B-bare
Figure 4.3: (left) Major groove width and (right) roll of AA-A-bare system.
corresponding RMSD graph, which have similar periodicity of the ripples. Similar things
happen with subfigure (4,2) (also Fig. 4.3, right) which shows the time variation in the roll
parameter: the roll parameter tells the extent of non-parallelarity between two successive
base pairs in the groove-ward direction. The figure showed that for the vast majority of
the bases, the roll parameter decreased from about 20◦ to about 5◦. However, similar fringe
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patterns emerge in this case as in the major width: some of the base pairs remained with
relative high roll, and the separation among them (the red fringes in the subfigure) are also
about 6 to 8 base pairs.
Finally, we note that there are some anomalies in some of the parameters of the AA-A-bare
system. It can be observed that, since the fourth annealing cycle, high differences in the
rise, the twist, and the shift between the pairs 18 and 19 have started to occur, and such
differences have persisted until the end of the simulation. It was noticed in the simulation
snapshots, that the heating stage prior to that might have provided enough energy to break
some of the inter-base stacking between the two aforementioned bases and hence produced
the abnormal slide. Moreover, due to the same reason, subsequently a kink is produced
around these nucleotides, where the local curvature was measured to be as high as 8.75Å-1
in some temporal regions, as opposed to . 1.5Å-1 in other non-kinked regions.
Compared with the AA-A-bare case, the AC-A-bare and CC-A-bare cases have lower
spread of the RMSD values across the base pairs. The reason to which is, however, not
difficult to see from the structural parameters of the two cases. Firstly, if we look at the
same subfigures, (1,1) and (4,2), as we did in the AA-A-bare case, we see that the extent to
which some of the major grooves opened up have diminished, which can be understood
from the uniformity of the colours in the heat-map. Moreover, regarding the depths of the
major grooves, we see, in the AA-A-bare case, that there are two broad regions where the
depth drastically decreased by nearly a half. However, this is not observed in the other
two A-start systems. Instead, the values of the major groove widths remained rather steady
throughout the simulation.
We hereby also make a minor comment regarding the parameters for the B-start systems.
Details will not be given fully as before since, firstly, B-start systems have relatively flat
profiles of base pair RMSD; secondly, the parameters for the B-start systems appear rather
similar across systems. It is observed in all the B-start systems, that the variations in the
major groove widths during the annealing processes were higher than those in in the A-start
systems. Nevertheless, the variations across bases at the post-annealing states show more
consistency than the A-start systems. Moreover, the "red-to-blue" (or vice versa) colour
changes in the heat-maps, which signifies that the structural parameters underwent drastic
decrease (or increase), are much more prevalent in A-start systems than B-start ones. This
means that in general the B-form seems to be more resilient to structural changes.
4.5.2 Daunomycin
In this subsection we discuss the structural perturbation induced by the intercalation of a
daunomycin molecule into an inter-base pair site in the same DNA systems used in the
previous subsections. The daunomycin was inserted into the system prior to the simulation
and the intercalation site was chosen arbitrarily in the central region.
The change brought by the intercalative interaction can be probed when one measures the
structural parameters. We have mentioned in earlier chapters that it is a well-studied be-
haviour that intercalation can cause the interstitial site to widen [174], and it is faithfully
shown in the subfigures (3,1) of Fig. A.2 and subsequent corresponding figures in Appendix
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Figure 4.4: RMSD of post-minimisation w.r.t. canonical structures. (Left-to-right, top-
to-bottom) AA-A-dau, AA-B-dau, AC-A-dau, AC-B-dau, CC-A-dau and CC-B-dau
Figure 4.5: (left) Helical rise and (right) helical twist of AA-A-dau system.
A.
Let us inspect the subfigures (3,1) and (3,2) from Fig. A.2 (also corresponds to the left and
right subfigures of Fig. 4.5) more closely. In the subfigure (3,1), we see that in the linear min-
imisation region, the vast majority of the region is white in colour, meaning that the rise is
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about 2.56Å. However, at base pair 35 the colour becomes bright red and the two immediate
adjacent pairs appear rather dark blue in colour. This means that during the minimisation
the intercalation site has widened whereas the immediate previous and next gaps have
narrowed. This phenomenon persisted throughout the minimisation period. Once the an-
nealing process has started we observer that the red and blue colours of base pairs 35 and
34 have further intensified, whereas the blue band of pair 36 has nearly disappeared. This
implies that through heating the interstitial site has further blown up whereas the natural
squeezing of the adjacent gaps have re-partitioned. The fading of the blue bands around
the central red strip can be seen even more prevalently in other systems, for example, AC-
A-dau: this further shows that the DNA is in fact a soft matter, which would delocalise
induced perturbations to preserve original structures.
An even more interesting phenomenon can be found from subfigure (3,2). In the minimisa-
tion region, we can see a nearly-uniform pale pinkish colour throughout the minimisation,
which signifies that the twist of the system is rather uniformly & 32◦ which is about the
value expected for a canonical A-DNA. However, once the annealing cycle started a clear
red band is seen at pair 35 and a blue band at pair 34. Moreover, the colour of the red
band has faded with the annealing time whereas the blue band has continued to intensify
towards the end of the annealing cycles. This means that during the annealing cycles, there
is a clear unwinding of the helix around the interstitial cite (from 32◦ down to as low as
∼ 5◦).
These two observations have not only proved previous experimental results of the blowing
up of intercalation sites and the partial unwinding of the helical structure, but have also
exposed the weakness of the linear minimisation method. From the vast discrepancies in
the pre-annealing and post-annealing values and the relative stability of values during the
minimisation periods, we can see that whilst linear minimisation may be fast-converging
(converging in as few as 20 to 30 steps), the convergence is only limited to local energy
minima; this minimisation method does not have tests for structures with even lower total
energy. On the other hand, since annealing involves the partial reordering of the system
particles, much wider phase space could be explored and thus configurations with lower
energy can be attained.
4.5.3 Doxorubicin and idarubicin
In this subsection, we present the results from the studies of the doxorubicin-DNA and
idarubicin-DNA complex systems. Unlike the previous case of daunomycin, since the be-
haviours of the doxorubicin and idarubicin systems resemble those of daunomycin sys-
tems, we only briefly discuss the general appearances of the RMSD profiles and structural
parameters, and explain the difference between the doxorubicin and idarubicin cases with
the daunomycin systems we have discussed before.
We first note that the profiles of the RMSD of base pairs for the doxorubicin (Fig. 4.6) and
for the idarubicin system resemble those of the daunomycin systems. This is much antici-
pated as the three molecules have very similar structures and so the interactions they have
with DNA are thought to be rather similar. Moreover, the DNA which interacted with the
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Figure 4.6: RMSD of post-minimisation w.r.t. canonical structures. (Left-to-right, top-
to-bottom) AA-A-dox, AA-B-dox, AC-A-dox, AC-B-dox, CC-A-dox and CC-B-dox
molecules have its own rigidity which made it hard to deviate too much from one another.
Figure 4.8: Helical rise of the AA-B-ida sys-
tem.
Lastly, there is one important feature
which occurs in all systems involving
daunomycin, doxorubicin and idaru-
bicin is the delocalisation of the struc-
tural perturbations. For instance, if we
look at the subfigure (3,1) of Fig. A.8
(also presented here as Fig. 4.8), which
accounts for the helical rise of the
AA-B-ida system, we see that in the
static energy-minimisation procedure,
the minimiser predicted that the rise at
the intercalation site would be roughly
doubled whereas those at the adjacent sites would be roughly halved in order to compen-
sate the loss in space. This, of course, is based on the assumption that the DNA is a rigid
body and other parts of the macromolecule has little information of the local perturbation.
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Figure 4.7: RMSD of post-minimisation w.r.t. canonical structures. (Left-to-right, top-
to-bottom) AA-A-ida, AA-B-ida, AC-A-ida, AC-B-ida, CC-A-ida and CC-B-ida
However, once the dynamic process had started we could see clearly an intensified red
band at the interstital site, whereas the blue bands at the directly adjacent sites have weak-
ened and widened to cover several more sites on both sides. This not only echoes with
our previous discussion on a similar phenomenon, but also confirms that the DNA is not
a rigid body but a soft matter. Any local shape- or conformation-changing effects caused
by external interactions with other molecules will likely be dispersed to other parts of the
macromolecule, so that the impact to the function may be reduced.
We stress here that the structural parameters being used throughout this Chapter are only a
few examples of those we have calculated. The full collection of parameters for all systems
can be found in Appendix A.
4.6 Summary
In this Chapter, we have studied the structural perturbation caused by anthracycline drugs
intercalations on DNA. We used traditional energy-minimisation techniques in conjunc-
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tion with simulated annealing to obtain steady-state structures of anthracycline-DNA com-
plexes. We performed static analysis on these structures by assessing the per-base pair
RMSD with respect to the canonical forms. Lastly, we also developed a method in probing
the time-evolution of the DNA’s groove and base parameters, with the use of third-party
software such as Curves+ and Canal.
From the static study using base pair RMSD, we discovered two major features concerning
DNA and its intercalation complex. Firstly, in all cases, we saw that the RMSD values
near the termini are in general higher than those near the middle. We assert that this is
because of the edge effect, which further stresses the need to use a long enough sequence
when performing simulations. However, we also observed that the difference between the
values in the middle and those near the termini are larger in the A-start cases than in the
B-start cases. This could be another signal of the B-form being a more structurally stable
conformation than the A-form. Secondly, we noticed that the magnitudes of the RMSD
values did not increase drastically with intercalation. We assert that this is because the
RMSD was evaluated at the end of the simulations with the most stable structures, and the
local effects have rippled outward to the farther ends and have thus weakened.
From the studies of the time-evolution of structural parameters, we have demonstrated the
properties of the DNA as a soft matter. In particular, we observed from the heat-maps
that although at the first instance when the intercalator is inserted the helical rise of the
interstitial site was immediately increased by 3.4Å, and the helical twist around the site
decreased by about 20◦ to 30◦, once the complex was allowed to evolve freely with the
surrounding environment, the effects were spread out at once. For instance, we observed
that the "squishing" of the adjacent base pairs were fanned out to the bases further down the
DNA strand. The same phenomenon happened to the untwisting local to the intercalation
site and the compensating overtwisting of the adjacent base pairs. Once the system was
allowed to evolve by itself, we observered that the extreme overtwisting of the next base
pair seemed to disperse further down the DNA. However, since this compensation was
unnatural and an abnormal stress would be induced somewhere in the DNA, it resulted in
a nick in the DNA which would move around as the simulation time advanced.
Finally, whilst it is natural to question whether a specific starting conformation would lead
to faster structural convergence during annealing processes, we assert that it is rather un-
likely that a clear-cut yes-or-no conclusion can be made. This is because whilst the total
energy of the system converges exponentially with the number of annealing cycles per-
formed, this is by no means a good indicator for the convergence of the system structures,
primarily due to the complexity of the structure of the DNA. For instance, in some of the
systems, we saw that nicks and kinks suddenly emerged for several cycles and disappeared
some time later, whereas the total energy followed the same exponential decreasing trend.
Moreover, since the heating process at each cycle is effectively a re-randomisation of the
structure, the inherent stochastic nature of the simulation would then prevent the systems
from converging to identical structures.
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Alternative method for structural
analysis of DNA-drug complexes
5.1 Introduction
In the previous Chapter, we have studied the structural perturbations caused by the inter-
calation of the anthracycline drugs daunomycin, doxorubicin and idarubicin into specific
72 base-pair DNA oligomers with different GC contents.
In particular, when we performed analyses on the data obtained from the MD simulations,
we used dynamical methods to probe those structural perturbations — We have investigated
the time-evolution of a selection of structural parameters specific to DNA.
However, we assert that there must be some alternative methods which would allow us
to probe the structural changes without having to go through so many parameters which
might, from time to time, be rather confusing. We found out that X-ray diffraction method,
which has been used by scientists for more than a century now, is very helpful in this re-
spect.
Initiated as a side project to this work, we have written a program called PYRALLEX, which
allows user to input the structure (coordinates) of a system and then simulates the X-ray
diffraction pattern of the structure. The rest of the Chapter will be dedicated to showcase
how these simulations help probe differences between two samples.
The Chapter will first start with the explanation of basic theory of X-ray diffraction. After
that, we will explain what PYRALLEX is and its functionalities through two sample out-
puts. Moreover, we will present a set of novel reliability factors which we devised for the
quantitative comparison between two 2D images. Finally, the Chapter will end with the
discussion of the 2D images obtained from the simulations done in the previous Chapter.
5.2 Theory of X-ray diffraction
X-rays are a class of electromagnetic radiation, with the typical wavelength in the range of
0.1Å to 100Å. It was discovered in 1912 by Max von Laue [78], that X-rays diffract off and
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from crystals. This discovery has led to one of the most applied experimental methods used
in the past century, especially in the determination of the detailed structures of crystals and
macromolecules. In this section the theory of X-ray diffraction is discussed in details.
5.2.1 Source of radiation
X-ray, characterised by its relatively short wavelength, hence high frequency, is usually
created by the bombardment of high energy electrons (∼10 keV) at a metal sample. These
electrons, having so high an energy, are capable of knocking electrons off from the target
metal. The electrons knocked off could be from different shells in the atomic structure,
for example, the innermost shell (“ shell") or the second shell (“! shell"), et cetera. The
vacancy, or hole, then, would be filled up by another electron in the atom by falling down
from an excited state. Such stabilisation of electron, according to quantum mechanics, must
give out energy equal to the difference of the shell levels. Since this is an electromagnetic
scattering event, the energy given out is hence in the form of a photon, whose energy is
given by Einstein’s formula [79, 291]
Δ = (= −<) = ℎa (5.1)
where  are the energies of the respective electron shells, ℎ is the Planck constant and a
is the frequency of the photon emitted. Sometimes it may be more convenient to express
quantities in terms of wavelengths rather than frequencies, in which case by using the rela-





where 2 is the speed of light.
Since there are many possible combinations of < and = in Eq. 5.1, crystallographers have
devised a nomenclature for easier communication. In this nomenclature, each radiation
is characterised by two letters, an English letter followed by a Greek letter. The English
letter tells the final state of the electron, whereas the Greek letter tells the number of shells
the electron has fallen. For instance, “ U" would mean an !→  transition, whereas “!V"
indicates an #→ ! transition.
Two of the most commonly used radiation sources are the Cu  U (copper) and the Mo
 U (molybdenum) series [32], with the wavelengths being 1.5418Å and 0.7107Å respec-
tively [235]. Note that both of them are in the  U series, i.e. the lowest possible transition,
because the Fermi Golden Rule which governs the time-dependent amplitude (hence prob-
ability) of the transition reads [199]




which implies that the probability diminishes as the second power of the energy difference
between two shells. This means that the  U series are the easiest ones to obtain and hence
the most commonly used sources. Other metals which are used to generate X-rays include
silver, palladium, rhodium, zinc, et cetera [235].
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5.2.2 Geometry in X-ray crystallography
A typical experimental setup of an X-ray diffraction (XRD) chamber consists of a source
of radiation, a goniometer (a clamp holding the sample which is also capable of rotating
the sample in all directions) and a screen to record the diffraction pattern on the opposite
side to the source. Then it follows that geometry plays a vital role in the formation of the
diffraction pattern. This subsection is dedicated to explain the geometry in XRD.
Figure 5.1: Scattering of radiation from charge at origin. Image adopted from [32].
We first consider the simplest case, where a single point charge is placed at the origin
(Fig. 5.1). Let the unit vector (hence direction) of the incoming radiation be B̂0 and that
of the position of the detector be B̂. It is customary to let the angle of deflection be twice that
of the scattering angle, hence
B̂ · B̂0 ≡ cos(2\). (5.4)
Define the scattering vector ( as
( ≡ 1
_
( B̂ − B̂0) (5.5)
where _ is the wavelength of the incoming radiation. ( bears the unit of inverse length, and
it measures the number of cycles of radiation per unit length.
Figure 5.2: Scattering of radiation from charge displaced from origin. Image adopted
from [32].
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Now, assume the charge is displaced by the vector A . Since the size (thus length scale) of
the charge is several orders of magnitude smaller than the distance between the charge
and the screen, the scattering angle \ still holds by Eq. 5.4. However, since the charge is
displaced, the path traversed by the deflected ray has changed, and the path difference is
simply ( B̂ − B̂0) · A . In terms of the light wave, the path difference can be expressed in terms




( B̂ − B̂0) · A
= ( · A . (5.6)
When expressed in number of extra cycles traversed, the path difference becomes the phase
shift in the wave, hence inducing an extra factor of 482c( ·A to the radiation scattered at the
origin. Then, it follows trivially that for any arbitrary charge distribution d(A ), the radiation




33A d(A )482c( ·A (5.7)
which is, of course, the formal definition of the Fourier transform of the charge density.
For the completeness of the discussion, let us use the previous example to demonstrate
the calculation of the form factor. For the point charge at the origin, its distribution can
be expressed as d(A ) = IX3(A ) where X3 is the three-dimensional Dirac delta function. Then
Eq. 5.7 becomes
 (() = I
∭
all space
33A X3(A )482c( ·A
= I482c( ·0
≡ I,
which implies that the form factor is uniform everywhere on the detector screen, in turn
meaning that there will not be any patterns formed.
5.2.3 X-ray diffraction of atoms
A real atom can be thought of as a fuzzy cloud of electrons surrounding a tiny core of
positively charged nucleus. Whilst photons interact with both electrons and the nucleus,
because the wavelength of X-ray is several orders of magnitudes longer than the radius of
the nucleus, the diffraction is then mainly due to the interaction with the electron clouds,
and hence the nucleus can be safely omitted in X-ray crystallography. As for the electron
clouds, the most accurate means of determining the shape and spatial density would be the
use of ab initio methods. However, since X-ray crystallography mainly deals with the posi-
tions of the atoms and the electron configurations do not matter too much, it is customary to
adopt rather crude approximations for the electron distributions. There are many different
models used by crystallographers, and the one used in this work is by approximating the
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electron cloud as a Gaussian sphere [32], hence
d(A) ∼ I#4−:A2 , (5.8)
where I is the total charge of the atom, : is a factor related to the width of the atom (thus
atomic radius) and # is the normalisation factor (cf. Sec. B.2). The adoption of this form
makes the calculation of the form factor much easier, as the Fourier transform of a Gaussian
function is another Gaussian function, thus using Eq. 5.7 (see Sec. B.2 for full derivation),
we have







where ( = ‖( ‖ is the magnitude of the scattering vector. Note that a different variable name
5 has been used here as opposed to the  used above. This is because the form factor
here only accounts for an atom centred at the origin (the A in Eq. 5.7 only accounts for
the displacement of the electron from the nucleus placed at origin). Moreover, the lack of
dependence on the actual ( but only the magnitude shows that, if a collimated beam is
shone onto a spherical sample, it diffracts of the surface as a cone, as the magnitude of the
scattering vector on the cone at the same depth must be the same.
For an atom = which is at an arbitrary position A = ≠ 0, the same argument applies for the
phase difference as has be discussed above, and so an extra exponential factor must be
introduced, so that
5= (() = 5 (()482c( ·A = (5.10)
Lastly, if the sample consists of more than one atom, the overall form factor of the system is




5= (()482c( ·A = . (5.11)
This overall form factor is also known as the spectral density of the diffraction pattern. The
intensity of the pattern which appears on the screen is given by the square of the spectral
density, thus
 (() = | (() |2 = ∗(() (() (5.12)
5.2.4 X-ray diffraction from crystals
A crystal, in the solid-state physics and mineralogy point of view, is a structure where an
arbitrary arrangement of atoms (the “base") is superimposed onto a regular and periodic
grid (the “lattice") [91]. The lattice is a space-filling grid which is formed by imposing a
periodic boundary condition (PBC) on the most fundamental component of the grid, known
as the primitive cell, which is characterised by the cell vectors (0, 1, 2). These cell vectors tell
the direction and the dimensions of the primitive cell. Hence the scalar triple product of
them is the volume of the primitive cell. The PBC on the primitive cell enforces that the
same component of the periodic cell occupies the same relative position spatially within
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the extended cells. Hence, mathematically, the whole lattice can be expressed as







X (A − (<0 +=1 + ;2)) (5.13)
Now if one superimposes an atomic base onto such a lattice to create an atomic crystal, it is
mathematically equivalent with the convolution between the base and the lattice, hence











X [D − (A − (<0 +=1 + ;2))] (5.14)
Then for the form factor of the entire infinite crystal, we can use the convolution theorem
which states that the Fourier transformation of a convolution is the product of the Fourier
transforms of the constituent factors [27, 130]. Hence,
 (() = F [d(D)] F [! (D)] (5.15)
where the curly F denotes a Fourier transformation. Now, consider the Fourier transform
of the lattice,































Note that the use of D or A here does not affect the result as they are dummy variables only.
Moreover, since d(A ) represents the charge distribution in the primitive cell, the Fourier
transform of it is the form factor contributed by the primitive cell alone.
Finally, Eq. 5.16 is still valid if the sample is finite, i.e. an " × # × ! supercell. The only
modification needed to be made is the change in the summation limits. For instance, for the




















where \ = 2c( · 0 , cis\ = cos\ + 8 sin\ and use has been made of the evenness of the cosine
function. The other terms follows by substituting in the respective supercell dimensions for
" .
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5.3 The PYRALLEX program
PYRALLEX (pronounced ["phIr@­lEks]) is a Python program for the simulation of X-ray
diffraction patterns. Originally written as a side project, the program takes in a atom co-
ordinates file in the castep cell format [46] and calculates the 2-dimensional diffraction
pattern formed using the formalism described in Sec. 5.2.
5.3.1 Functionality of program
In view of the very many differing formats for the atom coordinates file, a converter tool
has been written so that users can convert a raw input coordinates file (currently pdb and
xyz formats are supported) into the castep cell format for use in PYRALLEX.
Users can customise the preset parameter file which contains the following input and out-
put parameters:
• Input parameters
– task: the task to be performed — X-ray (xray) or fibre diffraction (fibre)
– bessel_order: the maximum order of Bessel function up to which summation
is to be performed (if task = fibre)
– xr_source: the source of X-ray radiation.
– supercell: dimensions of the supercell ([1,1,1] if using only primitive cell)
– crystal_plane: plane of crystal to be examined. PYRALLEX automatically
rotates sample using Rodrigues’ rotation formula [244].
– s0: the unit wave vector of the input radiation
– screen_shape: shape of the simulated screen (either flat or cylindrical)
– screen_dim: dimensions of the simulated screen (in cm)
– max_two_theta: maximum of diffraction angle 2\ for the automatic calculation
of sample-screen distance
– bs_radius: radius of backstop on simulated screen to prevent infinite intensity
at centre
• Output parameters
– showspec: turn on switch for the calculation of XRD spectrum
– showfig: plot 2D XRD pattern on screen using matplotlib
– resolution: resolution of output pattern in pixels per dimension
– log_output: pseudo-gamma correction of output contrast
– log_power: extent of gamma correction if log_output = True
The X-ray sources which are currently supported in PYRALLEX are listed with their respec-
tive wavelengths in Table 5.1
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Table 5.1: X-ray sources and wavelengths in PYRALLEX. Data taken from [235].
5.3.2 Sample outputs of PYRALLEX
Case I: Inorganic crystals Fig. 5.3 shows three simulations of finite-sized crystals of dif-
ferent structures in the (100) direction. The crystals include sodium chloride (body-centred
cubic, BCC), copper (face-centred cubic, FCC) and diamond (diamond cubic). It is observed
that the relative intensities of the major constructive interference points between in the re-
ciprocal planes as suggested in the schematic diagram, i.e. the points with integral (ℎ:;)
numbers in the von Laue formalism [32], are faithfully reproduced.
Note that the lines in the diffraction patterns are where the reciprocal lattice dimensions are
integers.
Case II: Double-stranded DNA Fig. 5.4 shows the simulated XRD patterns for canonical
A-DNA and B-DNA respectively, using a Cu KU series (1.5418Å) radiation. It can be seen
that in the case of A-DNA, there is strong diffraction around the first two layers from the
equator (the central horizontal line) and on layers 6 to 8. Moreover, the dumbbell shape of
the diffraction pattern is symmetric about the meridian (the central vertical line). On the
contrary, in the case of B-DNA, we can clearly see the characteristic X-shape spanning from
layer −3 to layer +3. Furthermore, the reappearance of strong diffraction on layers 8 and
10 are noted as well. Finally, it is rather obvious that the “diamond" pattern, only occuring
in B-DNA, which reveals the structure of the phosphate backbone [181–184], occurs in the
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Figure 5.3: (upper) The simulated 2D diffraction pattern of sodium chloride, copper
and diamond in (100) direction, using PYRALLEX. (lower) Schematic showing projected
intensities of diffraction for the respective generic crystal structures. Images adopted
from [92].
simulation of B-DNA too but not A-DNA. We note that all the characteristics mentioned
above occur in the experimental data of Franklin and Gosling [94].
Last but not least, since the NAB program uses experimental data as basis in the creation
of nucleic acid coordinates for simulations, the reciprocation of the axial rise difference
between A-DNA and B-DNA should be reflected on the simulated 2D diffraction pattern if
PYRALLEX is valid. This implies that since the periodicity in an A-DNA is about 28Å, and
that in a B-DNA is about 34Å (hence, ∼ 121% that of A-form) [210], the layer separation in
the diffraction pattern of A-DNA should be about 121% that of B-DNA. In the simulated
patterns, we observe that the layer 10 (i.e. the large meridian arc) of the B-DNA is at about
a quarter between layers 8 and 9 of A-DNA. This implies that there are about 20% more
layers in B-DNA than in A-DNA, which is of course equivalent to saying the interlayer
separation in A-DNA is about 120% that in B-form, in turn proving that PYRALLEX is valid
and is suitable for use in DNA studies.
5.4 Data Analysis
Analyses of systems were done via a simulated X-ray diffraction study using the program
PYRALLEX. As in the analyses performed in the previous Chapter, the coordinate files
from MD simulations and those of the canonical form DNA were used as raw inputs to
PYRALLEX for the calculation of 2-dimensional diffraction patterns. Then the likenesses
within pairs of diffraction patterns were compared using the modified van Hove reliability
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Figure 5.4: (upper) Simulated XRD pattern of canonical A-DNA and B-DNA. (lower)
Experimental XRD pattern adapted from Franklin et al. [94].
factors (R-factors), which will be explained below.
van Hove R-factors The van Hove R-factors (VHRs) [278], first reported by van Hove et
al., is a set of five different R-factors which is used to determine the goodness of fit of an
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where = is the intensity of the =-th energy point on the intensity-energy spectrum in low
energy electron diffraction (LEED) experiments, and  ′= is the associated derivative of the
intensity at the same point on the spectrum. The superscripts “exp" and “th" denote exper-









, being the ratio between the total intensity in experiment and that in theory,
serves as the scaling factor. This is much needed as the intensity is in effect the total num-
ber of photons hitting the screen per unit time per unit area. Without scaling, the electro-
magnetic flux across the detector screen would be different for the cases of experiment and
theory, and the comparison between the two would then be meaningless.
The van Hove R-factors can be broadly divided into two groups, viz. the first two and the
last three. The first two, strictly speaking, were not devised by van Hove et al., as they
have been used traditionally by X-ray crystallographers [11, 83]. These two factors have
profound significance in picking out the similarities in the positions, heights and widths of
the spectral profile. However, as pointed out in [278], the two factors alone are not sufficient
in depicting the characteristics of the spectral profile down to the micro-structural level, as
they are incapable in distinguishing between smooth peaks and bumpy ones, so long as the
macro-structures have the same height and width and have the same mean position.
The second group of the R-factors, i.e. the last three factors, were devised to alleviate the
problems described above. These factors take into account also the slopes (hence curvature)
of the profile. '3, whose real form was not disclosed in the original paper [278] but given








where #+ and #− are the total number of points having positive and negative slopes re-
spectively. This factor is useful in differentiating between split and non-split peaks [278].
The two factors '4 and '5, analogous to '1 and '2 in the first group, add sensitivity to the
slope at each energy.
Last but not least, as suggested by Awrejcewicz [10], the five R-factors can be combined to






which gives the overall goodness-of-fit between experimental data and theoretical calcula-
tions.
Modified van Hove R-factors While the VHRs are more general than most other reliabil-
ity factors [10], there is a grave shortcoming of them, which is the metricity of the terms.
For example, if we express the scaled theoretical value as the experimental value plus the




exp=  , which has the range of
'1 ∈ R≥0. The same logic can be applied to '2, '4 and '5 as well and thus they all have the
same range.
The analysis in the metricity of '3 deserves more attention, as there is no parity due to
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the lack of the absolute values as in the other terms. Consider the two extreme cases of
monotonically increasing and monotonically decreasing intensity with respect to the input
energies. If the data set is monotonically increasing, then #+ : #− = +∞. On the contrary, if
the data set is monotonically decreasing, then #+ : #− = 0. This implies that '3 can span all
real numbers. This then has massive impact on the validity of the total R-factor ') as the
constituent terms are no longer in the same scale, and ') ∈ R≥0 per se, which means there is
no way of quantifying how much poorer a fit is if, say, ') = 10, than if ') = 5, and the value
becomes totally meaningless.
Moreover, since the VHRs are originally designed for use in 1-dimensional spectral data,
they cannot be directly applied to 2-dimensional data sets. In view of this, modifications
to the original VHRs have been devised to alleviate the problems explained above and to
extend the idea behind the VHRs to 2-dimensional.
We first consider the modifications made to '1 and '2 as the change is most straightfor-
ward. Inspired by the Pendry R-factors [229] which are very popular within the electron
energy loss spectroscopy (EELS) community, a term of the scaled theoretical value has been
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which ensures that both factors have the range of [0,1].
The second group of terms which concerns the gradient of the input signals has proven to
be rather tricky to alter, as the first derivative of a univariate function does not map directly
onto the gradient of a multivariate function. Moreover, since the gradient of a multivariate
function is a vector field, the second group of terms would render ill-defined as the division
between two vectors is illegitimate. In light of this, we turn to the second derivative of the






≡ ∇ · (∇).
The merit of using the Laplacian comes with the nature of it as the divergence of the gra-
dient field — a local minimum (a large negative value) implies the tip of a peak, a local
maximum (a large positive value) means the bottom of a trough, whereas a zero value can
be attained if and only if the position is either on a flat terrain or is itself a saddle point 1.
Another useful information which could be obtained from the Laplacian is the steepness of
the nearby landscape, as the steeper the landscape would give a larger magnitude of the
Laplacian and vice versa.
With this, and by letting ! := ∇2, VHRs in the second group are changed to
"'3 :=
#+(!exp) −#+(!th)#g
 ≈ #−(!exp) −#−(!th)#g

1That is to say, m2G  + m2H  = 0 iff m2G  = −m2H  or m2G  = m2H  = 0.
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where #g is the total number of samples points (pixels) on the screen. With this notation,
the range of "'3 must be [0,1]. Note the difference between the denominators of "'1 and
"'4. Although the two factors are analogous to one another, the splitting of the absolute
value in "'4 is necessary in obtaining the maximum range of ∇2=, as ∇2= can be negative.
Finally, with modification made to all R-factors so that now all of them are within zero and









i.e. the root-mean-square of all the MVHRs, which obviously have the range of [0,1] as
well.
5.5 Results and discussion
We now move on to the discussion of the study of the structural changes brought by the
anthracycline drugs. It is worth presenting the results from the bare DNA oligomers as
controls.
5.5.1 Bare DNA — canonical structures
Fig. 5.5 shows the simulated XRD patters of the A- and B-forms canonical structures. It
can be clearly seen that while all of the A-DNA show the characteristic dumbbell pattern,
whereas the B-DNA show the large cross in the middle, regardless of the real sequence. This
is because the overall structure of the DNA is maintained roughly the same; the helical pitch
and width are maintained. However, it can also be observed, especially for the peripheral
fringes, that whilst the positions of the bright ones are very similar to each other across
different base sequences, they have different diffraction intensities. One of the causes of
this is the contributions from nucleobases, as the fundamental compositions of the bases are
slightly different from one another. Another cause of the difference in the intensities is the
orientation of the bases. Since in this study, single-crystal methods, rather fibre diffraction
methods, have been employed, the diffraction patterns are prone to change in the relative
positions of the atoms, as they are calculated directly from the physical positions of the
particles rather than the cylindrically-averaged coordinates [116]. However, we assert such
contributions should be negligible in this part, as all the images captured in Fig. 5.5 were
taken in the same direction, i.e. that which is parallel to the (100)-plane of the primitive cells
of the respective structures.
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Figure 5.5: XRD patterns of (Left-to-right, top-to-bottom) AA-A-bare, AC-A-bare, CC-
A-bare, AA-B-bare, AC-B-bare and CC-B-bare simulated using PYRALLEX.
AA-A AC-A CC-A AA-B AC-B CC-B
AA-A 0.0000 0.0187 0.0435 0.2633 0.2635 0.2618
AC-A 0.0000 0.0369 0.2623 0.2624 0.2607
CC-A 0.0000 0.2743 0.2742 0.2722
AA-B 0.0000 0.0206 0.0386
AC-B 0.0000 0.0325
CC-B 0.0000
Table 5.2: "') values for pairs of simulated X-ray images.
Table 5.2 shows the total MVHR of the diffraction patterns of different pairs of systems. It
can be observed that, expectedly, when an image is compared with itself, "') = 0 as the
intensity at each of the data point is the same. Moreover, we see that the "') values when
the pair consists of two different canonical forms (i.e. the top-right quadrant) are much
larger than those when the two compared systems are of the same form (i.e. the top-left and
bottom-right quadrants). This is justifiable as VHRs and MVHRs measure the differences in
two images, and the differences in the patterns for A- and B-forms are rather obvious from
Figs. 5.4 and 5.5. Here we can use the rule-of-thumb in determining the goodness-of-fit from
the R-values — the fit is near-perfect if "') ≤ 0.05, "') ≈ 0.25 implies a certain extent of
disagreement between the compared pair and "') ≈ 0.35 is the threshold above which the
convergence between the two images is small [32]. Lastly, due to the parity in the MVHR
calculation, the swapping between the test image and the reference image gives the same
value, and hence the missing lower triangle in Table 5.2 can be obtained by transposing the
current upper triangle.
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Figure 5.6: Heat maps for the comparison between (left) AA-A/AC-A; and (right) CC-
A/AA-B
Although the method of calculating "') , the overall MVHR, is very useful in telling
whether two output images are similar to each other, it cannot tell where on the images
that fits are good, and where that fits are bad. We assert that the method of calculating
individual MVHRs can be extended to produce a point-to-point heat map between the two
images. Here, two of the terms, viz. "'1 and "'4 are used, thus
"'1(8 9) :=
exp(8 9) − 2 th(8 9) exp(8 9) + 2 th(8 9) 
"'4(8 9) :=
!exp(8 9) − 2!th(8 9) !exp(8 9) + 2!th(8 9) 
where (8 9) denotes the (8, 9)-th pixel on the output image. Similar to "') , an equivalent
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As an example, Fig. 5.6 shows the heat maps comparing the systems AA-A and AC-A,
and those CC-A and AA-B. These two pairs are chosen as examples as they have the most
extreme non-zero values in Table 5.2 — the pair AA-A/AC-A has the lowest "') whilst
the pair CC-A/AA-B has the highest "') . The colouring in the heat maps are normalised
to the range [0,1] as the plotted quantity "' (8 9)
)
is, by nature, normalised to the same range.
The deeper blue the colour denotes the smaller the "' (8 9)
)
value, hence higher similarity at
the particular point. On a contrary, the deeper red the colour implies the larger the "' (8 9)
)
value, thus lower similarity at that pixel.
It can be clearly seen from the AA-A/AC-A pair, that the dark blue patches form a clear
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dumbbell shape which resemble those of the individual AA-A and AC-A images. This
means that not only are the positions of the bright spots on the main dumbbell structure
similar in both images, even the relative intensity are similar too. Moreover, many of the
"stray" layer fringes outside of the main dumbbell structure appear to be rather dark blue
in colour. This signifies that secondary structures, i.e. the arrangements and alignment of
the inner base pairs, are very similar within the pair.
On the other hand, the heat map for the CC-A/AA-B pair appears to be mostly in dark
red, apart from only a few fringes, including the central fringe, being blue in colour. This
implies that most of the secondary and tertiary structures are different. Furthermore, the
reason behind the very dark blue colour of the central equatorial fringe is due to its position
in the reciprocal space. The centre of the screen corresponds to the (ℎ:;) = (000) three-
way conjunction in the reciprocal Bragg plane. This means that the surrounding fringe the
corresponds to the first Brillouin zone of the crystal structure, which is the trivial solution in
the von Laue conditions, which states that constructive interference of diffracted radiations
takes place only at integral values of ℎ, : and ;. This solution implies that the central spot
must have near-to-infinity relative intensity whereas anywhere in the first couple Brillouin
zones would have intensity tens, if not hundreds, of orders of magnitudes higher than that
of the dimmest spot. This in turn says that, the difference in the intensity in that region is
nearly negligible comparing with the absolute intensity, hence the dark blue colour.
5.5.2 Bare DNA — energy-minimised
Figure 5.7: XRD patterns of (Left-to-right, top-to-bottom) energy-minimised AA-A-
bare, AC-A-bare, CC-A-bare, AA-B-bare, AC-B-bare and CC-B-bare simulated using
PYRALLEX.
From the XRD patterns (Fig. 5.7), we can see that for the A-start systems (top row), the cen-
tral bright fringes all appear to have deviated into structures which vaguely resemble those
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for both the canonical A- and B-forms. However, the extent to which the central “circular
blob" turned into the X-shape depends largely on the base sequences. For example, for the
diffraction pattern of the AA-A-bare system, it could be seen that the X-shape is rather ob-
vious, with the bright fringes spanning the negative to positive three layers. However, it
is observed that the layer 2 and 3 fringes are slightly bent. Similar phenomenon occurs in
the CC-A-bare system, where the layer 3 fringes are bent into arcs, and the layer 1 and 2
fringes form a circular cloud being wrapped in this envelope. This could mean that while
the CC-A-bare system has changed to somewhere between A and B, the fact that it retains
much characteristics of A-form whereas the other systems (viz. AA-A-bare and AC-A-bare)
look more like B-form implies the system having 100% GC content has higher resilience to
structural perturbations than the those with lower GC contents.
On the other hand, for the B-start systems (second row of Fig. 5.7), we see that the major
difference in the diffraction patterns across different structures is mostly in the secondary
characteristics, rather than in the most prominent ones viz. the central X-shape and the
bright layer 10 fringes. It can be observed that the “fuzziness" of the layer lines between
layers 4 and 9 increases with the CG content. The clarity of the layer lines is a symbol for
the regularity or periodicity of the system: the more fuzzy the lines are, the less regular is
the structure. From the subfigures, we can see that while the layers are still rather distin-
guishable from one another in the AA-B-bare case, it is very difficult to tell which fringe is
from which layer in the CC-B-bare case. Moreover, if we compare the width of the layer 1
fringe, it is obvious that it also increases with the CG content of the system — in the CC-
B-bare case layer 1 is even longer than layer 2, which is typical in the A-DNA diffraction
pattern.
5.5.3 Daunomycin
In this subsection we discuss the structural perturbation induced by the intercalation of a
daunomycin molecule into an inter-base pair site in the same DNA systems used in the
previous subsections. The daunomycin was inserted into the system prior to the simulation
and the intercalation site was chosen arbitrarily in the central region.
Fig. 5.8 shows the simulated XRD pattern of the daunomycin-intercalated systems. By in-
spection, all the six subfigures appear very similar to those in Fig. 5.7; even the secondary
features in the patterns look similar in the corresponding subfigures. This is because there
is only one daunomycin molecule inserted, and its effect on the global structure is limited.
Moreover, the symmetry of the DNA is already broken due to the energy minimisation, and
further small perturbation would not be easily observable by macroscopic means.
AA-A-dau AA-B-dau AC-A-dau AC-B-dau CC-A-dau CC-B-dau
Canon. A 0.40899 0.38897 0.32310 0.36373 0.43294 0.38604
Canon. B 0.36950 0.34084 0.37888 0.28616 0.42717 0.29512
Table 5.3: "') values for daunomycin systems (compared with respective canonical
forms).
Here, we present the "') values for the daunomycin systems (Table 5.3). Each row repre-
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Figure 5.8: XRD patterns of (Left-to-right, top-to-bottom) energy-minimised AA-A-
dau, AC-A-dau, CC-A-dau, AA-B-dau, AC-B-dau and CC-B-dau simulated using
PYRALLEX.
sents the canonical form of DNA, whose base sequence is determined by that of the drug-
DNA complex system. For instance, for the cell on the first row ("Canon. A") and third
column ("AC-A-dau"), the value (0.32310) is the "') value when the fully minimised AC-
A-dau system is compared with the canonical A-form of the sequence d(AC)72.
From the table, we can see that all the 12 values are rather high, that even the smallest
value (0.28616) is larger than any value in Table 5.2. This means that all the systems with
daunomycin has deviated drastically from their respective canonical forms. What is more
intriguing here is that, if we compare the pure sequences (AA and CC) with the mixed
sequences (AC), we can see that for the pure sequences, the "') values for the canonical
B-form comparisons are lower than those for the canonical A comparisons. However, for the
mixed sequences, the forms are more-or-less preserved upon minimisation. For example,
the "') value for the "AC-A-dau/canon. A" pair is more than 0.55 lower than that of the
"AC-A-dau/canon. B" pair — the A-likeness is higher than the B-likeness. On the contrary,
the "') value for the "AC-B-dau/canon. B" pair is nearly 0.8 lower than that of the "AC-B-
dau/canon. A" pair, signifying that the tendency of the ACB system to stay in a more B-like
structure is higher than its ACA counterpart to remain in the A-like structure.
5.5.4 Doxorubicin and idarubicin
AA-A-dox AA-B-dox AC-A-dox AC-B-dox CC-A-dox CC-B-dox
Canon. A 0.35537 0.40817 0.33261 0.40263 0.42329 0.34979
Canon. B 0.34011 0.37909 0.39529 0.38903 0.41451 0.33587
Table 5.4: "') values for doxorubicin systems (compared with respective canonical forms).
111
Chapter 5 Alternative method for structural analysis of DNA-drug complexes
Figure 5.9: XRD patterns of (Left-to-right, top-to-bottom) energy-minimised AA-A-
dox, AC-A-dox, CC-A-dox, AA-B-dox, AC-B-dox and CC-B-dox simulated using
PYRALLEX.
In this subsection, we present the results from the studies of the doxorubicin-DNA com-
plex systems. Unlike the previous case of daunomycin, since the XRD patterns for the dox-
orubicin and idarubicin systems resemble those of daunomycin systems, we only briefly
discuss their general appearances and explain the difference between the doxorubicin and
idarubicin cases with the daunomycin systems we have discussed before.
We first note that for the A-start doxorubicin systems, the bright fringes are much dimmer
than those in the corresponding figures in the daunomycin systems. This is probably be-
cause the absolute brightness of the fringe at the equator is higher in the doxorubicin cases.
As a result, the luminosity of the peripheral fringes are normalised to be much dimmer.
Nevertheless, the patterns resemble closely those in the daunomycin case.
In Table 5.4, we present the "') values for doxorubicin systems. When compared with
the numbers in the daunomycin case, we see rather clearly that spread of the values down
columns have greatly reduced in general. For example, the difference between the pairs
"AC-B-dau/canon. A" and "AC-B-dau/canon. B" (in Table 5.3) is about 0.077 whereas the
corresponding pairs "AC-B-dox/canon. A" and "AC-B-dox/canon. B" in the doxorubicin
case has a spread in values of only about 0.013. Moreover, the majority of "') values in the
doxorubicin systems is higher than the corresponding ones in daunomycin systems. These
imply that not only is the tendency of preserving the form in some subsystems lost, but also
the general disruption to the structure brought by the intercalation of doxorubicin is more
prevalent than that of daunomycin.
Finally, we present the results from the simulations of the idarubicin systems, with Fig. 5.10
showing the relevant XRD images and Table 5.5 showing the "') values for the systems.
We first discuss about the "') values. One of the interests regarding these numbers is,
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Figure 5.10: XRD patterns of (Left-to-right, top-to-bottom) energy-minimised AA-
A-ida, AC-A-ida, CC-A-ida, AA-B-ida, AC-B-ida and CC-B-ida simulated using
PYRALLEX.
AA-A-ida AA-B-ida AC-A-ida AC-B-ida CC-A-ida CC-B-ida
Canon. A 0.32132 0.36228 0.32256 0.36616 0.35026 0.47500
Canon. B 0.34841 0.30883 0.38067 0.33587 0.36380 0.39518
Table 5.5: "') values for idarubicin systems (compared with respective canonical forms).
again, the spread of values down a column. It can be observed that while some of the sub-
systems have rather narrow spread of less than 0.02 (for instance, the AA-A-ida subsystem),
other have much wider spread (for example, the CC-B-ida subsystem, having a spread of
nearly 0.08). This means that the tendency of the CC-B-ida system to take a near-canonical
A-form is much more unlikely than to take a near canonical B-form.
Secondly, in terms of the absolute values of the "') , we note that the values for the idaru-
bicin systems are slightly lower than those in both cases involving daunomycin and dox-
orubicin. This is a sign of this drug causing less structural disruption to the intercalated
DNA than the previously two drugs. This observation can be supported by noting which
cell down a column has lower "') value, as this value tells quantitatively how closely a
system resembles a canonical conformation.
We can classify these values by two categories, viz. matching and mismatching. A matching
situation is when the "') value for a pair where the starting form matches with the canon-
ical form (say, A-start with the canonical A) and the value is lower than the other on the
same column. On the contrary, a mismatching situation is the opposite: a lower "') value
occurs when the starting form does not match with the canonical form (say, A-start with
the canonical B). We note that for all the six subsystems with idarubicin, they all fall into
the catergory of matching pairs. This means that whilst structural changes are induced by
the intercalation of the drug, in no cases was the interaction able to change the structure
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enough to attain one close to the counterpart conformation.
5.6 Summary
In this Chapter, we have revisited the structural perturbation caused by anthracycline drugs
intercalations on DNA. We used different methods other than classical MD simulations
to probe the changes and quantify them. In particular, we wrote the PYRALLEX program
which simulates the X-ray diffraction of a structure. Using PYRALLEX and heatmaps, we
showed that we can probe the structural differences between two similar structures by se-
lectively pick out useful features. We also assert that, the technique of the two-dimensional
modified van Hove R-factors, which was used in this work to compare two simulated im-
ages, can also be applied in the comparison between experimental and simulated images.
In this case, one would need the intensity mapping of the experimental images and a global
normalisation of the experimental results with the simulated (or vice versa) prior to the
calculation.
From the structural studies using the PYRALLEX, we discovered that for the vast majority
of the systems with anthracyclines, the conformation of the DNA converged to somewhere
between the A-form and the B-form. This was shown by the appearance of both the char-
acteristic XRD patterns of A- and B-forms simultaneously in the most stable states of the
DNA-drug complexes after simulated annealing. However, as we also probed the relative
likeness of those structures to the canonical conformations. We found that although the
three drugs being studied only differ with each other by a small component in the side
chains, they exhibit rather different behaviours on the DNA. For instance, daunomycin and
doxorubicin seem to cause a structural transit to a more B-like conformation with little re-
gard to the starting conformation. On the other hand, idarubicin produced more "matching
pairs" in the modified van Hove R-factors, while keeping the R-factors lower than the other
two drugs, indicating that it may stabilise the DNA to the original conformation.
Although initially PYRALLEX was written to simulate the X-ray diffraction pattern of a
given structure, its potential usage could be extended beyond its initial intended purpose.
For instance, numerical simulations can be performed to produce images prior to doing
imaging experiments. In this way, structural experimentalists would only need to compare
their results with those calculated using PYRALLEX. If the images agree with each other
then it could massively save analysis time for experimentalists, as they only need to ob-
tain the raw structural parameters from the PYRALLEX input, rather than having to reverse
engineer the structures themselves.
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Simulation of covalently closed
circular DNA
6.1 Introduction
As have been touched on in the previous chapters, covalently closed circular DNA (cc-
cDNA) is a double-stranded DNA whose 5’-end is connected to its 3’-end via strong cova-
lent bonds. It exists naturally in prokaryotes such as yeasts and bacteria, both of whose
chromosomal DNA and plasmids are in this form. In higher organisms, DNA is usually
wound around proteins (called histones), but since the packing of the molecule is very tight,
it can be approximated as a circular ring of DNA.
Not only is the DNA tightly packed as mini-circles, it was found also that in physiolog-
ical conditions, i.e. in the presence of water and salt and other biological molecules, the
molecule is generally maintained in a homeostatically underwound state [54, 161, 253, 274].
This is not merely a physical result from the interactions among molecules, but also bears
very important biological significance, as the "loosening" of the DNA structure by means
of underwinding facilitates processes which need other molecules’ access to the DNA [90],
with transcription and replication being two of the most obvious examples of.
In this Chapter, we will study the effects of anthracycline drugs on the supercoiling be-
haviours of DNA. However, in order to quantify such behaviours we need to use the ribbon
theory to aid our communication. Therefore we shall start the discussion with the basics of
this theory.
6.2 Ribbon theory
Ribbon theory is a branch of mathematics, in the areas of topology and differential geom-
etry, which deals with how simple and closed ribbons (strips which have the two ends
connected together) 1 and interwoven curves behave. It is closely related to knot theory
1The rigid definition of a mathematical ribbon is a smooth curve with its defining vector depending on a
continuous curve of arc-length B, where B ∈ (0, 1), and a smooth perpendicular which varies at each point on the
curve. [26, 295]. In particular, a simple and closed ribbon must satisfy the conditions of 1) no self-intersection;
and 2) continuity of derivative at 0 and 1.
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and has vast application in physics, especially in the fields of quantum field theory, general
relativity and biophysics. It is also a very useful tool for the analysis of the supercoiling of
circular DNA, which is at the heart of this work.
There are three crucial concepts in ribbon theory, viz. the link, the twist and the writhe, and
they will be discussed in detail in this section.
6.2.1 Link
Figure 6.1: Hopf link being the
simplest non-trivial link. Image
taken from [298].
In topology, a link can be defined as a collection
of non-intersecting knots being linked together by
means of crossing over with one another. The sim-
plest case is known as a Hopf link [234], which
is formed by two components (two knots) crossing
each other exactly once. It then follows that there are
two quantities which could be used to quantify how
two knots are interwound with each other. One of
them is known as the crossing number, and the other
the linking number.
The crossing numberA (C1,C2) is an unsigned quan-
tity (i.e. with no directionality) which tells the total
number of crossovers between curves C1 and C2. For example, in Figure 6.1, we can see two
crossovers between the red ring and the blue ring, and so the crossing number of the Hopf
link is 2.
A very similar quantity is the linking number !: (C1,C2), which incorporates also the direc-
tionality of the crossovers, where the assignment of its sign follows the right-hand screw
rule; it is also always an integer. For instance, in the leftmost diagram of Figure 6.2, if we
align our right palm with the blue arrow, with fingers pointing at the direction of the arrow-
head and curl around the shaft of the red arrow, the thumb points at the same direction as
the red tip (i.e. upwards), and hence the sign of the associated linking number is positive.
On the other hand, taking the third diagram as an example, if we curl our fingers in the
same fashion as before, the thumb will point at the direction (i.e. leftwards) of the opposite
end of the red arrow shaft: the associated linking number for this case will be negative. The





where the = numbers are the total number of crossings in the left-to-right order in Figure 6.2.
It then follows, if we assign the directionality of both circles in the Hopf link to be anticlock-
wise, the linking number is +1, since the upper crossover is the second case and the lower
crossover the first case in Figure 6.2.
There are different methods of computing the linking number for an arbitrary link system,
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Figure 6.2: The four possible link crossing combinations. A broken shaft means the
arrow is beneath the other arrow. Image taken from [300].


















(C1(B1) × C2(B2)) · [G1(B1) − G2(B2)]
|G1(B1) − G2(B2) |3
3B23B1 (6.2)
where G 8 (B8) are the coordinates of a point on curve 8 in terms of the arc length B8 and
C 8 (B8) ≡
3
3B8
G 8 (B8) is the spatial derivative of the coordinates.
In DNA research, it is customary to choose C1 as the helical axis and C2 as one of the two
strands [266]. Mathematically, it is convenient to define a quantity, called the frame F , for
the ribbon, with a formal definition of being a closed curve displaced along the normal of
the ribbon by a small amount Y [197]. Hence, for every point on F , the coordinate H (B) is
defined as
H (B) = G (B) + Y=̂ (B) (6.3)
where G (B) is the basis point on the knot and =̂ (B) is a unit normal vector from the knot.
It thus follows that a plasmid can be considered as a simple closed ribbon with the frame
defined as one of the two strands, hence C2 is a frame for C1. Now, because the quantity
denotes the linking properties between a ribbon and its own frame, the linking number is
also known as the self-linking number (!: [155], hence
(!: (C1,C2 = FC1) ≡ !: (C1,C2) (6.4)
6.2.2 Twist
Similar to the linking number, the twist tells how much a ribbon twists around its own axis.
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where n`aU is the Levi-Civita pseudotensor. Obviously, Eq. 6.5 can be readily re-written






























For application in DNA systems, we follow the definitions of C1 and C2 from above, i.e. C1
is the helical axis of the DNA and C2, as the frame, is one of the phosphate backbones. Then















thus having the same form as the definition in Swigon [266] where = was defined as = =
G2(f(B)) − G2(B) 3.
6.2.3 Writhe
Last but not least, the writhe is a concept which characterises the extent of chiral deforma-
tion of a single ribbon. In particular, it measures how much a closed ribbon deviates from
being planar, implying that the writhe of a ribbon is exactly zero if and only if it is planar.
Much similar to the concept of the linking number, but only working on a single strand, the
definition of the writhing number ,A of a ribbon C bears much resemblance to that of the
linking number (Eq. 6.2):
















(C (B1) × C (B2)) · [G (B1) − G (B2)]
|G (B1) − G (B2) |3
3B23B1, (6.8)
where G1 and G2 are two different points on ribbon C and the definitions of the rest of the
variables are the same as those before.
The physical significance of Eq. 6.8 is that, the image of the ribbon (with directionality pre-
defined) is first projected onto a flat plane and the signed crossings along all directions are





2We have strictly followed the rule in tensor calculus that index contraction can only be performed between
one contravariant component and one covariant component, hence the subscripts and superscripts.
3In the original article, the author did not specify the normal vector = to be a unit vector. However, it can
be shown trivially, that the perturbation factor Y which appeared in Eq. 6.3 can be absorbed into =̂ such that
= ≡ Y=̂, and that Y is cancelled out in the vector transformation process.
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6.2.4 Călugăreanu-White-Fuller theorem
Of the three quantities mentioned above, only the (self-)linking number is topologically
invariant, meaning that this quantity is independent of homotopic deformations [266] 4.
On the other hand, the writhing and twist numbers are not topological invariants; these
numbers change with any topological deformations.
Călugăreanu proved in 1961 [58], for the first time, that these three numbers of seemingly
very different natures — not only their topological invariance, but also their integrality ((!:
is always an integer but )F and,A are rarely integers 5) — can be nicely linked together by
a simple relationship
(!: (C1,C2) ≡,A (C1) +)F(C2,C1) (6.9)
This theorem (the “Călugăreanu theorem") was first proposed for a closed three-dimen-
sional system, but was extended to systems of higher dimensions by White [293] in 1969.
Two years later, Fuller [102] focussed on the calculation of the writhing number, applied
this theorem to an elastic rod system and produced speculations on the applicability to
supercoiled DNA systems. The theorem is hence known fully as the “Călugăreanu-White-
Fuller theorem" (hereby “CWF theorem"), and has been used extensively in the study of
circular DNA systems, even by Crick [56] who had proposed the double helical structure.
The CFW theorem can be easily observed using a soft rubber tube or a coiled telephone
wire, which are manufactured to have intrinsic material properties such as the tensile
strength. If one holds the two ends of the tube together (hands on top of circle), joining
them to form a circle while twisting the right hand forward (positive direction according
to the right hand screw rule, hence overtwisting), the bottom of the circle can be observed
to start spinning in the anticlockwise direction, and the tube becomes supercoiled. This is
because as we induce an overtwist (Δ)F > 0), the linking number is increased by the same
amount simultaneously. Note that !: is not an invariant in this case since the tube, the
topological object, is not closed, and hence a non-homotopic deformation would change its
value. Now since the addition of twist would add a torsional stress to the system, the tube
would supercoil itself in order to relieve this stress. In this process, the writhe would have
the same direction as the original twist and the magnitude of the twisting number would
decrease. In this process, the linking number is held constant as no external factors are
currently causing the topological deformation, and such deformation is purely homotopic.
An immediate implication of the CFW theorem, when incorporating the fact that the self-
linking number is geometrically and topologically invariant, is that in a homotopic defor-
mation a change in the twist is compensated exactly by a change in the writhe in the oppo-
site direction, and vice versa. Mathematically,
Δ,A (C1) +Δ)F(C2,C1) = 0
Δ,A (C1) = −Δ)F(C2,C1). (6.10)
This redistribution of the twisting and writhing number is known as the twist-writhe par-
4A homotopic deformation is a change of shape of a topological object through a continuous path of homeo-
morphisms. In layman terms, such deformation does not require the breaking of the original topological object.
5The proof is beyond the scope of this work.
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titioning [247]. This relationship is of crucial importance in the quantitative studies of cir-
cular DNA systems. This is because, as applied to DNA systems, it states that unless the
backbones are cleaved (by DNA topoisomerases) 6, twisted (by gyrases) and religated (by
ligases), the overall linking number of the closed DNA is kept constant.
Here, another important quantity, known as the persistence length !?, should be mentioned.
The persistence length of a material, in layman terms, is a measure of the rigidity or the
stiffness of the material. More scientifically, it is the length at which the position of a seg-
ment of a material (or, molecules or residues in a polymeric chain) loses its correlation with
that of another segment. That is to say, strings of lengths shorter than their persistence
lengths can be modelled roughly as semi-rigid beams, whereas those longer than the re-
spective persistence lengths have to be modelled using multi-dimensional random walker
models [302].
Now, in the previous model of the rubber tube, since the tube has a persistence length of
about 25cm [211], and the typical length ! of the tube being used in the demonstration is
about one or two metres, the !/!? ratio is relatively low, and the tube is hence rather rigid.
This is the reason why as soon as we induce a twist, the tube would start supercoiling
almost immediately. On the other hand, as a thought experiment, if we could have a giant
machine which does exactly the same as our hands did in the mini-experiment, but only
on a circularised tube of, say, 50 metres, the rate of the supercoiling should be much slower
due to the lower average torsional stress on the structure.
The latter case is exactly what happens in DNA systems. The persistence length of a double-
stranded DNA is typically about 390Å [120] (which converts to about 115 bps, assuming an
axial distance of 3.4Å per bp), and bacterial plasmid DNA is of a typical length of 1 to 200
kbps [271]. Hence the plasmid DNA usually has a very large !/!? ratio and the topoiso-
merases and gyrases act as the mighty machinery in the previous thought experiment, and
a slow supercoiling rate (comparing with atomic timescales) of the DNA thus results.
6.3 Methodology
6.3.1 Evaluation of salinity and solvent dielectric constants
In this chapter, since simulations are performed using the generalised Born implicit sol-
vent (GBIS) model, a few parameters are known to contribute greatly to the credibility of
any simulation outcomes, with two particularly important examples being salinity and the
associated dielectric constant of the solvent. This is because as explained earlier in Sec-
tion 2.6.2, implicit solvent schemes model the environment as a continuum with a preset
dielectric constant.
The dielectric constant YA is a factor which modifies the electric permittivity Y of a medium.
In vacuum, the permittivity is called the permittivity of free space, Y0. But in other media, this
value is higher, hence can be expressed as a multiple of Y0, i.e. Y = YAY0. The generalised
6Whether one or both backbones are cleaved depends on the type of the topoisomerase.
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then tells us that the force exerted on a charge @2 by another charge @1 is weakened by
a factor of YA when in a non-vacuum medium, since YA > 1. This is called electrostatic






which is a measure of how far electrostatic effects reach in a screened system. Here,  is the








where 28 and I8 are the molarity and charge of the 8-th ionic species. In particular, the electric
potential due to a point charge & is given by





implying that for every _ away from the point source, the field is decreased by 1− 4−1, i.e.
∼ 63%.
Screening effect has profound influence on the supercoiling behaviour of cccDNA, as su-
percoiling is primarily done due to the long-ranged electrostatic effects. Hence, a change in
the solvent screening strength, which in turn alters the Debye length of the environment,
must change how an atom on one end of the DNA interacts with another on the opposite
end.
The evaluation of the dielectric constant of a solvent may be trickier than it sounds, one
of the reasons being that sophisticated instrumentation is essential in obtaining accurate
results. Studies have been conducted for more than a century but it was not until 1948, that
Hasted et al. performed the first systematic experimental study of the dielectric properties
of salt-water solutions [131] and discovered that for dilute solutions of concentration 2 less
than 1.5M the dielectric constant decreases linearly,
YA = YF −U2 (6.15)
where YF is the dielectric constant of pure water and U is an ion-specific parameter called
the total excess polarisation of the species [105]. Hasted et al. noted that the linearity grad-
ually decreases as 2 increases beyond 1.5M, and reaches saturation at a certain high con-
centration. The theoretical framework of this experimental discovery was investigated by
Gavish et al. in whose work [105] the functional form of Y is formulated as
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Here, Y<B is the limiting dielectric constant of the electrolyte (i.e. molten salt) and !̂ (G) =
coth(G) −G−1 is the Langevin function. The parameters U and Y<B are originally obtained by
curve-fitting experimental data for electrolytes. It was noted in Buchner et al. [29] that both
U and Y<B are in fact temperature-dependent.
In this work, we have adopted the aforementioned model and have added temperature
dependence of individual quantities to make the model even more robust.
For the temperature-dependence of pure water, we have directly adopted the model devel-




where T is the temperature in centigrade. We fitted the parameters U and Y<B with the ex-
perimental data from [29] to give
UNa()) = 14.22544−0.0083)
YNa<B ()) = −0.01069)2 +1.0409) +10.7323,
with both R-squared values very close to unity for the temperature range of 5◦C to 35◦C.
We assert that this fit can be extrapolated for use at a temperature not too far away from this
range, say, the physiological temperature of 37◦C (310K) which we have used throughout
this work, as the dielectric properties should be smooth and so the trend should not change
drastically with such a small perturbation in temperature. We stress here, once again, that
this set of parameters only works for sodium chloride solutions but not those of other ions,
as the parameters are specific to the ion species.
6.3.2 System creation and specifications
In order to simulate the cccDNA-drug complex system we first created the system. In this
project, this was done using the NAB (acronym for Nucleic Acid Builder) program. The
NAB is also a scripting language under the same name. When an NAB script is compiled
and run, the NAB program extracts parameters from the script and feeds them into a sample
C program within the AMBERTOOLS toolbox, which creates an all-atom double-stranded
DNA-only system in the PDB format.
Since the original version of this sample program only allows for the creation of straight-
chained DNA segments, appropriate changes were made in the raw code to include the
bending (hence circularisation) of the segment. Moreover, alterations were also made so
that an initial non-zero change of twist Δ)F can be induced at the creation step. Lastly,
to increase the versatility of the program, subroutines have been added into the code so
that random sequences can be tailor-made to the user’s preferred GC content of the entire
segment. For example, if a user wants a 400b circular segment, with 30% GC content, with
an initial Δ)F of -5, the program will create a 400b random-sequenced circle with around
120 G or C pairs and having exactly 35 turns (cf. a canonical B-DNA has 10 bases per turn).
In this work, we have used a 160b circular segment of the randomly generated sequence
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This sequence has 43 A’s, 44 T’s, 34 C’s and 39 G’s, corresponding to an overall 45 18 % GC
content 7 which is close to the above-said projected value. Moreover, the initial Δ)F was
set to be −2 so that there are exactly 14 turns in the 160b segment (Fig. 6.3).
Figure 6.3: Coarse-grained representation of 160b circular DNA with turn counts. Left
— Natural system with 16 turns. Right — System with 14 turns used in this work.
Figures produced using VMD [145].
In order to speed up simulation and to allow for a longer simulation time, hybrid all-atom
(AA) / coarse-grained (CG) systems have been adopted throughout this work, where the
DNA segment was fully coarse-grained using the CGCONV utility within the SIRAH tool-
box. The coarse-grained DNA was read into the XLEAP program and drug molecules (in
AA model) were added to the system manually using the graphical user interface of XLEAP.
For each of the systems, seven drug molecules, i.e. one molecule per two turns, were placed
near the grooves of the DNA. We chose particularly this number as it is the closest integral
factor of the number of turns (14).
In this chapter, the drug molecules chosen were daunomycin (DAU), doxorubicin (DOX)
and idarubicin (IDA). Then the 5’ and 3’ ends of each of the two strands were bonded
together so that the DNA would not relax back into an open-chain during the course of
simulation. Moreover, systems were set up for the GBIS solvent model using the Onufriev-
Bashford-Case model [221] for the effective radii for atoms.
7Since the complementary base for A is T and that for G is C (and vice versa) the GC content on the Crick
strand is the same as that on the Watson strand.
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Concentration (in M) Dielectric constant
0.01538 (= 0.12) 74.042
0.03076 (= 0.22) 73.881
0.07690 (= 0.52) 73.399
0.1538 (= 1.02) 72.595
0.3076 (= 2.02) 70.997
0.7690 (= 5.02) 66.349
1.5380 (= 10.02) 59.510
Table 6.1: Concentrations and corresponding dielectric constants of NaCl solution used in
this work.
6.3.3 Energy minimisation and simulation protocols
Once the systems 8 were created, they were energy-minimised using NAMD. The minimisa-
tion process adopted in this chapter only consisted of a single static stage, in which systems
were minimised under the conjugate gradient scheme for 5,000 steps at 0K. The purpose
of this stage was to crudely remove any unphysical atomic contacts which would result in
extremely high pairwise potential energy. Dynamic minimisation, i.e. simulated annealing,
was not adopted in this part, due to two main reasons. Firstly, the systems would evolve
during the MD simulation stage, and hence the conformation of the system would change
drastically, and thus it is pointless to absolutely minimise the initial structure. Secondly,
and much more importantly, an artificial and near-perfect circle with a non-zero initial Δ)F
value is, by nature, carrying a lot of stress in the structure. An annealing of the initial system
would hence render the conformation randomised and resulting in the loss of meaningful-
ness of the study in this chapter, which is the rate of relaxation of a stressed plasmid into a
plectoneme.
For the MD simulations, each of the systems was first heated from 0K to 310K in 124 ps,
then the temperature was kept at 310K for the entire duration of the simulation, i.e. 100 ns.
Since the vast majority of the particles being used in the simulations were coarse-grained
"super-atoms", we have chosen a rather long temporal step size of 4 fs per step, hence each
simulation consisted of 25 million steps. We have used the Langevin thermostat in this
work to regulate the system temperature, and the damping factor (collision frequency) was
chosen to be 3.0 ps−1. Moreover, to facilitate the long-ranged electrostatic interactions, the
electrostatic cutoff radius and the radius of pair-listing were set to 150Å and 200Å respec-
tively 9.
Since one of the main focuses of this chapter is to study the effect of salinity on drug-DNA
interactions, each of the DNA-drug complex systems was split into seven different cases,
which were simulated using the same protocol as described above, but in different concen-
trations of NaCl. The concentrations used throughout this chapter, and their corresponding
8By a system we mean an ensemble consisting of the 160b plasmid and 7 drug molecules as described
above.
9A pair-list is a list of atoms within a shell of a certain thickness beyond the cutoff radius. In this work,
the thickness was (200− 150)Å= 50Å . The significance of such a list lies in the enhancement of computational
efficiency. The pair-list is computed once per few calculation cycles, and atoms inside the list are the candidates
of those which could potentially enter into the cutoff radius, hence having interactions. Having such a list could
prevent unnecessary searches for atoms beyond cutoff.
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dielectric constants (calculated using Eq. 6.16) are listed in Table 6.1.
Another feature in the MD protocol is the forced hydrogen bonds. In this work, we con-
strained the interatomic distances between corresponding super-atoms within the same
base pair to their SIRAH preset value, which range from 2.81Å to 2.90Å according to the
species, by means of a strong spring constant of 10 kcal mol−1 Å−2. This is because whilst
natural inter-bp hydrogen bonds are strong, they are still weaker than the overall stress. It
was shown in early tests of this work, that the DNA would partially melt at regions with
the highest stress to form bubbles as a means of relieving the stress.
Last but not least, since the simulations in this chapter were all performed using the GBIS
scheme, i.e. without a finite-sized simulation box, the small molecules have the potential
of drifting off from the DNA, causing the extent of interaction to decline over time. To
alleviate this problem, a spherical unphysical soft boundary (with a radius of 10Å and an
exterior potential barrier of 1 kcal mol−1 Å−2) was imposed on each drug molecule around
certain DNA residues 10. We divided the 160 bps into seven sections (since there are seven
drug molecules) as evenly as possible, i.e. six groups with 23 bps and one with 22 bps, and
the centroids of the spherical constraints were then set to be the centroid of each group. For
example, for the first drug molecule, its constraint included the first 23 bps (i.e. residues
1 to 23 and 298 to 320). The reason behind such a choice is that, since the diameter of a
DNA “cylinder" is about 20Å [49, 245], choosing a 10Å diameter boundary can more-or-
less ensure the constrained molecule to interact with the DNA 100% of the simulation time.
Moreover, due to the aromaticity of the chromophores of the drug molecules, it has been
seen in unconstrained test simulations that two drug molecules stack upon each other and
form a duplex. Not only do such duplex systems hinder intercalating actions of individual
molecules because of the increased overall thickness, the mode of normal interactions with
DNA can be drastically changed as well, primarily because of the doubling of the total
mass and the change in electrostatics of the molecule (or complex). The imposition of such
a constraint as described above can effectively prevent multiplexing from occurring, at least
in the relatively early stage of simulations.
6.3.4 Data analysis
Analyses in this chapter can be broadly divided into two categories, viz. qualitative and
quantitative. Qualitative analysis includes the evaluation of the shape of plasmids during
the course of simulations. This was mostly done via inspection of simulation snapshots
using the visualisation software VMD. The main features we are most interested in include
the evolution of the shapes of plasmids and the positions of the drug molecules during the
simulations.
On the other hand, quantitative analysis entails the evaluation of the time evolution of
Δ,A, i.e. the writhe number. A Python wrapper code was written for the calculation of this
quantity using the library pyknotid. Each full 100 ns simulation (in 20,000 snapshots) was
divided into 200 chunks of 0.5 ns (100 snapshots each frame). The instantaneous coordinates
10A residue in a biological macromolecule is a basic building block of it. For example, in proteins a residue
can be an amino acid, whereas in DNA a residue is typically a whole nucleotide.
125
Chapter 6 Simulation of covalently closed circular DNA
of the atoms at the final snapshot of each chunk were recorded. Then a virtual “ribbon"
was formed from the centroids of the bps in the DNA, which are defined as the average
of the coordinates of the six super-atoms representing the nucleobases within base pairs.
The “ribbon" was then smoothed by taking samples once every eight base pairs, so that the
smoothed “ribbon" consisted of 20, rather than all 160 points. This is because for a non-
“canonical B-form" DNA, since the nucleobases are tilted, the centroids would form a helix
by themselves which in turn has its own )F and ,A values, which would interfere with
the global values. Whilst using a smoothed “ribbon" may risk losing some of the features,
it gives a better representation of the system on the tertiary structure level. With this, the
writhe value of the smoothed ribbon Δ,A (C ′) at a particular time C ′ was then calculated
using the aforementioned wrapper code. The whole Δ,A (C) profile was formed by joining
all the Δ,A values at the 200 time frames, plus the post-minimisation configuration as the
first frame at C = 0.
The essence of the quantitative analyses lies in the next part, where the writhe profiles
obtained in the previous step were fitted to the form






where  and  are fitting parameters and g is the time constant. Here,  represents the total
span of the time-dependence writhe value and  is the steady-state value for the writhe (i.e.
at C→∞). To probe the rate of change of,A, we took the time derivative of Eq. 6.18 to get
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In terms of error analysis, since curve-fittings were performed using the curve_fit func-
tion in the python library scipy.optimize, the standard deviations of the ,  and g
parameters were obtained by directly taking the square roots of the diagonal elements of
the covariance matrix from the outputs. As for the error (standard deviation) of the initial
rate '0, we have exploited the relation
f'0 =








where f and fg are the standard deviations of  and g obtained using the method de-
scribed above. The absolute values of the partial derivatives are taken because errors accu-
mulate.
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6.4 Results and discussion
In this section we present the results from the simulations of the cccDNA-drug systems.
The flow of presentation in each of the system will follow roughly the list below:
1. Discussion on the shape of the plasmid
2. Discussion on the interaction mode between the drug molecules and the DNA
3. Discussion on the writhe number profile
4. Comments on the rate of supercoiling
In the context of physiology, human blood serum can be divided into three groups accord-
ing to the sodium concentration, viz. isonatremic, hyponatremic and hypernatremic. The
meanings of these terms can be seen from their respective Greek roots: isonatremic environ-
ments are those having similar sodium concentration to physiological systems (∼ 153.8mM),
whereas hypo- and hypernatremic environments correspond to those with significantly
lower and higher sodium contents than the number quoted above. In the discussion be-
low, we will use this categorisation for our systems of different sodium concentrations.
6.4.1 Bare DNA — control
Isonatremic environment We first investigate the effect of salinity on the supercoiling
behaviours of a bare plasmid. We consider the system in isonatremic environment first,
as this is the most natural form of the system possible, and should serve well as a control
experiment.
Figure 6.4 shows the snapshots taken from the simulation of bare DNA in isonatremic envi-
ronment. It can be clearly seen (especially from the lower subfigure) that during the process
of supercoiling, the plasmid formed kinks on opposite sides of the circle first, then the cross-
ing of the strands slid up the circle until it reached roughly halfway up the circle. This is
clearly counter-intuitive, as one would logically deduce that with the natural preference of
symmetry, the simplest way of creating an “8-shaped" knot is to twist the two opposite ends
at the same rate but in opposite directions.
Figure 6.5 shows the time evolution of the writhe number of the system. The blue curve
(i.e. the data obtained directly from the simulation) shows that the Δ,A value started
from a value very close to zero and gradually decreased to rather near -1. The rate of
decrease of Δ,A is noted to decrease with time, and the value tended to a saturation point
near the end of the simulation. The profile was fitted to the exponential form explained
above (Eq. 6.18) and we obtained for the parameters  = 1.034± 0.028,  = −0.970± 0.007
and g = (12.788±0.606)ns. Hence the relative errors (percent errors), i.e. f

etc., of the pa-
rameters are 2.7%, 0.7% and 4.7% (rounded to 1 decimal place) respectively, in turn showing
that exponential regression is suitable for use in the analysis of the time-dependent writhe
value. However, although the aforementioned regression model is proven to be appropri-
ate, the instantaneous deviation of the data points from the fitted curve is worth mentioning.
From Figure 6.5, we can see that the Δ,A value fluctuates rather wildly at times (cf. near
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Figure 6.4: Snapshots from simulation of bare DNA in isonatremic environment, taken at
10ns intervals. Lower subfigure shows the same snapshots as the upper but rotated about
the +I axis by 90◦ anti-clockwise. Direction: Left-to-right, then top-to-bottom.
the start). This is because Δ,A , whilst telling how tightly a loop is supercoiled by counting
the number of strand crossings, is highly sensitive towards the structural topology of the knot,
which includes features such as local twists and bends and the non-planarity of the knot.
This then makes the non-integer values easily justifiable: if these are not taken into account,
then regardless of how twisted or bent the knot is, so long as there is one crossing between
the strands |Δ,A | must be exactly unity 11, which is clearly not the case. To consider the
same argument from another perspective, there exists infinitely many conformations of the
system which could give rise to the same Δ,A as the positions of the atoms, i.e. points on
the knot, are continuous quantities (cf. Eq. 6.8). Therefore, the absolute value of Δ,A at a
particular time does not necessarily give adequate information about the system conforma-
tion, whereas the trend which it takes over time conveys a more important message, which
is how the plasmid topology transforms macroscopically.
11The sign of Δ,A only tells the directionality of the supercoil.
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Figure 6.5: Writhe number profile for the bare DNA in isonatremic environment. Blue: data
from simulation; Red: exponential fit of data.
[Na+] A f B f g fg '0 f'0
0.1 1.024 0.019 -0.843 0.010 23.163 1.030 -44.217 2.785
0.2 0.681 0.025 -0.662 0.007 15.412 0.981 -44.214 4.301
0.5 1.094 0.017 -0.970 0.008 20.383 0.715 -53.692 2.740
1.0 0.997 0.019 -1.019 0.011 23.513 1.100 -42.393 2.799
2.0 1.099 0.023 -0.985 0.007 14.801 0.570 -74.277 4.399
5.0 1.249 0.025 -1.229 0.006 11.725 0.405 -106.233 5.792
10.0 0.766 0.036 -0.611 0.006 6.661 0.498 -114.972 13.986
Table 6.2: Exponential fitting parameters for bare DNA system in different salt concentra-
tions (in multiples of 2 = 0.1538M). Units: [g] = ns, ['0] = ps-1 = 1000ns-1.
Non-isonatremic environments Table 6.2 shows the parameters used in the exponential
fitting of data. We can see that for systems in hyponatremic solutions, the fluctuation in the
initial supercoiling rates of the DNA is relatively small. Moreover, the values are all compa-
rable to the isonatremic case. However, on the other hand, we see that for the hypernatremic
cases, the value of '0 increases rather drastically with the concentration of ions, whereas the
time constant g, which tells how quickly the system attains stable state, decreases quickly
with the increase in solvent concentration. This may imply that whilst the interatomic elec-
tric force extends to infinity, the dominance of the short-ranged and long-ranged effects can
vary a lot. Bearing in mind that supercoiling of cccDNA is mainly facilitated by the long-
ranged component, we can easily see why the systems exhibit such behaviours as described
above. Firstly, the drop in the dielectric constant (cf. Table 6.1) when the salinity increases
from 0.12 to 1.02 (74.042→ 72.595) is relatively small compared to that when the salinity fur-
ther increases from 1.02 to 10.02 (72.595→ 59.510). Since the dielectric constant measures
how strongly the electric field (or force) is weakened, this suggests that the long-ranged in-
teraction is more heavily screened in an environment with a higher dielectric constant than
in one with a lower dielectric constant, due to the inverse-square law of the force. This in
turn means that long-ranged interactions are much less prevalent in low salinity systems
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Figure 6.6: Graph showing initial rate '0 as a function of salinity for bare DNA system.
than in high salinity systems. This is also the reason why we see, in Table 6.2, the nonlinear
increase of the rate of supercoiling with the solvent salinity.
6.4.2 Daunomycin and doxorubicin
[Na+] A f B f g fg '0 f'0
0.1 0.420 0.014 -0.640 0.013 32.344 3.299 -12.982 1.761
0.2 0.870 0.018 -0.880 0.021 41.064 2.673 -21.189 1.817
0.5 0.846 0.024 -0.866 0.007 14.109 0.747 -59.960 4.911
1.0 1.002 0.022 -0.956 0.007 16.541 0.696 -60.604 3.856
2.0 0.971 0.017 -1.027 0.007 19.372 0.721 -50.110 2.739
5.0 0.899 0.015 -0.956 0.006 18.576 0.663 -48.398 2.560
10.0 0.912 0.022 -0.876 0.005 10.615 0.435 -85.898 5.607
Table 6.3: Exponential fitting parameters for DNA-DAU system in different salt concentra-
tions (in multiples of 2 = 0.1538M). Units: [g] = ns, ['0] = ps-1 = 1000ns-1.
Table 6.3 shows the parameters determined from the exponential fitting of data points ob-
tained from the DNA-DAU system. We can see that the trend of the initial rate '0 does not
follow strictly that of the control experiment without drug molecules. Firstly, in the cases
where the system was under extreme hyponatremia, we observe that the '0 values are ex-
tremely low, when compared with values from systems with higher sodium concentrations
and those from their counterparts in the control experiments. This is contributed both from
the very low values of  (the extent of supercoiling) and the abnormally high values of g.
Secondly, we see quite clearly that the variation in '0 with respect to the salinity from [Na+]
= 0.5 onward is not as high as that in the control experiments. Moreover, for the vast major-
ity of '0 values in the DNA-DAU systems, they are lower than their respective counterparts
130
Chapter 6 Simulation of covalently closed circular DNA
2-4 2-3 2-2 2-1 20 21 22 23
















Figure 6.7: Graph showing initial rate '0 as a function of salinity for DNA-DAU system.
'0 for bare DNA plotted in red for comparison.
in previous discussions. This can be attributed to the interactions between the drug and the
DNA.
[Na+] A f B f g fg '0 f'0
0.1 0.704 0.009 -0.718 0.005 23.866 0.712 -29.506 1.239
0.2 0.729 0.013 -0.755 0.006 21.345 0.847 -34.169 1.953
0.5 1.039 0.018 -0.993 0.006 15.008 0.480 -69.202 3.394
1.0 0.863 0.025 -0.830 0.006 10.564 0.513 -81.678 6.316
2.0 0.807 0.020 -0.800 0.004 10.492 0.443 -76.887 5.172
5.0 1.128 0.019 -1.178 0.006 15.965 0.504 -70.674 3.395
10.0 1.107 0.061 -1.082 0.006 17.772 0.528 -62.272 2.764
Table 6.4: Exponential fitting parameters for DNA-DOX system in different salt concentra-
tions (in multiples of 2 = 0.1538M). Units: [g] = ns, ['0] = ps-1 = 1000ns-1.
Table 6.4 shows the parameters determined from the exponential fitting of data points ob-
tained from the DNA-DOX system. Since the basic method of analysis for doxorubicin
systems is the same as that for daunomycin systems, we will not repeat the procedures
here. However, in terms of the results, we do see an interesting phenomenon in the DOX
case which does not occur in DAU, which is the decrease in '0 when salinity goes higher
than the physiological value of 12 = 153.8mM. We assert that this is related to the structural
difference between the two molecules. From Fig. 1.8 we see that whilst the structures of
DAU and DOX are nearly identical to each other, the relatively inert acetyl side chain in
DAU is swapped into a more reactive carboxyl group. This means that while DAU inter-
acts weakly with the DNA via induced dipole moments, the interaction between DOX and
DNA is much stronger as it is a direct electrostatic interaction. This also implies that DOX
when interacting with DNA, actively changes the electrostatic behaviour within the DNA
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Figure 6.8: Graph showing initial rate '0 as a function of salinity for DNA-DOX system.
'0 for bare DNA plotted in red for comparison.
substrate, with effect especially prevalent in the long-ranged forces.
6.4.3 Idarubicin
[Na+] A f B f g fg '0 f'0
0.1 0.792 0.012 -0.787 0.010 29.833 1.305 -26.999 1.622
0.2 0.477 0.013 -0.526 0.004 13.632 0.688 -34.982 2.743
0.5 0.921 0.015 -0.925 0.006 19.425 0.683 -47.396 2.446
1.0 1.112 0.023 -0.977 0.026 41.233 2.630 -26.695 2.266
2.0 0.998 0.028 -1.072 0.028 34.607 3.012 -28.824 3.314
5.0 1.147 0.031 -0.939 0.006 9.547 0.429 -120.116 8.654
10.0 1.414 0.025 -1.333 0.014 23.338 0.987 -60.569 3.623
Table 6.5: Exponential fitting parameters for DNA-IDA system in different salt concentra-
tions (in multiples of 2 = 0.1538M). Units: [g] = ns, ['0] = ps-1 = 1000ns-1.
A similar phenomenon occurs with systems involving idarubicin as in those involving the
two other drugs, where we see that apart from one particular case, the supercoiling of the
cccDNA had been slowed down by the interaction with idarubicin. However, what is in-
teresting here is the case where [Na+] = 52, where a sudden spike in '0 can be seen.
The reason for this can be understood from Fig. 6.10, the snapshot from the simulation
at C ∼ 35ns. We can see rather clearly that two of the seven IDA molecules have formed
a duplex, which we have discussed before, and are bridging across two segments of the
DNA. We assert that this bridging action is facilitated by the high charge density of the
backbone of the DNA and the polarisability of the drug molecules. Due to the interaction,
the two sides of the arc are held relatively close together, producing a short region within
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Figure 6.9: Graph showing initial rate '0 as a function of salinity for DNA-IDA system.
'0 for bare DNA plotted in red for comparison.
the DNA with a very high curvature. This also explains why the value of g is so abnormally
low, which in turn implies an early attainment of steady-state.
Figure 6.10: An IDA duplex
bridging across an arc of the
DNA.
It is natural to suspect whether there are correla-
tions between such bridging effects and the spherical
positional constraints we imposed on the idarubicin
molecules. The answer to this is rather complicated,
as it is both affirmative and negative, depending on
the stage of simulation. If there were no constraints
imposed, whilst the DNA would still undergo super-
coiling, since the drug molecules are free to move,
the formation of bridges would be purely probabilis-
tic. However, as we have seen in the case with con-
straints, the occurence of bridging is certain. This
can be attributed mostly to the regular placement
of the drug molecules, which implies that regard-
less of how the DNA carries out supercoiling, at least
one drug molecule could be found around where the
strands cross each other, which then would be eligi-
ble for exerting the bridging action. Moreover, for the same reason, duplexes are ensured to
form as the DNA supercoils and this further strengthens the bridging between the strands.
Therefore, we assert that whilst the constraints are not the direct cause for the bridging
action, they ensure such interaction happens and enhance its strength.
We stress here, that the aforementioned phenomenon is likely to be due to the concentration
effect of the drug. To illustrate this, we take the typical dosage of idarubicin. As an injectable
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solution, idarubicin is introduced to the (adult) patient in 1 mg/mL concentration (which
converts to 2.010 mM) and 12 mg/m2 amount per day [290]. With the dilution effect of the
blood serum, cell cytoplasm and the nucleoplasm, the concentration of the drug actually
interacting with the DNA should be much lower. This in turn suggests that the probability
of two IDAs meeting each other and forming a duplex which bridges across a short section
of a DNA is, in reality, rather unlikely. Moreover, as elucidated earlier, DNA segments in
cells are typically thousands to millions of base pairs long — a 160b plasmid is extremely
short.
6.5 Summary
In this Chapter, we have studied the effect of salinity and anthracycline drugs on the super-
coiling behaviours of cccDNA. In particular, we have derived a one-equation description for
the estimation of the dielectric constant of a sodium chloride solution, as a function of both
salinity and temperature (suitable up to physiological temperatures). We have also devised
an exponential fit for the time-dependent changes in the writhe number of the cccDNA in
action.
In terms of results, firstly, we have shown that without any external molecules, the rate of
supercoiling of the DNA increases with the concentration of the solvent. However, we dis-
covered that the increase in the rate is not linear with solvent concentration, due to the non-
linearity of the dielectric constant with respect to salinity. Nevertheless, we assert that the
overall trend is expected, as the driving force of DNA supercoiling is long-ranged electro-
static interactions which are inversely proportional to the dielectric constant of the solvent.
Secondly, we have shown that with the introduction of external drug molecules, the super-
coiling behaviour has changed. For example, in both the cases of daunomycin and doxoru-
bicin, supercoiling at low and high salinities are suppressed, whereas at near-physiological
salinities, the rates of supercoiling are more-or-less maintained at the value without the
drugs.
Thirdly, in nearly all cases with idarubicin, we saw that the rates of supercoiling were being
suppressed. However, in the case where the salinity was five times the physiological value,
supercoiling was speeded up. We attributed it to the duplexing of two adjacent idarubicins
and the bridging action of the duplex between two short segments of the DNA which forces
the formation of a sharp nick in the DNA.
Finally, as a consequence of the general retardation of supercoiling due to interactions be-
tween anthracycline molecules and plasmid, we assert that such overall action of the drugs
and DNA, and the topological variations thereof, may also cause the mode of interactions
among DNA, anthracyclines and topoisomerases (the enzymes whose functions are inhib-
ited by the above-said drugs) to change, hence suggesting another pathway of pharmaco-
logical actions of the drugs.
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Energetics studies of DNA
intercalation
7.1 Motivation of studies
In the previous chapters, we have studied the effects of different binding modes of anthra-
cycline drugs on DNA. In Chapters 4 and 5, we have studied the structural perturbation
induced by intercalative binding. In Chapter 6, we have studied how groove-binding (i.e.
non-intercalative) actions of the drugs change the supercoiling behaviour of closed circular
DNAs.
In this Chapter, we will revisit intercalative interactions of anthracyclines, but from the
perspective of the energetics. In particular, we calculate the free energy change associated
with the intercalation of the drugs. The free energy change Δ of a reaction, as explained in
Chapter 2, is directly linked with the equilibrium constant through the equation
 eq = exp (−VΔ)
which implies that, for a reversible reaction, the more negative the Δ value, the further
the equilibrium shifts towards the products side. In the case of intercalative interactions,
the equation means the more negative the Δ is, the more likely the intercalation would
happen.
This has a pivotal importance in this work, since we would like to learn which drugs have
higher intercalation probability. The probability of action is one of the most vital measures
of the effectiveness of a drug. However, the effectiveness of a drug does not solely depend
on the overall reactivity on the substrate. Another important feature of DNA- or protein-
binding drugs could come from the sequence-specificity of their action. This is because
these drugs, especially anti-cancer agents, should target specific site(s) of the DNA or pro-
teins which contribute most towards the uncontrollable growth of the cancerous cells or
the devastating effects of those cells on the body. If an intercalating drug does not have
a clear site-specificity, meaning that the tendency or probability of intercalation into other
irrelevant sites are significant as well, then it might also exhibit other pharmacokinetic side-
effects, such as cardiotoxicity [283], on the patient’s body, which could be potentially fatal.
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7.2 Methodology
7.2.1 System hierarchy
In this Chapter, we calculate the Δ for the drugs’ intercalation using the eABF algorithm
described in Sec. 2.7.2. Moreover, the procedures which have been adopted for the cal-
culations follow strictly the geometrical transformation, or the "stacking the matryoshki",
method, as explained in Sec. 2.7.1. Therefore, before going into the technicalities regarding
how the simulations or calculations are done, it is necessary to first explain the nomencla-
ture of our systems, and to explore what contributes to every layer of "matryoshka".
Fig. 7.1 shows the hierarchical structure of the systems used in this Chapter, with the CVs
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Figure 7.1: Flowchart showing the hierarchical structure of systems in Chapter 7.
The first layer constitutes the binary step sequence of the DNA, that is, the base sequence
of the two nucleotides which make up the intercalation site. Naïvely speaking, because
there are four types of nucleotides, the total number of possible combinations of a two-step
sequence is 42 = 16. However, some of these dinucleotide steps are not unique and can be
re-created by means of swapping and inverting of other dinucleotide steps. As such, it is
widely accepted in the biochemical community to define ten such steps which are mutu-
ally independent of each other, viz. A-A, A-G, G-A, G-G, A-C, A-T, G-C, C-A, C-G and
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T-A [195] 1.
Svozil et al. [265] performed fully quantum mechanical calculations on the strengths of 5’-
to-3’ directional stacking interactions of the 10 unique steps in B-DNA. It was discovered
through their study that although the stacking energy (determined using the CBS(T) level
theory) range from −15.27 kcal mol−1 (for the G-C step) to −9.93 kcal mol−1 (for the C-C
step), the 5’-to-3’ stacking potentials differ from the 3’-to-5’ by only a few percents. For
instance, the C-G step (-15.22 kcal mol−1) is only about 0.4% higher than the G-C step. In
view of this, we assert that the whilst omitting this small contribution may lead to a slightly
larger error in our calculations it can effectively reduce the computational cost. As such, in
this Chapter, we have further reduced the unique dinucleotide steps to six, viz. A-A, A-T,
A-C, A-G, C-C and C-G.
The second layer only has two components, and it accounts for the binding mode of the
drug, viz. major groove binding and minor groove binding.
The third layer, also having two components, accounts for the orientation of the drug as it
intercalates into the DNA. From the discussion in Chapter 1, we know that all anthracy-
cline drugs have a planar chromophore which serves as the intercalating component, and
one or more side chains ("tails") which stick out into the groove after the chromophore has
intercalated. Owing to the rigid stereochemistry of the ring structure of the chromophore,
these tails cannot freely rotate, and hence could be used to determine the orientation of
the molecule. Fig. 7.2 shows the "upright" and the "reversed" orientations of a dauno-
mycin molecule. All the three anthracycline drugs we use throughout this thesis have a
six-membered sugar ring 2 which is by far the largest side chain at their "tails"; we then call
these sugar rings the major chain. The "upright" orientation is, hence, one which has the
major chain parallel to the direction of the helical axis, whereas the "reversed" orientation
is one which has the major chain point at the reversed direction of the helical axis.
Lastly, the fourth layer has seven components, which accounts for the seven bound-state
collective variables in the ABF and eABF formalisms (cf. Secs. 2.7.1 and 2.7.2), namely the
bound-state RMSD (bsite), the three orientational (Euler) angles (Θ, Φ, Ψ), the two confor-
mational angles (\, i) and the radial contribution A .
The above hierarchical system applies to all the bound-state drug-DNA complex systems.
For the unbound state, we have an alternative CV, viz. bbulk, which accounts for the PMF
contribution from conformational changes of the ligand in the bulk, i.e. free in the solution.
System nomenclature Because of the complexity of the hierarchy of the systems, we have
devised a nomenclature which can be used for all systems in this Chapter for easier com-
munication. The general form reads "dddXXyZz", where the first three letters "ddd" denote
the drug species, using the acronym for the drug name — "dau" for daunomycin, "dox" for
doxorubicin and "ida" for idarubicin.
The next two letters "XX" denote both Layers 1 and 2 in the discussion above. The letters
1The exact combinations of the unique dinucleotide steps are not unique per se. However, regardless of how
the combination is defined, the set should always contain 10 such steps.
2In the IUPAC nomenclature the formal names of daunomycin, doxorubicin and idarubicin all end with
"hexopyranoside", meaning "compounds derived from the hexopyranose sugar".
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Figure 7.2: Schematic diagram showing the two possible orientations of the intercalator.
Left — "Upright"; Right — "Reversed". Red arrows denote directionality of helical axis.
themselves tell the binary step sequence (i.e. Layer 1) whereas the cases of the letters tell
the binding mode (i.e. Layer 2) — uppercase means major groove binding and lowercase
means minor groove binding. For instance, "CG" would mean a major groove binding in a
C-G step, whereas "ac" would mean a minor groove binding in an A-C step.
The single (lowercase) letter "y" denotes the third layer in the hierarchy which accounts
for the orientation of the bound drug. A "u" means the drug is intercalated in the upright
orientation, whereas an "r" means it is intercalated in the reversed orientation.
Finally, the last two letters "Zz" depict the fourth layer in the hierarchy which tells which CV
whose PMF is being calculated. The codes for the angular CVs use the first two letters from
their respective anglicised spellings, with the case of the letters preserved. For instance, "Ph"
(for Phi) is used in place ofΦ, whereas "ph" (for phi) is substituted for i, et cetera. Moreover,
for the bound-state RMSD (bsite) the code is "Bd", whereas for the radial component (A) it is
"Rr".
As an example of a real case studied in this Chapter, the bound-state system "idaCGrPs"
would be, if spelt out in full, "an idarubicin intercalated into a C-G step from the major
groove, in the reversed orientation; the CV concerned is the Euler angleΨ".
For the unbound state, since the system does not have the four-layer hierarchy (cf. right
hand branch in Fig. 7.1), the code is much simpler and only has the form "dddUb" where
"ddd" is still the drug’s code and "Ub" says that the drug is unbound. Hence, the system
"dauUb" is "a daunomycin in the unbound state".
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7.2.2 System specifications
In this subsection, we will discuss the specifications of the systems used for the study in this
Chapter. As discussed in the previous subsection, the systems can be broadly divided into
two categories, viz. unbound-state and bound-state, and so should also be the discussion
about their respective specifications.
Unbound state For systems involving a lone intercalator in the unbound state, the drug
molecules were solvated in a truncated octahedral box of WT4 coarse-grained water
molecules. The box size was set to obey the rules such that the closest distance between
any atom from a WT4 molecule and any atom from the solute (i.e. the drug molecule) is
at minimum 10Å. For the drugs used in this Chapter, counterions were not added to the
system as the solutes are all charge neutral.
Bound state From the discussion in the previous subsection, we see that there are a total
of 3× 6× 2× 2 = 72 bound-state drug-DNA complex systems being studied in this Chap-
ter. Therefore in order to simplify the communication here, we only use one of them, say
"doxACr", as example, and the rest of the systems follow suit.
For the bound-state DNA, we used a short 10 base pair oligomer of the sequence d(AC)10 3.
The DNA was created using the all-atom/coarse-grain (AA/CG) method, where the three
base pairs on either end were coarse-grained and the central four base pairs remained in
all-atom scale. Then the intercalator, which in this case was a doxorubicin, was inserted
manually between the fifth and the sixth base pairs from the major groove, in the reversed
orientation.
The drug-DNA complex system was then charge-neutralised by introducing 18 sodium
counterions, since the 10b DNA has an overall charge of −184 4. Lastly, as in the unbound
case, the whole system was solvated using a truncated octahedral box of WT4 water, with
a shell width of 10Å.
7.2.3 Definitions of atom groups and CVs
Before we proceed onto the discussion of how calculations were actually performed, it is
necessary to first explain how the CVs concerned in this Chapter are defined. Fig. 7.3 pro-
vides a schematic depiction of how atoms in the DNA (the substrate) and in the intercalating
drug (the ligand) are defined.
For the groups in the DNA, the orange stars labelled %8 denote the backbone phosphate
groups of the 8-th nucleotide, whereas the "ladder rungs" labelled #B8 are the 8-th nucleoside
(i.e. the nucleobase plus the sugar). From these we define three groups of atoms for use in
calculation of CVs, viz. S1,S2 and S3 (cf. Fig. 7.3, left). S1 is defined to be the phosphate
3Here the subscripted number denote the total number of base pairs in the oligomer, not the number of
repetition of the motif as in the polymer chemistry sense.
4For an #-bp double-stranded DNA there are 2(#−1) backbone phosphate groups, hence the overall charge
is −2(# −1)4, where 4 ≈ 1.602×10−19 is the standard electron charge.
139
Chapter 7 Energetics studies of DNA intercalation
Figure 7.3: Schematic diagrams showing the definitions of the atom groups for CV cal-
culations in Chapter 7, with daunomycin being used as a representative of the ligand.
group %5 on the Watson strand, S2 to be all atoms from the base pairs making up the inter-
calation site, and lastly, S3 consists of the atoms in the phosphate group %17 on the Crick
strand.
Similarly, three groups of atoms can be defined within the ligand, which we call L1,L2 and
L3 (cf. Fig. 7.3, right). L1 contains all carbon atoms in the three front rings (i.e. the aromatic
region of the intercalating part), L2 consists of the carbon atoms in the non-aromatic ring
closest to the tail of the molecule, and L3 contains only the oxygen linkage between L2 and
the major tail chain of the molecule.
Figure 7.4: Schematic diagram
showing the definitions of CVs
in [307]. Image taken from [307].
With the atom groups defined, we can also define the
CVs in terms of these groups. Following the method
described in Woo et al. [307], we define the CVs as
below:
• Θ = L2—L1—S2 angle
• Φ = L3—L2—L1—S2 dihedral angle
• Ψ = L2—L1—S2—S3 dihedral angle
• \ = L2—S2—S3 angle
• i = L2—S2—S3—S1 dihedral angle
• A = L1—S2 distance
It is noted in Gumbart et al. [122] that the choice of
the L and S triplets, i.e. the definitions of the atom groups, and their combinations in form-
ing the CVs do not matter. This is because, as can be seen from Eq. 2.46, the six bound-state
CVs here, alongside the RMSD, contribute to the entirety of the overall bound-state PMF.
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Thus, although individual PMFs of the CVs will change upon the alteration of definitions
of the constituent groups, the overall PMF should be an invariant, provided that the con-
straints on PMFs are applied in a correct order.
7.2.4 Simulation protocols
7.2.4.1 Energy minimisation
For all the systems simulated in this Chapter, the energy minimisation process consisted of
two steps, viz. linear (static) minimisation and simulated annealing (dynamic).
In the linear minimisation procedure, the systems were energy minimised using 1,000 steps
of conjugate gradient method with velocity quenching to ensure fast convergence to nearest
local minimum.
The procedure was followed by a 15-cycle simulated annealing. In each of the annealing
cycles, the system was rapidly heated up from 0K to 300K in 3,000 steps (3 ps). This was
done by coupling the system to a Langevin heat bath which had a stepwise increment in
temperature of 10K per 100 steps. The system was then allowed to stay at 300K for 5,000
steps (5 ps) before cooling down. In the cooling stage, the system, being coupled to the heat
bath, was slowly cooled back down to 0K in 15,000 steps (15 ps); the heat bath here had a
stepwise decrement in temperature of 2K per 100 steps. After that, the system was allowed
another 5,000 steps for atoms to stop moving. At the end of all 15 cycles, a further 50,000
steps was run with the heat bath being kept at 0K. Hence, the entire annealing procedure
consisted of 470,000 steps (470 ps).
We assert that the annealing procedure is crucial in the work which will be presented in
this Chapter. This is because not only do we need the systems to be in the state with the
lowest possible energy 5 but we also need the values of the CVs at that particular state
(cf. Sec. 2.7.1) as they represent the reference value in the eABF constraints which take the
Hookean form.
7.2.4.2 MD simulation protocol
The MD simulation procedure was one where the PMFs of the CVs in a particular drug-
DNA compound system were calculated. Basically, they all follow the same heating proto-
col, where systems were heated from 0K to the physiological temperature of 310K in 31,000
steps, by coupling to a Langevin heat bath which had a stepwise increment in tempera-
ture of 1K per 100 steps. The heating stage was followed by an NPT simulation where the
PMFs were calculated on-the-fly; the pressure was maintained by means of a Langevin pis-
ton at 1 atm and the temperature was kept at 310K. The simulation time of this stage was
determined by the CV being calculated — the full duration for A (the radial contribution)
calculations was 1,000,000 steps (1 ns) whereas those for the calculations of other CVs were
500,000 steps (500 ps).
5With such complex a system, it is nearly impossible to tell whether the ground state has been attained
without the use of techniques such as Monte Carlo simulations, which would involve huge computational cost.
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Ten repetitions were performed for each of the CVs, so there were altogether 72× 7× 10 =
5040 bound-state calculations as there are 72 systems which has seven bound-state CVs
each. Moreover, for each of the drugs there is a CV accounting for the unbound state, hence
adding another 3×10 = 30 simulation runs.
Lastly, in terms of the technicalities regarding the simulations performed for this Chapter,
all simulations were run on the VIKING supercomputer at University of York, using two
nodes (80 CPUs) per simulation run. Typical run-time for a bound-state minimisation run
was about 15 minutes each, whereas that for a bound-state simulation run was about 35
minutes each. All simulations were performed with explicit coarse-grained solvent and
periodic boundary conditions as described in the previous section.
7.2.4.3 Order of calculations and application of constraints
As elucidated in previous sections, the ABF method is applied by performing calculations
in an arbitrary order of CVs one after another, adding harmonic constraints to the previous
CVs.
In the work presented in this Chapter, we have followed the sequence bsite→Θ→Φ→Ψ→
\ → i→ A , i.e. the left-to-right direction in Layer 4 of the system hierarchy in Fig. 7.1 for
the bound-states CVs. In terms of the example used above, the codes for the system’s CVs
in this order would be "doxACrBd"→ "doxACrTh"→ "doxACrPh"→ ·· · → "doxACrRr".
In order to "fix" the shape of the drugs whilst in the intercalated state, we have used a strong
spring constant of : b = 25 kcal mol-1 Å-2 for the CV bsite. On the other hand, since the values
of the other CVs fluctuate rather wildly and should be allowed to do so, the spring constants
for them were set to be only 1 kcal mol-1 Å-2. For the unbound-state RMSD, in order for the
calculations to be consistent with the bound-state RMSD case, the spring constant was set
to be : b = 25 kcal mol-1 Å-2 for bbulk, i.e. the same as that for bsite.
7.2.5 Data manipulation and analysis
Since the data (PMFs) obtained from the simulations are expressed in general coordinates
(the CVs’ internal coordinates), they cannot be used directly and have to be transformed
according to the methods described in Sec. 2.7.1 in order to be mapped back to the familiar
cartesian coordinates.
As suggested by Gumbart et al. [122], these transformation integrals can be most easily
done graphically, using softwares such as XMGRACE. However, whilst it is feasible for tiny
systems with merely a few CVs to consider, as presented as the example case in the afore-
mentioned tutorial, it is most definitely hopeless for systems in this work which have 24
subsystems and 10 replicas each, contributing to nearly 1,700 CVs per system on aggregate.
Moreover, with such vast data set, manual evaluation of errors would also be extremely
difficult.
Therefore, a suite of Python programs have been written to automate the calculation (trans-
formation) of the Δ for each of the CVs and their associated errors. Another program in
the suite calculates the overall Δ value for an entire drug-DNA complex system once all
142
Chapter 7 Energetics studies of DNA intercalation
the components from the subsystems’ CVs have been calculated and consolidated. This
program also performs statistical calculations for the systems, ranking the 24 subsystems
according to their Δ values and outputting the results graphically to allow easy visualisa-
tion of the binding mode preference of the drug.
7.3 Results and discussion
In this section, we present the results we have obtained from the work regarding the free
energy change in DNA intercalation by antineoplastic drugs. But before diving into the
discussion of the three drugs separately, we should first take a look at some general features
which occur in the calculations.
Population distribution of CVs The distribution of CVs in a calculation is a good pa-
rameter in the determination of whether a calculation has converged. This is because the
convergence of a (semi-)stochastic process is signified by the attainment of the stationary



















Figure 7.5: Sample distribution of 10 replicas of free energy calculation of CV (i) under
harmonic biasing force. Each line represents data from one replica.
In the case of a simulation with a harmonic biasing potential acting on a particular CV, we
have proved in Sec. B.5, that the steady-state population distribution should be Gaussian.
In Fig. 7.5 which shows the distribution of a CV from 10 replicas of a particular subsystem.
We can see that whilst the overall distribution follows the above-said Gaussian shape, some
individual replicas have either slightly skewed or even bimodal distributions.
The calculation of the distribution function in Sec. B.5 takes into account only two degrees
of freedom for the system, viz. the CV of interest in the simulation and its spatial gradient,
143
Chapter 7 Energetics studies of DNA intercalation
and hence is an ideal solution. For biological macromolecular systems like those we are
studying, there are far more degrees of freedom than in the ideal case and thus deviations
must occur. Moreover, the b0 values, i.e. the "ground-state" values for CVs only correspond
to when the temperature tends to 0K. Once a non-zero temperature is introduced, the in-
ternal energy in the system may be raised to a level enough to cross the nearest free energy
barrier, hence causing the polymodal distributions seen in some of the replicas in Fig. 7.5.
This is also the primary reason for which we performed multiple replicas on each subsys-
tem, each starting with a different random seed for the initial stochastic force term in the
Langevin formalism, in order to better sample the phase space and produce a good overall























Figure 7.6: Sample gradients of PMF from 10 replicas of free energy calculation of CV
under harmonic biasing force.
Gradients of PMFs The gradient of the calculated PMFs, as mentioned in Sec. 2.7.1, is
the negative of the average value of the force experienced by the system along the CV being
calculated. As a result, since we expect from the external harmonic potential a PMF curve of
the quadratic form, centred at the mean value, b0, of the CV, the gradient of the PMF should
be linear and should be zero at b0. Fig. 7.6 shows the gradient profiles from the simulation
of the CV "idaCCrph", which has a mean value at i0 ≈ 165◦. Here we can see that gradient
profiles around i0 are linear, which signifies that the PMF profiles are quadratic.
Ideally speaking, the quadraticity of the PMFs, and hence the linearity of their gradients,
should extend to the entire domain of calculation, which in this example is the entirety of
i ∈ [0◦,360◦]. However, as can be seen in Fig. 7.6, this is clearly not the case. Instead of a
long linear line we observe a bend around i ≈ 135◦. This is because with the 1 kcal mol-1 Å-2
force constant on the CV, the fictitious potential prevented the anomalous regions from
being sufficiently sampled. Nevertheless, since the anomalies start to occur sufficiently far
away from the region around i0, the integrands in the transforming integrals (Eq. 2.44)
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Figure 7.7: Sample gradients of PMF from 10 replicas of free energy calculation of radial
CV.
become vanishingly small and so should not affect the results very much.
The gradients of PMFs from A , the radial CV, provides another piece of important informa-
tion. Fig. 7.7 shows the gradient of the PMF of the CV "idaCCrRr". From Eq. 2.50, we see
that the PMF F(A) only appears in the ∗ integral but not in the (∗ integral. This means that
the PMF calculated is one corresponding to the energy involved in the (un)binding action
of the ligand by means of the removal of it from its binding site in the direction perpendic-
ularly away from the helical axis. The peak value for the gradient is about 7 kcal mol-1 Å-1
around A = 2Å. This means that as one attempts to pull the intercalator out perpendicularly,
the intercalator would experience a force of this magnitude pushing it back into the site.
With a conversion factor of about 69.5 pN for 1 kcal mol-1 Å-1, the molecule experiences a
force of 486.5 pN, which is very large for a molecule of about 0.5 kg mol-1.
7.3.1 Doxorubicin
In this subsection, we present the results obtained for the doxorubicin-DNA complex sys-
tems. As mentioned in the methodology section above, we have performed nearly 2,000
simulations just for this system. The vast number of data sets precludes dealing with them
one by one, but we can conveniently study them by grouping them in two different ways,
namely vertically and horizontally.
Vertical grouping involves the linear combination of the different contributions from the
respective CVs within the same system (e.g. AAu, cgr, etc.), which is justifiable as shown
in Eq. 2.53. The associated errors propagate linearly as well, as the original quantities com-
bine linearly. The resultant of such a grouping method is the total Gibbs free energy of
interaction in a particular mode.
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On the other hand, horizontal grouping involves the comparison among different systems
and hence producing the ensemble average of the quantity of interest. Note that the ensem-
ble average is no longer a simple summation over terms, so the error does not propagate




















Table 7.1: Average free energy (in kcal mol-1) across 10 replicas of all 24 subsystems of
DOX:DNA complex. Data are divided into 3 separate dimensions, namely base step, groove
of approach and orientation of ligand. For example, for the system "agr", look up the cell in

























































































Figure 7.8: Δ for the 24 subsystems in the DOX:DNA complex system. Red horizontal
line denotes average value.
Table 7.1 shows the average intercalation free energy of each of the 24 systems (at a con-
fidence level of 90%), and the sorted (in increasing order of energy) sequence is shown in
Fig. 7.8. It is evident, that there is a preference of interaction sites, from the fact that some
systems have more negative energy than others. The range of energies spans from −8.99
(ccu) to −4.19 (atu) kcal mol-1, which converts to the equilibrium constants of 2.16×106 M−1
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and 9.04× 102 M−1, at 310K, respectively, using Eq. 2.43. This means at equilibrium state
the concentration of DOX:DNA complexes which intercalate through the ccu mode is more
than 2300 times higher than that through the atu mode. Furthermore, from the same table,
the ensemble average free energy (Eq. B.18) is calculated to be −8.61±0.33 kcal mol-1 (shown
as the thick red horizontal line in Fig. 7.8), which is in close proximity to previous results of
−8.9± 0.3 kcal mol-1, obtained by experiments involving the intercalation of DOX into calf
thymus DNA [34, 52].
AA 9 11 13 14 Δ = −6.54±0.43  AA = (4.04±2.82) ×104
AC 2 6 8 23 Δ = −8.73±0.41  AC = (1.43±0.96) ×106
AG 4 17 19 22 Δ = −8.27±0.23  AG = (6.68±2.51) ×105
AT 10 15 20 24 Δ) = −5.98±0.33  AT = (1.63±0.88) ×104
CC 1 3 5 16 Δ = −8.77±0.29  CC = (1.54±0.72) ×106
CG 7 12 18 21 Δ = −6.73±0.33  CG = (5.54±2.98) ×104
Table 7.2: Energy ranking of base steps (in increasing order of the rank disregarding the
actual subsystem), followed by respective Δ (in kcal mol-1) and equilibrium constants (in
M−1).
Another approach one can take to investigate the energy values is, rather than to look at the
system one by one, to read them in blocks. One of the blocking method can be by base steps.
For example, for the A-A step, we have the 4 systems of AAu, AAr, aau and aar. Since from
Fig. 7.8, the distribution of the energies across the systems is fairly uniform, which implies
the distribution of the equilibrium constants should be roughly exponential, then it should
be safe to assert that if a block has many members in the first half of the energy rank (i.e.
having more negative energy), it should have a much higher dominance in steady state
than a block with members mainly in the second half.
For instance, for steps like A-C (2-6-8-23) and C-C (1-3-5-16) which both have 3 subsystems
in the top half of the energy ranking table (Table 7.2), their equilibrium constants ( AC and
 CC) should be much higher than  AT, whose subsystems are mostly in the lower half of
the table; and this is exactly the case as shown in Table 7.2. Actually,  CC is nearly 95 times
higher than  AT, showing that there is a strong sequence preference towards C-C steps.
In fact, because of the exponential dependence of the equilibrium constant on the interac-
tion energy, only one or two subsystems which have very negative interaction energies are
needed to drastically pull the overall equilibrium constant for the group up. For example, if
we compare A-G and A-T, we may intuitively guess that A-G should have a rather similar
equilibrium constant to, if not lower than, that of A-T. However, just because of the AGu
subsystem which ranks as high as fourth energetically, which also dominates the reactions
within the group,  AG is more than 40 times higher than  AT, making the A-G step the third
most favourable step.
7.3.2 Daunomycin
Daunomycin is the second drug we studied in this Chapter. Since we follow the same proce-
dure when analysing the data in this part, only the data will be presented with descriptions.
We start the analysis by considering Table 7.3 and Fig. 7.9. Apart from the fact that the red
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Figure 7.9: Δ for the 24 subsystems in the DAU:DNA complex system. Red horizontal
line denotes average value.
AA 1 3 14 19 Δ = −7.59±0.26  AA = (2.25±0.94) ×105
AC 7 12 20 24 Δ = −6.69±0.34  AC = (5.24±2.92) ×104
AG 4 6 8 23 Δ = −7.32±0.26  AG = (1.45±0.61) ×105
AT 2 10 13 15 Δ) = −7.25±0.16  AT = (1.28±0.34) ×105
CC 5 9 17 21 Δ = −7.24±0.19  CC = (1.27±0.40) ×105
CG 11 16 18 22 Δ = −6.46±0.25  CG = (3.59±1.46) ×104
Table 7.4: Energy ranking of base steps (in increasing order of the rank disregarding the
actual subsystem), followed by respective Δ (in kcal mol-1) and equilibrium constants (in
M−1).
line from Fig. 7.9 shows that the ensemble average of Δ for the DAU:DNA intercalation is
(−7.27± 0.23) kcal mol-1 , which is more than 1 kcal mol-1 higher than that for DOX:DNA,
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we also notice the range of the energies across the 24 subsystems. Previously, we saw that
the averages of Δ for DOX:DNA subsystems covered a wide range of values, with a span
of nearly 5 kcal mol-1 (cf. Fig. 7.8). In the case of DAU:DNA, the span of Δ values dropped
to just 2.21 kcal mol-1. Moreover, whilst there are only three DOX:DNA subsystems which
have their Δ values below the red line, there are five in the case of DAU:DNA (or seven,
taking into account the error bar at 90% confidence level). These observations are good
evidence that, albeit having extremely similar chemical structures, daunomycin and dox-
orubicin exhibit very different physical interactions with DNA.
Furthermore, this evidence can be confirmed using Table 7.4, which consolidates all the
individual subsystems into groups by their base steps. We can see rather clearly that the
ranks are quite evenly distributed across the six base steps; none of them have three or
more subsystems in the lower quartile (cf. the C-C step in DOX:DNA). This is why the
equilibrium constants are also very close together. In fact, the most preferred step of A-A
has a  eq value about only six times higher than that of the least preferred step C-G. This
further shows the non-specificity of daunomycin’s intercalation.
Last but not least, we note that the overall Δ value, (−7.27± 0.23)kcal mol-1, which we
have obtained through this work is, again, in close proximity to previously reported exper-
imental results of (−7.9±0.3)kcal mol-1 [35].
7.3.3 Idarubicin
Having performed computational calculations for the two drugs, viz. daunomycin and
doxorubicin, which have been widely studied in the past decades experimentally, and pro-
duced theoretical results in close proximity to these experiments, we claim that the method
we have used is suitable for use in the determination of the free energy changes, and thus
the associated equilibrium constants, of intercalation-type binding actions. With this, we
have further carried out calculations of these quantities for the intercalation of idarubicin




















Table 7.5: Average free energy (in kcal mol-1) across 10 replicas of all 24 subsystems of
IDA:DNA complex.
As before, Table 7.5 shows the free energy change in all 24 subsystems of IDA:DNA, Fig. 7.10
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Figure 7.10: Δ for the 24 subsystems in the IDA:DNA complex system. Red horizontal
line denotes average value.
AA 4 9 15 24 Δ = −7.18±0.33  AA = (1.15±0.62) ×105
AC 6 8 12 14 Δ = −6.90±0.34  AC = (7.29±3.97) ×104
AG 2 10 20 21 Δ = −8.15±0.16  AG = (5.55±1.44) ×105
AT 7 11 16 17 Δ) = −6.77±0.31  AT = (5.90±2.97) ×104
CC 1 5 18 19 Δ = −8.08±0.18  CC = (5.00±1.48) ×105
CG 3 13 22 23 Δ = −7.49±0.23  CG = (1.90±0.71) ×105
Table 7.6: Energy ranking of base steps (in increasing order of the rank disregarding the
actual subsystem), followed by respective Δ (in kcal mol-1) and equilibrium constants (in
M−1).
shows the graphical representation of the above-said data, and Table 7.6 consolidates them
in to groups by their original base steps.
The free energy profile appearing in Fig. 7.10 bears resemblance to those of daunomycin and
doxorubicin in different aspects. Firstly, the span of the Δ values is about 3.5 kcal mol-1
which is rather narrow — this is much like the case of daunomycin. Secondly, however,
there are only three (arguably four) subsystems with energies below the average value —
this resembles the case of doxorubicin instead.
Moreover, if we inspect Table 7.6 closely, we find that the distribution of the energies of
the subsystems is the most even among the three drug-DNA complex systems — nearly
all groups (base steps) have two of their four subsystems in the lower half. From the same
table, we observe that the highest equilibrium constant (A-G step) is only about 9.4 times
the value of the lowest one (A-T step). Using the same logic as in the case of daunomycin,
we assert that the selectivity of base sequence by idarubicin is low, relative to doxorubicin.
Furthermore, because of the similarity in the Δ values of the two systems with the most
negative Δ (viz. A-G and C-C), their  eq values are very close to each other as well.
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Lastly, we report that through our calculations, the ensemble average of the interaction
free energy for the IDA:DNA systems is determined to be (−7.75± 0.17) kcal mol-1, which
corresponds to the mean equilibrium constant of (2.89±0.81) ×105 M-1.
7.4 Summary
In this Chapter, we studied the energetics of the intercalation of three drugs, viz.
daunomycin, doxorubicin and idarubicin, into DNA. In particular, we used the ABF and
eABF methods to calculate the free energy changes regarding their intercalations computa-
tionally.
Firstly, concerning the free energies, we found that the Δ values for the three drugs
are (−8.61± 0.33) kcal mol-1, (−7.27± 0.23) kcal mol-1 and (−7.75± 0.17) kcal mol-1 for the
DOX:DNA, DAU:DNA and IDA:DNA systems respectively. These numbers are directly
related to the equilibrium constants of the drugs’ intercalative actions through Eq. 2.43, and
are thus translated as (1.18±0.64) ×106M-1, (1.34±0.50) ×105M-1 and (2.89±0.81) ×105M-1
for the three systems respectively.
Secondly, we noted the difference in the sequence-specificity or selectivity of the drugs. For
instance, doxorubicin showed very high preference towards intercalation in a C-C or A-C
step with  eq values tens of times higher than those of the other steps, whereas daunomycin
and idarubicin did not show such trend, and their most preferred step sequences have
 eq values less than one order of magnitude those of the least preferred sites. Moreover,
the so-called "more preferred" sites seem to vary a lot depending on the drug and such
behaviour does not appear to have an obvious trend to be traced. For instance, doxorubicin
prefers C-C or A-C steps, daunomycin has a slightly higher preference towards A-A step,
whereas idarubicin prefers A-G or C-C step. We assert that, this lack of predictability of the
sequence-specificity in the drugs’ prefered intercalation site may be attributed to a variety
of reasons, including the geometries, their side chains, or even the electronic structures, as
in the case of the some other topoisomerase II poisons [103]. These factors may appear to
be relatively minor especially in the case of the anthracyclines studied in this work, as the
differences between any pair of the drugs come only from their stereochemistry but not
their chemical compositions. The real cause of the amplification of effects on the interaction
modes is yet to be discovered.
Thirdly, in terms of analysis, we deduced the formula for calculating the ensemble average
of the interaction free energy. We noted that since the function is exponential, the averaging
would be much weighted towards systems with more negative Δ values. This in turns
suggests that, the likelihood of having a clear preference of intercalation site increases with
the spread of the free energies across the "microstates". As a result, as the "microstates"
are grouped by their original base steps, it is not necessary that all microstates have very
low Δ for a base step to be preferred. Instead, it only takes one or two very dominant
microstates in a base step group to make the step much preferred over other steps.
Lastly, and perhaps most importantly, through the computational study of doxorubicin
and daunomycin on which experiments have been conducted extensively in the past four
151
Chapter 7 Energetics studies of DNA intercalation
decades, we found out that our theoretical values calculated in this work are both in close
proximity to the experimental values reported in the past. This in turns has proved that
the extended-system ABF algorithm works for these two particular systems and hence may
also be useful in the determination of the free energy changes and equilibrium constants
associated with intercalation-type interactions. Hence, this work may shed light on future
researches in pharmacology as the calculation of free energy changes, which is the pièce-




8.1 Summary of research
Molecular dynamics has been successfully used, as the backbone of this project, to inves-
tigate the different aspects of DNA-anthracycline complex systems, including the struc-
tural perturbation caused by intercalation, the effect on supercoiling behaviours of closed-
circular DNA by non-intercalative binding of drugs, and the energetics associated with
intercalative interactions. To aid the quantification of these effects, we have also employed
different techniques and theories alongside classical MD methods, with exmaples includ-
ing simulated annealing, X-ray diffraction, ribbon theory and extended-system adaptive
biasing force method.
8.1.1 Structural studies of DNA-anthracycline complexes
In the first part of this research, we investigated the changes induced by intercalation of
anthracyclines. Three difference sequences, viz. dA72, d(AC)72 and dC72 (representing 0%,
50% and 100% GC contents respectively) were simulated, starting from canonical A- and
B-forms.
It was discovered, from the X-ray diffraction simulation, that just by the intercalation of
a single molecule, the diffractions pattern would look vastly different from those of the
respective canonical forms — the characteristic dumbbell- and X-shapes for the A- and B-
forms. In fact, all of them had turned rather fuzzy with extra longitudinal fringes which
are much less visible in the canonical cases which shows the breakage of general molecular
symmetries. Moreover, all of the simulated XRD patterns with intercalations show that they
all bear some resemblance to both canonical forms to different extents; some have a more
prevalent dumbbell shape while the others have more visible X-shapes. However, using the
modified Van Hove R-factor we devised, we showed that the B-form seems to have higher
resilience to structural changes than A-form, which is probably the reason why the B-like
conformation is more dominant in biological systems in normal environments.
The second part of this research has been about the effects of non-intercalative binding
interactions between DNA and anthracycline drugs. Seven anthracycline drugs were place
near the grooves of a pre-twisted ()F = −2) 160b closed-circular DNA. The systems were
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simulated using an all-atom/coarse-grained hybrid model for 100ns. An analysis program
was written for the calculation of the time-evolution of the writhing number (Δ,A) of the
DNA.
First of all, we found out that by altering the salinity (and hence the dielectric constant) of
the simulation environment, the rate of supercoiling of the DNA changes accordingly. To
be precise, the rate of supercoiling increases monotonically with the salinity. However, this
increment is nonlinear due to the nonlinear nature of the dielectric constant as a function
of the salinity — the linearity breaks as salinity gets higher than about 1.5M. On the other
hand, we have shown that this monotonicity of the supercoiling rate with respect to the
solvent salinity only holds for systems with bare DNA (hence, without external molecules).
In the case with anthracyclines, we could interpolate the data and find that for the vast
majority of them, the initial rates of supercoiling appear as a cusp with a peak near the
physiological salinity of 153.8mM.
Secondly, we discovered that the aromatic components (or the chromophores, for they are
responsible for the fluorescence properties of the molecules) of the drugs were capable of
forming multiplexes among themselves by forming a c − c∗ stacking between the chro-
mophores. Moreover, once the multiplexes are formed, they can bridge strongly across two
adjacent segments of the cccDNA, thus increasing the rate of supercoiling and enhancing
the structural stability of the supercoiled DNA.
8.1.2 Free energy calculation of DNA-anthracycline complexes
The third part of this project includes the evaluation of free energy changes associated with
the intercalation processes of anthracycline drugs. In particular, we have used the method
of extended-system adaptive biasing force to perform the calculations.
Firstly, for all the three drugs being studied, we noticed that while all the angular compo-
nents of the free energies have similar values to each other, the components responsible for
the root-mean-square structural deviations of the intercalators are in general about twice
the values of the angular components. This implies that once intercalated, the intercalator
has more freedom to change its position inside the intercalation site than to bend or twist
itself. Moreover, the radial components of the free energies have even larger magnitudes
than the RMSD components: they can get up to six times the values for the angular compo-
nents in some subsystems, making the radial component the most dominant contribution
to the overall free energy change of the interaction.
Secondly, we noted the magnitude of the gradients of the potentials of mean force as the
force being experienced by the intercalator (and obviously also the DNA due to Newton’s
third law of motion). We paid particular attention to those of the radial components, which
could be as high as 7 kcal mol-1 Å-1 or more, implying an extremely strong force of about
half a nano-newton being acted on the relatively light intercalator molecule to draw it back
to the intercalation site. We assert that such stability of the intercalator inside the interstitial
site is because it forms two sets of c − c∗ stacking interactions with the base pairs directly
above and below it. In order for the intercalator to successfully de-intercalate from the site,
both sets of orbital stacking must be completely broken.
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Thirdly, we computed the ensemble averages of the free energies of the intercalations of the
anthracycline drugs. Our theoretical study showed that the overall free energy changes of
intercalations of daunomycin and doxorubicin to be (−7.27± 0.23) and (−8.61± 0.33) kcal
mol-1 respectively. We note that these numbers are in close proximity to previous experi-
mental results; our error bars have overlapping regions with those of the experimental out-
comes. With this, we performed similar calculations on idarubicin which is far less studied
than the two drugs above, and predicted that the free energy change of intercalation of this
drug is (−7.75±0.17) kcal mol-1.
Last but not least, we devised a method to decouple the base sequence-specific contribu-
tion of the free energies from the overall energies. Through this analysis we found that
sequence-specificity of drug intercalation may be individual to the drug, and could be very
different for two drugs even if they have high structural resemblance with each other. For
instance, the three anthracyclines used in this work only differ slightly with each other in
the compositions of their side chains, but they exhibit vastly different sequence-specificity
and sequence-selectivity. We found out that, of the three drugs, only doxorubicin has a clear
preference towards an A-A or A-C step with the equilibrium constants for these two modes
nearly 100 times those of the other modes. On the other hand, the sequence-selectivity of
daunomycin or idarubicin is much lower than that of doxorubicin: the most favourable
combinations of base steps only have  eq values a few times higher than those of the least
favourable combinations.
8.2 Future work
Though this work paved the way for a quick method for the determination of the bind-
ing free energy changes, and hence binding likelihoods, of drugs on DNA, by using three
anthracyclines as examples, it leaves a great potential for further usage of this method.
For instance, the drug prototypes we used here represent only the tip of an iceberg in the
family of anthracyclines; similar treatments can be taken in the theoretical studies of the rest
of the drugs in the same family. Moreover, since anthracyclines are topoisomerase inhibitors
(mostly of Topo I or Topo IIa), these enzymes can be used instead of DNA to investigate the
bonding potential of the drugs on different topoisomerases. Ultimately, because one of
the proposed pathways of interactions between topoisomerases, inhibitors and DNA is the
formation of a cleavable three-component complex, such a system could be simulated for a
more holistic view of these interactions.
In terms of the study around anthracyclines with cccDNA, since one of the aims of this
project was to investigate the effects of these drugs on the supercoiling behaviours of cc-
cDNA and we have shown that they generally slow down the supercoiling process, a nat-
ural follow-up question would then be: How does that affect the interactions between the
DNA and other biological molecules surrounding it, especially those which would bind to
it (especially topoisomerases)? To answer this question, one may, again, perform similar
simulations to the ones presented in this work but also with the protein present.
Another aspect of interactions one may study is the causality. From earlier discussions, we
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know that anthracyclines can bind to topoisomerases whilst being a potent DNA intercala-
tor itself. Then, a big question to be asked regarding this would be: Which of these come
first — is it that the drug intercalates into the DNA first then forms a cleavable complex with
the incoming protein, or does the drug bind to the enzyme first and the complex intercalates
into the DNA using the chromophore of the drug as the intercalating component? To this
end, we assert that accelerated MD could be an excellent method to use for the simulation,




Time variation of DNA structural
parameters
In this appendix, we present the time variation of a selection of DNA parameters for all
simulations performed in Chapter 3. The data will be presented as contour plots, with the
horizontal axis being the time axis, and the vertical axis the base pair number.
The parameters presented can be broadly divided into two groups, viz. groove parameters
and base pair parameters. The groove parameters are the widths and depths of the major
and minor grooves, and the base parameters are: helical rise, helical twist, buckle, roll, shift
and slide.
For each system, the graphs will be arranged in the following order:-
Major Width Major Depth
Minor Width Minor Depth
Helical Rise Helical Twist
Buckle Roll
Shift Slide
The base pair parameters can be verbally described as below:
• Helical rise and twist: translation and rotation of successive base pairs along and
around the helical axis [165].
• Buckle: the angle between the bases within a pair which “buckles" with respect to the
helical axis.
• Roll: The extent of non-parallelarity between two successive base pairs in the groove-
ward directions
• Shift: The relative translation between two successive base pairs in the groove-ward
directions
• Slide: The relative translation between two successive base pairs in the backbone-
ward directions
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Graphical representation of the above parameters can be found in [82] and rigid mathemati-
cal treatments adopted in CURVES+ and CANAL are explained and derived in [166,167,262].
A.1 d(A)72, A-start (AA-A) series
A.1.1 Bare DNA (AA-A-bare)
Figure A.1: Groove parameters for the AA-A-bare system. See first page of Appendix A for
ordering of graphs.
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A.1.2 Daunomycin (AA-A-dau)
Figure A.2: Groove parameters for the AA-A-dau system. See first page of Appendix A for
ordering of graphs.
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A.1.3 Doxorubicin (AA-A-dox)
Figure A.3: Groove parameters for the AA-A-dox system. See first page of Appendix A for
ordering of graphs.
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A.1.4 Idarubicin (AA-A-ida)
Figure A.4: Groove parameters for the AA-A-ida system. See first page of Appendix A for
ordering of graphs.
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A.2 d(A)72, B-start (AA-B) series
A.2.1 Bare DNA (AA-B-bare)
Figure A.5: Groove parameters for the AA-B-bare system. See first page of Appendix A for
ordering of graphs.
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A.2.2 Daunomycin (AA-B-dau)
Figure A.6: Groove parameters for the AA-B-dau system. See first page of Appendix A for
ordering of graphs.
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A.2.3 Doxorubicin (AA-B-dox)
Figure A.7: Groove parameters for the AA-B-dox system. See first page of Appendix A for
ordering of graphs.
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A.2.4 Idarubicin (AA-B-ida)
Figure A.8: Groove parameters for the AA-B-ida system. See first page of Appendix A for
ordering of graphs.
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A.3 d(AC)72, A-start (AC-A) series
A.3.1 Bare DNA (AC-A-bare)
Figure A.9: Groove parameters for the AC-A-bare system. See first page of Appendix A for
ordering of graphs.
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A.3.2 Daunomycin (AC-A-dau)
Figure A.10: Groove parameters for the AC-A-dau system. See first page of Appendix A
for ordering of graphs.
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A.3.3 Doxorubicin (AC-A-dox)
Figure A.11: Groove parameters for the AC-A-dox system. See first page of Appendix A for
ordering of graphs.
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A.3.4 Idarubicin (AC-A-ida)
Figure A.12: Groove parameters for the AC-A-ida system. See first page of Appendix A for
ordering of graphs.
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A.4 d(AC)72, B-start (AC-B) series
A.4.1 Bare DNA (AC-B-bare)
Figure A.13: Groove parameters for the AC-B-bare system. See first page of Appendix A
for ordering of graphs.
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A.4.2 Daunomycin (AC-B-dau)
Figure A.14: Groove parameters for the AC-B-dau system. See first page of Appendix A for
ordering of graphs.
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A.4.3 Doxorubicin (AC-B-dox)
Figure A.15: Groove parameters for the AC-B-dox system. See first page of Appendix A for
ordering of graphs.
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A.4.4 Idarubicin (AC-B-ida)
Figure A.16: Groove parameters for the AC-B-ida system. See first page of Appendix A for
ordering of graphs.
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A.5 d(C)72, A-start (CC-A) series
A.5.1 Bare DNA (CC-A-bare)
Figure A.17: Groove parameters for the CC-A-bare system. See first page of Appendix A
for ordering of graphs.
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A.5.2 Daunomycin (CC-A-dau)
Figure A.18: Groove parameters for the CC-A-dau system. See first page of Appendix A for
ordering of graphs.
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A.5.3 Doxorubicin (CC-A-dox)
Figure A.19: Groove parameters for the CC-A-dox system. See first page of Appendix A for
ordering of graphs.
176
Appendix A Time variation of DNA structural parameters
A.5.4 Idarubicin (CC-A-ida)
Figure A.20: Groove parameters for the CC-A-ida system. See first page of Appendix A for
ordering of graphs.
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A.6 d(C)72, B-start (CC-B) series
A.6.1 Bare DNA (CC-B-bare)
Figure A.21: Groove parameters for the CC-B-bare system. See first page of Appendix A for
ordering of graphs.
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A.6.2 Daunomycin (CC-B-dau)
Figure A.22: Groove parameters for the CC-B-dau system. See first page of Appendix A for
ordering of graphs.
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A.6.3 Doxorubicin (CC-B-dox)
Figure A.23: Groove parameters for the CC-B-dox system. See first page of Appendix A for
ordering of graphs.
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A.6.4 Idarubicin (CC-B-ida)




Derivations of important results
B.1 Mapping between equilibrium constant and probabilities of
states
In P. 62 when we discussed about the equilibrium constant, we asserted that the equilibrium
constant  2 can be mapped onto the probability ratio. There are two different routes of
deriving the same result and they are listed below 1:-
Straightforward derivation Consider a binding interaction ! + (  ! : ( where ( is the
substrate, ! is the ligand and ! : ( is the bound state. Then the equilibrium constant (known
specifically as the binding constant  0 in this case) of the interaction is given by
 0 =
W!( [! : (]
W! [!]W( [(]
 (B.1)
where [. . . ] is the equilibrium concentration of the enclosed species (the subscripted “eq" is




density of system at equilibrium which appears such that  0 dimensionless. A special
case occurs in standard conditions where # = 1mol and + = 1dm3, in which case  0 =  0◦
is known as the standard binding constant. Moreover, it is customary to assume that the
activities W are close to unity so they are usually left out from Eq. B.1 [203].
























1In this derivation we only deal with binding by a single ligand per receptor and multiple binding is out of
scope.
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where ?... is the probability of getting a specific species in the equilibrium mixture. The
denominator ?! ?( is justified as the probability of finding unreacted residues should be
the same as that of getting one each of the ligand and the substrate in successive random
draws, which is the product of the two respective probabilities.
Rigorous derivation We now use the simplified common notation of the binding constant
as a basis and note that
 0 =
[! : (]
[!] [(] . (B.3)
Now set c!( and c( to be the proportion of substrates bound with exactly one ligand, and
that of unbound substrates. Clearly, since there are only two outcomes, viz. bound and
unbound, c!( +c( must equal unity. Moreover, if we assume the concentration of substrates
to be sufficiently lower than that of ligands, [!] can be assumed to be constant throughout
the reaction. Then it follows that [! : (] = c!( [(]0 and [(] = c( [(]0 where [(]0 is the initial







B.2 Derivation of the atomic form factor in X-ray diffraction
It is stated without proof in Cantor and Schimmel [32] (Eq. 13-23) that, for a spherically
symmetrical charge distribution d(A) = I#4−:A2 , the form factor of the X-ray diffraction of
such distribution is given by







where ( = ‖( ‖ is the norm of the scattering vector ( . The following section is dedicated to
the derivation of this relation.
We first start by realising that the X-ray scattering pattern on a plane is the spatial Fourier




































which is Eq. 13-21 in [32].
183
Appendix B Derivations of important results
Now for d(A) = I#4−:A2 ,
5 (() = 4c
∫ ∞
0



























3D = 2c( cos (2c(A) 3A














































where the result is obtained from Abramowitz and Stegun [2] and by making use of the
even nature of the integrand. Now substituting Eq. B.8 back into Eq. B.7,


























Now, normalisation of the charge distribution enforces that∭
all space
















































Thus proves Eq. B.5.
B.3 Derivation of relationship between intensity and number of
photons
The formal definition of the intensity of an electromagnetic wave is the time-averaged flux
of the wave [89]. Hence, mathematically,
 (C) = 
C
(B.11)
for a fixed-energy and fixed-area system. Now for a single photon, its energy Y is given by
the Einstein equation Y = ℎa =
ℎ2
_
. Then for a system with = electrons, the total energy is










which implies the intensity detected is proportional to the number of photons hitting the
detector per unit time, assuming the monochromaticity of the light source.
B.4 Calculation of ensemble average of interaction free energy
In Chapter 7, we have calculated the free energy associated with the intercalation of three
anticancer drugs into DNA. We asserted that, for each of the drug-DNA complex system, a
total of 6× 2× 2 = 24 subsystems are needed for the computation of the overall free energy
using the ABF or eABF algorithm. However, since these 24 subsystems only contribute to
the final energy change, it is necessary to derive an analytical formalism in order to combine
these numbers together, and this section will be dedicated for this task.
In this section, we will first derive the ensemble average for a simple two-state binding re-
action, then we will analyse how errors propagate in our formalism. Finally, this formalism
will be applied to the systems studied in this work.
Simple two-state binding system Consider a binding reaction  +    :  where the
colon means a physical or chemical bond formed between the chemicals  and . Also
assume that there are # modes of binding. Then, to obtain the probability ?8 of binding
through the 8-th mode, we need the ratio between the equilibrium concentration of the
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[ : ] 9
(B.13)
Now if we divide both the numerator and the denominator by [] [], i.e. the equilibrium






[ : ] 9
[] [] (B.14)
If we compare the numerator and the denominator in Eq. B.14 and the equilibrium constant,
which is given by
 8 =
[ : ]8
[] [] , (B.15)

























Error propagation Since Δ is determined either experimentally or computationally,
which means what one obtains as Δ is actually 〈Δ〉 ± XΔ, i.e. a mean value with an
error. However, since the ensemble average (Eq. B.18) is rather complicated, its error prop-
agated from those of its components is not intuitive. In this section we derive an expression
for the error term.
We start off by simplifying Eq. B.18, by noting that both numerator and denominator are





















Then from the definitions of derivatives, we have
X〈Δ〉 =
m〈Δ〉mN XN + m〈Δ〉mD XD (B.20)
































Here, X(Δ8) = X(Δ 9) are the errors from the raw data calculated for each binding mode.




|1− VΔ8 | exp (−VΔ8) X (Δ8) + V〈Δ〉
∑
8




Now, since the equilibrium constant of a reaction is related with the free energy change via
Eq. 2.43, the ensemble average should also take the same form, hence
〈 〉 = exp (−V 〈Δ〉). (B.24)
Then naturally, the associated error of 〈 〉 can be obtained using the same logic as above,
X 〈 〉 =
 3 〈 〉3 〈Δ〉 X 〈Δ〉 = V 〈 〉 X 〈Δ〉 (B.25)
with the ordinary differential operator 3 being used instead of the partial differential oper-
ator m since 〈 〉 only explicitly depends on 〈Δ〉.
Similar arguments can be made for the probability of specific binding modes ?8 (cf.
Eq. B.16), once the binding constant  8 and its associated error X 8 are found. As before,
we define N( 8) =  8 and D( 9) =
∑
9
 9 . The only difference between here and when we
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calculated X〈Δ〉 is the subsequent errors ofN and D, which are now much more trivially



















However, whilst this is the correct form of the error in ?8 , there is a very important caveat
in using it. We note that in this formalism, ?8 is dependent on all the modal equilibrium
constants, which in turn are exponential functions of the corresponding free energies. Using
this formalism, we have attempted the calculation of the probabilities of binding modes and
their associated statistical errors. We discovered that such errors would, more likely than
not, exceed the value of 100%, which does not make any mathematical sense at all, as the
probability has a natural domain of [0,1].
Application in DNA intercalation In Chapter 7 and in earlier discussion, we have al-
ready mentioned a few times that the intercalative interactions between drugs and DNA
are extremely complex and can be considered in four layers, namely base sequence 1 =
{AA, AC, AG, AT, CC, CG}, groove 6 = {major, minor}, orientation > = {upright, reversed}
and their respective CVs. Therefore the summations in the previous equations are in fact
multiple sums over all these layers. Due to the complexity of Eqs. B.18 and B.23, the ex-
panded forms of these equations into the layers are not listed here, but the generalisation is
straightforward.
However, there is one term in Eq. B.23 which is worth special care, which is the X(Δ8)
term, which becomes X(Δ1,6,>) in the layered form. This term accounts for the error in
each of the DNA-drug complex system. Note that we did not add in the layer of the CVs.
This is because of the linearly additive nature of the energies of the CVs, it implies that
the associated errors of these energies are also linearly additive. As elucidated before, this
term comes directly from the raw data obtained from the simulations, thus the error should
reflect the distribution of the data. In this work, we have used the central limit theorem
(CLT) [27] which states that assume a finite set of data G8 follows normal distribution, its





where fG8 is the standard deviation of the data set, # is the number of samples (data points)
in the data sets, and IU/2 is the z-score associated with a user-defined confidence level ?.
IU/2, basically the same as the quantile function of the zero-mean and unity-variance normal
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where erf−1 is the inverse error function.
Two messages can be obtained from Eqs. B.28 and B.29. Firstly, given the injectivity (i.e.
one-to-one mapping) of the inverse error function, the z-score is a constant given a fixed
value of ?. This implies that XG8 decreases as the number of data points increases, given a
constant ?. Secondly, and as an indirect consequence of the first point, if one wants to keep
XG8 whilst shrinking the data size, his confidence in data points lying within this error range
must decrease accordingly.
B.5 Calculation of projected population density in simulations
In Chapter 7, when we performed the simulations, the eABF algorithm imposes a harmonic
constraint on the virtual extended degree of freedom which is coupled to the real CV. In
order to justify whether a calculation is correct, one of the ways is to compare the popula-
tion from the binned data with analytical solution for the population distribution. In this
section, we derive the population distribution for a harmonic oscillator under Langevin
dynamics, which involves first the reformulation of the Langevin equations into the gener-
alised Fokker-Planck equation.
We first define a function %(G, E, C) such that %(G, E, C)3G3E is the probability of finding the
particle between G and (G + 3G), with its velocity within the range of (E, E + 3E). Then from




%(0, C)3G3E ≡ 1. (B.30)
where 0 = (G, E) is the phase-space coordinate of the particle. Then, for a confined phase-






%(0, C)3G3E = −
∯
m+
%(0, C) ¤0 · 3( (B.31)
where ( is the vector pointing outwards from + . Then, the generalised Gauss theorem





%(0, C) 3G3E = −
∭
+




%(0, C) = −∇ · (%(0, C) ¤0)
= −∇G (%(0, C) ¤G) −∇E (%(0, C) ¤E) (B.33)
which in the case of the Langevin equation reads
m%
mC
= −∇ · (% ¤0)
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= −E · ∇G%+
W
<


















b · ∇E% (B.34)
which can be readily written using partial differential operators into
m%
mC
= −( !̂( + !̂)% (B.35)
where 














Here the subscripts S and D denotes "streaming" and "diffusion" respectively, as they re-




= −E · ∇0%−
1
<
∇0 · ((WE − ) %) +
1
2<
(∇0 ·D · ∇0)% (B.37)
where D is a diagonal diffusion tensor. Eq. B.37 is called the Fokker-Planck equation. Note
that in this equation the stochastic term involving b does not exist. This is because the effect
of b is recorded intrinsically in % in each realisation of it and because of its stochastic nature,
%(C) is different in each realisation. As a result, the probability % in Eq. B.37 is, in fact, the
average effect of the random force on the particle. Hence, % = 〈b 〉.
Moreover, we can simplify Eq. B.37 by noticing that it can be written back into the differen-





∇0 ·F (0) −
1
2
∇0 ·D · ∇0
)
%. (B.38)
Now, analogous to the operators in Eq. B.36, the two terms here correspond to the streaming
and diffusive behaviour to the probability flow.










(−WE + (G) + b (C))
, (B.39)















with which the Fokker-Planck equation (Eq. B.38) is fully expanded as
m%
mC













where ∇E 2 ≡ ∇E · ∇E which is the laplacian with respect to E . Since at equilibrium, mC% = 0,
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∇E 2% = 0 (B.42)





<E2 ++ (G) (B.43)
with which Eq. B.42 can be written as






















assuming % is solely dependent on . In order for this equation to hold, it must reduce to





which has the general solution
%() = 4−V ⇐⇒ %(G, E) = 4− 12 V<E 2−V+ (G) (B.46)
where  is a system-specific constant.
The probability density function in Eq B.46 is a joint distribution on both displacement and
velocity. In order to obtain the equivalent distribution along a given parameter, we have to




33E %(G, E) ∼ 4−V+ (G)
%(E) =
∭
33G %(G, E) ∼ 4− 12 V<E 2
(B.47)
For instance, if the potential profile is harmonic, as in the case for the fictitious degree of
freedom in the eABF formalism (see Sec. 2.7.2), the distribution takes the form
%(b) ∼ 4− 12 V: ( b−b0)2 (B.48)
which is a Gaussian distribution with the mean at b = b0.
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