We analyze the situation of a local quantum field theory with constraints which are also local. In particular we find "weak" Haag-Kastler axioms which will ensure that the final constrained theory satisfies the usual Haag-Kastler axioms. We develop in detail GuptaBleuler electromagnetism as an example of such a theory which satisfies the "weak" HaagKastler axioms but not the usual ones.
Introduction
In many quantum field theories there are constraints consisting of local expressions of the quantum fields, generally written as a selection condition for the physical subspace H (p) . In the physics literature the selection condition usually takes the form:
where χ is some operator-valued distribution (so more accurately χ(x) ψ = 0 should be written as χ(f ) ψ = 0 for all test functions f ). Since the constraints χ are constructed from the smeared quantum fields, one expects them to have the same locality structure in space-time as the quantum fields. The question then arises as to how locality and constraining intertwines. This will be at the focus of our interest in this paper.
To properly study locality questions, we shall use algebraic quantum field theory, a welldeveloped theory built on a net of C*-algebras satisfying the Haag-Kastler axioms [14, 13] , but we shall assume in addition a local net of constraints (to be defined in Section 3). To impose these constraints at the algebraic level, we use the method developed by Grundling and Hurst [8] , and this can be done either in each local algebra separately or globally in the full field algebra. We will compare the results of these two different routes, and will find conditions on the local net of constraints to ensure that the net of algebras obtained after constraining satisfies the Haag-Kastler axioms. In fact one can weaken the Haag-Kastler axioms on the original system, providing that after constraining the final net obtained satisfies these axioms. We characterise precisely what these "weak" Haag-Kastler axioms are. In our subsequent example (Gupta-Bleuler electromagnetism) we find that this weakening is crucial, since the original constraints violate the causality axiom. In our example we will avoid the usual indefinite metric representations, but will obtain by C*-algebraic means both the correct physical algebra, and the same (positive energy) representation than the one produced via the indefinite metric.
Since local constraints are usually generators of gauge transformations of the second kind, the theory developed here can be considered as complementing the deep Doplicher-Haag-Roberts analysis of systems with gauge transformations of the first kind [5] . Our axioms will be slightly different (weakened Haag-Kastler axioms), and we will work with an abstract net of C*-algebras, whereas the DHR analysis is done concretely in a positive energy representation.
The architecture of the paper is as follows. In Section 2 we collect general facts of the constraint procedure of [8] which we will need in the subsequent sections. There is some new material in this section, since we need to extend the previous method to cover the current situation. In Section 3 we introduce our basic object, a "system of local quantum constraints" as well as the "weak Haag-Kastler axioms" and prove that after local constraining of such a system, we obtain a system satisfying the Haag-Kastler axioms. Section 4 consists of our example, Gupta-Bleuler electromagnetism (C*-algebra version adapted from [6] ) and we verify all the weak Haag-Kastler axioms for it. We concretely characterize the net of constrained algebras, but it turns out that in order to obtain a simple global algebra we need to do a second stage of constraining (traditionally thought of as imposing the Maxwell equations, but here it is slightly stronger than that). We also verify the weak Haag-Kastler axioms for this second stage of constraints. In Section 5 we consider miscellaneous topics raised by the previous Sections. First, for a system of local constraints, we consider the relation between the algebras obtained from a single global constraining, and the inductive limit of the algebras found from local constrainings. We show that for the Gupta-Bleuler example these two algebras are the same. Secondly, we develop the theory of constraint reduction by stages (i.e. impose the constraints sequentially along an increasing chain of subsets instead of all at once). Here we find a criterion when the final algebra obtained from an n-step reduction procedure will be the same as the one obtained from enforcing all constraints at once. We then show that the two-step reduction procedure of the Gupta-Bleuler example satisfies this criterion. Thirdly, we consider the spectral condition (on the generators of translations) which occur in Haag-Kastler theory, and find a "weak" version of it which will guarantee that the final constrained theory satisfies the usual spectral condition. We show that the Gupta-Bleuler example satisfies it, by demonstrating that from the indefinite metric in the heuristic theory we can define a (positive metric) representation of the constrained algebra which satisfies the spectral condition.
Kinematics for Quantum Constraints.
In this section we collect the mathematical structures associated with the kinematics of quantum constraints which we intend to use in the subsequent sections. This consists of a small generalisation of the T-procedure of Grundling and Hurst [8, 6] as well as some new material. All new results will be proven here and for other proofs we refer to the literature.
In heuristic physics a set of constraints is a set {A i | i ∈ I} (with I an index set) of operators on some Hilbert space together with a selection condition for the subspace of physical vectors:
The set of traditional observables is then the commutant {A i | i ∈ I} ′ which one can enlarge to the set of all observables which preserve H (p) . The final constrained system is the restriction of this algebra to the subspace H (p) . On abstraction of such a system into C*-algebra terms, one starts with a unital C*-algebra F (the field algebra) containing all physical relevant observables. This is an abstract C*-algebra, i.e. we ignore the initial representation in which the system may be defined. We need to decide in what form the constraints should appear in F as a subset C.
We have the following possibilities:
• If all A i are bounded we can identify C directly with {A i | i ∈ I} ⊂ F.
• If the A i are unbounded but essentially selfadjoint, we can take C := {U − 1l | U ∈ U } =: U − 1l , where the set of unitaries U ⊂ F is identified with {exp(itĀ j ) | t ∈ R, j ∈ I}. This is the form in which constraints were analyzed in [8] , and also the form which we will use here in the following sections.
• If the A i are unbounded and normal, we can identify C with {f (A j ) | j ∈ I} where f is a bounded real valued Borel function with f −1 (0) = {0}.
• If the A i are unbounded, closable and not normal, then we can replace each A i by the essentially selfadjoint operator A * i A i which is justified because for any closed operator A we have Ker A = Ker A * A, reducing this case to the one for essentially selfadjoint constraints.
Finally, notice that we can replace any constraint set C as above, by one which satisfies C * = C as a set and which selects the same physical subspace, using the fact that Ker A = Ker A * A.
Imposing constraints: The T-procedure.
Motivated from above, our starting point is:
2.1 Definition A quantum system with constraints is a pair (F, C) where the field algebra F is a unital C*-algebra containing the constraint set C = C * , on which we impose a constraint condition through selection of the physical state space (consisting of Dirac states) by:
where S(F) denotes the state space of F, and (π ω , H ω , Ω ω ) denotes the GNS-data of ω. The case of unitary constraints means that C = U − 1l , U ⊂ F u , and here we will also use the notation (F, U).
Thus in the GNS-representation of each Dirac state, the GNS cyclic vector Ω ω satisfies the physical selection condition above. The assumption is that all physical information is contained in the pair (F, S D ).
For the case of unitary constraints we have the following equivalent characterizations of the Dirac states (cf. [8, Theorem 2.19 (ii)]):
= ω ∈ S(F) | ω(F U ) = ω(F ) = ω(U F ) ∀ F ∈ F, U ∈ U .
Moreover, the set {α U := Ad(U ) | U ∈ U } of automorphisms of F leaves every Dirac state invariant, i.e. we have ω
For a general constraint set C, observe that we have:
Here N := ∩ {N ω | ω ∈ S D }, where N ω := {F ∈ F | ω(F * F ) = 0} is the left kernel of ω and the superscript ⊥ denotes the annihilator of the corresponding subset in the dual of F. The equality N = [FC] (where we use the notation [·] for the closed linear space generated by its argument), follows from the fact that every closed left ideal is the intersection of the left kernels which contains it (cf. 3.13.5 in [22] ). Thus N is the left ideal generated by C. Since C is selfadjoint and contained in N we conclude
, where C * (·) denotes the C*-algebra in F generated by its argument.
Theorem
Now for the Dirac states we have:
(iii) An extreme Dirac state is pure.
Proof: (i) The first equivalence is proven in Theorem 2.7 of [8] . If 1l ∈ D ⊂ N , then ω(N ) = 0 for all states ω, i.e. S D = ∅. If 1l ∈ D, then 1l ∈ N so N is a proper closed left ideal and hence by 3.10.
(iii) Denote the quasi-state space of F by Q [22] . We can write the set of Dirac states as
Since N is a left ideal, if it is in Ker ω, it must be in N ω . By Theorem 3.10.7 in [22] the set
is a weak* closed face in Q. Now if we can decompose a Dirac state ω, since it is in Q 0 , so are its components by the facial property of Q 0 . These components are multiples of Dirac states, dominated by ω so ω cannot be extreme. Thus extreme Dirac states must be pure.
We will call a constraint set C first class if 1l ∈ C * (C), and this is the nontriviality assumption which we henceforth make [11, Section 3] . Now define
Then O is the C * -algebraic analogue of Dirac's observables (the weak commutant of the constraints) [3] .
With the preceding notation we have:
it is the relative multiplier algebra of D in F.
(v) For the case of unitary constraints, i.e. 
Conversely, consider B ∈ O, then for any D ∈ D, we have BD = DB + D ′ ∈ N with D ′ some element of D, where we used FD = F(N ∩ N * ) ⊂ N . Similarly we see that DB ∈ N * . But then
Similarly DF ⊂ D, and thus by (ii) we see F ∈ O.
(iv) D ⊂ O so by (i) it is the unique maximal C*-algebra annihilated by all the states ω ∈
The converse is similar.
Thus D is a closed two-sided ideal of O and it is proper when S D = ∅ (which we assume here by 1l ∈ C * (C)). Below we will see that the traditional observables C ′ ⊂ O, where C ′ denotes the relative commutant of C in F.
Define the maximal C * -algebra of physical observables as
The factoring procedure is the actual step of imposing constraints. We require that after the T-procedure all physical information is contained in the pair (R, S(R)), where S(R) denotes the set of states on R. Now, it is possible that R may not be simple [9, Section 2] , and this would not be acceptable for a physical algebra. So, using physical arguments, one would in practice choose a C * -subalgebra O c ⊂ O containing the traditional observables C ′ such that
is simple. The following result justifies the choice of R as the algebra of physical observables.
There exists a w * -continuous isometric bijection between the Dirac states on O and the states on R.
Hereditary structure.
Next we wish to gain further understanding of these algebras by exploiting the hereditary property of D. Denote by π u the universal representation of F on the universal Hilbert space H u [22, Section 3.7] . F ′′ is the strong closure of π u (F) and since π u is faithful we make the usual identification of F with a subalgebra of F ′′ , i.e. generally omit explicit indication of π u . If ω ∈ S(F), we will use the same symbol for the unique extension of ω from F to F ′′ .
Theorem
For a constrained system (F, C) there exists a projection 1 P ∈ F ′′ such that D = P F ′′ P ∩ F. P ∈ F ′′ such that
(ii) D = P F ′′ P ∩ F and 1 Such a projection is called open in [22] .
Proof: From Theorem 2.3 (i) D is a hereditary C * -subalgebra of F and by 3.11.10 and 3.11.9 in [22] there exists a projection P ∈ F ′′ such that D = P F ′′ P ∩ F. Further by the proof of Theorem 2.2 (iii) as well as 3.10.7 and 3.11.9 in [22] we obtain that N = F ′′ P ∩ F and
which concludes this proof.
2.6 Theorem Let P be the open projection in Theorem 2.5. Then:
Proof:
, and let A ∈ F and D ∈ D. Then by Theorem 2.5 there exists an F ∈ F ′′ such that D = P F P and so
Therefore using Theorem 2.5 again we have
Taking adjoints we get also the condition P A(1l
What these two last theorems mean, is that with respect to the decomposition
It is clear that in general O can be much greater than the traditional observables C ′ ∩ F. Next we show how to identify the final algebra of physical observables R with a subalgebra of F ′′ .
For P as above we have:
Conversely, assume that A ∈ O = P ′ ∩F satisfies (1l −P )A = 0, i.e. A = P A. Then, A ∈ P F ′′ ∩F and so since A ∈ P ′ ∩ F, we have A ∈ P F ′′ P ∩ F = D, which ends the proof.
Remark (i)
With the preceding result we may interpret the projection P in Theorem 2.5 as replacing the set C if we are willing to enlarge F to C * (F ∪ {P }). This can be partially justified by the fact that
(ii) The projection P can also be used to make contact with the original heuristic picture. Given a Dirac state ω ∈ S D we see from Theorem 2.5 (iii) that 1l − π ω (P ) is the projection onto the physical subspace
is a subalgebra of the algebra of observables in the field algebra π ω (F) which preserves the physical subspace.
we have for the final constrained system:
which by Theorem 2.7 produces a representation of R.
Equivalent constraints.
We will need in Section 3 the notion of equivalent constraint sets. 
Definition
In this case we denote C 1 ∼ C 2 , and for unitary constraints situation
2.10 Remark (i) It is clear that the preceding definition introduces an equivalence relation on the family of first class constraint sets for F. Denote by
by Theorems 2.3 (i) and 2.2 (ii), therefore the corresponding observables O i and physical observables R i given by the T-procedure will also coincide. This justifies calling these constraint sets equivalentthe replacement of C 1 by C 2 leaves the physics unchanged. Also note that
e. the traditional observables is more sensitive to the choice of constraints than O.
(ii) Whilst the definition of equivalence C 1 ∼ C 2 as stated, depends on F, it depends in fact only on the subalgebra C * (C 1 ∪ C 2 ∪ {1l }) =: A. This is because the extension (resp. restriction) of a Dirac state from (resp. to) a unital C*-subalgebra containing the constraints, is again a Dirac state. Explicitly, the condition: ω(C * C) = 0 for all C ∈ C 1 iff ω(C * C) = 0 for all C ∈ C 2 , clearly depends only on the behaviour of ω on A.
Next we give an algebraic characterization of equivalent constraints, and introduce a maximal constraint set associated to an equivalence class of constraint sets. In the case of unitary constraints, C i = U i − 1l , we obtain a unitary group in F. 
Theorem Let
In the case when
(ii) The maximal constraint set which is equivalent to C 1 is D 1 . In the case when C 1 = U 1 − 1l , the set of unitaries
is the maximal set of unitaries equivalent to U 1 , and it is a group with respect to multiplication in F.
Proof: (i) Suppose that C 1 ∼ C 2 so that by the Remark 2.10 (i),
Interchanging the roles of C 1 and C 2 , we conclude that C 1 ∼ C 2 . The second claim for
(ii) That D 1 ∼ C 1 is just the content of Theorem 2.2 (ii). That it is maximal follows from the implication
For unitary constraints, since
By construction it is also clear that U m is the maximal unitary constraint set in F equivalent to U 1 . We only have to prove that U m is a group. Let U 0 be the group generated in F by U m . If ω ∈ S(F) satisfies ω(U m ) = 1, we have 1 = ω(U ) = ω(U * ) = ω(U −1 ), U ∈ U m , and also ω(U V ) = ω(U ) = 1, U, V ∈ U m , i.e. ω(U 0 ) = 1. Thus U 0 ∼ U m ∼ U and maximality implies U 0 = U m . Hence U m is a group.
Remark
Observe that for a given unitary constraint system (F, U) we have that
Recall from Remark 2.8(i) that in the larger algebra C * (F ∪ {P }) we have a single constraint P which is equivalent to C. Next we show that for a large class of first class constraint systems (F, C) we can find a single constraint in F which is equivalent to C, and hence can replace it.
Theorem If [C] is separable, there exists a positive element
Then ω(C) = 0 iff ω(C * n C n ) = 0 for all n ∈ N, which proves that S D = {ω ∈ S(F) | ω(C) = 0}. Thus C 1 2 ∈ N , but since for any positive operator A we have Ker A = Ker A n , for all n ∈ N, we conclude S D = {ω ∈ S(F) | ω(C 2 ) = 0}, so {C} ∼ C.
2.14 Remark Note that from [21, p. 85 ] the preceding statement is not true if the separability condition is relaxed.
2.15
Theorem Let (F, C) be a first class constraint system, then there is a set of unitaries U ⊂ F u such that C ∼ U − 1l and U = U * .
Proof: Define the unitaries U := {exp(itD) | t ∈ R, D ∈ D + }. Then for ω ∈ S(F) we have that
Hence no constraint system is excluded by the assumption of unitary constraints. Moreover, by Theorem 2.11 there is a canonical unitary group U m associated with each first class constraint system, and hence a group of inner automorphisms Ad U m , which one can take as a gauge group in the absence of any further physical restrictions.
Outer constraints.
For Gupta-Bleuler electromagnetism, which is our example in Section 4 we will need the following variant where the constraints are defined through a group action which is not necessarily inner. One assumes, following [6] that:
• There is a distinguished group action β: G → Aut F on the field algebra F, and all physical information is contained in F and its set of invariant states:
If G is locally compact, we can construct the (abstract) multiplier algebra of the crossed product F e = M (G × β F) and otherwise we will just take the discrete crossed product. In either case
we obtain a C*-algebra F e ⊃ F which contains unitaries U g for all g ∈ G that implement β: G → Aut F. Then this situation is reduced to the previous one by the following theorem [6, Section 3]:
2.16 Theorem S G (F) is precisely the restriction to F of the Dirac states on F e with respect to
Hence we can apply the T-procedure to U G − 1l in F e , and intersect the resulting algebraic structures with F. This is called the outer constraint situation.
Bosonic constraints.
For free bosons, one takes for F the C*-algebra of the CCRs, which we now define following Manuceau [19, 20] . Let X be a linear space and B a (possibly degenerate) symplectic form on it. Denote by ∆(X, B) the linear space of complex-valued functions on X with finite support. It has as linear basis the set {δ f | f ∈ X}, where
Make ∆(X, B) into a *-algebra, by defining the following product δ f · δ h := e i 2 B(f, h) δ f +h and involution (δ f ) * := δ −f , where f, h ∈ S and the identity is δ 0 . Let ∆ 1 (X, B) be the closure of ∆(X, B) w.r.t. the norm
is defined as the enveloping C*-algebra of the the Banach *-algebra ∆ 1 (X, B). That is, it is the closure with respect to the enveloping C*-norm:
It is well-known (cf. [20] ) that:
An important state on ∆(X, B) is the central state defined by
Using it, we make the following useful observations. The relation between the norms on ∆(X, B) is
is denumerable we can arrange it into a single sequence f i and thus write
We shall frequently use this way of writing a Cauchy sequence in ∆(X, B).
Now to define a constrained system corresponding to linear selfadjoint constraints in F = ∆(X, B), we choose a set C = U − 1l where U = {δ f | f ∈ s} and s ⊂ X is a subspace corresponding to the "test functions" of the heuristic constraints.
Theorem Define the symplectic commutant s
For the proof, see Lemma 6.1 in [11] .
Above we saw that for the observable algebra we sometimes need to choose a smaller algebra O c ⊂ O in order to ensure that the physical algebra R c is simple. For bosonic constraints with nondegenerate B, such an algebra is
which is what was chosen in [8, 11] . However, we now show that with this choice we have in fact R c = R, i.e. we obtain the same physical algebra than with the full T-procedure, so nothing was lost by this choice of O c .
Theorem
Given nondegenerate (X, B) and s ⊂ X as above, where s ⊂ s ′ and s = s ′′ , then
Proof: The proof of this is new but long, so we put it in the Appendix.
Theorem Consider a nondegenerate symplectic space (X, B) and a first class set s ⊂ X.
Denote by B the lift of B to the factor space s ′ /s. Then we have the following isomorphism:
In particular, if s = s ′′ , then (s ′ /s , B) is nondegenerate, so the above CCR-algebra is simple, and using Theorem 2.19 we have R ∼ = ∆(s ′ /s , B) . The surprise is that for linear bosonic constrained systems, the choice of traditional observables O c = C ′ produces the same physical algebra R than the T-procedure, which is not true in general. A typical pathology which occurs for bosonic constraints, is that the Dirac states are not regular, i.e. the one parameter groups R ∋ t → π ω (δ tf ) for ω ∈ S D will not be strong operator continuous for all f ∈ X, and so the corresponding generators (which are the smeared quantum fields in many models of bosonic fields), will not exist for some f ∈ X, cf. [10] . The resolution of this, is that the pathology only occurs on nonphysical elements, i.e. on δ f ∈ O, with the result that a Dirac state when restricted to O and lifted to R (i.e. taken through the bijection in Theorem 2.4) can be regular again on the physical algebra R. This is also obvious from Theorem 2.20, since a nontrivial R clearly has regular states. Thus for the physical algebra, quantum fields can exist.
Inclusion structures
The following results on inclusion relations between constraint systems will be necessary for the analysis of the isotony property of a net of local algebras [14] . Henceforth we assume unitary first class constraints C = U − 1l , indicated by a pair (F, U) (cf. Theorem 2.15).
Definition A first class constrained system (F, U) is said to be included in another one
(F e , U e ), if the C*-algebras F ⊂ F e have a common identity and U = U e ∩ F. We denote this by
For the rest of this subsection we will assume that (F, U) ⊆ (F e , U e ). From the T-procedure sketched above we obtain the corresponding quadruples
Lemma Suppose that
there is *-isomorphism from R to a C * -subalgebra of R e , which maps the identity of R to the identity of R e .
Moreover, since 1l ∈ O ⊂ O e , and the D-equivalence class of 1l is contained in the D e -equivalence class of 1l , it follows that the identity maps to the identity.
Remark (i) By a simple finite dimensional example one can verify that the condition
(ii) Instead of the conditions in Lemma 2.22 another natural set of restriction conditions one can also choose is D = D e ∩ F and O = O e ∩ F, but below we will see that these imply those in Lemma 2.22.
The next result gives sufficient conditions for the equation D = D e ∩ O to hold.
Lemma
Proof: Take ω ∈ S De and recall the definition for the left kernel N ω given in the preceding subsection. Then N ω ∩ F = N ω↾F and from (i) we get
This produces
as well as
and the proof is concluded.
Lemma We have
O ⊂ O e iff O ⊂ {F ∈ F | U F U −1 − F ∈ D e ∀ U ∈ (U e \ U)} .
Proof: By Theorem 2.3 (v) we have
To prove the other implication note that the second set in the union of Eqn. (4) is contained in F \ O and therefore from O ⊂ O e we obtain
which implies the desired inclusion.
Theorem
Given an included pair of first class constrained systems (F, U) ⊆ (F e , U e ) and notation as above, the following statements are in the relation (iv) ⇒ (iii) ⇒ (ii) ⇒ (i) where:
Proof: We first prove the implication (ii) ⇒ (i), so assume (ii). It suffices to show that all Dirac states on O extend to Dirac states on O e . Denote by S(R) and S D (O) respectively the set of states on R and the set of Dirac states on O (assume also corresponding notation for R e and O e ). Then from Theorem 2.4 there exist w * -continuous, isometric bijections θ and θ e :
is an extension of ω, since for any A ∈ O we have θ
where ξ: O → R and ξ e : O e → R e are the canonical factorization maps. This proves (i).
Finally we prove (iv) ⇒ (iii). By Lemma 2.24(i), S D = S De F implies that D = D e ∩ F. By Theorem 2.3(iii) and the fact that O is a C*-algebra (hence the span of its selfadjoint elements), we have
where the last equality follows from 
Local Quantum Constraints
In practice, a large class of constraint systems occur in quantum field theory (henceforth denoted by QFT), for instance gauge theories. A prominent property of a QFT, is space-time locality, and usually when constraints occur, they also have this property. Heuristically such constraints are written as
where Minkowski space is M 4 = (R 4 , η) with metric η := diag(+, −, −, −), and this makes the locality explicit. Since χ is actually an operator-valued distribution, the correct expression should be of the form
In this section we now want to analyze how locality intertwines with the T-procedure of constraint reduction. To make this precise, recall that the Haag-Kastler axioms [14, 13] express locality for a QFT as follows:
Definition A Haag-Kastler QFT (or HK-QFT for short) consists of the following.
• 
• A directed set Γ of C*-algebras with a common identity 1l , ordered by inclusion, with an inductive limit C*-algebra F 0 (over Γ). We will call the elements of Γ the local field algebras and F 0 the quasi-local algebra.
• A surjection F: Γ → Γ, satisfying:
Remark
In the usual algebraic approach to QFT (cf. [13] ), there are additional axioms, e.g. that F 0 must be primitive, that there is a vacuum state with GNS-representation in which the generators of the translations in the covariant representation of P ↑ + have spectra in the forward light cone, that there is a compact gauge group, local definiteness, local normality etc. We will return to some of these axioms later, but for now, we restrict our analysis to those listed in Definition 3.1. There is some redundancy in this definition e.g. for the results in this Section, we will not need the assumption that Θ ∈ Γ is bounded.
In the context of the Haag-Kastler axioms, we would like to define a system of "local quantum constraints" in such a way that it includes the major examples from QFT. 
In this definition we have made the minimum assumptions to start the analysis. We have omitted causality and covariance because these are physical requirements which one should demand for the final physical theory, not the initial (unconstrained) theory which contains nonphysical objects. There are examples of constrained QFTs satisfying these conditions, e.g. [17, Remark 4.3] , [18, Chapter 4] and see also below in the next section our example of Gupta-Bleuler electromagnetism.
Given a system of local quantum constraints, Θ → (F(Θ), U(Θ)), we can apply the Tprocedure to each local system (F(Θ), U(Θ)), to obtain the "local" objects:
We can be now more precise about what our task is in this section:
Problem: For a system of local quantum constraints Θ → (F(Θ), U(Θ)), find minimal conditions such that the net of local physical observables Θ → R(Θ) becomes a HK-QFT.
We propose:
3.5 Definition Fix a system of local quantum constraints Θ → (F(Θ), U(Θ)), then we say that it satisfies:
3.6 Remark (i) Given a system with reduction isotony, we have by Lemma 2.22 that when Θ 1 ⊆ Θ 2 , then R(Θ 1 ) is isomorphic to a C*-subalgebra of R(Θ 2 ), which we will denote as
(ii) The weak causality condition is considerably weaker than requiring causality (cf. (2) in Definition 3.1) for the field algebra, and this will be crucial below for Gupta-Bleuler electromagnetism.
(iii) For the weak covariance condition, we do not need to state in which algebra the equivalence of constraints holds, since this only depends on the unital C*-algebra generated by the two constraint sets involved (cf. Remark 2.10 (ii)). Note that weak covariance follows from the covariance condition α g (F(Θ)) = F(gΘ) and α g (U(Θ)) ∼ U(gΘ), for all g ∈ P ↑ + , using the fact that equivalent constraint sets produce the same observable algebra.
(iv) It is instructive to compare the conditions in Definition 3.5 with those of the DoplicherHaag-Roberts analysis (DHR for short [5] ), given that both are intended for application to gauge QFTs. First, in DHR analysis one assumes that the actions of the gauge group and the Poincaré group commute, which limits the analysis to gauge transformations of the first kind (and hence excludes quantum electromagnetism). In contrast, we assume weak covariance, hence include gauge transformations of the second kind (and also QEM). The DHR analysis also assumes field algebra covariance, which we omit. Second, the DHR analysis is done concretely in a positive energy representation, whereas we assume an abstract C*-system, hence we can avoid the usual clash between regularity and constraints appearing as continuous spectrum problems for the constraints (cf. Subsection 2. (v) In the next section we will construct an example (Gupta-Bleuler electromagnetism) which satisfies the conditions 3.5.
Now we show that the conditions in Definition 3.5 are sufficient to guarantee that the net of local physical observables Θ → R(Θ) is a HK-QFT.
Theorem
) be a system of local quantum constraints.
. In this case, the net Θ → R(Θ) has an inductive limit, which we denote by R 0 := lim −→ R(Θ), and call it the quasi-local physical algebra.
(ii) If it satisfies weak causality and reduction isotony, then Θ → R(Θ) has causality, i.e.
(iii) If it satisfies weak covariance, then for each Θ we have α g (R(Θ)) = R(gΘ), g ∈ P ↑ + , where α g is the lifting of α g (cf. (7) in Definition 3.5) to the local factor algebra R(Θ). If the system of constraints in addition satisfies reduction isotony, then the isomorphisms α g : R(Θ) → R(gΘ), Θ ∈ Γ, are the restrictions of an automorphism α g ∈ Aut R 0 , and moreover, α: P ↑ + → Aut R 0 is an action, i.e. the net Θ → R(Θ) satisfies covariance.
Thus if the system of local constraints satisfies all three conditions, then Θ → R(Θ) is a HK-QFT.
Proof: (i) By reduction isotony we obtain from Lemma 2.22 for Θ 1 ⊂ Θ 2 a unital monomorphism ι 12 : R(Θ 1 ) → R(Θ 2 ). To get isotony from these monomorphisms, we have to verify that they satisfy Takeda's criterion: ι 13 = ι 23 • ι 12 (cf. [29] ), which will ensure the existence of the inductive limit R 0 , and in which case we can write simply inclusion R(Θ 1 ) ⊂ R(Θ 2 ) for ι 12 . Recall that
). This establishes Takeda's criterion.
(
(by reduction isotony), the commutation relation is in O(Θ 0 ), so when we factor out by D(Θ 0 ), the right hand side vanishes and since factoring is a homomorphism, we get [R(Θ 1 ), R(Θ 2 )] = 0 in R(Θ 0 ) and therefore in R 0 .
(iii) Let α: P ↑ + → Aut F 0 be the action introduced by the weak covariance assumption in Definition 3.5 (7). Now α g (O(Θ)) are the observables of the constraint system (α g (F(Θ)), α g (U(Θ))) with maximal constraint algebra
, they have the same Dirac states and so on O(gΘ) the same maximal C*-algebra contained in the kernels of all Dirac states. Thus α g (D(Θ)) = D(gΘ). Denote the factoring map
and this is obviously an isomorphism.
Next assume in addition reduction isotony, then we show that the isomorphisms α g defined on the net Θ → R(Θ) are the restrictions of an automorphism α g ∈ Aut R 0 . Indeed, for Θ 1 ⊂ Θ 2 and any A ∈ O(Θ 1 ) we have using equation D(gΘ 1 ) = D(gΘ 2 )∩O(gΘ 1 ) and the monomorphisms
This shows that the diagram
commutes. Therefore by the uniqueness property of the inductive limit [16, Section 11.4 ] the isomorphisms α g of the local observable algebras characterize an automorphism of R 0 which we also denote by α g . Since α: P ↑ + → Aut F is a group homomorphism, we see for the local isomorphisms that the composition of α g : R(Θ) → R(gΘ) with α h : R(gΘ) → R(hgΘ) is α h • α g = α hg : R(Θ) → R(hgΘ). From this it follows that α: P ↑ + → Aut R 0 is a group homomorphism.
In the following sections we will construct field theory examples of local systems of quantum constraints which satisfy the weak conditions of Definition 3.5, hence define HK-QFTs for their net of physical algebras.
Proposition
Given a system of local quantum constraints, Θ → (F(Θ), U(Θ)), which satisfies reduction isotony and weak covariance, then the net Θ → (F(Θ), U m (Θ)) (where U m (Θ) is the maximal constraint group of U(Θ) in F(Θ), cf. Theorem 2.11 (ii)) is a system of local quantum constraints satisfying reduction isotony and covariance, i.e.
) is clearly locally equivalent to Θ → (F(Θ), U(Θ)), in the sense that U m (Θ) ∼ U(Θ) for all Θ ∈ Γ, from which it follows that if one of these two systems has weak causality, so has the other one. 
where we used the fact that if for a unitary U we have ω(U ) = 1 for all Dirac states ω, then
) and so the system Θ → (F(Θ), U m (Θ)) is a system of local quantum constraints. Reduction isotony follows from that of the original system and the equivalences U m (Θ) ∼ U(Θ) for all Θ ∈ Γ.
To prove the covariance property of U m (Θ) recall that from weak covariance we have α g (U(Θ)) ∼ U(gΘ) for all Θ. We show first that if
We have
where the last equality follows from the proof of the previous theorem, and we used also that
, this implies by Theorem 2.11 (i) that α g (U 1 (Θ)) ∼ U(gΘ) and therefore it must be contained in U m (gΘ). Thus α g (U m (Θ)) ⊂ U m (gΘ), g ∈ P, and finally the inclusion α g −1 (U m (gΘ)) ⊂ U m (Θ) proves covariance for Θ → U m (Θ).
Example: Gupta-Bleuler electromagnetism
Quantum electromagnetism, in the heuristic Gupta-Bleuler formulation, has a number of special features, cf. [12, 2] . First, it is represented on an indefinite inner product space, second, gauge invariance is imposed by the noncausal constraint
and third, Maxwell's equations (in terms of the vector potential) are imposed as state conditions instead of as operator identities. This is necessary, because from the work of Strocchi e.a. [27, 28] , we know that Maxwell's equations are incompatible with the Lorentz covariance of the vector potential. Gupta-Bleuler electromagnetism has been rigorously reconstructed in a C*-algebra context [6] , in a way which allows one to avoid indefinite inner product representations (using instead representations which are nonregular on nonphysical objects). Here we will refine that approach in order to include the local constraint structure and to make contact with Haag-Kastler QFT.
Gupta-Bleuler electromagnetism as a local constraint system.
Our aim here is to define Gupta-Bleuler electromagnetism as a local system of constraints as in Definition 3.3 and subsequently to show that it has reduction isotony, weak causality and covariance. Our starting point for defining this system, is [6, Sections 4 and 5] where motivation and further results can be found.
For the field algebra we take the CCR algebra A := ∆(X, B) where the symplectic space (X, B) is constructed as follows. Consider the real linear space 
where C + := {p ∈ R 4 | p µ p µ = 0, p 0 ≥ 0} is the mantle of the positive light cone:
which is a symplectic space with symplectic form B defined as the lift of D to the factor space X. Since this is an outer constraint situation, A does not contain the constraints, so we need to extend A to obtain the field algebra F e . For each h ∈ S(R 4 , R) we have a oneparameter group of gauge transformations T t h : X → X (cf. [6] ) given by
which corresponds in the heuristic picture to transformations
where formally χ(h) := χ(x)h(x) d 4 x, h ∈ S(R 4 , R). Then {T t h | t ∈ R, h ∈ S(R 4 , R)} is a commutative set of symplectic transformations, hence preserve Ker(D) and so lift to the factor space X. Each T t h is a one-parameter group in t, but due to the nonlinearity in h, the map h → T 1 h =: T h is not a group homomorphism of S(R 4 , R). Define the automorphisms θ h ∈ Aut ∆(X, B) by θ h (δ f ) := δ T h f , f ∈ X, and let G be the discrete group generated in Aut ∆(X, B) by all θ h . Our field algebra will be the discrete crossed product
where the action β : G → Aut(A) means just the inclusion. As a C*-algebra F e is generated by A and a set of commuting unitaries
Remark
Sometimes we need a more concrete characterization of the space X. Now X = S/Ker(D) and S = {f ∈ S(R 4 , C 4 ) | f (p) = f (−p)} = S + + iS − where S ± := {u ∈ S(R 4 , R 4 ) | u(p) = ±u(−p)}. From Eqn. (5) we see that Ker(D) = {f ∈ S | f C + = 0}, and hence factoring by Ker(D) is the same as restriction to C + , i.e. X = S C + , and since f (p) C + = f ( p , p) we can identify these functions with a subspace of C(R 3 , C 4 ). Since we are restricting Schwartz functions, we note that these functions on R 3 are smooth except at the origin, and Schwartz on the complement of any open neighbourhood of the origin. The conditions u(p) = ±u(−p) for u ∈ S ± involve points outside C + , so through smoothness they will influence the behaviour of u C + near the origin. Specifically if u ∈ S + (resp. u ∈ S − ), then on each line through the origin in C + , {ta | t ∈ R}, a ∈ C + \0, the function u a (t) := u(ta) is smooth and even (resp. odd), hence all its derivatives of odd degree must be odd (resp. even) and its derivatives of even degree must be even (resp. odd). Thus the derivatives of u a of odd (resp. even) degree are zero at the origin. This is a property which does restrict to C + , and distinguishes between S + C + and S − C + . Note from the above discussion, that X = S C + contains all smooth functions with compact support away from zero.
To construct the net of local field algebras F : Γ → Γ as in Definition 3.1, let Θ be any open set in R 4 and define
Note that if Θ is bounded, then S(Θ) = C ∞ c (Θ, R 4 ). Moreover T h X(Θ) ⊂ X(Θ) when supp(h) ⊂ Θ. Thus if we let G(Θ) be the discrete group generated in Aut(F) by {θ h | supp(h) ⊂ Θ}, then it preserves C * (δ X(Θ) ) = ∆(X(Θ), B), so that it makes sense to define G(Θ) × β C * (δ X(Θ) ).
Lemma We have:
Proof: For the first equality recall the fact that the crossed product G(Θ) × β C * (δ X(Θ) ) is constructed from the twisted convolution algebra of functions (twisted by β), f : G(Θ) → C * (δ X(Θ) ) of finite support, and these form a subalgebra of F e . The enveloping C*-norm on this convolution algebra coincides with the C*-norm of F e , and now the equality follows from the fact that the *-algebra A(Θ) generated by {δ X(Θ) ∪ U(Θ)} is dense in this convolution algebra. For the next two equalities note that A(Θ) consists of linear combinations of products of unitaries in δ X(Θ) and unitaries in U(Θ). Each such a product of unitaries can be written as a constant times a product of the form U γ · δ f , γ ∈ G, f ∈ X(Θ) as well as a product of the form δ f ′ · U γ ′ , using the Weyl relation together with the implementing relation U θ h δ f = δ T h (f ) U θ h to rearrange the order of the products. Clearly now the last two relations follow from this.
By setting Θ = R 4 , the global objects are included in this lemma. Also observe that whilst U G(Θ) is clearly an equivalent set of constraints to U(Θ), in general it is strictly larger. Now to define a system of local quantum constraints (cf. Def. 3.3) let Γ be any directed set of open bounded sets of R 4 which covers R 4 , and such that orthochronous Poincaré transformations map elements of Γ to elements of Γ. Then the map F from Γ to subalgebras of F e by Θ → F(Θ) satisfies isotony.
Theorem The map Γ ∋ Θ → (F(Θ), U(Θ)) defines a system of local quantum constraints.
Proof: The net Θ → F(Θ) is isotone and by construction of the cross product we also have
Consider the central state ω 0 on A (cf. Eqn. (3) ). This is G-invariant, and its restriction to C * (δ X(Θ) ) is clearly G(Θ)-invariant. By Theorem 2.16 it extends to a nontrivial Dirac state on F(Θ), hence U(Θ) is first-class.
Remark
Observe that as Γ is preserved by translations (cf. Definition 3.1), we can cover each compact set in R 4 by a finite number of elements in Γ. Hence, since Γ is a directed set, each compact set in R 4 is contained in an element of Γ. Thus ∪{S(Θ) | Θ ∈ Γ} = C ∞ c (R 4 , R 4 ) and so
Reduction isotony and weak causality.
In order to prove reduction isotony, we first need to enforce the T-procedure locally as in Section 3, to obtain the objects:
We need to prove that if
, and this requires more explicit characterization of the local algebras involved.
Theorem We have:
To show the reverse inclusion take A ∈ O(Θ) ⊂ F(Θ) and from Lemma 4.2 there is a sequence {A n } n∈N ⊂ span{δ X(Θ) U G(Θ) } converging in the C*-norm to A.
, and since {f n i | i = 1, . . . , k n , n ∈ N} is a denumerable set we can rearrange it into a single sequence {f i } i∈N , where
Thus we can rewrite
ij . Now A ∈ O(Θ) and therefore we have for any
In particular let ω be an extension of the central state ω 0 defined in Eq. (3) (which has Dirac state extensions by Theorem 2.16). Then for all h:
where
for all h, and that these terms cancel in Eqn. (7), i.e. we may assume that f i ∈ p(Θ) in (7). Furthermore by the Cauchy-Schwarz inequality
where D h (n) := {i | (i, j) ∈ P h (n)} and R h (n) := {j | (i, j) ∈ P h (n)} i.e. the domain and range of the relation defined by
. . , N n }, then the last inequality is strict and Eqn. (7) cannot hold unless lim
Given that f i ∈ p(Θ) in the surviving terms of the sum, for each i, choose an h such that
, and so {T th (f i ) | t ∈ R + } is a continuous family of distinct elements of X(Θ). Since {f j | j ∈ N} is denumerable, there exists a t 0 such that T t 0 h (f i ) = f j for all j ∈ N, i.e. i ∈ D t 0 h (n) for all n, and so Eqn. (7) 
u , and f j ∈ p(Θ):
so we can omit all contributions where f j ∈ p(Θ) from the sum:
For the last two equivalent characterisations of p(Θ), observe first that if
which by Eqn. (6) implies that G h (f ) = 0. Choose h = p µ f µ (which is in the allowed class of functions) to see the equivalence with p µ f µ C + = 0. Finally, to prove that
then we show that it converges to zero. Now δ f j ∈ O(Θ) for f j ∈ p(Θ), so for N n > j we have
Since the central state ω 0 (cf. Eqn. (3)) extends to a Dirac state we have
This implies that A = 0, because we can realize A as an ℓ 2 -sequence over p(Θ), and the evaluation map at a point in p(Θ) is ℓ 2 -continuous, hence C*-continuous so by the previous equation evaluation of A at each point is zero.
One can now set Θ = R 4 to get the global version of this theorem.
Theorem
The system of local constraints defined here satisfies reduction isotony. . Moreover, from the fact that f ∈ p(Θ 1 ) implies p µ f µ C + = 0 and Eqn. (6), we see that U(Θ 2 ) commutes with C * (δ p(Θ 1 ) ):
. Now O is generated by the two mutually commuting C*-algebras C * (δ p(Θ 1 ) ) and C * (U(Θ 2 )) ∼ = C * (G(Θ 2 )) where the latter is Abelian. If AB = 0 for A ∈ C * (δ p(Θ 1 ) ) and B ∈ C * (U(Θ 2 )), then either A = 0 or B = 0. This we can see from the realisation of C * (U(Θ 2 )) as scalar valued functions of denumerable support in G(Θ 2 ), so (pointwise) multiplication by a nonzero A ∈ C * (δ p(Θ 1 ) ) cannot change support. Then by an application of the result in [30, Exercise 2, p. 220], we conclude that the map ϕ(A⊗ B) := AB, A ∈ C * (δ p(Θ 1 ) ), B ∈ C * (U(Θ 2 )) extends to an isomorphism ϕ :
(Note that since C * (U(Θ 2 )) is commutative it is nuclear, hence the tensor norm is unique).
and define a product state ω on O by ω := ω ⊗ω, whereω is the statê ω(U θ ) = 1 for all θ ∈ G(Θ 2 ). Now extend ω arbitrarily to O(Θ 2 ), then since it coincides with ω on δ p(Θ 1 ) and ω(U(Θ 2 )) = 1, it is a Dirac state on O(Θ 2 ) which extends ω O(Θ 1 ).
Theorem The system of local quantum constraints (F(Θ), U(Θ)) satisfies weak causality
The first term vanishes because Θ 1 ⊥ Θ 2 implies the supports of f 1 and f 2 are spacelike separated, so 
is a closed 2-sided ideal in O(Θ 0 ) and therefore the last 3 terms of the sum above are contained in D(Θ 0 ) and the proof is concluded.
Remark
Note that the net Θ → F(Θ) does not satisfy the causality property, as we expect from the choice of noncausal constraints (∂ µ A µ ) (+) (x). To see this, let Θ 1 ⊥ Θ 2 , and let δ f ∈ F(Θ 1 ) and U θ h ∈ F(Θ 2 ), then the commutator [δ f , U θ h ] need not vanish because in Eqn. (6) we can have that
Covariance.
In order to examine weak covariance for this system of local constraints, we first need to define the action of P ↑ + on F e . We start with the usual action of P
Then V g is symplectic, hence lifts to a symplectic transformation of X, and this defines an action
Proof: We need to show that if we extend α g from the set ∆(X, B) ∪ {U θ h | h} to the *-algebra generated by it using the homomorphism property of α g , then this is consistent with all relations of the U θ h amongst themselves, and between them and ∆(X, B). First we need to establish how V g and T h intertwines.
Thus V g T h = T Wgh V g . Now the basic relation between ∆(X, B) and {U θ h | h} is the implementing relation, so
thus α g is consistent with this. Finally we need to show that α g respects any group identities in G ⊂ Aut∆ (X, B) . Recalling that G consists of finite products of θ h , let γ = θ h 1 . . . θ hn ∈ G, then γ → θ Wgh 1 . . . θ Wghn defines a consistent group homomorphism because
Theorem
Consider the action α: P ↑ + → Aut F e defined above. Then the system of local quantum constraints Γ ∋ Θ → (F(Θ), U(Θ)) satisfies α g (U(Θ)) = U(gΘ) and the net Γ ∋ Θ → F(Θ) transforms covariantly, i.e. α g (F(Θ)) = F(gΘ), Θ ∈ Γ. Therefore the local observables define a covariant net, i.e. α g (O(Θ)) = O(gΘ).
Proof:
We have:
and replacing g by g −1 gives the converse inclusion.
For covariance of the net F(Θ), recall that each F(Θ) is generated by U(Θ) and δ X(Θ) , so since
it follows that α g (F(Θ)) = F(gΘ). The covariance property for the net of local observables follows from Remark 3.6 (iii)
Finally putting together Theorems 4.6, 4.7, 4.10 and 3.7 we have proved for the Gupta-Bleuler model 
A simple physical observable algebra
The net Θ → R(Θ) = C * (δ p(Θ) ) produces a quasi-local physical algebra
,
Since B is degenerate on p (see below), R 0 is not simple and thus cannot be the final physical algebra. Moreover since we have not enforced Maxwell's equations, from a physical point of view R 0 cannot be considered as representing the observables of an electromagnetic field as yet. To solve these problems, we now do a second stage of constraining where we choose for our constraint system (R 0 , U) where U := δ p 0 and p 0 is the kernel of B p. The T-procedure applied to this pair will result in a simple algebra via Corollary 5.4 in [6] . For the connection with the Maxwell equations, we need the following theorem:
4.12 Theorem We have:
(again by Remark 4.4). Furthermore, by Theorem 4.5, p is the image under γ of P := {f ∈ C ∞ c (R 4 , R 4 ) | ∂ µ f µ = 0}. Since the smooth functions of compact support are dense with respect to the Schwartz topology in the Schwartz space, and the divergence operator is continuous for the Schwartz topology, the closure of P in the Schwartz topology is P := {f ∈ S(R 4 , R 4 ) | ∂ µ f µ = 0}. It is well-known that D is a tempered distribution (it is the two-point function for the free electromagnetic field), hence it is continuous with respect to the Schwartz topology on S(R 4 , R 4 ) in each entry. Thus D(f, k) = 0 for all k ∈ P iff D(f, k) = 0 for all k ∈ P and hence p 0 = {f ∈ p | B(f, k) = 0 ∀ k ∈ p} where p := γ( P).
where e(p) := p/ p . Now in terms of real and imaginary parts f = u + iv ∈ p 0 iff for all k = w + ir ∈ p we have that
Choose w = 0 (which is possible in p) to get that for all r ∈ p ∩ (S − C + ) (recall Remark 4.1):
Now let m : C + → R + be a smooth bump function with compact support away from zero, then we know that that the function s given by
is in X by the characterisation of X given in Remark 4.1, that it contains all smooth functions with compact support away from zero. Moreover, since p µ s µ = 0, we conclude s ∈ p. (Note that s ∈ p, hence the extension to p in the first part of the proof). So we can choose r = s above in Eqn. (11) , then by continuity, positivity and by ranging over all m, we conclude that
and as the second term is just the projection of u(p) in the direction of p, this means u(p) must be proportional to p for all p ∈ C + \0, i.e. u(p) = p q(p), for some suitable scalar function q.
By setting r = 0, we obtain a similar result for v, and hence f µ (p) = p µ h(p), p ∈ C + . The only restriction on h is that f ∈ X (0) , since f is automatically in p by its form.
Remark (i)
In the above, the fact that f ∈ X means that h must be smooth away from the origin. Since h is undefined at the origin in the proof, consider the behaviour of f ∈ p 0 at zero. Let a ∈ C + \0, then by continuity of f :
which can only be true for all a if f (0) = 0.
(ii) Now recall Maxwell's equations F µν ,ν (x) = 0. In the heuristic version of Gupta-Bleuler QEM, these need to be imposed as state conditions to define the physical field. Using the smearing formula for A(f ), F µν ,ν (x) corresponds to the space
By Theorem 4.12 we observe that f ⊂ p 0 , and thus enforcing the second stage of constraints U = δ p 0 will also impose the Maxwell equations. Note however that the inclusion f ⊂ p 0 is proper, which we see as follows. Consider a line t → ta, a ∈ C + \0 and let f ∈ f and g ∈ p 0 , then lim
, and we can easily choose an h ∈ S(R 4 , C) which makes the latter nonzero. Thus merely imposing the Maxwell equations does not appear to be sufficient to make the physical algebra simple (contrary to a claim in [6] ).
For completeness we would also like to consider the local structure of the constraint system (R 0 , U). Define U(Θ) := U ∩ R(Θ) = δ s(Θ) , Θ ∈ Γ, where s(Θ) := p 0 ∩ p(Θ), then it is clear that Θ → (R(Θ), U(Θ)) is a system of local quantum constraints. Since U ⊂ Z(R 0 ), a local T-procedure produces:
Theorem
The system of local constraints Θ → (R(Θ), U(Θ)) satisfies reduction isotony, causality and weak covariance, hence Θ → R(Θ) is a HK-QFT. Moreover
where c(Θ) := {f ∈ p(Θ) | p · f (p) = 0, p ∈ C + } is the "Coulomb space", and
where B is B lifted to p/p 0 , and c := {f ∈ p | p · f (p) = 0, p ∈ C + }.
Proof: For reduction isotony, since it is obvious that if Θ
, which by Lemma 2.24 will be the case if every Dirac state on R(Θ 1 ) extends to a Dirac state on R(Θ 2 ). We first prove that p(Θ) = c(Θ) ⊕ s(Θ) where c(Θ) is the "Coulomb space" above, and s(Θ) := p 0 ∩ p(Θ). Let f ∈ p(Θ), so 0 = p µ f µ (p), p ∈ C + and write
) is generated by two mutually commuting C*-algebras C * (δ c(Θ 1 ) ) and C * (δ s(Θ 2 ) ) where the last one is commutative. Now let A ∈ C * (δ c(Θ 1 ) ) and B ∈ C * (δ s(Θ 2 ) ) such that AB = 0. Then we want to show that A = 0 or B = 0. Let
and j = j ′ since c(Θ 1 ) and s(Θ 2 ) are linear independent spaces intersecting only in {0}. Thus the set {δ f i +k j | i ∈ N, j ∈ N} is linearly independent and so 0 = lim Let ω be a Dirac state on R(Θ 1 ), i.e. ω(δ s(Θ 1 ) ) = 1, and then define a state ω on A by ω := (ω ⊗ ω) • ϕ −1 where ω is the state on C * (δ s(Θ 2 ) ) satisfying ω(δ s(Θ 2 ) ) = 1. Now extend ω arbitrarily to R(Θ 2 ) ⊃ A, then it coincides with ω on R(Θ 1 ) and satisfies ω(δ s(Θ 2 ) ) = 1 hence is a Dirac state on R(Θ 2 ). This establishes reduction isotony.
For causality, the fact that Θ → R(Θ) is a HK-QFT already implies that [R(
For covariance, we already have that
To see that these are equal, note that
For the reverse inclusion: 
, and this inclusion factors through to produce p(Θ 1 ) ⊆ p(Θ 2 ), hence c(Θ 1 ) ⊆ c(Θ 2 ), so the last isomorphism is clear.
Thus the quasi-local algebra R 0 is simple. (Unless we can show that B is nondegenerate on each c(Θ), it is not clear that the local algebras are simple).
An apparent puzzle raised by the isomorphisms R(Θ) ∼ = ∆(c(Θ), B) here, is the noncovariance of the spaces c(Θ) under V g , g ∈ P ↑ + , given that the net R(Θ) is covariant under the isomorphisms derived from V g . The resolution is that V g maps an equivalence class f + s(Θ) in p(Θ) to the equivalence class V g f + s(gΘ) in p(gΘ), and these equivalence classes correspond to elements h ∈ c(Θ) and k ∈ c(gΘ) repectively, but it is not true that k = V g h.
In this example we have done our constraint reduction in two stages, and the question arises as to whether we would have obtained the same physical algebra from a single reduction by the full set of constraints. This will be examined in the next section.
Further topics

Global vs local constraining
For a system of local constraints Θ → (F(Θ), U(Θ)) as in Definition 3.3, a natural question to ask is the following. What is the relation between the limit algebra R 0 := lim −→ R(Θ) and the algebra R e obtained from enforcing the full constraint set ∪ Θ∈Γ U(Θ) =: U e in the quasi-local algebra F 0 ?
In particular, when will R 0 = R e ? In other words, we compare the local constrainings of the net to a single global constraining. (This has bearing on the BRST-constraining algorithm).
Now R e = O e /D e where as usual we have 
commutes by reduction isotony and the proof of Lemma 2.22. Thus there exists a surjective homomorphism for the inductive limit algebras:
Clearly D(Θ) ⊂ Ker ξ 0 for all Θ ∈ Γ, hence U e − 1l ⊂ Ker ξ 0 , and so by the previous paragraph
, and so the global factorisation map
To prove the last claim, we just apply Lemma 2.22 to the pair (O 0 , U e ) ⊂ (F 0 , U e ). To verify its two conditions, note that we already know by the first part of the proof that We do not as yet have useful general criteria to ensure that R 0 = R e , though we now verify that it holds for both stages of constraining in the Gupta-Bleuler example. Example. Recall the first stage of constraining in the previous example. We had a system of local constraints Γ ∋ Θ → (F(Θ), U(Θ)) where . We need to compare this to R e which we obtain from the system
Now the method in the proof of Theorem 4.5 did not use the assumption Θ ∈ Γ, hence it can be transcribed to prove that O e = C * (δ pe ) + D e where p e := {f ∈
, so is in p(Θ) by the defining condition. Thus p e ∩ X(Θ) ⊆ p(Θ). However, by Theorem 4.5, these are characterised by p µ f µ C + = 0, and by Eqn. (6) this implies T h (f ) = f for all h ∈ C ∞ c (R 4 , R). Thus p e = p, so O e = C * (δ p ) + D e and hence by the argument in the last part of the proof of Theorem 4.5 we have R e ∼ = C * (δ p ) ∼ = R 0 .
Next we verify for the second stage of constraining that the local and global constrainings ultimately coincide. Here we have the system of local constraints: Γ ∋ Θ → (R(Θ), U(Θ)) where R(Θ) = ∆(p(Θ), B) and U(Θ) = δ s(Θ) , s(Θ) = p 0 ∩ p(Θ). By Theorem 4.14 we have
. We need to compare this to the physical algebra R e obtained from the system (R 0 , U e ) where R 0 = lim 
Reduction by stages
In this subsection we address the problem reduction by stages, i.e. subdivide the initial constraint set, then impose these constraint sets along an increasing chain (terminating with the full set of constraints), and analyse when the final physical algebra of the chain is the same as that obtained from a single constraining by the full set. This problem occurred in the Gupta-Bleuler example, and is related also to the one in the previous subsection.
Definition
An n-chain of constraints consists of a first-class constraint system (F, C) and a chain of subsets
n, where we henceforth denote by (S
By convention we will omit the subscript i when i = n.
The condition C ⊂ O i is nontrivial, but necessary for the procedure in the next theorem. Below we will use subscript notation A i , A (i) and A {i} to distinguish between similar objects in different contexts. (ii)
Theorem Given an n-chain of constraints as above, we define inductively the following cascade of first-class constraint systems (R
We will call the application of a T-procedure to (
) the k th stage reduction of the given n-chain.
Proof: We apply the second principle of induction, and also remind the reader that C ⊂ O i ∀ i. For k = 1 we have by convention that (R (0) , ξ {0} (C 1 )) = (F, C 1 ) which is first-class, and
. Now using
given by Theorem 2.4, produces for ω ∈ S D 2 :
Thus the theorem holds for k = 1. For the induction step, fix an integer m ≥ 1 and assume the theorem is true for all k ≤ m. We prove that it holds for m + 1. Now (R (m) , ξ {m} (C m+1 )) is first-class, because by (v),
and ϕ m is a bijection. We first prove (ii).
For (iii) we see:
For (iv), note that
Define a map ψ :
To see that it is well-defined, let B ∈ O {m+1} be such that
It is easy to see that ψ is a *-homomorphism onto the subalgebra
Finally, to prove (v), since ϕ m+1 is a surjection, each ω ∈ S D(m+2) is of the form ω = ϕ m+1 ( ω)
Corollary Given an n-chain of constraints as above, a sufficient condition to obtain
where we used Theorem 5.3(iv) for the last isomorphism.
Example. The Gupta-Bleuler model of the previous section provide examples of 2-chains of constraints both at the local and the global levels. We will only consider the global level, and refer freely to the example of the last section where both global constrainings were done. Let
, R)} and let the total constraint set in F 0 be C = C 2 := C 1 ∪ C where
. (Notation as in Remark 4.4).
Proof: To see that C is first-class, define a state ω on ∆(X (0) , B) ⊂ F 0 by ω(δ f ) = 1 if f ∈ p 0 , and otherwise ω(δ f ) = 0 (that this defines a state is easy to check). Since by Theorem 4.5 the space p is pointwise invariant under T h for h ∈ C ∞ c (R 4 , R), (also using Eqn. (6)) so is p 0 , hence ω is invariant under G (0) = the group generated by G(Θ), Θ ∈ Γ. Thus ω extends (uniquely) to a Dirac state on F 0 (by a trivial application of Theorem 2.16). Thus C is first class.
It is obvious that C ⊂ D 2 ⊂ O 2 , so we only need to show that C ⊂ O 1 . By Theorem 4.5 and the last subsection we have O 1 = C * (δ p ) + D 1 and as
Then by Corollary 5.4 we have R 2 = R (2) , i.e. the two-step reduction by stages produces the same physical algebra as a single reduction by the full constraint set C. This, we will do as follows. We know that from the last subsection that O 1 = C * (δ p ) + D 1 and in the next two claims we prove that O 2 = C * (δ p ) + D 2 . Then since D 1 ⊂ D 2 it follows that O 2 \O 1 ⊂ D 2 . We first prove: 
where f i = f j if i = j, f i ∈ X (0) , γ (n) ij ∈ G (0) and λ (n) ij ∈ C. Consider the equivalence classes of X (0) /p 0 . If f i − f j =: s ∈ p 0 , then δ f i = δ f j · δ s exp (iB(s, f j )/2) and δ s ∈ U e . Thus we can write Eqn. (12) in the form
where f i − f j ∈ p 0 if i = j and s ij ∈ p 0 . Let ω ∈ S D 2 , then
where ζ
Let h ∈ p 0 , then from δ h ∈ U e and A ∈ O 2 , we get, using Eqn. (14):
for all r ∈ C ∞ c (R 4 , R) and where ∆ is the Pauli-Jordan distribution and D is the symplectic form for the free neutral scalar bosonic field. It is well-known that D is nondegenerate on γ(C ∞ c (R 4 , R)), (to see this, use the Schwartz density argument in the proof of Theorem 4.12) hence since γ(∂ µ f µ ) is also in this space, we conclude γ(∂ µ f µ ) = 0, i.e. p µ γ(f µ ) = 0, i.e. by Eqn. (6) γ(f ) ∈ p. Hence we have the reverse inclusion, so p ′ 0 = p.
Thus O 2 = C * (δ p ) + D 2 and so O 2 \O 1 ⊂ D 2 .
The weak spectral condition
A very important additional property which is used in the analysis of algebraic QFT, is that of the spectral condition. Let now Θ → (F(Θ), U(Θ)) be a system of local constraints with reduction isotony and weak covariance. We want to find the weakest requirement on Θ → (F(Θ), U(Θ)) to ensure that α : P ↑ + → Aut R 0 (cf. Theorem 3.7(iii)) satisfies the spectral condition. We propose: Thus [R 0 ξ 0 (C)] is the left ideal generated in R 0 by { α f (B)) | B ∈ R 0 , f ∈ F (V + )} and this is precisely Doplicher's left ideal (cf. [4, 24] ), which is proper iff α satisfies the spectral condition by 2.7.2 in Sakai [24] .
Definition
In general the weak spectral condition seems very difficult to verify directly. However, for the Gupta-Bleuler example in this paper, it is easily verified via the last theorem:
Example. We show that the final HK-QFT of the Gupta-Bleuler example (as expressed in Theorem 4.14) satisfies the spectral condition, and hence the initial system must satisfy the weak spectral condition. Thus we need to show the existence of a state on R 0 := lim
The implementer of a Poincaré transformation g is just the second quantization of the lift of V g to p/p 0 , i.e. U g := Γ( V g ) where V g is the lift of V g to p/p 0 . We need to verify the spectral condition for the generators of the translations. Recall for g = (Λ, a) we have (V g f )(p) = e −ipa Λf (Λ −1 p). Translation by a therefore acts by multiplication operators (V a f )(p) = e −ipa f (p) with infinitesimal generators P µ of V a being the lift to p/p 0 of the multiplication operators f (p) → p µ f (p). Now for f ∈ p:
since we have shown in the proof of the last claim that f µ (p) f µ (p) ≥ 0 ∀f ∈ p, p ∈ C + . So P 0 ≥ 0. Since U a = Γ( V a ) = exp ( − ia µ dΓ( P µ )), the generators for translation for ω are dΓ( P µ ), and so P 0 ≥ 0 implies dΓ( P 0 ) ≥ 0. To conclude, notice from the fact that P µ acts on p/p 0 and in p we have restriction to C + , that the spectrum of P µ must be in C + . Now in second quantization on an n-particle space: dΓ( P µ ) = P µ ⊗ 1l ⊗ · · · ⊗ 1l + 1l ⊗ P µ ⊗ 1l ⊗ · · · ⊗ 1l + · · · + 1l ⊗ · · · ⊗ 1l ⊗ P µ and the spectrum for this will be all possible sums of n vectors in C + , and this will always be in V + . Since the spectrum for the full dΓ( P µ ) is the sum over all those on the n-particle spaces, this will still be in V + since V + is a cone. Thus we have verified the spectral condition as claimed.
Conclusions.
In this paper we introduced the concept of a system of local quantum constraints and we obtained "weak" versions of the Haag-Kastler axioms of isotony, causality, covariance and spectrality in such a way that after a local constraining procedure the resulting system of physical algebras satisfies the usual versions of these axioms. We analyzed Gupta-Bleuler electromagnetism in detail and showed that it satisfies these weak axioms, but that it violates the causality axiom. This example was particularly satisfying, in that we obtained by pure C*-algebra techniques the correct physical algebra and positive energy Fock-representation without having to pass through an indefinite metric representation.
There are many future directions of development for this project, and a few of the more evident ones are:
• Find an example of a realistic constrained local field theory which satisfies the weak HaagKastler axioms, but violates the usual covariance axiom (a variant of the Coulomb gauge may work).
• Continue the analysis here for the rest of the Haag-Kastler axioms, i.e. find the appropriate weak versions of e.g. the axioms of additivity, local normality, local definiteness etc., as well as examples which satisfy the weak axioms but not the usual ones.
• In the present paper we assumed a system of local constraints which are first-class. Now a reduction procedure at the C*-level exists also for second class constraints (cf. [11] ) and so one can therefore ask what the appropriate weakened form of the Haag-Kastler axioms should be for such a system. A possible example for such an analysis is electromagnetism in the Coulomb gauge.
Appendix
We will give in this appendix the proof of Theorem 2.19. Recall the notation and results of Subsection 2.5. 
