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Abstract	 ﾠ
The	 ﾠ "best	 ﾠ effort"	 ﾠ service	 ﾠ model	 ﾠ has	 ﾠ certainly	 ﾠ played	 ﾠ a	 ﾠ significant	 ﾠ role	 ﾠ for	 ﾠ the	 ﾠ
success	 ﾠof	 ﾠthe	 ﾠInternet	 ﾠ–	 ﾠbut	 ﾠin	 ﾠfact,	 ﾠthe	 ﾠInternet	 ﾠonly	 ﾠpartially	 ﾠfollows	 ﾠthis	 ﾠmodel,	 ﾠ
and	 ﾠthis	 ﾠhas	 ﾠbecome	 ﾠa	 ﾠlimiting	 ﾠfactor	 ﾠfor	 ﾠprotocol	 ﾠdeployment	 ﾠtoday.	 ﾠ
	 ﾠ
	 ﾠ
Introduction:	 ﾠthe	 ﾠimportance	 ﾠof	 ﾠ"best	 ﾠeffort"	 ﾠ
Internet	 ﾠrouters	 ﾠ"do	 ﾠtheir	 ﾠbest"	 ﾠto	 ﾠdeliver	 ﾠpackets	 ﾠtowards	 ﾠa	 ﾠdestination,	 ﾠwithout	 ﾠ
making	 ﾠany	 ﾠpromises	 ﾠabout	 ﾠe.g.	 ﾠthe	 ﾠdelivery	 ﾠtime	 ﾠor	 ﾠservice	 ﾠrate.	 ﾠThis	 ﾠbehavior,	 ﾠ
which	 ﾠhas	 ﾠbeen	 ﾠcoined	 ﾠ"best	 ﾠeffort",	 ﾠallows	 ﾠfor	 ﾠgreat	 ﾠflexibility	 ﾠ–	 ﾠalmost	 ﾠarbitrary	 ﾠ
strategies	 ﾠregarding	 ﾠe.g.	 ﾠrouting,	 ﾠqueuing,	 ﾠscheduling	 ﾠetc.	 ﾠcan	 ﾠbe	 ﾠlocally	 ﾠchosen	 ﾠ
for	 ﾠeach	 ﾠindividual	 ﾠrouter	 ﾠwithout	 ﾠviolating	 ﾠa	 ﾠservice	 ﾠcontract.	 ﾠThis	 ﾠhas	 ﾠgiven	 ﾠ
participants	 ﾠof	 ﾠthe	 ﾠtelecommunications	 ﾠmarket	 ﾠthe	 ﾠnecessary	 ﾠfreedom	 ﾠin	 ﾠproduct	 ﾠ
differentiation	 ﾠ("my	 ﾠrouter	 ﾠis	 ﾠbetter	 ﾠthan	 ﾠyour	 ﾠrouter	 ﾠbecause	 ﾠit	 ﾠcan	 ﾠdo	 ﾠX-ﾭ‐routing	 ﾠ
and	 ﾠ Y-ﾭ‐queuing"),	 ﾠ resulting	 ﾠ in	 ﾠ the	 ﾠ heterogeneous	 ﾠ nature	 ﾠ of	 ﾠ today's	 ﾠ Internet.	 ﾠ
However,	 ﾠcertain	 ﾠparts	 ﾠof	 ﾠthe	 ﾠInternet	 ﾠarchitecture	 ﾠhave	 ﾠnever	 ﾠfollowed	 ﾠthe	 ﾠ"best	 ﾠ
effort"	 ﾠmodel.	 ﾠ
	 ﾠ
	 ﾠ
Case	 ﾠ1:	 ﾠQuality	 ﾠof	 ﾠService	 ﾠ(QoS)	 ﾠ
QoS,	 ﾠby	 ﾠits	 ﾠvery	 ﾠnature,	 ﾠis	 ﾠabout	 ﾠgiving	 ﾠpromises.	 ﾠFrom	 ﾠthe	 ﾠperspective	 ﾠof	 ﾠpackets	 ﾠ
traversing	 ﾠ the	 ﾠ Internet,	 ﾠ QoS	 ﾠ mechanisms	 ﾠ have	 ﾠ been	 ﾠ reasonably	 ﾠ well	 ﾠ defined.	 ﾠ
However,	 ﾠquoting	 ﾠ[RFC	 ﾠ2990],	 ﾠ"for	 ﾠend-ﾭ‐to-ﾭ‐end	 ﾠservice	 ﾠdelivery	 ﾠit	 ﾠdoes	 ﾠappear	 ﾠthat	 ﾠ
QoS	 ﾠarchitectures	 ﾠwill	 ﾠneed	 ﾠto	 ﾠextend	 ﾠto	 ﾠthe	 ﾠlevel	 ﾠof	 ﾠthe	 ﾠapplication	 ﾠrequesting	 ﾠthe	 ﾠ
service	 ﾠprofile."	 ﾠ
	 ﾠ
Such	 ﾠ extensions	 ﾠ have	 ﾠ not	 ﾠ been	 ﾠ standardized,	 ﾠ which	 ﾠ may	 ﾠ be	 ﾠ attributed	 ﾠ to	 ﾠ a	 ﾠ
general	 ﾠhesitance	 ﾠwhen	 ﾠit	 ﾠcomes	 ﾠto	 ﾠAPIs	 ﾠin	 ﾠthe	 ﾠIETF.	 ﾠHad	 ﾠthis	 ﾠwork	 ﾠbeen	 ﾠdone,	 ﾠ
the	 ﾠfollowing	 ﾠdilemma	 ﾠwould	 ﾠhave	 ﾠbecome	 ﾠclear:	 ﾠeither	 ﾠQoS	 ﾠusage	 ﾠis	 ﾠrestrained	 ﾠ
to	 ﾠcertain	 ﾠenvironments	 ﾠonly,	 ﾠor	 ﾠ–	 ﾠfor	 ﾠthe	 ﾠpublic	 ﾠ"big	 ﾠI"	 ﾠInternet	 ﾠ–	 ﾠthe	 ﾠservice	 ﾠ
model	 ﾠhas	 ﾠto	 ﾠbe	 ﾠ"best	 ﾠeffort".	 ﾠHere,	 ﾠ"best	 ﾠeffort"	 ﾠmeans	 ﾠthat	 ﾠthe	 ﾠsystem	 ﾠ(e.g.,	 ﾠthe	 ﾠ
transport	 ﾠsocket	 ﾠto	 ﾠwhich	 ﾠa	 ﾠrequest	 ﾠis	 ﾠmade)	 ﾠcan	 ﾠtry	 ﾠto	 ﾠestablish	 ﾠa	 ﾠcertain	 ﾠform	 ﾠ
of	 ﾠQoS,	 ﾠbut	 ﾠapplications	 ﾠmust	 ﾠbe	 ﾠable	 ﾠto	 ﾠcope	 ﾠwith	 ﾠa	 ﾠ"no,	 ﾠQoS	 ﾠdoesn't	 ﾠwork,	 ﾠonly	 ﾠ
best	 ﾠeffort	 ﾠis	 ﾠavailable"	 ﾠsituation.	 ﾠ
	 ﾠ
With	 ﾠsuch	 ﾠan	 ﾠAPI	 ﾠthat	 ﾠprovides	 ﾠQoS	 ﾠservices	 ﾠon	 ﾠa	 ﾠbest	 ﾠeffort	 ﾠbasis,	 ﾠapplication	 ﾠ
programmers	 ﾠcould	 ﾠ(if	 ﾠthe	 ﾠAPI	 ﾠis	 ﾠsimple	 ﾠenough	 ﾠto	 ﾠuse)	 ﾠmake	 ﾠuse	 ﾠof	 ﾠQoS	 ﾠstraight	 ﾠ
away,	 ﾠ when	 ﾠ and	 ﾠ where	 ﾠ it	 ﾠ is	 ﾠ available.	 ﾠ Possibly,	 ﾠ providing	 ﾠ such	 ﾠ an	 ﾠ API,	 ﾠ and	 ﾠ
making	 ﾠit	 ﾠattractive	 ﾠenough	 ﾠby	 ﾠ1)	 ﾠkeeping	 ﾠit	 ﾠsimple	 ﾠand	 ﾠ2)	 ﾠdemonstrating	 ﾠthe	 ﾠ
benefits	 ﾠthat	 ﾠcan	 ﾠbe	 ﾠattained	 ﾠwith	 ﾠit,	 ﾠthe	 ﾠfollowing	 ﾠchicken-ﾭ‐and-ﾭ‐egg	 ﾠdeployment	 ﾠ
problem	 ﾠfrom	 ﾠ[RFC	 ﾠ2990]	 ﾠcould	 ﾠhave	 ﾠbeen	 ﾠprevented:	 ﾠ
	 ﾠ
"No	 ﾠ network	 ﾠ operator	 ﾠ will	 ﾠ make	 ﾠ the	 ﾠ significant	 ﾠ investment	 ﾠ in	 ﾠ deployment	 ﾠ and	 ﾠ
support	 ﾠof	 ﾠdistinguished	 ﾠservice	 ﾠinfrastructure	 ﾠunless	 ﾠthere	 ﾠis	 ﾠa	 ﾠset	 ﾠof	 ﾠclients	 ﾠand	 ﾠ
applications	 ﾠavailable	 ﾠto	 ﾠmake	 ﾠimmediate	 ﾠuse	 ﾠof	 ﾠsuch	 ﾠfacilities.	 ﾠClients	 ﾠwill	 ﾠnot	 ﾠ
make	 ﾠthe	 ﾠinvestment	 ﾠin	 ﾠenhanced	 ﾠservices	 ﾠunless	 ﾠthey	 ﾠsee	 ﾠperformance	 ﾠgains	 ﾠin	 ﾠ	 ﾠ	 ﾠ	 ﾠapplications	 ﾠthat	 ﾠare	 ﾠdesigned	 ﾠto	 ﾠtake	 ﾠadvantage	 ﾠof	 ﾠsuch	 ﾠenhanced	 ﾠservices.	 ﾠNo	 ﾠ
application	 ﾠ designer	 ﾠ will	 ﾠ attempt	 ﾠ to	 ﾠ integrate	 ﾠ service	 ﾠ quality	 ﾠ features	 ﾠ into	 ﾠ the	 ﾠ
application	 ﾠ unless	 ﾠ there	 ﾠ is	 ﾠ a	 ﾠ model	 ﾠ of	 ﾠ operation	 ﾠ supported	 ﾠ by	 ﾠ widespread	 ﾠ
deployment	 ﾠ that	 ﾠ makes	 ﾠ the	 ﾠ additional	 ﾠ investment	 ﾠ in	 ﾠ application	 ﾠ complexity	 ﾠ
worthwhile	 ﾠand	 ﾠclients	 ﾠwho	 ﾠare	 ﾠwilling	 ﾠto	 ﾠpurchase	 ﾠsuch	 ﾠapplications."	 ﾠ
	 ﾠ
It	 ﾠis	 ﾠinteresting	 ﾠto	 ﾠnote	 ﾠthat	 ﾠnow,	 ﾠsome	 ﾠ15	 ﾠyears	 ﾠafter	 ﾠthe	 ﾠfirst	 ﾠQoS	 ﾠRFCs	 ﾠwere	 ﾠ
published,	 ﾠapplication	 ﾠdesigners	 ﾠbegin	 ﾠto	 ﾠrealize	 ﾠ"best	 ﾠeffort	 ﾠQoS	 ﾠprovisioning"	 ﾠ
themselves	 ﾠas	 ﾠthey	 ﾠreach	 ﾠdown	 ﾠto	 ﾠraw	 ﾠIP	 ﾠsockets	 ﾠand	 ﾠset	 ﾠa	 ﾠDSCP	 ﾠvalue	 ﾠdirectly,	 ﾠ
in	 ﾠthe	 ﾠhope	 ﾠthat	 ﾠcertain	 ﾠrouters	 ﾠor	 ﾠmiddle-ﾭ‐boxes	 ﾠwould	 ﾠsomehow	 ﾠgive	 ﾠthem	 ﾠa	 ﾠ
slightly	 ﾠ better	 ﾠ service	 ﾠ while	 ﾠ not	 ﾠ much	 ﾠ harm	 ﾠ would	 ﾠ happen	 ﾠ otherwise	 ﾠ [draft-ﾭ‐
dhesikan-ﾭ‐tsvwg-ﾭ‐rtcweb-ﾭ‐qos].	 ﾠ
	 ﾠ
	 ﾠ
Case	 ﾠ2:	 ﾠtransport	 ﾠprotocols	 ﾠ
Despite	 ﾠthe	 ﾠdesign	 ﾠand	 ﾠdeployment	 ﾠof	 ﾠa	 ﾠnumber	 ﾠof	 ﾠother	 ﾠtransport	 ﾠprotocols	 ﾠ
(SCTP,	 ﾠDCCP,	 ﾠUDP-ﾭ‐Lite,	 ﾠ..),	 ﾠthe	 ﾠtransport	 ﾠservice	 ﾠthat	 ﾠapplication	 ﾠprogrammers	 ﾠ
can	 ﾠrely	 ﾠon	 ﾠhas	 ﾠalways	 ﾠbeen	 ﾠdefined	 ﾠby	 ﾠtwo	 ﾠprotocols:	 ﾠTCP	 ﾠand	 ﾠUDP.	 ﾠMost	 ﾠif	 ﾠnot	 ﾠ
all	 ﾠof	 ﾠthe	 ﾠservices	 ﾠof	 ﾠthe	 ﾠnewer	 ﾠprotocols	 ﾠare	 ﾠin	 ﾠfact	 ﾠsemantically	 ﾠcompatible	 ﾠwith	 ﾠ
TCP	 ﾠand	 ﾠUDP.	 ﾠFor	 ﾠexample,	 ﾠSCTP	 ﾠprovides	 ﾠfaster	 ﾠdata	 ﾠdelivery	 ﾠfor	 ﾠapplications	 ﾠ
that	 ﾠcan	 ﾠaccept	 ﾠout-ﾭ‐of-ﾭ‐order	 ﾠchunk	 ﾠarrivals;	 ﾠcertainly,	 ﾠsuch	 ﾠapplications	 ﾠcan	 ﾠalso	 ﾠ
handle	 ﾠ the	 ﾠ ideal	 ﾠ case	 ﾠ of	 ﾠ in-ﾭ‐order	 ﾠ delivery,	 ﾠ which	 ﾠ is	 ﾠ provided	 ﾠ by	 ﾠ TCP	 ﾠ at	 ﾠ the	 ﾠ
expense	 ﾠof	 ﾠperformance.	 ﾠHence,	 ﾠif	 ﾠthe	 ﾠtransport	 ﾠAPI	 ﾠwould	 ﾠprovide	 ﾠa	 ﾠslightly	 ﾠ
more	 ﾠ abstract	 ﾠ service	 ﾠ than	 ﾠ what	 ﾠ it	 ﾠ offers	 ﾠ today,	 ﾠ offering	 ﾠ out-ﾭ‐of-ﾭ‐order	 ﾠ data	 ﾠ
delivery	 ﾠamong	 ﾠother	 ﾠthings,	 ﾠthe	 ﾠoperating	 ﾠsystem	 ﾠcould	 ﾠprovide	 ﾠthese	 ﾠservices	 ﾠ
"on	 ﾠa	 ﾠbest	 ﾠeffort	 ﾠbasis"	 ﾠby	 ﾠtrying	 ﾠto	 ﾠuse	 ﾠe.g.	 ﾠSCTP	 ﾠand	 ﾠfalling	 ﾠback	 ﾠto	 ﾠTCP	 ﾠor	 ﾠUDP	 ﾠ
(e.g.	 ﾠwith	 ﾠa	 ﾠmethod	 ﾠlike	 ﾠ"Happy	 ﾠEyeballs"	 ﾠ[draft-ﾭ‐wing-ﾭ‐http-ﾭ‐new-ﾭ‐tech])	 ﾠin	 ﾠcase	 ﾠof	 ﾠ
failure.	 ﾠ
	 ﾠ
Nowadays,	 ﾠsuch	 ﾠan	 ﾠAPI	 ﾠis	 ﾠnot	 ﾠprovided,	 ﾠand	 ﾠit	 ﾠis	 ﾠup	 ﾠto	 ﾠapplication	 ﾠprogrammers	 ﾠ
to	 ﾠimplement	 ﾠsuch	 ﾠa	 ﾠfall-ﾭ‐back	 ﾠmechanism	 ﾠthemselves.	 ﾠThis	 ﾠis	 ﾠnot	 ﾠeasy	 ﾠto	 ﾠdo.	 ﾠIt	 ﾠis	 ﾠ
also	 ﾠnot	 ﾠnecessarily	 ﾠclear	 ﾠthat	 ﾠthe	 ﾠpotential	 ﾠgains	 ﾠwould	 ﾠoutweigh	 ﾠthe	 ﾠeffort,	 ﾠand	 ﾠ
hence	 ﾠSCTP	 ﾠis	 ﾠonly	 ﾠused	 ﾠin	 ﾠspecial	 ﾠconditions	 ﾠwhere	 ﾠit	 ﾠis	 ﾠknown	 ﾠthat	 ﾠthe	 ﾠprotocol	 ﾠ
will	 ﾠwork	 ﾠ–	 ﾠor,	 ﾠas	 ﾠin	 ﾠrtcweb,	 ﾠit	 ﾠis	 ﾠapplied	 ﾠin	 ﾠuser	 ﾠspace,	 ﾠover	 ﾠUDP,	 ﾠat	 ﾠthe	 ﾠcost	 ﾠof	 ﾠ
application	 ﾠcomplexity	 ﾠand	 ﾠperformance.	 ﾠA	 ﾠcommon	 ﾠalternative	 ﾠto	 ﾠsuch	 ﾠusage	 ﾠof	 ﾠ
e.g.	 ﾠSCTP	 ﾠis	 ﾠto	 ﾠsimply	 ﾠconstruct	 ﾠthe	 ﾠrequired	 ﾠservice	 ﾠdirectly	 ﾠover	 ﾠUDP,	 ﾠinside	 ﾠthe	 ﾠ
application	 ﾠ–	 ﾠclearly,	 ﾠit	 ﾠwould	 ﾠbe	 ﾠa	 ﾠbetter	 ﾠsituation	 ﾠif	 ﾠthe	 ﾠright	 ﾠservices	 ﾠwould	 ﾠbe	 ﾠ
made	 ﾠaccessible	 ﾠvia	 ﾠthe	 ﾠtransport	 ﾠAPI	 ﾠwhenever	 ﾠthey	 ﾠare	 ﾠavailable.	 ﾠ
	 ﾠ
	 ﾠ
Conclusion:	 ﾠthe	 ﾠway	 ﾠahead	 ﾠ
The	 ﾠ"best	 ﾠeffort"	 ﾠservice	 ﾠmodel	 ﾠshould	 ﾠbe	 ﾠextended	 ﾠall	 ﾠthe	 ﾠway	 ﾠto	 ﾠthe	 ﾠapplication,	 ﾠ
by	 ﾠenriching	 ﾠthe	 ﾠtransport	 ﾠAPI	 ﾠwith	 ﾠservices	 ﾠof	 ﾠvarious	 ﾠtransport	 ﾠprotocols	 ﾠas	 ﾠ
well	 ﾠas	 ﾠQoS	 ﾠmechanisms	 ﾠon	 ﾠa	 ﾠbest	 ﾠeffort	 ﾠbasis	 ﾠ(i.e.	 ﾠwith	 ﾠthe	 ﾠpossibility	 ﾠfor	 ﾠthe	 ﾠOS	 ﾠ
to	 ﾠfall	 ﾠback	 ﾠto	 ﾠstandard	 ﾠTCP	 ﾠand	 ﾠUDP	 ﾠin	 ﾠcase	 ﾠof	 ﾠa	 ﾠQoS-ﾭ‐free	 ﾠInternet	 ﾠpath).	 ﾠThis	 ﾠ
would	 ﾠ not	 ﾠ only	 ﾠ have	 ﾠ the	 ﾠ potential	 ﾠ to	 ﾠ improve	 ﾠ the	 ﾠ Internet's	 ﾠ service	 ﾠ via	 ﾠ
deployment	 ﾠof	 ﾠstandards	 ﾠthat	 ﾠare	 ﾠnowadays	 ﾠvirtually	 ﾠunused,	 ﾠbut	 ﾠalso	 ﾠgive	 ﾠOS	 ﾠ
deverlopers	 ﾠ the	 ﾠ freedom	 ﾠ to	 ﾠ implement	 ﾠ complex	 ﾠ service	 ﾠ provisioning	 ﾠ systems	 ﾠ
underneath	 ﾠ the	 ﾠ transport	 ﾠ API.	 ﾠ This	 ﾠ would,	 ﾠ in	 ﾠ turn,	 ﾠ allow	 ﾠ for	 ﾠ greater	 ﾠ product	 ﾠdifferentiation	 ﾠamong	 ﾠOS	 ﾠvendors,	 ﾠwith	 ﾠpotentially	 ﾠpositive	 ﾠimpacts	 ﾠon	 ﾠthe	 ﾠOS	 ﾠ
market.	 ﾠ
	 ﾠ
How	 ﾠto	 ﾠmake	 ﾠthis	 ﾠchange	 ﾠhappen	 ﾠis	 ﾠa	 ﾠbit	 ﾠharder	 ﾠto	 ﾠimagine.	 ﾠThe	 ﾠidea	 ﾠis	 ﾠnot	 ﾠnew;	 ﾠ
the	 ﾠacademic	 ﾠliterature	 ﾠis	 ﾠfull	 ﾠof	 ﾠsimilar	 ﾠsuggestions,	 ﾠcommonly	 ﾠfollowing	 ﾠa	 ﾠ"top	 ﾠ
down"	 ﾠapproach	 ﾠwhere	 ﾠone	 ﾠstarts	 ﾠwith	 ﾠthe	 ﾠquestion	 ﾠ"what	 ﾠare	 ﾠthe	 ﾠservices	 ﾠthat	 ﾠ
applications	 ﾠ need?".	 ﾠ The	 ﾠ fact	 ﾠ that	 ﾠ so	 ﾠ many	 ﾠ different	 ﾠ suggestions	 ﾠ exist	 ﾠ and	 ﾠ
nothing	 ﾠhas	 ﾠled	 ﾠto	 ﾠa	 ﾠreal	 ﾠchange	 ﾠfor	 ﾠthe	 ﾠtransport	 ﾠAPI	 ﾠthat	 ﾠour	 ﾠapplications	 ﾠuse	 ﾠ
today	 ﾠindicates	 ﾠthat	 ﾠsuch	 ﾠa	 ﾠ"top	 ﾠdown"	 ﾠapproach	 ﾠmay	 ﾠnot	 ﾠbe	 ﾠfruitful	 ﾠ–	 ﾠmaking	 ﾠa	 ﾠ
real	 ﾠ change	 ﾠ needs	 ﾠ a	 ﾠ standard	 ﾠ and	 ﾠ implementations,	 ﾠ and	 ﾠ this	 ﾠ requires	 ﾠ an	 ﾠ API	 ﾠ
design	 ﾠmethod	 ﾠthat	 ﾠis	 ﾠbased	 ﾠon	 ﾠstrong	 ﾠconsensus.	 ﾠ
	 ﾠ
The	 ﾠauthor's	 ﾠsuggestion	 ﾠis	 ﾠtherefore	 ﾠto	 ﾠgo	 ﾠ"bottom	 ﾠup",	 ﾠi.e.	 ﾠstarting	 ﾠwith	 ﾠservices	 ﾠ
that	 ﾠalready	 ﾠstandardized	 ﾠprotocols	 ﾠand	 ﾠQoS	 ﾠmechanisms	 ﾠprovide.	 ﾠThe	 ﾠfact	 ﾠthat	 ﾠ
these	 ﾠservices	 ﾠexist	 ﾠmeans	 ﾠthat	 ﾠthere	 ﾠmust	 ﾠhave	 ﾠbeen	 ﾠpreceding	 ﾠdiscussion	 ﾠabout	 ﾠ
their	 ﾠ need.	 ﾠ For	 ﾠ transport	 ﾠ protocols,	 ﾠ an	 ﾠ example	 ﾠ design	 ﾠ based	 ﾠ on	 ﾠ such	 ﾠ an	 ﾠ
approach	 ﾠ is	 ﾠ presented	 ﾠ in	 ﾠ [api],	 ﾠ indicating	 ﾠ that	 ﾠ it	 ﾠ is	 ﾠ indeed	 ﾠ possible	 ﾠ to	 ﾠ
systematically	 ﾠarrive	 ﾠat	 ﾠa	 ﾠmore	 ﾠgeneric,	 ﾠprotocol-ﾭ‐independent	 ﾠtransport	 ﾠAPI.	 ﾠIt	 ﾠis	 ﾠ
now	 ﾠabout	 ﾠtime	 ﾠto	 ﾠaddress	 ﾠthis	 ﾠproblem	 ﾠon	 ﾠa	 ﾠlarger	 ﾠscale,	 ﾠin	 ﾠthe	 ﾠIETF.	 ﾠ
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 ﾠ
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