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要 旨
Wright-Fisher拡散モデルは集団遺伝学における最も基本的なモデルの一つである．その数
学的定式化と付随する問題を議論した Feller（1951）の論文が出てから 60年が経過した．その
間，同モデルの研究は多様な一般化が生み出されたり様々な文脈との関連が明らかになるなど
して，大きな‘進化’を遂げてきた．本稿では，そのような事柄のいくつかを解説する．
キーワード： 集団遺伝学，拡散過程，分枝過程，測度値拡散過程，定常分布．
1. はじめに
集団遺伝学での典型的な考察の対象は多くの個体から成る生物集団の世代変化である．その
数学的なモデル化においては，個体数を無限大に持っていくような極限を考察することが現実
に扱える解析的表示を得るための有効な手段の一つとして知られている．一方で，極限操作あ
るいは得られた極限の解析は様々な数学的問題を派生し，当初は想像することさえできなかっ
たであろう奥深い構造が明らかになったり，他の文脈との意外な関係が見出されたりすること
がしばしばあり，数学的主題の源泉として大変魅力的である．本稿ではWright-Fisher拡散モ
デルと呼ばれるMarkov過程モデルを基点として，そうした深化や広がりを示すいくつかの側
面を紹介したい．具体的には，有限次元拡散近似とその変型，無限次元版としての測度値拡散
過程を取り上げる．その中での共通する話題として特に定常分布（平衡状態）の解析に言及す
る．最後に，近年進展が著しいジャンプを伴う一般化について触れたい．論文 Feller（1951）は
Wright-Fisher拡散モデルについての数学の立場からの系統だてた研究の出発点であると言え
るが，以後 60年目の節目にこのような内容を記す機会を得たことは幸いである．
2. 1次元拡散モデル
2.1 1次元Wright-Fisherモデルの拡散近似
Wright-Fisherモデルとその拡散近似は，今となっては標準的であるため，数学的定式化を
中心に述べる．文献として例えば Ethier and Kurtz（1986）10 章と Durrett（2008）1)7 章を挙
げておく．後者の冒頭では，集団遺伝学における数学的理論の発展について，Feller（1951）の
Introdutionの一部を引用しつつ興味深いコメントがなされている．
N は自然数であるとする．これは後に N →∞とするパラメータとしての役割も果たす．集
団における個体数は各世代で一定値N であるとし，各個体のタイプは A1，A2 のいずれかで
あると仮定する．したがって，例えば A1 型の個体数だけに着目することで集団の状態を記述
することができる．突然変異も自然淘汰の効果も考慮しない最も単純な Wright-Fisherモデル
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では，ランダムサンプリングが世代交代の際に働く唯一の動的要素である．すなわち，次世代
に出現する N 個の各個体はそれぞれ独立に，現世代の N 個の個体から無作為に選ばれた一個
体のタイプを引き継ぐものとするのである．数学的には {0,1, . . . ,N}に値を取る時間的一様な
Markov連鎖 {X(N)(n)}∞n=0 として記述され，状態 j から状態 kへの推移確率 p(N)jk は
p
(N)
jk =
(
N
k
)(
j
N
)k(
1− j
N
)N−k
, j,k ∈{0,1, . . . ,N}(2.1)
で与えられる．N →∞の極限を考えるにあたり，系の状態を個体数 jのまま扱うのではなく全個
体数に占める頻度（割合）x := j/N ∈ [0,1]により記述するのが自然である．そして，2項分布（2.1）
が平均 j =Nx，分散 j(1− j/N) =Nx(1−x)を持つことに注意すれば，Y (N)(t) :=X(N)([Nt])/N
なるスケーリングにより X(N)(0)= [Nx]のとき，
(2.2)
⎧⎪⎪⎨
⎪⎪⎩
E
[
Y (N)
( 1
N
)
− Y (N)(0)
]
=
1
N
b(x) + O(N−2),
Var
(
Y (N)
( 1
N
)
− Y (N)(0)
)
=
1
N
a(x) + O(N−2)
が a(x)= x(1− x), b(x)= 0として成り立つ．これと Taylorの公式により，十分広いクラスの関
数 f に対して E
[
N{f(Y (N)(1/N)) − f(Y (N)(0))}]→Lf(x)(N→∞)が示される．ただし，
(2.3) L=
1
2
x(1− x)D2 (D= d/dx, D2 = d2/dx2)
である．したがって {Y (N)(t) : t≥ 0}は生成作用素（2.3）を持つ [0,1]上の拡散過程 {Y (t) : t≥ 0}
に適当な意味で収束する（正確な主張については例えば Ethier and Kurtz, 1986, 10章Theorem1.1
を見よ）．ここで特筆すべきは拡散係数 a(x)= x(1− x)が境界点 0および 1で 0となることで
ある2)．極限 Y (t)の解析は多くの知見をもたらすが，ここでは平衡状態（t→∞のときの系の
状態）について言及しておきたい．元のモデルでは（2.1）から明らかなように 0とN が吸収状態
であるのに対応して，Y (t)は 2つの境界点 0と 1を吸収状態として持つ．また，x∈ [0,1]から
出発した Y (t)が境界点 1へ到達する確率 h(x)は Lh≡ 0,h(1) =1,h(0) =0の解 h(x)= xで与え
られる．さらに境界 {0,1}への到達時刻の期待値は Lg≡−1,g(1)= 0= g(0)の解
g(x)=−2{x logx + (1− x) log(1− x)}(2.4)
に等しい．ただし，0log0=0と規約する．
次に，突然変異や自然淘汰を考慮した場合を述べる．離散モデルのレベルでは，これらの効
果は先に述べたランダムサンプリングよりも前に取り入れられる．これにより推移確率（2.1）に
おいて現世代の頻度 j/N が，パラメータ u,v≥ 0および s∈R にも依存する量で置き換えられ
る．ここで，u，vはそれぞれ A2から A1，A1 から A2 への突然変異率，sは A1の A2 に対す
る相対的な適合度である．この結果，（2.2）が a(x)= x(1− x), b(x)= u(1− x)− vx + sx(1− x)
として成り立つことが示され，（2.3）にドリフト項がついた次の生成作用素を得る．
L=
1
2
x(1− x)D2 + {u(1− x)− vx + sx(1− x)}D.(2.5)
自然淘汰に関して 2 倍体としての適合度を導入することもできる．この場合，A1A1 および
A2A2の A1A2に対する相対的な適合度をそれぞれ s1, s2 ∈Rとすれば，近似拡散過程の生成作
用素は
L=
1
2
x(1− x)D2 + {u(1− x)− vx + [s1x− s2(1− x)]x(1− x)}D(2.6)
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となる．平衡状態については，u=0なら 0が，v=0なら 1が吸収状態であり，u,v > 0ならば
t→∞のときに Y (t)の分布は一意な定常分布に収束する．その密度関数 ϕは方程式 L∗ϕ=0を
解くことにより求められる．ただし，L∗はLの形式的随伴作用素であり，一般にLϕ= 1
2
aϕ′′+ bϕ′
に対して L∗ϕ= 1
2
(aϕ)′′ − (bϕ)′ の形を取る．したがって L∗ϕ=0の解は
ϕ(x)=
2
a(x)
exp
(
2
∫ x b(z)
a(z)
dz
)
(2.7)
により与えられ，（2.6）の場合，定常分布の密度関数に対するWrightの公式
ϕ(x)=Cx2u−1(1− x)2v−1 exp[s1x2 + s2(1− x)2] , 0<x< 1(2.8)
が得られる．ここで（そして以降でも）C は正規化定数である．
2.2 分枝過程に対する拡散近似
Feller（1951）では分枝過程に対する拡散近似も並行して議論されているので，それについて
も簡単に述べておく．ここでは各個体についてタイプによる区別は考えない．離散モデルは
Galton-Watson過程であり，各個体は独立に同じ確率法則（出生分布と呼ばれる）に従う個体数
の子孫を次世代へ残す．したがって，世代 nにおける総個体数X(n)は Z+ := {0,1,2, . . .} 上の
Markov連鎖であり，推移確率 qjk は qjk =P (η1 + · · ·+ ηj = k)で与えられる．ただし，{ηi}∞i=1
は i.i.d. 確率変数列で各 ηi は出生分布に従う．連続極限を考えるためにパラメータN を導入
し，N に依存した Galton-Watson過程 {X(N)(n)}∞n=0 を考える．出生分布に対して条件
E[η
(N)
1 ] = 1−
b
N
+ O(N−2), Var(η(N)1 )=2a + O(N
−1) (N→∞)(2.9)
を課す．ここに a > 0, b∈Rは定数である．第 1の条件は漸近的に「臨界的」であることを意
味し，これにより系の振る舞いは穏やかなものとなる．そこで時空のスケーリングを施した
Z(N)(t) :=X(N)([Nt])/N を考える．x∈R+ := [0,∞)を所与として Z(N)(0)= [Nx]とするとき，
（2.2）の類似が a(x)= 2ax,b(x)=−bxとして成り立つので，N→∞のとき Z(N)(t)は
L= axD2 − bxD(2.10)
を生成作用素として持つ R+ 上の拡散過程に収束する．
（2.7）から形式的に示唆されるように，このプロセスは原点に集中したデルタ分布 δ0 以外の
定常分布を持たないが，「移入」という新たな要素を取り入れることでこの点に関してより興
味深いものに一般化できる．そのためには {η(N)i }∞i=1 と独立な Z+ 値確率変数 ζ で分散有限な
るものを新たに用意し，推移確率を q(N)jk =P (η
(N)
1 + · · ·+ η(N)j + ζ = k) と定める．言い換えれ
ば，移入を伴う Galton-Watson過程を考えるのである．これに対する拡散近似は
L= axD2 + (−bx + δ)D(2.11)
に付随するものにより与えられる．ただし，δ :=E[ζ] > 0とする．b > 0ならば（2.7）より密度
Cx(δ/a)−1e−(b/a)xのガンマ分布を定常分布に持つ．このように離散的な分枝過程からの連続極
限として得られるR+ 値Markov過程は「連続相空間上の分枝過程」と呼ばれ，多くの文献で
議論されてきた．先駆的な Jiˇrina（1958）では分枝性と呼ばれる定性的な性質に基づいて導入さ
れたが，極限定理による特徴づけは Lamperti（1967）による．Kawazu and Watanabe（1971）は
移入を伴う場合も含めて，可能な極限過程全体を決定した．その生成作用素の一般形は（2.11）
にジャンプ型の作用素と無限遠への消滅の項を加えたものである．このクラスは独立和の極限
であることの帰結として，その解析は無限分解可能分布の理論と深く関わる．こういった側面，
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特に定常分布に関する最近の研究としてKeller-Ressel and Mijatovic´（2011）や Handa（2011）が
ある．
2.3 分枝過程を基にした一般化Wright-Fisherモデル
実は，2.1節で述べた近似拡散過程は，分枝過程からある種の正規化の操作を通じて導くこ
ともできる．再び各個体のタイプは A1，A2のいずれかであるとしよう．Karlin and McGregor
（1964）では，Galton-Watson 過程の各ステップにおいてそれらの子孫の総数は一定値 N であ
るという条件付き確率により推移確率を与えるモデルが議論されている．2.1節との関連では，
突然変異も自然淘汰も考慮しない場合，出生分布として特に Poisson分布を採用すれば推移確
率として（2.1）が再現し，2項分布 B(m,p)（mは 2以上の整数，0<p< 1）のとき推移確率は超
幾何分布
p
(N)
jk =
(
mj
k
)(
m(N − j)
N − k
)(
mN
N
)−1
, j,k∈{0,1, . . . ,N}
となる．後者は Kimura（1957）が提案した Markov連鎖モデルに付随するものと等しいことが
指摘されている．しかし，出生分布の 3次モーメント有限という仮定の下では，2.1節におけ
るのと同じスケール変換により得られる極限過程は 2.1節で見たクラスに属する．
Gillespie（1974）は出生分布が親のタイプに依存するような分枝過程モデルから，発見的に
L=
1
2
x(1− x)[β1(1− x) + β2x]D2 + [γ1 − β1 − γ2 + β2]x(1− x)D(2.12)
の型の生成作用素を導いた．ただし，親が Ai 型のときの出生分布に従う確率変数を η(i,N) と
書いたとき，何らかの意味で次のような（2.9）の類似が成立しているとする:
E[η(i,N)]≈ 1 + γi
N
, Var(η(i,N))≈βi (i∈{1,2}).(2.13)
実際に行われているのは，Ai型の個体数の近似拡散過程Zi(t)が（2.10）より生成作用素βixD2/2+
γixDを持ち，これらは互いに独立であることから，A1型の頻度過程Y (t) :=Z1(t)/(Z1(t)+Z2(t))
は生成作用素（2.12）を持つであろうという推察である．（2.13）の正確な意味と離散モデルの収束
定理は，Sato（1978）によって多次元化も含めたより一般的な枠組みで明確となった．次節では
そのようなクラスについての結果を述べる中で，多次元ならではの構造に言及したい．
3. 多次元Wright-Fisher拡散過程とその一般化
本節では有限個のタイプ A1, . . . ,Ad の場合を議論する．ただし，dは 2以上の整数とする．
集団の個体数 N が一定のとき，タイプ A1, . . . ,Ad を持つ個体数がそれぞれ j1, . . . , jd であれば
当然 jd =N − (j1 + · · ·+ jd−1)であるので，j1, . . . , jd−1 だけに着目してよい．N→∞の極限を
考える際には頻度ベクトル (j1/N, . . . , jd−1/N)に着目し，
Kd = {x=(x1, . . . ,xd−1) : x1, . . . ,xd−1≥ 0, xd := 1− (x1 + · · ·+ xd−1)≥ 0}
に値を取るMarkov連鎖の極限定理を議論することになる．
3.1 多次元Wright-Fisherモデルの拡散近似
推移確率の定義は d=2の場合の自然な拡張である．例えば，突然変異も自然淘汰も考慮し
ない場合，（2.1）の多次元版である多項分布によって推移確率が与えられる．拡散近似を得るた
めの 2.1節と類似の段取りを順に繰り返し述べることは避け，まず（2.6）の多次元版の生成作用
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素 Lを書いてみる．Kroneckerのデルタ δij と Di = ∂/∂xi,Dij = ∂2/∂xi∂xj を用いて
L=
1
2
d−1∑
i,j=1
aij(x)Dij +
d−1∑
i=1
bi(x)Di,(3.1)
aij(x)=xi(δij − xj), bi(x)=
d∑
j=1
λjixj + xi
(
d∑
j=1
σijxj −
d∑
j,k=1
σjkxjxk
)
.(3.2)
ここで i = jに対してλij ≥ 0はAiからAjへの突然変異率，λii =−∑j:j =iλijであり，σij =σji ∈R
はタイプ AiAj の適合度である．（3.1）が導かれる理由は，2.1節と同様のスケーリングを施した
多次元モデル (Y (N)1 (t), . . . ,Y
(N)
d−1 (t))について次が示されるからである．⎧⎪⎪⎨
⎪⎪⎩
E
[
Y
(N)
i
( 1
N
)
− Y (N)i (0)
]
=
1
N
bi(x) + O(N
−2),
Cov
(
Y
(N)
i
( 1
N
)
− Y (N)i (0),Y (N)j
( 1
N
)
− Y (N)j (0)
)
=
1
N
aij(x) + O(N
−2).
aij(x)は多項分布の共分散であるが，拡散行列 a(x)= (aij(x))1≤i,j≤d−1 が導く Kd 上の距離は
ρ(x,y) := arccos
(∑d
i=1
√
xiyi
)
と同等であり，Cavalli-Sforza and Edwards（1967）が遺伝学的な
距離の尺度として提案したものに等しい（Bu¨rger, 2000, Appendix A）．また，逆行列 a(x)−1 =:
(aij(x))1≤i,j≤d−1 が Hesse行列である，すなわち aij(x) =DijH という表示を持つことは後の
計算で重要な役割を果たす．実際 H(x)=
∑d
i=1xi logxi がこの条件を満たす．
注意しておきたいのは，（3.2）において bi(x)の第 1項で (x1, . . . ,xd)に線形に作用するのは突
然変異に付随する {A1, . . . ,Ad}上の連続時間Markov連鎖の生成作用素そのものではなく，そ
の随伴作用素だということである．d=2のとき，（3.2）は（2.6）で
u=λ21, v=λ12, s1 =σ11 − σ12, s2 = σ22 − σ12
としたものに帰着する．（3.1）の利用例として（2.4）の多次元版を述べると，b1 = · · ·= bd−1≡ 0の
場合，状態 x∈Kd から出発した集団がただ一つのタイプで占められるという状態へ到達する
時刻の期待値は −2∑di=1(1− xi) log(1− xi) である（Durrett, 2008, 8章 Theorem 8.2）．
3.2 定常分布の計算と可逆性
ここでの議論は部分的に Bu¨rger（2000）Appendix E2や Durrett（2008）8章を参考にする．多
次元の定常分布の計算では 1次元の場合との本質的相違があり，陽な表示のためには付加的な
条件と込み入った計算が要求される．原理的にはやはり方程式 L∗ϕ=0，すなわち
1
2
d−1∑
i,j=1
Dij (aijϕ)−
d−1∑
i=1
Di (biϕ)=0
を満たす Kd 上の確率密度 ϕを求めるという問題である．d=2のときは（2.7）のように解けた
が，d≥ 3に対しては一般には解けない．そこで，現実的な方策としてもっと強い条件
1
2
d−1∑
j=1
Dj (aijϕ)− biϕ=0, i∈{1, . . . ,d− 1}(3.3)
を満たすような ϕを探してみることが考えられる．これは定常分布であること（i.e. 十分広い
クラスの関数 f に対して
∫
(Lf)ϕdx=0）よりも強い可逆性の条件
∫
(Lf)gϕdx=
∫
f(Lg)ϕdxと
同値である．そのため（3.3）はMarkov連鎖の場合と同様に「詳細釣合条件」と呼ばれる．
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しかしながら，この条件はプロセス自体にも強い制約を課してしまうことに注意しなければ
ならない．というのは，（3.3）の帰結として，ϕを含まない次式が自動的に従うからである．
d−1∑
k=1
ajkDkbi =
d−1∑
k=1
aikDkbj , i, j ∈{1, . . . ,d− 1}(3.4)
（3.3）から（3.4）を導くための計算は次の通りである．ϕ= eU を（3.3）に代入すれば
2bi =
d−1∑
j=1
Djaij +
d−1∑
j=1
aijDjU =
d−1∑
j=1
aijDj(logdeta) +
d−1∑
j=1
aijDjU(3.5)
が得られる．最後の等式には行列値関数についての一般的な公式3)
Dj logdeta=−Dj logdet(a−1)=−
d−1∑
k,l=1
aklDja
lk
の他，3.1節で言及した表示 alk =DlkH から Djalk =Dlajk であることを用いた．結局
bi =
1
2
d−1∑
j=1
aijDjV (ただし V := logdeta + U)(3.6)
であるが，G := (D1H,. . . ,Dd−1H)，ei は第 i基本ベクトルを表すとすれば右辺は
1
2
d−1∑
j=1
aij(x)DjV (x)=
1
2
d
dt
V (G−1(G(x) + tei))
∣∣∣∣
t=0
と書ける．ただし，Gを Kd の内部から Rd−1 への全単射とみて，G−1 はその逆関数である．
ゆえに（3.4）はこの微分に関する Hessianの対称性
∂
∂t
{
∂
∂s
V (G−1(G(x) + sei + tej))
}∣∣∣∣
s=t=0
=
∂
∂t
{
∂
∂s
V (G−1(G(x) + sej + tei))
}∣∣∣∣
s=t=0
と理解される．以下の計算では，一意な定常分布の存在のために (λij)1≤i,j≤dの既約性を仮定す
る．（3.4）を x1, . . . ,xd−1 についての恒等式として解くと，parent independentと呼ばれる（d=2
のときは自明な）よく知られた条件
各 j ∈{1, . . . ,d}と i,k∈{1, . . . ,d} \ {j}に対して λij =λkj =:λj(3.7)
が導かれる．例えば bi(x)=
∑d
j=1λjixj の場合，Dkbi(x)=λki − λdi に注意すると（3.4）は
xj
{
(λji − λdi)−
d−1∑
k=1
(λki − λdi)xk
}
= xi
{
(λij − λdj)−
d−1∑
k=1
(λkj − λdj)xk
}
と書き換えられ，係数の比較と既約性により（3.7）が従う．
条件（3.7）の下では定常分布の密度 ϕは次のように求まる．まず，（3.6）を基に代数的に DjV
を計算した結果から V (x) = 2
∑d
i=1λi logxi +
∑d
i,j=1σijxixj + (定数) を導くのは容易である．
そして ϕ= eU =(deta)−1eV であったので，公式 deta(x)= x1 · · ·xdと合わせて
ϕ(x)=Cx2λ1−11 · · ·x2λd−1d exp
(
d∑
i,j=1
σijxixj
)
(3.8)
を得る．特に自然淘汰の効果がないときはパラメータ (2λ1, . . . ,2λd)の Dirichlet分布を与える．
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3.3 拡散行列の一般化
3.2節で述べた手順の汎用性は，拡散行列（3.2）を一般化したモデルを議論する中で改めて認
められる．それは生成作用素（2.12）を持つモデルの多次元化として Sato（1978）によって定式化
された拡散モデルである．実際には，一意な定常分布の存在のために突然変異の効果も加えた
Shiga（1987）による拡張版について述べる．その拡散係数とドリフト係数はそれぞれ次である．
aβij(x)= δijβixi + xixj
(
d∑
k=1
βkxk − βi − βj
)
,
bi(x)=
d∑
j=1
λjixj + xi
(
γi − βi −
d∑
j=1
(γj − βj)xj
)
.
ただし，λij は 3.1節と同じで，β =(β1, . . . ,βd)，βi > 0，γi ∈Rとする．β1 = · · ·=βd =: cのと
き，拡散行列 aβ(x)= (aβij(x))1≤i,j≤d−1は（3.2）の拡散行列 a(x)の c倍である．付随するプロセ
スは分枝過程を基にした離散モデルからの極限として得られる．βi,γiは親が Ai型のときの出
生分布の漸近的な振る舞いの仮定から来る．正確には（2.13）を厳密化した条件
E[η(i,N)] = 1 +
γi
N
+ O(N−2), Var(η(i,N))=βi + O(N
−1), i∈{1, . . . ,d}
におけるものである．ただし，η(i,N)は親が Ai型のときの出生分布に従うものとする．各世代
での総個体数を N に保つためには，現世代におけるN 個の個体各々からの独立な分枝の後に
得られた‘次世代候補’の集団からサンプリングするための確率法則を用意しておく必要があ
る．Sato（1978）はその確率法則についてのある仮定の下で λij ≡ 0の場合の拡散近似を得た．
このモデルについて 3.2節と同様の方法で可逆定常分布を計算した結果が Handa（2004）に
ある．まず逆行列 aβ(x)−1 =: (aβ,ij(x))1≤i,j≤d−1 に対し aβ,ij =DijHβ を満たす関数Hβ として
Hβ(x)=
∑d
i=1(xi/βi) log(xi/βi)− 〈x/β〉 log〈x/β〉が取れることが直接の計算で確かめられる（こ
こで略記 〈x/β〉=∑di=1xi/βiを用いた）．やはり (λij)1≤i,j≤dの既約性を仮定して（3.4）に相当す
る条件を紐解いてみると，（3.7）に加えて条件「ある実数 κが存在して γ1 − κβ1 = · · ·= γd − κβd」
が導かれる．これら 2条件の下で最終的に得られる定常分布密度の表示は
Cx
2λ1/β1−1
1 · · ·x2λd/βd−1d 〈x/β〉−〈λ/β〉−2(κ−1)−1
である．なお，拡散行列の行列式を与える公式は detaβ(x)= (β1x1) · · ·(βdxd)〈x/β〉である．
4. 無限次元版としての確率測度値拡散過程
4.1 Fleming-Viot過程
タイプの数が非常に大きいモデルの極限あるいは潜在的に無限個のタイプを持つようなモデ
ルも数学的に定式化が可能である．ポイントは，集団の全個体のタイプから定まる経験分布に
着目することである．3.1節の多次元Wright-Fisher拡散モデルで言えば，タイプ A1, . . . ,Adの
頻度がそれぞれ x1, . . . ,xdであるとき，‘タイプ空間’{A1, . . . ,Ad}上の確率測度
∑d
i=1xiδAi の
振る舞いを記述することに相当する．実は同モデルの段階で既にこのような写像によって測度
値拡散過程とみなすことができる．その生成作用素の形は（3.1）を以下のように見直すことによ
り導かれる．一般に関数 f の測度 µに関する積分を 〈f,µ〉と表す．また，mを任意の自然数，
F ∈C2(Rm)とする．µ=∑di=1xiδAi のとき 〈f,µ〉=∑di=1 f(Ai)xi であることに注意し，関数
Φ(µ) :=F (〈f1,µ〉, . . . ,〈fm,µ〉) を x1, . . . ,xd−1の関数と思って（3.1）の Lを施せば，その結果は再
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び µの関数として次のように書き下すことができる：
(L0 + LB)Φ(µ) :=1
2
m∑
k,l=1
(〈fkfl,µ〉 − 〈fk,µ〉〈fl,µ〉)DklF (〈f1,µ〉, . . . ,〈fm,µ〉)
(4.1)
+
m∑
k=1
(〈Bfk,µ〉+ 〈fkσ,µ⊗ µ〉 − 〈fk,µ〉〈σ,µ⊗ µ〉)DkF (〈f1,µ〉, . . . ,〈fm,µ〉).
ただし，(Bf)(Ai) :=
∑d
j=1λijf(Aj)，σ(Ai,Aj) := σij，(fσ)(Ai,Aj) := f(Ai)σij とし，µ⊗ µは
µと µの直積測度である．B は突然変異を記述するため mutation operatorと呼ばれる．
Fleming and Viot（1979）はコンパクト距離空間 Eをタイプ空間として考え，有限集合による
E の近似列を取り，上述の‘有限次元’測度値拡散過程の極限として（4.1）を含む型の生成作用
素を持つ拡散過程（今では Fleming-Viot過程と呼ばれる）を得た．そこでは自然淘汰に付随する
E ×E上の有界な対称関数 σに対して連続性が要求されていたが，これには応用上の難点があ
り，例えば対角線 {(r,r) : r∈E}の指示関数という重要な例を排除してしまう．この点は Ethier
and Kurtz（1987）で解決され，同時に Eは局所コンパクトに緩められた．また，Bについての
仮定は Feller半群を生成することである．詳しくは優れたサーベイ Ethier and Kurtz（1993）を
参照されたい（E がコンパクトで自然淘汰を考慮しない場合は，Ethier and Kurtz（1986）10章
Theorem 4.1を見よ）．σ≡ 0の場合であっても，Eや Bの選び方に応じて様々なモデルが記述
される．中でも Kimura and Crow（1964）に遡る「無限個中立アレルモデル」は標準的であり，
E = [0,1]および
Bf(r)=
θ
2
∫ 1
0
(f(q)− f(r))dq, r∈ [0,1](4.2)
の場合である．ここで，θ > 0は突然変異率とよばれる．このモデルは「突然変異で現れるタイ
プは常にそれまでになかった新規のものであり，しかもどのタイプが現れることも同様に確か
らしい」という理想化された状況の厳密な数学的実現と言える．
4.2 定常分布と Dirichlet乱測度
生成作用素（4.1）に付随する Fleming-Viot過程の定常分布について述べる．E がコンパクト
の場合など，何らかの付加的な条件により定常分布の存在や一意性がわかる場合もあるが，実
際に定常分布そのものが知られているのは B が（4.2）の一般形
Bf(r)=
θ
2
∫
E
(f(q)− f(r))ν(dq), r∈E(4.3)
の場合のみである．ここで νは E上の任意の確率測度である．（4.3）は parent independentの条
件（3.7）の無限次元版とみなせる．実際にこのとき（4.1）に付随する拡散過程は一意な定常分布
Πを持ち，それはパラメータ測度 θν の Dirichlet乱測度の確率法則 Πθν を用いて
Π(dµ)=C exp〈σ,µ⊗ µ〉Πθν(dµ)(4.4)
と同定される（Ethier and Kurtz, 1994）．ただし，E 上の有限測度 Λをパラメータ測度とする
Dirichlet乱測度M とは，E の任意の有限 Borel分割 E1, . . . ,Ed に対し (M(E1), . . . ,M(Ed−1))
がパラメータ (Λ(E1), . . . ,Λ(Ed))の Dirichlet 分布に従う E 上のランダム確率測度である．こ
のように（4.4）は（3.8）の一般化である．なお，Dirichlet 乱測度はもともと Ferguson（1973）に
より Bayes 統計における事前分布として導入され，パラメータ Λ の Dirichlet 過程とも呼ば
れる．Ferguson（1973）4 節で示されたように，パラメータ測度 θν の Dirichlet 乱測度は表示
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M =
∑∞
i=1(Zi/Z)δRi を持つ．ここで {Zi}は標準ガンマ過程4)における時刻 θまでのジャンプ
サイズ全体，Z =
∑
Zi，{Ri}は i.i.d. 確率変数列で各Riは分布 νに従う．しかも {Zi}と {Ri}
は独立である．Ethier and Kurtz（1994）では（4.4）が可逆分布であることも示されているが，Li
et al.（1999）は B に関する既約性の条件の下では，可逆な定常分布を持つのはB が（4.3）の型
のときに限ることを示した．
特に自然淘汰を考慮しない場合，Dirichlet乱測度M は無限個中立アレルモデルの平衡状態
を記述する．これに関して深い解析がなされているが，ここでは抽出理論について簡単に述べ
る．そのためには「平衡状態にある集団からランダムに復元抽出した標本」の概念が必要とな
る．これは一般に（E 上の）ランダム確率測度 M に関して次のように定義される：「M からの
大きさ nの標本 X1, . . . ,Xn」とは，M が与えられたときのX1, . . . ,Xn の条件付き分布が直積
測度M⊗n であるような（E 値）確率変数X1, . . . ,Xn である5)．このような標本から定まる統計
量として，それらの成す整数（nの）分割は重要視される．その確率法則を与える有名な Ewens
抽出公式（Ewens, 1972）は次のようなものである．Xi =Xj のとき i∼ j と定義すれば∼は集合
{1, . . . ,n}上に同値関係を定めるため，各類の大きさを見ることで分割 n=m1 + · · ·+ mk が得
られる．項の順序は問わないので分割を表す‘座標’として αj = {i : mi = j}を採用し，「nの
分割 α= (α1, . . . ,αn)」などと言う．X1, . . . ,Xn をパラメータ測度 θν の Dirichlet乱測度M か
らの大きさ nの標本とし，ν は連続とすると，nの任意の分割 α=(α1, . . . ,αn)に対して
P (X1, . . . ,Xnが分割 αを成す)=
n∏
j=1
j
θ + j − 1 ·
θαj
jαjαj !
.
右辺が θ > 0のみによるという形式的な意味でも普遍性を持つが，様々な文脈でこの法則に従
うランダム分割は現れる（Ewens and Tavare´, 1997）．この公式によらなくとも，左辺が ν によ
らない理由はそれが表示 M =
∑
(Zi/Z)δRi における point mass {Zi/Z} のみから決まること
から理解される．{Zi/Z}を大きい順に並べた無限列 (P1,P2, . . .)の確率法則はパラメータ θの
Poisson-Dirichlet 分布（記号 PD(θ)を用いる）として知られ，Kingman（1975）により Dirichlet
分布の順序統計量の極限分布として導出された．PD(θ)自体も，Wright-Fisher拡散過程の無限
次元化の一つである次の生成作用素を持つ拡散過程の可逆な定常分布であることがEthier and
Kurtz（1981）で示されている．
L=
1
2
∞∑
i,j=1
xi(δij − xj)Dij − θ
2
∞∑
i=1
xiDi.
PD(θ)の性質や様々な文脈との関連については Arratia et al.（2003）や Feng（2010）を見よ．
4.3 測度値分枝過程との関係
2.2節で述べた拡散近似も多次元化さらには無限次元化がなされてきた．後者が測度値分枝
過程である．基本的なアイデアをこれまでと同じ言葉で述べれば，集団の全個体のタイプから
導かれる（タイプ空間 E上の）測度に着目することである．例えばタイプ A1, . . . ,Adの個体数の
連続極限としてそれぞれ z1, . . . , zd ∈R+ が得られたとすれば，E 上の有限測度 ξ =
∑d
i=1 ziδAi
が対応する．この写像は正規化のような非線形な操作を伴わないため，測度値分枝過程の定
式化（Watanabe, 1968）が Fleming-Viot過程よりも前になされていたのは必然と言えるだろう．
様々な変型のうち，（4.1）との対応が見やすい生成作用素 G は次である．
GΦ(ξ)= 1
2
m∑
k,l=1
〈fkfl, ξ〉DklF (〈f1, ξ〉, . . . ,〈fm, ξ〉) +
m∑
k=1
〈Bfk, ξ〉DkF (〈f1, ξ〉, . . . ,〈fm, ξ〉).
付随するプロセスを {ξt : t≥ 0}と書くと，Bが保存的（すなわちB1≡ 0）のとき 1次元拡散過程
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{ξt(E) : t≥ 0}は Feller拡散近似（2.10）で a=1/2, b=0とした生成作用素を持つ．この事実は，
Φ(ξ) := F (〈1, ξ〉) = F (ξ(E)) に対して GΦ(ξ) = ξ(E)F ′′(ξ(E))/2となることから従う．さらに，
測度値拡散過程 {ξt : t≥ 0}を正規化して得られる確率測度値拡散過程 {ξt(E)−1ξt : t≥ 0}は
Fleming-Viot過程と密接な関係があるだろうという素朴な発想はShiga（1990），Perkins（1991）
により厳密化されたが，実際には時間変更の操作を介する必要がある．原型と言えるのは，2.3
節における Y (t)が β1 =β2 =1，γ1 = γ2の場合に生成作用素（2.3）を持つ拡散過程そのものでは
なくその適当な時間変更であるという事実である（Warren and Yor, 1998, Proposition 8に正確
な主張と詳しい計算がある）．なお，Dawson（1993）は測度値Markov過程の理論に最も大きな
貢献をした一人による 1990年代初めまでの研究のかなり包括的な講義録である．測度値分枝
過程に限れば，最近までの研究が Li（2011）にまとめられている．
5. ジャンプを伴う一般化
2.2節で言及したように，分枝過程の場合にはジャンプ型の生成作用素を許すという一般化
が自然な形でなされている．これは出生分布や移入に付随する分布の裾が重い場合に対応し，
スケーリングはそれらに応じて取る．Wright-Fisher拡散過程に関しても集団遺伝学に動機づ
けられた文脈の中で同様の状況が考えられ，（2.3）にジャンプ型の作用素を加えた拡張版が近年
活発に議論されている．この辺の事情についての明解な解説として Birkner and Blath（2009）
がある．
（2.3）は（2.2）で b(x)=0とした式の成立に基づくが，特に一個体あたりの分散Var(X(N)(1))/N
が収束することが重要であった．これが発散してしまうほど極端な偏りが生じ得るように一般
化したランダムサンプリングを導入することが，この方向での一般化の鍵である．そして，ス
ケーリングの取り方はその偏りの程度に依存する．紙幅の都合もあるため，そのようなモデル
から得られる極限過程の生成作用素 Lを記しておくに留める：
Lf(x)=
Λ({0})
2
x(1− x)f ′′(x) +
∫
(0,1]
Λ(dy)
y2
[xf((1− y)x + y) + (1− x)f((1− y)x)− f(x)] .
ここでΛは [0,1]上の確率測度であり，Λ= δ0のとき（2.3）に帰着する．同様の拡張はFleming-Viot
過程に対してもなされており，それは（4.1）にジャンプ型作用素を加えた生成作用素
Λ({0})L0Φ(µ) +
∫
(0,1]
Λ(dy)
y2
∫
E
µ(dr) [Φ((1− y)µ + yδr)− Φ(µ)] + LBΦ(µ)
に付随する．Λ(dy)/y2は「同一の親からタイプを受け継ぐ個体が全個体数のうち頻度 yを占め
る」ことが起こる intensityである．文献についても Birkner and Blath（2009）を参照されたい．
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注．
1) 第 2版であることに注意．増加分に含まれる 2つの章で拡散過程が論じられている．
2) Feller（1951）の脚注には，このような性質を持つ拡散方程式の理論は「未開の地」である
とし，強い関心が窺える．言うまでもなく，その地の開拓者となったのは彼自身である．
3) 例えばD. A.ハーヴィル著「統計のための行列代数 上」（シュプリンガー・ジャパン，2007
年）15章（8.6）式を見よ．
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4) ここでは，時刻 t=1での分布がパラメータ 1の指数分布に等しいようなガンマ過程を
意味するものとする．
5) M が定義されている確率空間を拡張した確率空間上に構成される（cf. Ferguson, 1973）．
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Generalizations of Wright-Fisher Diﬀusions and Related Topics
Kenji Handa
Department of Mathematics, Saga University
The Wright-Fisher diﬀusion model is one of the most basic models in population
genetics. In the 6 decades since the publication of Feller’s article on this process, it has
been generalized in many ways and has turned out to have connections in various contexts.
This note describes some such topics.
Key words: Population genetics, diﬀusion process, branching process, measure-valued diﬀusion,
stationary distribution.
