The capability of phased-array HF radar systems to sample the spatial distribution of wave energy is investigated in different storm scenarios and coastal configurations. First, a formulation introduced by D. E. Barrick to extract significant wave height H s from backscatter Doppler spectra was calibrated and subsequently tested (to assess bias and uncertainty) with data from seven different buoy/gauge stations collected during three different field experiments. Afterward, H s observations were obtained for selected sampling locations within the radar effective domain (in all experiments), and a filtering technique based on wavelet transform characterization and decomposition was applied. The accuracy of the filtered radar-derived observations was assessed by comparing these estimates to results from independently calibrated wave propagation models. It was found that the HF radar accurately measured the energy field induced by different storm events. The filtering technique minimized the contribution of unrealistic features introduced by the presence of defective sampling, which is intrinsic to radar remote sensing at this frequency, and it proved to be central for the use of the HF radar as a tool to identify wave energy trends and potential zones of wave energy concentration in coastal areas. These findings show that the sampling capabilities of radar systems may be greatly enhanced because reliable wave energy estimates can be obtained in addition to conventional surface current measurements. This is particularly important in locations such as harbor entrances where in situ measuring devices cannot be deployed.
Introduction
Although methods have been developed to extract wave energy properties from radar measurements, their application to studies of the energy field within the entire radar domain has been limited for various reasons. Most methods have not been extensively validated and the few that have been are only applicable under very restrictive conditions. Additionally, the high variance of the radar observations produced by such methods has required considerable spatial and temporal averaging. Previous work in this field has focused on showing the change of wave energy quantities in the presence of atmospheric disturbances such as easterly winds and low pressure systems (Graber and Heron 1997; Wyatt 1997) and limited point comparisons among buoy measurements, radar estimates, and even wave model estimates (Wyatt et al. 2003) , mostly for validation purposes. It was only very recently that radars had been used as a tool to study wave-current interaction (Haus et al. 2006) and the effects of current shear on fetch-limited wave growth (Haus 2007) . This work addresses the validity of HF radar measurements under wave energy growth and attenuation conditions and establishes the limitations of the technique in terms of noise contamination of the backscatter signal. It is shown that, by properly filtering deficient samples, an effective range for radar wave measurements can be defined.
The remainder of this section introduces the method to estimate significant wave height H s and the supplementary filtering technique. Section 2 presents an overview of the experimental venues and the collected data. Section 3 addresses the calibration and validation of the H s observations, including the establishment of range limitations. Section 4 presents the comparisons of filtered and unfiltered radar-derived estimates with their theoretical counterpart for different cases of wave energy attenuation, growth, and variations resulting from wave-current interaction. Finally, conclusions are drawn in section 5.
a. Estimation of significant wave height
Ocean remote sensing using HF radar is based on the measurement of the backscattered power from emitted radar waveforms. Because the electromagnetic waves scatter from moving surface waves, a Doppler shift in the emitted frequency is induced and recorded at the receiving antenna. The Fourier transform (FT) of the recorded backscatter power (covariance) expressed as a function of Doppler frequency is known as the Doppler spectrum. The background structure in the Doppler spectrum away from the resonance regions is a function of the sea state.
The first comprehensive theory of HF radar waveform scattering from the ocean surface was introduced by Barrick in the early 1970s (Barrick 1971a (Barrick ,b,c, 1972 . Based on the theory of vertically polarized electromagnetic signals approaching at near-grazing incidence angles and scattering from random rough surfaces, Barrick derived expressions to estimate the first-order (Bragg peaks) and background high-order peak structures (to the second order) of the Doppler spectrum. In a later work, following a simplification of this theory, Barrick (1977a,b) introduced expressions to estimate the root-mean-square (RMS) wave height H rms and mean wave period T as a function of the backscatter power ratio of the secondorder to first-order regions of the Doppler spectrum. Accordingly, the significant wave height is given by 
where a is a correction factor, k o 5 2pf o C 21 is the radar wavenumber, f o is the radar frequency (frequency of the radar waveform), C is the speed of the electromagnetic waves (C 5 3 3 10 8 m s 21 ), f d is the Doppler frequency, s (1) and s (2) are the first-and second-order average radar cross section (RCS) per unit (mean) sea surface area (ordinates of the Doppler spectrum), and W is a weighting function that accounts for hydrodynamic and electromagnetic wave coupling. The factor a is introduced to correct for biases in the estimates because of simplifications in the theory and other radar-dependent factors and should also account for a weak dependence of W on the radar-look angle that was not fully removed during the corresponding derivation process. The correction factor a must be determined empirically.
It should be mentioned that other simplified formulations based on Eq. (1) have been introduced in related literature (Maresca and Georges 1980; Heron et al. 1985) . They express H s as a function of the ratio of unweighted second-order to first-order backscatter power of the Doppler spectrum. However, the exclusion of W in such formulations results in higher directional variability and lower coverage because they are prone to provide significant errors near crosswind conditions. Previous performance comparisons of the aforementioned methodologies with a limited subset of the data presented in this work confirmed that Eq. (1) produces more accurate results (Heron and Heron 1998) . However, further analysis of the numerical scheme used (for other storm systems and higher sea states) showed that Eq. (1) produced adequate estimates for low sea states but significantly overestimated the values in the range H s . 2.97 m (Ramos 2006) . This tendency was found to be mostly related to the inability of the scheme to account for width variations of the first-order peak, as the first-and second-order limits of the Doppler spectrum were fixed and imposed a priori. To address this shortcoming, the scheme proposed in this study defines the first-and second-order limits as the nulls (minimum values) in the range (2 2 2
1/2 is the Bragg frequency and g is the acceleration of gravity. The boundary values in the selected range are associated to resonance of the second harmonic of k o . Results of the corresponding validation are discussed in section 3.
b. Filtering technique
The accuracy of radar-derived H s observations is highly dependent on the shape of the recorded Doppler spectrum. However, several factors such as range (distance) and scattering strength of the targeted ocean patch, temporary obstructions, variations in levels of radio frequency interference (RFI), and extraneous electromagnetic signals can significantly affect the structure of the second-order region of the Doppler spectrum, causing it to deviate from its ideal shape and therefore from the assumptions used for the derivation of Eq. (1). Because some of these factors are inherent to radar sampling, the observations are, by nature, highly scattered. In addition, time series outliers caused by one or a combination of the aforementioned factors tend to cluster in time and space, which makes it difficult to remove them with conventional smoothing techniques. Thus, a distinctive filtering methodology based on wavelet analysis (characterization and reconstruction) was introduced for the treatment of the data.
Wavelet analysis can be used to extract information from a random process and has been used successfully in the determination of periodicity and frequency changes and their time localizations in the following: climate time series (Lindsay et al. 1996; Liu and Miller 1996; Markin 1995; Torrence and Compo 1998) , the study of wave grouping and growth (Liu 1994; Ramos 2001) , and other special applications such as the analysis of directional properties of wave spectra (Donelan et al. 1996) . However, wavelet analysis can be also used as a basis to isolate selected properties of a random process through decomposition, reconstruction (synthesis) and filtering (Haus et al. 2004) . The advantage over its Fourier counterpart (apart from not imposing periodicity constraints) is the possibility of local characterization, which allows the analysis and synthesis of a signal segment using a limited range of frequencies (scales). Furthermore, it is possible to isolate the domain (in time and frequency) affected by irregularities in the data and use analysis results outside this region, which are reliable regardless of the data quality in the affected segment.
The wavelet analysis (continuous domain) of a function is based on its continuous wavelet transform (CWT), which involves the convolution of the given function (or data series) and a series of shifted and scaled versions of another function called the mother or analyzing wavelet. The result of this operation is a set of coefficients that can be associated with energy content and that can be further related to frequency and time, depending on the scale and shift of the mother wavelet. The scale (frequency) domain may be conveniently discretized in intervals of logarithmic (base 2) increments so that features with different lengths can be analyzed simultaneously and with different levels of detail. The mother wavelet of choice in a particular case depends on the nature of the data series to be analyzed and on the characteristics of the phenomenon that need to be resolved from that series. Several complex and real-valued mother wavelets with different widths and shapes have been defined and are available in related literature (see compilation by Foufoula-Georgiou and Kumar 1994) . For the analysis presented in this work, the second derivative of Gaussian wavelet (DOG2), also known as the Mexican hat, was chosen because it provided a better time localization of the storm events than other widely used wavelet functions, such as Morlet. The advantage of DOG2 comes from the fact that the shape (time domain) of the DOG2 wavelet better fits the representation of storms, which is characterized by a single cycle of increase and decrease of wave energy as they propagate through a fixed measuring location.
By definition, the discrete form of the CWT of the function y(t) is given by (Ramos 2006 )
where t is time, Y _ m is the discrete Fourier transform (DFT) of the series y n 5 y[(n 2 1)Dt] for n 5 1, 2, 3, . . ., N, Dt is the sampling interval, s is the wavelet scale (scale dilation parameter), f m 5 (m 2 1) (NDt) 21 is the Fourier frequency, N is the total number of samples, and C*(sf m ) is the (theoretical) FT of the complex conjugate corresponding to the wavelet function c. For the DOG2 mother wavelet,
where G is the gamma function. Because of the redundancy of the CWT coefficients (Farge 1992) , the original time series can be reconstructed using a wavelet function other than the analyzing wavelet. The wavelet function used for reconstruction is known as the synthesizing function. If a Dirac delta function is chosen for convenience, the time series can be recovered using the expression
where m 5 3.541 (Torrence and Compo 1998) . Analogously to bandpass filtering, certain unwanted features can be removed from the time series if only selected frequencies are included in its reconstruction. This concept is sometimes referred to as ''denoising,'' and it is widely used in several fields.
Datasets
The radar measurements (Doppler spectra) used in this study were obtained with the ocean surface current radar (OSCR) of the University of Miami working in HF mode (25.4 MHz). It should be stressed, however, that the results and conclusions discussed in later sections are valid for other phased-array HF radar systems. OSCR is a shore-based phased-array antennae system that was typically deployed by using two synchronized control stations (master and slave), located from 20 to 30 km apart, that alternated the emission-reception cycle of the radar waveforms. Each station made independent measurements for nearly 5 min, and the collected data were processed for 10 min to complete a 20-min sampling cycle. The system was able to cover areas extending up to about 45 km offshore (for current sampling) with a spatial resolution of 1 km and a typical azimuth resolution of 78. Data were collected from up to 700 preselected locations (grid points), which were usually set with an orthogonal (uniform) spacing of 1 km.
Experimental venues
Doppler spectra were collected at three locations corresponding to different experiments: the Shoaling Waves Experiment (SHOWEX), the third phase of the Chesapeake Outflow Plume Experiment (COPE3), and the DUCK94 experiment. The three measuring campaigns were conducted on the U.S. East Coast and they covered coastal areas between North Carolina and Virginia, south of Chesapeake Bay (378N). The experiments were conducted on different years (within a 5-yr period) and with different purposes, but they covered roughly the same season (early fall). The radar sampling domain for SHOWEX and the DUCK94 experiment encompassed a similar part of the coastal area (about 88% overlap). The distance between these two domains and the COPE3 site was about 70 km. The radar configurations at COPE3 and the DUCK94 experiment were designed to acquire mainly surface current data, whereas the radar configuration at SHOWEX was enhanced (pulse length was doubled from 6.667 ms) to acquire directional wave information in addition to surface current data (Wyatt et al. 2005 ).
1) SHOALING WAVES EXPERIMENT (SHOWEX)
SHOWEX was conducted in the coastal area offshore Duck, North Carolina, from early September to late December 1999. It was part of a comprehensive Office of Naval Research initiative to improve the understanding of the properties and evolution of surface gravity waves as they propagate into shallow water. Diverse measuring instruments were used to acquire data, including HF radar, waverider and Air-Sea Interaction Spar (ASIS) buoys, ADCPs, and pressure gauges. Temporary coverage was provided by aircraft and ship expeditions. The detailed experimental configuration, including the instruments relevant for this discussion, is presented in Fig. 1 .
The water depth within the area of coverage of the radar system varies from 28.53 to 233.48 m, and it is approximately parallel to the coastline in shallow water (up to about 215 m). In deeper water, the bottom topography becomes irregular because of the presence of several underwater ridges and valleys with height variations on the order of 5 to 10 m that affect the current and wave fields moving through the area. The effect of those bathymetric features on wave propagation will be discussed later and the reader is referred to Cook and Shay (2002) for a discussion of the effects of those features in the current fields (using data from the DUCK94 experiment).
OSCR was used to sample the ocean surface encompassing an area that extended up to 42.3 km offshore (east-west direction) and up to 28 km alongshore (north-south direction). The control stations were located at 36.188N, 75.758W (master) and 36.398N, 75.838W (slave). Doppler spectra were acquired simultaneously at all points of the sampling grid (marked as dots in Fig. 1 ) from 1440 UTC 3 November (yearday 307.61) to 2340 UTC 14 December (yearday 348.99) at one-hour sampling intervals (mostly).
Five buoy stations were installed within the coverage area of the radar system during the period of the experiment. The ASIS buoys Bravo and Yankee were located 10.2 and 33.7 km away from the radar master station, respectively. Station Bravo acquired data from 1245 UTC 29 October (yearday 302.53) to 1652 UTC 26 November (yearday 330.70), but the validity of the measurements after 1200 UTC 23 November (yearday 327.5) is doubtful and the corresponding data were excluded from the analysis. Station Yankee measured data from 1210 UTC 30 October (yearday 303.51) to 1056 UTC 13 December (yearday 347.46). Standard oceanographic parameters as well as directional wave spectra were collected at both stations every 20 min. A third ASIS buoy, station Romeo, was located outside the OSCR measuring domain at 54.5 km from the radar master station.
The three directional waverider buoys X1, X2, and X3 were located 6.5, 13.4, and 22.2 km away from the radar master station, respectively, and sampled the ocean surface every 30 min. Station X1 acquired data from 0519 UTC 20 November (yearday 324.22) to 1519 UTC 13 December (yearday 347.64), and station X2 acquired data from 0530 UTC 20 November (yearday 324.23) to 2130 UTC 12 December (yearday 346.9) but there was a period of 10 days where data were not recorded at this site. Station X3 acquired data from 0516 UTC 20 November (yearday 324.22) to 1317 UTC 13 December (yearday 347.55).
2) CHESAPEAKE OUTFLOW PLUME EXPERIMENT (COPE3)
COPE3 was carried out offshore Virginia at the southern side of Chesapeake Bay from mid-October to late November 1997. The experiment was part of a series of Naval Research Laboratory (NRL) sponsored experiments aimed at improving the understanding of the variability of the estuarine plume flowing out of Chesapeake Bay and into the continental shelf. OSCR was deployed to cover the outflow plume (in addition to other radar systems and ADCPs). The National Data Buoy Center (NDBC) Coastal-Marine Automated Network (C-MAN) Chesapeake Bay Lighthouse Tower station (CHLV2) was within the sampling domain (Fig. 2) . A detailed description of the experiment (and the surface current structure) can be found at Shay et al. (2001a,b) .
The bathymetry within the area of coverage of the radar system varies in depth from 27.08 to 224.15 m, and it is characterized by the presence of several underwater ridges and valleys. However, the most prominent feature is the presence of a narrow shipping channel (output from the bay) that enters the area of study from the northwest to the southeast. Local shelf dynamics favor the formation of a mild sloping bottom to the south of the channel and the formation of an ebbtidal shoal to the north.
OSCR was used to sample the ocean surface covering an area that extended up to 34.04 km offshore and up to 29 km alongshore. The slave radar control station was located at 36.928N, 75.998W, and the master station was located at 36.768N, 75.948W. Doppler spectra were acquired simultaneously at all sampling points at 20-min intervals from 0110 UTC 14 October (yearday 287.05) to 1050 UTC 30 November (yearday 334.45).
Station CHLV2 consists of a data acquisition and control telemetry (DACT) wave analyzer installed on an offshore platform, and it is located at 36.908N, 75.718W in about 15-m water depth (;26 km away from the master station). During the experiment, standard meteorological and oceanographic data along with nondirectional wave spectra were acquired mostly every hour. However, some extended sampling gaps were observed, especially for H s values larger than 3.4 m. The missing samples accounted for approximately 30% of the total amount of data attainable during the period of interest.
3) DUCK94 EXPERIMENT
The DUCK94 experiment was conducted offshore of Duck, North Carolina, from late September to late October 1994. The multiagency experiment was supported by several institutions [U.S. Army Corps of Engineers, Office of Naval Research (ONR), U.S. Geological Survey (USGS), and NRL] and was aimed to study the structure of the currents over the continental shelf. The experiment included OSCR, bottom-mounted pressure sensors, and high-resolution current meters (vectormeasuring current meters). Additionally, NDBC station 44006 was within the radar sampling domain. More details on the experimental setting and the current structure are given in Shay et al. (1998) , Cook and Shay (2002) , and Haus et al. (2003) . In this experiment, the area of coverage for OSCR extended up to 40.32 km offshore and 25 km alongshore, and the grid was set with an orthogonal spacing of 2 km in the outer (deeper) portion of the sampling domain (Fig. 3) . The control stations were located at 36.188N, 75.758W (master) and 36.398N, 75.838W (slave). Doppler spectra were acquired simultaneously at all grid points with a 20-min sampling interval from 0820 UTC 29 September (yearday 272.35) to 1540 UTC 30 October (yearday 303.65). NDBC station 44006 (General Service Buoy Payload) was located at 36.278N, 75.508W in about 25-m water depth and collected standard meteorological and oceanographic data every hour.
Radar-derived significant wave height observations
An algorithm based on Eq. (1, a 5 1) was applied to the recorded Doppler spectra to generate time series of H s observations at every grid point. The estimates were obtained by integrating only over the most energetic side of the Doppler spectrum and by considering only the power above the noise floor level. The latter was computed as the mean value of the power measured at the edge of the corresponding side of the spectrum (0.18-Hz outer frequency band). Only records from the master station were used for the computations, because their quality in all experiments was consistently better than the quality of the slave station records. The raw series obtained were then treated to eliminate defective data (outliers). Outliers were defined with respect to neighboring data points. Each point in the series was tested against statistics computed from the four closest measurements in time (two ahead and two behind) and data points whose value exceeded three standard deviations measured from the mean value were discarded.
It was observed that the number of outliers increases with range r as the signal-to-noise ratio (SNR) decreases (Table 1) , but its value was not significant at low ranges (r , 15 km) in any experiment. Defective data were replaced by linearly interpolated estimates, but time series segments with large gaps of missing data (more than 12 consecutive samples) were not considered for subsequent analysis.
a. Assessment of the correction factor (bias of methodology)
The quality of data from the DUCK94 experiment was significantly better than that of the other experiments (Table 1) and was therefore chosen to determine the correction factor a in Eq. (1). Because no clear directional tendencies were identified from the analysis of the datasets, the value of a was computed simply as the ratio of mean radar-derived to buoy-measured H s at the location of NDBC station 44006. The final result yielded a 5 0.5819. It should be noted that, although the expression was expected to provide a better fit for the range H rms $ 0.3/k o (H s $ 2.26 m; Barrick 1977a), consideration of values outside this constraint did not change a significantly. Also, the apparent directional insensitivity confirms that the dependence of Eq. (1) on the radar-look angle is weak compared to other sources of variability.
A comparison between radar-derived and buoymeasured estimates is presented in Fig. 4 . It is observed that the spread of H s is uniform along the entire range of values. It is also apparent that there is a well-defined linear fit between both datasets once the correction factor has been introduced. This feature further validates the assumption of linear proportionality for H s (correction factor a) in Eq. (1). The RMS difference and the correlation coefficient between estimates were found to be 0.31 m and 0.95, respectively (9% mean relative error). Results from the application of Eq. (1) as shown in Fig. 4 , differ from other directional methodologies that tend to overestimate H s for higher sea states and in which the spread tends to increase with H s (Wyatt et al. 1999; Wyatt 2000) .
b. Validation of the methodology and effective range
The correction factor obtained before was used in Eq. (1) to estimate H s from Doppler spectra collected during COPE3 and SHOWEX. The derived observations were then compared to the gauge/buoy measurements acquired at stations CHLV2, Bravo, Yankee, X1, X2, and X3. The results are shown in Fig. 5 and summarized in Table 2 . It is apparent that, for short ranges, the radar-derived H s values are in good agreement with in situ measurements and provide as good a fit as the calibration case (DUCK94 experiment). However, the quality of the radar-derived H s values degrades as the range increases. The correlation coefficient decreases from 0.96 at station X1 (6.5 km range) to 0.68 at station Yankee (33.7 km range), and the RMS difference increases consistently in the comparisons to both the ASIS and waverider buoys.
The increasing RMS difference between the radarderived estimates and the gauge/buoy measurements with range is related to the ability to distinguish between signal and noise from the recorded backscattered power. Figure 6 presents the variation in range of the peak in the second-order backscatter region of Doppler spectra and the corresponding noise floor. It is observed that, as the range increases, the peak of the second-order backscatter region becomes closer to the noise floor, and therefore the associated second-order structure becomes increasingly masked. Similarly, the noise floor (as computed here) decreases with increasing range until it reaches a minimum value of about 2189 dB, but it becomes modulated, increasing during the daytime because of RFI in the site (presumably). At short ranges (smaller than ;10.2 km; e.g., stations Bravo and X1 in Fig. 6 ), the noise floor is significantly higher than the RFI level but the backscatter power is very strong. The average SNR from the second-order peak to the noise floor [SNR (2) ] is higher than about 22 dB and in very few cases takes values smaller than 15 dB. This portion of the radar sampling provides for the best estimates from Barrick's model. At longer ranges (;13.4 km; e.g., station X2 in Fig. 6 ), the value of the noise floor is just above the RFI level and the backscatter power is still strong. The average SNR (2) is approximately 17 dB and only in very few cases falls below 10 dB. The quality of the estimates in this portion of the radar sampling area was found to be good (when no major temporal electromagnetic signals from extraneous sources were observed). At intermediate ranges (;22.2 km; e.g., station X3 in Fig. 6 ) the noise floor has reached the RFI level, but the return signal is strong enough to keep the average SNR (2) at about 11 dB in the entire interval. Under such conditions, the estimates become more scattered and their quality becomes dubious, especially during the daytime. Finally, at long ranges (;33.7 km; e.g., station Yankee in Fig. 6 ), the second-order backscatter power is weak and so close to the RFI level that the average SNR (2) is only about 5 dB. The variations in noise floor mask the return signal in the second-order region and lead to erroneous estimates of the second-order backscatter power Fig. 5f . The tendencies discussed apply to any experimental setting, but actual ranges and power levels can change. In any case, it is clear that the limit of good quality estimates at a particular site might be set conservatively to the range where the noise floor reaches the RFI level during the daytime. Based on this premise, the values of maximum effective range were estimated to be 14.5 km for SHOWEX, 12.8 km for COPE3, and 14.8 km for the DUCK94 experiment. The effective range, however, is expected to extend significantly seaward during the nighttime and in cases where SNR (2) at the limit is greater than 11 dB.
An additional contribution to the variability observed in Fig. 5 comes from the presence of abnormal spatial patterns of backscatter power. These events were characterized by increased radar return and by the presence of additional prominent peaks within the second-order backscatter power region of Doppler spectra. They were found to be mostly associated to the interaction of strong currents with antennae side lobes (Wyatt et al. 2005) and to directional radio interference. The occurrence of these events was evident in the estimates of noise floor and the net effect was the overestimation of H s . Such occurrences were observed in both COPE3 and SHOWEX and were associated with the presence of radial sectors of increased noise floor levels in the radar domain. Their spatial distribution in a typical case is shown in Fig. 7 . In some intervals (particularly during SHOWEX), these abnormal patterns appeared for long periods of time (lasting several consecutive or nearly consecutive sampling intervals) and their effect was extended further in the time series by the filtering applied to the H s observations. However, it is evident that the effect of such patterns in observations obtained at small ranges was limited.
It should be mentioned that restrictions in the storage capacity of OSCR also introduced errors in the estimates. Doppler spectra ordinates in this system were stored as unsigned 2-byte integers and the dynamic range was therefore limited to 48.16 dB. At short ranges, this value was exceeded on occasion by the SNR recorded by the master station (in all the experiments) and thus induced erroneous estimates of noise floor as its value fell below the minimum storage value. This hardware limitation, however, had little impact on the results presented in this work, because the grid points used for the various analyses were confirmed to be within the system allowable storage range.
c. Wavelet-based filtering of radar-derived observations
The radar-derived H s values were further filtered to reduce their scatter and to eliminate the contribution of the unrealistic features already discussed. The main components of every time series were identified by using Eq. (2). In each case, the scale domain was first discretized into 29 components (g 5 0.25) following a logarithmic (base 2) increment that varied from 0.50 to 64.42 (equivalent to a variation in period T ranging from 2 h to 10.67 days). Then, each series was reconstructed, including only scales in the range s $ 3.39 (T $ 13.45 h). This limit was selected because it resulted in the smallest RMS error when comparing the reconstructed series to the buoy recordings. The minimum equivalent period in the range is also associated to the interval (cone) of influence of a feature lasting approximately 8 h and corresponds to the maximum observed interval of abnormal consecutive samples. The DUCK94 and SHOWEX series were not filtered (explicitly) for tidal components because those were found to have a negligible impact in the total measured energy in the presence of storm events (Cook and Shay 2002) . The COPE3 series were not filtered because the tidal components near the mouth of Chesapeake Bay were of interest to study the wave propagation in the region (section 4c). Analysis of the data showed that the wavelet filtering is consistent with other techniques (e.g., Fourier bandpass filtering) in the sense that the discarded scales minimize the contribution of features with corresponding equivalent frequencies. As the smaller scales are increasingly discarded, higher-frequency features in the time series are less apparent. However, results from the buoy time series showed that components with periods smaller than 13.45 h (s # 3.39) were rare and contributed only about 0.1% of the total energy contained in the record. Some local features [e.g., the double peak shown in Fig. 11 (dot markers) , which corresponds to a period of about 6 h] would be significantly diminished once the filtered series excludes frequencies in the range s , 1.69 (T , 6.7 h), but its time domain signature would be fully removed until both peaks combine into a wider peak for s , 2.39 (T , 9.6 h).
The effect of the neglected components on the accuracy of the filtering technique can be observed in Fig. 8 , where the error in the estimates corresponding to a storm recorded during SHOWEX is shown. It is noticed that discarding scales (solid line) in the range s , 3.39 (i.e., including 62% of the components in the reconstruction) introduces an RMS error of 0.15 m with respect to the original (unfiltered radar-derived) series. When the error is computed with respect to the unfiltered buoy measurements (dashed-dotted line), the energy contribution of the components included in the reconstruction corresponds to the best estimate of the energy content of the wave field. In this case, the neglected components account for about 5% of the total wave energy measured by the radar at the peak of the event (see Fig. 9 ). It can also be observed, from Fig. 8 and from the expression for equivalent Fourier frequency in Eq. (3), that consideration of additional scales for reconstruction would only imply a slight increase in RMS error, but it would result in a significant decrease in the equivalent Fourier period for the included components. For example, inclusion of scales in the range s . 1 (i.e., considering 86% of the total number of scales) would result in an RMS error increase of 4 cm (when compared to results from the range s . 3.39) and would be equivalent to incorporate components with periods larger than 4 h in the smoothed series. A similar tendency was observed when the RMS difference was computed with respect to the filtered buoy-measured series (dotted line in Fig. 8 ). The error distribution in this case does not deviate significantly from the unfiltered buoy-measured curve once the number of components exceeds 60%.
From the previous discussion and given the estimated RMS errors at the peak of the storm (Fig. 9) , it can be concluded that the smoothing of the time series is not very sensitive to changes in scale (or equivalent period) once an optimum value has been reached. Because the tendencies observed in the error distribution displayed in Fig. 8 are consistent with results obtained from the analysis of other segments of the data series (different storm systems) and with results from the analysis of the entire record, the use of the selected scale range was further validated.
It should be noted that the inclusion of all the components in the reconstruction does not fully recover the original time series. This error is associated with the characteristics of the record in conjunction with its numerical treatment (selected mother wavelet, CWT computation, synthesizing function, etc.) and does not change significantly if the resolution (i.e., the number of components in the characterization) is increased. In fact, the gain in accuracy for full reconstruction remains marginal once the number of components exceeds 8 [g 5 1 in Eq. (4)]. 
Energy evolution in coastal areas
Once the time series of radar-derived H s were filtered, selected segments were compared to buoy measurements and to theoretical results from wave propagation models. Distinctive storm conditions along selected wave propagation paths were chosen, and the accuracy of the filtering scheme (and the overall treatment of the data) was assessed. The results are presented next.
a. Wave energy attenuation
The special case of wave energy attenuation resulting from the interaction of the wave field with the sea bottom was studied using data from SHOWEX; in particular, data from a storm that occurred between yeardays 315.5 and 317.5 were used (Fig. 9) . The event developed after a transitional period of about 10 h during which the wind speed decreased and changed direction clockwise from south-southwest to north-northeast. Following that transition, the wind direction remained fairly constant varying between 308 and 358 azimuth (meteorological convention), providing unlimited fetch, and the wind speed increased gradually from 3.4 (yearday 315.75) to 13.5 m s 21 at the peak of the storm (yearday 316.17). The development of the wave field followed closely the wind input (Fig. 9b) , increasing in H s from 0.35 m at the end of the transition period to 2.85 m at the peak of the storm.
Radar-derived H s observations and theoretical H s estimates were obtained at the peak of the storm along the transect (black dashed line) shown in Fig. 1 . This cross-shelf transect was chosen to include the most buoy stations while maintaining alignment with the direction of wave propagation. In particular, the segment between stations Yankee and Bravo was aligned at 338 azimuth and therefore corresponded closely to the incidence angle of the wave field. The radar-derived H s values were obtained directly from the grid points closest to the transect and the theoretical estimates were computed from modified wave spectra obtained by applying a transformation function (Bouws et al. 1985 (Bouws et al. , 1987 to the wave spectrum recorded at station Romeo.
The legitimacy of the theoretical estimates is based on the location of the area of study. The transformation function was derived as part of what it is known as the TMA spectrum and included an extensive database of wave spectra measured in the coastal area centered at the Coastal Engineering Research Center (CERC) Field Research Facility in Duck, North Carolina, and coincided roughly with the location of the radar sampling domain in SHOWEX. Thus, both radar-derived and theoretical estimates were obtained for similar (if not identical) conditions of wind generation (onshore winds), water depth, and sea bottom materials. The comparison of radar-derived and theoretical H s values is shown in Fig. 10 . The theoretical H s values were strongly correlated with variations in bathymetry, which was expected because the transformation function depends directly on water depth. As the wave field propagated shoreward, it experienced an energy decrease of 18% (;0.63 m) between stations Romeo and X1. This tendency of the theoretical H s was confirmed by the in situ measurements at stations Bravo and X1 (where differences smaller than of 1.5% were found) and by the reference measurement at station Romeo, but a significant deviation was observed at the location of station Yankee (;6% overestimation). This discrepancy is likely to be related to the inability of the theoretical model to represent the transition period in which the wave field adjusts to the increase of water depth once it passes the ridge depicted in Fig. 10b at about 35 km. The effect of this feature, however, was localized and should not affect the model-derived estimates within the effective radar domain (r , 30 km).
The filtered and unfiltered radar-derived H s series are also depicted in Fig. 10 . Although the unfiltered H s values show large scatter and overestimation of the energy level, the filtered radar-derived estimates agree closely with their theoretical counterpart. The corresponding RMS difference was found to be 0.1 m (2% mean relative error). The absolute difference between the filtered radar-derived H s and the in situ measurements at X1 and Bravo was on the order of 2%.
b. Wave energy growth
The case of wave energy growth due to the forcing of wind under fetch-limited conditions was also studied with data from SHOWEX, in particular, with data from the storm shown in Fig. 11 . The event lasted approximately from yearday 309.54 to yearday 311.21 and followed a period of about 10 h during which the wind was blowing predominantly from the west (2708 azimuth). After yearday 309.54, the wind direction switched rapidly to the southwest and the wind speed increased uniformly from 3.4 to 10.4 m s 21 at the peak of the event (yearday 310.21). The wind direction remained fairly constant at 2108 azimuth for seven hours prior to the occurrence of the peak and then it switched slightly to 2278 azimuth. The wave field in this storm showed two well-defined peaks separated by an interval of 6 h (see dotted line in Fig. 11b) . The peak at yearday 309.96 was most likely caused by the interaction of early sea propagating to the east with swell propagating to the west. Conversely, the peak at yearday 310.21 was largely induced by the southwest wind field described.
It is apparent from Fig. 11b ( cf. Figs. 11b, 9b ) that the unfiltered radar-derived estimates for this event are more scattered. The higher variability was expected as the second-order backscattered power is greatly reduced for measurements of small sea states causing its misrepresentation in the integrand of Eq. (1). However, of most significance is the fact that Eq. (1) loses accuracy as the sea state decreases because Barrick's derivations followed the assumption that the peak wavenumber in the wave spectrum is smaller than the radar wavenumber. It is observed that the radar estimates fail to reproduce the peak at yearday 309.96, although that inability was likely associated with oversmoothing and underestimation caused by electromagnetic interference present during the corresponding measurements. Radar-derived and theoretical H s values were obtained at the peak of the storm along the transect shown in Fig. 1 (red dashed line) . The alignment of this transect coincided with the dominant wave direction and with the location of stations Bravo and Yankee. The theoretical H s estimates used for comparison purposes were obtained using the energy growth law developed for the Joint North Sea Wave Project (JONSWAP; Hasselmann et al. 1973) , including the concept of effective fetch (Donelan 1987) . First, the buoy measurements at stations Bravo and Yankee were used to estimate the H s corresponding to pure wind-sea by integrating the wave energy spectrum for frequencies greater than 0.16 Hz only (i.e., f $ 0.16 Hz). Then, the energy growth law was fitted to the resulting values at both locations. Finally, the theoretical H s corresponding to the actual wave field (sea and swell combined) was estimated by adding the contribution of swell (integral of wave spectrum in the range f , 0.16 Hz) to the JONSWAP base line. The results of the various phases of this process are shown in Fig. 12 . It is observed that, as the wave field propagated from station Bravo to station Yankee, the total amount of energy increased about 41% and the wave spectra measurements showed that the peak spectral frequency decreased from about 0.33 Hz to about 0.26 Hz, which corresponds to a classic case of wave growth. Measurements at station X1 (not shown) confirmed that the tendency observed in the model estimates (solid line) extends farther onshore along the selected transect.
It should be noted that the use of different energy growth laws to estimate the theoretical H s should not have a significant impact in the results presented here because the corresponding fetch lies within an interval where most growth curves seem to converge (Young 1999) . The wind speed found from the JONSWAP fitting FIG. 11. As in Fig. 9 , except for yeardays.
agreed closely (within 5% error) with the average value observed during the entire storm event. The filtered radar-derived H s values obtained for the grid points considered along the studied transect are also shown in Fig. 12 . It is observed by comparing to theoretical H s that, as in the case of wave energy attenuation studied before, the applied filtering technique seems to reduce the scattering in the data and to provide a more accurate estimate of the energy content of the wave field. However, the radar-derived estimates show a tendency to overestimate the theoretical value as the range increases.
The RMS difference between the radar-derived and model H s was found to be 0.08 m (10% mean relative error) and 0.05 m (3% mean relative error) for the unfiltered and filtered cases, respectively. Both values are significantly smaller than the ones obtained for the wave attenuation case, but this is not necessarily associated with a better theoretical estimate. The quality of the radar-derived data (theory limitations, scattering conditions, defective and missing samples, etc.) in a particular segment (and location) also plays a significant role in assessing the accurate energy level in any condition of wave propagation. The RMS difference from the filtered radar-derived series corresponds to about 30% of the expected increase of energy in the effective range (see Fig. 12 ). Therefore, the treated estimates can be used effectively only to investigate the wave growth tendency in the effective radar domain.
c. Wave shoaling due to countercurrents
The case of interaction of a wave field propagating against the flow of a surface current was investigated with data from COPE3. Because many of the findings were previously reported in Haus et al. 2006 , this section will focus only on the comparisons of theoretical and radar observations of maximum individual wave height H max along the propagation path shown in Fig. 2 . The event was recorded at yearday 287.78 and occurred during a relaxation period associated with low values of H s (;0.61 m). The wind was blowing temporarily from the southeast (for about 3 h) at 5.8 m s 21 and encountered a current flowing with a maximum core velocity of 1.12 m s
21
. The associated wave field (at the location of CHLV2) was dominated by swell with a peak frequency of 0.08 Hz (244-m wavelength) and also had a strong contribution of wind-sea that peaked at 0.17 Hz (54-m wavelength). Thus, the theoretical H max variations of the peak sea and swell components were estimated independently. The contribution of swell was investigated by using a model of wave propagation (shoaling and refraction) based on wave ray theory (Dean and Dalrymple 1991) . Because no wave directional information (directional spectra) was available for the area of study, all incidence directions from the east quadrant were investigated. The results showed that most of the energy associated with the main swell components was likely to be concentrated and dissipated nearby some of the existing bathymetric features, especially at the edges of the shipping channel. On the other hand, the main components of the windsea were assumed to propagate against the current following the direction of the wind and were modeled (as linear waves) considering only the effects of shoaling (no refraction). Because H max cannot be directly inferred from the radar measurements, H s was taken as an estimator of its value. This assumption is based on the fact that H s is defined as the average of the highest one-third of waves in a given wave field and therefore it is proportional to (or at least an indicator of) the highest individual wave in the trend. Figure 13 presents the comparison of theoretical and radar-derived estimates of H max in terms of the variation of the shoaling coefficient along the selected transect.
The shoaling coefficient was computed by normalizing H s with respect to a long-range value that was not significantly affected by current or underwater features and therefore includes the contributions of local sea and swell. The dot and cross markers correspond to the filtered and unfiltered radar-derived estimates, respectively. The dashed-dotted line represents the expected wave height variation of the peak sea component resulting from the effect of the bathymetric profile only (Fig. 13b) , and the solid line represents the expected variation in wave height when the effects of the countercurrent (Fig. 13b) are included. It is observed that at intermediate distances (5-15 km) the wave field seems to be dominated by refracted swell under breaking or near-breaking conditions. The existing bathymetric feature that peaks at 5.89 km along the transect (about 36.98N, 75.878W in Fig. 2 ) causes a significant concentration of swell and dissipates a considerable portion of this energy as the wave field propagates farther downwind (;60% loss in H max ). Such a tendency was confirmed by results from the wave propagation model for swell incidence from the southeast quadrant (Haus et al. 2006) . It is also clear from Fig. 13 that at distances smaller than 5 km, where the contribution of wind-sea is expected to dominate, the countercurrent plays a significant role in the observed H max increment. At this range, the increasing current velocity is responsible for the increment of wave height that peaks at the edge of the radar sampling area (where the velocity is larger) and the tendencies in both measurements and theory show agreement. These results are consistent with wave growth tendencies observed in the entire radar domain (Haus et al. 2006 ). Although it is apparent that the filtered observations offer a better representation of the behavior predicted by theory, the results should be taken with caution. Most of the difference between both radar-derived series comes from a strong bias introduced by variations of H max at the grid point used for normalization. If that bias is eliminated, then the major contribution to the difference between both series becomes the segment between 10 and 15 km, where the unfiltered estimates predict 25% larger H max . Unfortunately, because of the lack of more detailed independent wave measurements, this study could not be pursued further and it was not possible to obtain more conclusive results. Even though a more extensive theoretical approach is required to assess this phenomenon with better accuracy, taking into account the contribution of the many components of the wave field (and the interaction among them), the results show that the HF radar is able to identify the associated wave growth tendencies.
Summary and conclusions
The accuracy of a phased-array HF radar system to measure H s was established for different scenarios of wave propagation. First, a technique to calculate H s from the Doppler spectra records was evaluated. The resulting time series were wavelet filtered and compared to results from independently validated wave propagation models.
The radar provided unbiased observations of H s with variance (RMS difference) on the order of 0.30 m (9% mean relative error) within the radar effective range for a variety of conditions and locations. The variance of the observations was shown to be independent of the sea state [within the H s range studied (H s , 6 m)], but it was greatly influenced by variations in the SNR corresponding to the second-order region of the Doppler spectrum. Accordingly, the quality of the estimates decayed as the range increased and the backscatter power approached the noise floor level. The effective range extended to the limit where diurnal variations of RFI dominated the second-order backscatter power.
The filtering technique was able to greatly diminish the contribution of unrealistic features and faulty data inherent to radar sampling. It is based on decomposition and partial reconstruction of the H s time series once they have been characterized using wavelet analysis techniques. It was found that if the time series are treated accordingly, H s variations of 60.1 m can be observed and therefore HF radar can provide the means to study the mechanisms responsible for the most significant energy variations in a particular wave field.
In particular, the filtered radar-derived observations were used to study the case of wind-sea propagating toward the coast line. It was found that, although the variations (RMS) in the energy field were small within the effective radar domain (H s ; 0.2 m), the radar was able to observe the energy trend. In a different case, where the filtered estimates were used to study wave growth under fetch-limited conditions, differences on the order of 0.05 m were observed. The treated data were also used to study the interaction of a wave field propagating against a strong surface current. In this case, a significant increase of wave height was observed in the region of wave-current interaction, offering evidence of the presence of wave shoaling effects.
In lieu of these results, it can be concluded that properly treated radar-derived estimates allow an adequate localization of regions of high concentration of energy and the identification of growth and attenuation tendencies of the energy in the wave field. Although additional measurements are necessary to draw more definitive quantitative conclusions, the good data correlation found encourages future work to further validate the methodology under similar and additional conditions and, if possible, with an independent wide-area measuring technique [such as synthetic aperture radar (SAR) imagery].
