Parrondo's paradox is the proposition that two losing strategies can, by alternating randomly, produce a winner. R. D. Astumian has recently created a simple board game to illustrate this counterintuitive phenomenon. We prove that the inherent symmetry of Astumian's game prevents it from achieving its purpose, and suggest amended versions that do. We also display the additional paradoxical effect of two slow, losing games combining into a fast, winning one.
I. INTRODUCTION
Two downhill forces can combine to move a molecule uphill, two sinking stocks can offset each other to yield a profit, and two losing games can be cobbled together into a winner.
1,2 To accomplish such counterintuitive feats, three conditions seem to be required: ͑1͒ The process must include an element of chance such as Brownian motion, market fluctuations, or the random fall of dice. ͑2͒ The rules governing the process must contain a ratchet-like asymmetry. ͑3͒ The two basic dynamical schemes must alternate either regularly or randomly.
Although such peculiar behavior had been noted earlier, it gained prominence in 1996 when Juan M. R. Parrondo invented a game to illustrate its mechanism. The history of the effect, which Abbott and Harmer have called Parrondo's paradox, has recently been reviewed by the same authors. The paradox has been invoked in connection with phenomena as diverse as the motion of chemicals through human cells, clever investment strategies, peculiar voting patterns, novel nanotechnological motors, and even the beginning of life. 3 To illustrate Parrondo's paradox in a graphic and simple manner, R. Dean Astumian developed a game involving a pair of dice and a token on a board consisting of a mere five squares. 4 In Sec. II we describe this game, and show that it does not, in fact, achieve its aim, as others have pointed out earlier. 5 In Sec. III we present an abstract version of Astumian's game that is more amenable than the original to mathematical analysis. We generalize the mixing of two games so that they can be combined randomly, but with arbitrary admixtures. In Sec. IV we prove that the excessive symmetries of Astumian's original game prevent it from demonstrating Parrondo's paradox. Section V goes beyond Astumian's work by showing, within our abstract formalism, how asymmetrical games can, in fact, display Parrondo's paradox. Finally, in Sec. VI, we begin a deeper analysis of ''Astumian games'' that exposes another counterintuitive feature: when two games that take a long time to complete are combined, they may reach a win quickly. This property may have significant implications for applications of Parrondo's paradox and warrants further investigation.
II. ASTUMIAN GAMES
Astumian's original game, which we will show to be flawed, is played on a board consisting of five squares in a row, labeled from left to right LOSE, LEFT, START, RIGHT, WIN. The game starts with a token placed on the middle square labeled START. Two dice are rolled and their points added. If an 11 is rolled, move the token to the square marked RIGHT. If 2, 4, or 12 are rolled, move to LEFT. If any other number is rolled, roll again. With the token on LEFT or RIGHT, roll the dice. If 7 or 11 appears, move one square to the right. If 2, 3, or 12 come up, move one square to the left. When the token reaches WIN or LOSE, the game is over. When it returns to START, the game continues.
We call these rules game 1 and summarize them in Table I . Astumian also described a second set of rules, symmetrical to game 1 and summarized in Table II . It is more informative to give these rules in terms of probabilities rather than dots on dice. Furthermore, we shall prepare for breaking the symmetry later by differentiating between LEFT and RIGHT. Tables III and IV summarize the two games in the form of probabilities for moving from the positions listed in their top rows. To learn how to fill in Tables III and IV , consider the first entry ͑2/7͒ in Table III . From Table I we see that there are 7 rolls that result in a move away from the start position: ͑1,1͒, ͑2,2͒, ͑3,1͒, ͑1,3͒, ͑5,6͒, ͑6,5͒, and ͑6,6͒. Two of these, ͑5,6͒ and ͑6,5͒, force a move to the right.
The rules may also be summarized in the form of binary trees of depth 2. The root node is labeled START, and the children are labeled LEFT and RIGHT. The probabilities of moving from one state to the next are recorded on the edges connecting the nodes. Game 1, for example, is represented as Fig. 1 . The numbers in the last row are the probabilities of reaching the nodes above them in two moves. After two moves, the token is at the position LOSE with probability 5/21, at START with probability 10/21ϩ2/21ϭ12/21, and at position WIN with probability 4/21. Because the game simply continues from the position START, the probability that game 1 ends with a loss is 5/9, and that it ends with a win 4/9. ͑It is a fundamental assumption that the probability of reaching, say, LOSE from START cannot depend on the previous history of the token. Any sequence that returns to START can therefore be ignored in the calculation.͒ The same odds for winning and losing, which Astumian reported correctly, hold for game 2.
Games 1 and 2 are now randomly combined. The token is placed on the START square. A fair coin is tossed. If it lands heads, the rules of game 1 are applied. If it lands tails, the rules of game 2 are applied. Before each move the coin is tossed, and the appropriate rules are chosen. The analysis of the mixed game is easy. The probabilities associated with the four options, each of which occurs with probability 1/4, are derived from Tables III and IV and listed in Table V .
To calculate the probabilities associated with the randomly mixed game after two moves, multiply each entry in Table V by 1/4 and add up the columns, yielding the final result for the position of the token:
LOSE with probability 484/1764ϭ121/441. START with probability 880/1764ϭ220/441. WIN with probability 400/1764ϭ100/441. On average there will be 121 losses to 100 wins, contrary to Astumian's claim that the odds favor a win.
Astumian's games are symmetrical to each other, and each is symmetrical with respect to the squares LEFT and RIGHT. These symmetries are too restrictive, and cause the failure of Astumian's game to illustrate Parrondo's paradox. We will study the games more abstractly and then prove this assertion. Furthermore, we will produce asymmetrical Astumian games that do illustrate Parrondo's paradox.
III. RANDOMLY MIXED GAMES
In what follows, u, v, w, x, y, and z are probabilities that occur in the definitions of the two abstract Astumian games S and T. We will define a weighted sum Sϩ p T of the games, and show that this sum is precisely the randomly mixed game Mix p (S,T) obtained by choosing the rules S with probability p and those of T with probability 1Ϫp. The symbol ϩ p denotes a recipe for calculating the probabilities for a mixed game from those which define games S and T, and will be defined below.
By noticing that the columns of Tables III and IV add up to unity, we can define abstract games S and T in Tables VI and VII. The order in which the entries are listed left to right correspond to the order in which a binary tree is read. Beginning with START, the probability of moving left is u, the probability of moving left again is v, and the probability of moving right from RIGHT is w. The three numbers u, v, and w completely specify the game.
For game S the positions of the token after two moves occur with the following probabilities: LOSE with probability uv. START with probability 1ϪuvϪwϩuw. WIN with probability wϪuw. For the game as a whole, the probability of returning to START can be ignored, so the probability of a loss is uv/(uvϩwϪuw), and the probability of a win is (w Ϫuw)/(uvϩwϪuw). For game T, simply change (u,v,w) to (x,y,z) .
We now consider the game Mix p (S,T). Let SS denote the case of applying rules S twice in a row, ST the case of applying the rules S followed by rules T, etc. The probabilities of finding the token on the squares LOSE, START, and WIN after two moves are listed in Table VIII .
The frequencies of occurrence of the four cases depend on the probability p. In particular, they occur with probabilities p 2 , p(1Ϫ p), p(1Ϫ p), and (1Ϫ p) 2 as one moves down the table. To calculate the probabilities for the position of the token after two moves in the game of Mix p (S,T), multiply the entries in Table VIII by the appropriate probabilities and sum the columns. The result is LOSE with probability
2 (zϪxz). From these probabilities we can calculate the probabilities that Mix p (S,T) ends in a win or a loss. As before, the probability for returning to START is ignored.
Because an ordered triple of real numbers x, y, z, completely specifies an Astumian game, we define the games by the notation Sϭ͓u,v,w͔ and Tϭ͓x,y,z͔. Furthermore, we define the weighted sum Sϩ p Tϭ͓ puϩ͑1Ϫ p ͒x, pvϩ͑1Ϫ p ͒y, pwϩ͑1Ϫp ͒z͔. ͑1͒
For pϭ0.5, we abbreviate this notation and let the weighted sum be SϩT. After two moves in the game Sϩ p T, the probabilities of a loss or win are given by:
Probability of a lossϭ͓ puϩ͑1Ϫ p ͒x͔͓ pvϩ͑1Ϫp ͒y ͔, ͑2͒ Probability of a winϭ͓1Ϫ puϪ͑1Ϫ p ͒x͔ ϫ͓ pwϩ͑1Ϫ p ͒z͔. These match the probabilities of loss or win after two moves of the game Mix p (S,T) calculated above. We have therefore established that if S and T are Astumian games and p is a number in the closed unit interval, then
IV. SYMMETRICAL ASTUMIAN GAMES
We now show that symmetry prevents the occurrence of Parrondo's paradox. An Astumian game Gϭ͓u,v,w͔ is defined to be symmetrical when wϭ1Ϫv, that is, when the rules for the LEFT square are the same as for the RIGHT square. It is simple to show that when S and T are symmetrical games, so is the randomly mixed game Sϩ p T.
Because we are interested in the chances of winning and losing, we define W͑G͒ and L͑G͒ to be the probabilities, respectively, of winning and losing an Astumian game G. At this point we need to prove the following lemma. Let G ϭ͓x,y,z͔ be a symmetrical Astumian game. Then L͑G͒Ͼ0.5 if, and only if, xϩyϾ1. Furthermore, L͑G͒Ͻ0.5 if, and only if xϩyϽ1.
The proof of this lemma goes as follows. Because G is symmetrical, zϭ1Ϫy, and L͑G)ϭxy/(2xyϩ1ϪxϪy). First suppose that L͑G͒Ͼ0.5. Then xy/͑2xyϩ1ϪxϪy ͒Ͼ0.5 ͑4͒ implies xϩyϾ1. Conversely, suppose that xϩyϾ1. Then, by a similar argument, L͑G͒Ͼ0.5. The second half of the lemma follows similarly. We are now ready for our central result: Let Sϭ͓u,v,1 Ϫv͔ and Tϭ͓x,y,1Ϫy ͔ be symmetrical Astumian games. Then, for any p satisfying 0р pр1, the following three statements hold: Proof: The game Sϩ p T is given by ͓ puϩxϪpx,pvϩy Ϫ py,1ϪpvϪyϩ py͔. Let N denote the probability that after two moves, the game Sϩ p T ends in a loss, and let M denote the probability that after two moves Sϩ p T ends in a win. Then,
A direct calculation shows that Nϭp 2 ͓͑uϪx ͒͑ vϪy ͔͒ϩxyϩ py͑uϪx ͒ϩ px͑vϪy ͒. ͑9͒
By using Eq. ͑5͒ and doing another direct calculation, we have
From Eq. ͑8͒ we easily see that L͑Sϩ p T)Ͻ0.5 if, and only if, NϪM Ͻ0. ͑11͒
The combination of Eqs. ͑10͒ and ͑11͒ yields Eq. ͑5͒. Statements ͑6͒ and ͑7͒ follow in a similar way, completing the proof. Let S and T be symmetrical Astumian games such that L͑S͒Ͼ0.5 and L͑T͒Ͼ0.5. Then, for any p, we also have L͑Sϩ p T)Ͼ0.5. ͑12͒
Proof: Let Sϭ͓u,v,1Ϫv͔ and Tϭ͓x,y,1Ϫy ͔ and assume that L͑S͒Ͼ0.5 and L͑T͒Ͼ0.5. By the lemma, we have uϩv Ͼ1 and xϩyϾ1. But then p(uϩv)ϩ(1Ϫ p)(xϩy)Ͼ1, so by statement ͑7͒ it follows that L͑Sϩ p T)Ͼ0.5, completing the proof.
Equation ͑12͒ implies that two losing Astumian games, combined by means of a fair coin toss, cannot demonstrate Parrondo's paradox. In fact, even a biased coin toss ͑with p not equal to 0.5͒ does not break the symmetry sufficiently. To realize Parrondo's paradox, at least one of the Astumian games must be nonsymmetrical. Fig. 1 . The binary tree for Astumian's game 1. Probabilities are listed for reaching each node from the one in the line above it. The numbers in the last row are the probabilities for reaching ͑in two moves͒ the nodes listed above them. 
V. ASYMMETRICAL ASTUMIAN GAMES
The following two games break the symmetry in a strong way: Cϭ͓1,p,1͔ and Dϭ͓ p, p,0͔. They are exceptional, in that they involve probabilities of 1 and 0 in their rules. Both are rigged to lose when they are played separately. In C, the game starts off to the left with certainty, and in D the probability 0 prevents an advance of the token to the square WIN. These rules are mathematical analogs of physical ratchets 4 that prevent motion ''uphill,'' or, in our case, toward a WIN. Nevertheless, by choosing the probability p to be sufficiently small, we can force the mixed game CϩD ͑where we have used the abbreviated notation for 50/50 mixed games͒ to have a probability of a win as close to 1 as we like.
After two moves of game CϩD, the positions of the token are LOSE with probability 0.5p(1ϩp), START with probability 0.25(1Ϫp)(3ϩ2 p), WIN with probability 0.25(1Ϫp). The probabilities for playing the game to termination in a win or a loss are calculated by ignoring the second line:
LOSE with probability 2p(1ϩp)/(1ϩpϩ2 p 2 ), WIN with probability (1Ϫ p)/(1ϩpϩ2p 2 ). For sufficiently small p, the probability of a WIN approaches 1. Even if the game is played by rolling, say, the number six on a die (pϭ1/6), it turns out that wins outnumber losses by 15 to 7. Switching rules allows the game to ''jump over'' the ratchets.
Both games C and D are disconnected, in the sense that that there are squares that cannot be reached from the starting position. We define an Astumian game to be connected if each of the four squares LOSE, LEFT, RIGHT, and WIN can be reached. We will show that it is possible to find connected Astumian games S and T with high probability of losing, which nevertheless combine into a mixed game SϩT with a high probability of winning.
Let ⑀ be an arbitrarily given small positive real number. Then there exists connected Astumian games S and T such that L͑S)Ͼ1Ϫ⑀, L͑T)Ͼ1Ϫ⑀, L͑SϩT)Ͻ⑀. ͑13͒
Proof: Let b and c denote positive probabilities less than one. We construct connected Astumian games S and T in terms of b and c, and the given small positive number ⑀, as follows: Sϭ͓0.1⑀ 2 ,0.1⑀ 2 ,b͔ and Tϭ͓1Ϫc,c,0.5⑀͔. We will show that there exist positive values for b and c such that S and T satisfy the conditions required by statement ͑13͒. Though we won't actually find values of b and c in terms of ⑀, it would not be difficult to do so.
The calculations of L͑S͒, L͑T͒, and L͑SϩT͒ are straightforward but tedious. From L͑S)ϭ0.01⑀ 4 /͓0.01⑀ 4 ϩb(1 Ϫ0.1⑀
2 )͔ we see that L͑S͒ approaches 1 as b approaches zero. We can therefore choose b sufficiently small that L͑S͒ Ͼ1Ϫ⑀. From L͑T)ϭ(1Ϫc)/(1Ϫcϩ0.5⑀) we see that L(T) approaches 1/͑1ϩ0.5⑀͒ as c approaches zero. But 1/͑1ϩ0.5⑀͒ Ͼ1Ϫ⑀. We can therefore choose c sufficiently small that L͑T͒Ͼ1Ϫ⑀. 
ϩbc͔. ͑14͒
As b and c approach zero, L͑SϩT͒ approaches ͓⑀ 3 ϩ10⑀͔/͓⑀ 3 ϩ10⑀Ϫ5⑀ 2 ϩ50͔. Because this quantity is less than ⑀, the proof is complete.
VI. WAFFLING OR THE PARADOX OF SPEED
Given the Astumian game Gϭ͓u,v,w͔, it may happen that the probability of the token returning to START after two moves is high. In that case the expected number of moves before the game ends also is high. For example, when the values of b, c, and ⑀ in the proof of statement ͑13͒ are chosen to be 0.01, the probabilities for the token to be on START after two moves are, to five decimal places, 0.990 00 for game S and 0.990 05 for game T. For the randomly mixed game SϩT, this probability also is high: 0.993 74. The waffling of the games S and T is inherited by SϩT.
The following example shows that two slow games may have a sum that is reasonably fast. We now describe two games E and F n such that, for small values of the parameter p, the probability of reaching START in two moves is almost 1, but the same probability in the randomly mixed game is approximately 0.75. ͑These are, in fact, the limiting values as p tends to 0.͒ Define Astumian games E and F n by Eϭ͓1Ϫp,p,1 Ϫ2 p͔ and F n ϭ͓ p,p,p n ͔, where n is a positive integer and p a real number between 0 and 0.5. For game E we have, after two moves: LOSE with probability pϪ p 2 , START with probability 1Ϫ2 pϩ3 p 2 , WIN with probability pϪ2 p 2 . For game E as a whole:
LOSE with probability (1Ϫp)/(2Ϫ3 p), WIN with probability (1Ϫ2 p)/(2Ϫ3 p). As p moves from 0 to 0.5, the probability of a loss moves from 0.5 to 1.
The second game, F n , has the same parameter p, but also the additional parameter n. A similar calculation yields for that game, LOSE with probability
. Regardless of what the value of p is between 0 and 0.5, as n increases, the loss function L͑F n ) increases to 1 as n increases. Thus we can arrange for the game F n to lose with a probability as close to 1 as we choose.
For the randomly mixed game EϩF n we find: LOSE with probability 2p/(1ϩp n ), WIN with probability (1Ϫ2 pϩ p n )/(1ϩp n ). For very large values of n, whenever pϽ0.25, the probability of a loss is less than one half, and Parrondo's paradox occurs.
As an illustration, let nϭ2 and pϭ0.01. With these values, after two moves the token is at the START square 98.03% of the time in game E, 99.98% of the time in game F 2 , but only 74.9975% of the time in the mixed game. As a consequence, after only six moves, on average, the mixed game will end in either a win or a loss about 58% of the time. By contrast, E, the faster of the two games, will end in a win or a loss only about 6% of the time after six moves. The simplicity of the mathematical model of Astumian games cannot capture many important details of the Brownian ratchets described in Refs. 3 and 4. The model does, however, reflect the fundamental idea of how randomness can be converted to directed motion, as, for example, in the study of muscle contraction. 6 The question of the speed of such a contraction is clearly important. For this reason the fact that two Astumian games, one of which in nature corresponds to Brownian motion, can combine to produce a game that is considerably faster than either of the two original games, is significant. To borrow a term from the theory of algorithms in computer science, the time complexity of the stochastic waffling behavior we have observed above should be regarded as an important question in the study of Astumian games. 
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