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INTRODUCTION 
In the theory of communication much use is made of the well-known 
"sampling theorem" (Gabor, 1946; Shannon, 1949) of Fourier analysis 
which states that a function restricted to a frequency bandwidth W/sec 
may be specified uniquely by 2W equally-spaced samples per second. 
This is usually interpreted as implying that such a signal of duration 
T has 2TW degrees of freedom (called "logons" by Gabor (1946)). The 
number of degrees of freedom is taken to be proportional to the area of 
"Fourier-space" occupied. 
In the theory of optical resolving power the same ideas can be used 
without apparent difficulty in the case of a one-dimensionM aperture, 
where aperture-width takes the place of bandwidth, and object-length 
the place of time-duration (MacKay, 1950). Once again the number of 
degrees of freedom appears to be proportional to the area of Fourier- 
space occupied. 
When however, one considers a two-dimensional perture, an apparent 
paradox appears. Reasoning along the same lines one finds the number 
of degrees of freedom or logon-content of an image to be proportional to 
the product of the number for each dimension, and hence to the area of 
the aperture (Gabor, 1953; Toraldo di Francia, 1955i~.~r~his owever, 
would imply that a microscope with a line-aperture (e.g. a linear or 
annular slit of vanishingly small area), should have no resolving-power; 
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whereas it is easily verified that this is not the ease (Gabor, 1953). As 
the width of a rectangular aperture is diminished to zero, the resolving- 
power in the corresponding direction becomes maller and smaller; but 
resolution in the other direction is unaffected, and the total number of 
logons tends to a lower limit proportional to the width in that direction. 
With an annular aperture this fact is even more convincingly demon- 
strated. The apparent paradox has led some (Gabor, 1953) to suggest 
that the signal-noise ratio ought to be brought into the definition of 
logon-content, while others (Good, 1956) have sought to resolve it by 
using notions of one-one mapping to throw doubt on the present defini- 
tion. 
THE FORMULA FOR LOGON-CONTENT 
I have suggested elsewhere (MacKay, 1956) that the paradox may be 
simply resolved without recourse to such complications, for it is not a 
paradox but a mistake. 1 The logon-content of a signal occupying band- 
width W and time T is not 2TW, but (2TW + 1), for the mean value 
offers one extra degree of freedom. Similarly with a one-dimensional 
optical aperture, of numerical aperture a and an image width X, the 
logon-content in di Franeia's notation (Toraldo di Francia, 1955) 
should be ((2aX/X) q- 1) and not 2o~X/X. A rectangular aperture a X fl 
with an image X X Y gives a logon-eontent ((2aX/X) + 1)((2flY/X) + 1) 
which tends to ((2~X/X) q- I), and not to zero as fl tends to zero. 
It is possible to reach this conclusion in another way  by  considering 
the number  of logically-discriminable points in the field of view. In the 
early paper referred to (MacKay ,  1950) the author showed that this 
was  (2~X/X) in the one-dimensiOnal case, but unfortunately perpe- 
trated the same mistake as the communicat ion  engineer by  identifying 
the logon-content with this number  instead of with ((2~X/X) + i). Wi th  
w isdom after the event, it is obvious that a single logically-discriminable 
point divides a field into two logically-discriminable regions, so that the 
field then has not one but two  descriptive degrees of f reedom or logons. 
lx logically-discriminable points divide the X-dimension into (lx + 1) 
discriminable regions; in the other direction ly logically-discriminable 
points divide the Y-dimension into (1y + 1) regions. The result in the 
two-dimensio .... ease is a logon-eontent of (lx + 1)(lr + 1). 
1 In his recent book "Science and Information Theory," (p. 97, Academic Press, 
New York 1956), L. Brillouin has given the correct expression for the logon- 
content, although without using the term. 
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T~E RELEVANCE OF NOISE 
The correction of this mistake would be a small matter were it not for 
the doubts which the apparent "paradox" has aroused about he validity 
of logon-content as an a priori measure of logical dimensionality. As 
mentioned earlier, the suggestion has been made, first that logon-content 
cannot be defined without reference to signal-noise ratio, and second, 
that "logical dimensionality" is indefinite because an n-dimensional func- 
tion can be "mapped" into a space of fewer dimensions, without loss of 
"information." 
There is of course one obvious truth in the first suggestion. If an instru- 
ment has a pass-band or aperture which does not have sharply defined 
margins, the effective bandwidth will depend upon the minimum signal- 
level which is detectable--or at least upon the minimum acceptable 
ratio of marginal to modal values of the transfer function. The con- 
ventionM definition of "practicMly independent amplitudes" in such a 
case remains to be worked out. But in the common case of a "practically 
rectangular" transfer-function, as with a band-pass filter or a normal 
microscope-aperture, any ambiguity is purely marginal, and in no case 
affects the order of magnitude of the logon-capacity, in the way that 
would have been required had the "paradox" been a genuine one. 
RE-MAPPING 
The second suggestion, which has been recurrent since 1951, at least 
(Shannon et al., 1951), arises I think from a slight confusion. The basic 
idea of re-mapping can be pictured as the labelling of each point in one 
space, by a code-number indicating a corresponding point in another 
space. Thus an optical image made up of 100 independent patches of 
light, each having 10 possible intensities, would normally be describable 
as having a logicM dimensionality or logon-content of 100. It would be 
identified by a point in a space of 100 dimensions, each having 10 dis- 
criminable coordinate-values. On the other hand, each point in this 
space could be labelled with a single number in the range 1-10 l°°, so 
that the whole could be mapped on to a single dimension having 101°° 
discriminable coordinate-values. 
IDENTIFICATION VERSUS RECONSTRUCTION 
Why then could the originM image not be described as one-dimen- 
sional, with a logon-content of unity? The reason is quite simple. The 
logon-content of an image measures the dimensionality of the most 
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economical prescription, ot for identifying but for constructing it. Before 
the one-dimensional signal could 13e used for the reconstruction of the 
picture, it would have to be "decoded'--turned back into a prescription 
of precisely 100 independent intensities. Logon-content, then is a genuine 
invariant, a property of the relation-structure of a signal, determining 
the minimum number of independent steps required for its reconstruc- 
tion. Selective information-content, on the other hand--the logarithm 
of the number of discriminable points or cells in the descriptive space--is 
also an invariant, determining the minimum number of independent s eps 
required for the identification or selection of a signal from the ensemble 
of possible signals. If the steps are binary, yes-or-no steps, the selective 
information-content of our optical image is then log2(101°°) or 100 log2 
10. It  is proportional to logon-content if all degrees of freedom have the 
same number of possible coordinate-values; but an increase in selective 
information-content by increasing the number of co-ordinate-values 
would do nothing to enhance logon-content or resolving power. It is 
indeed quite possible to adopt measures which increase selective informa- 
tion-content to the detriment of logon-content, giving a brighter picture 
with poorer esolution. This alone should make it clear that some measure 
of information other than selective information-content is relevant o 
the design of optical instruments. 
Nothing that has been said precludes the possibility, indicated some 
years ago by the author (MacKay, 1948) and others (Blanc-LaPierre, 
1952; Toraldo di Francia, 1955) that an image distorted by an instrument 
of low resolving-power may be refined if prior knowledge of the image 
is available. Prior knowledge in effect reduces the independence of the 
components of the original, so that its effective number of degrees of 
freedom is reduced. There is then no paradox in the fact that the number 
of components in the refined image may exceed the logon-eapaeity of the 
instrument, since these components are not independent. A lucid discus- 
sion of the possibility has recently been given by Toraldo di Francia 
(1955). 
CONCLUSIONS 
This brief paper has had  but  two  objects: to correct a small error 
wh ich  the author has shared in propagating, and  to dispose of some mis- 
apprehensions regarding logon-content as an information-measure. 
We have  seen that if the logon-capacity of an  instrument be defined 
as the number  of logically-distinguishable intervals in the field of view, 
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rather than the number of logically-definable points, this increases by 1 
the usually-accepted logon-capacity in each direction, so that an image 
X X Y transmitted through a rectangular aperture a X ~ has a logon- 
capacity of ((2aX/~) + 1)((2~Y/h) + 1). This disposes of the paradox 
that a linear aperture of negligible area gives a finite resolving-power. 
The suggestion that signal-noise ratio be invoked in explanation is 
thus shown to be unnecessary, although when the transfer-function is 
non-rectangular one must consider amplitudes in determining "effective 
bandwidth". The idea that one-one mapping leaves dimensionality 
indefinite has been shown to rest on a confusion between the require- 
ments for reconstruction and for identification of a signal. Logon-content 
measures the minimum dimensionality of the reconstruction-process. 
For the minimum complexity of a selection or identificatiomprocess on 
the other hand, the appropriate measure is the familiar selective in- 
formation-content; but this may be misleading if used uncritically as a 
criterion of optical performance. 
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