Duality and a priori estimates in Markovian optimization problems  by Fleming, Wendell H
JOURNALOFMATHEMATICALANALYSISAND APPLICATIONS 16,254279( 1966) 
Duality and a Priori Estimates 
in Markovian Optimization Problems 
WENDELL H. FLEMINC~ 
Department of Mathematics, 
Brown University, Providence, Rhode Island 
Submitted by Richard Bellman 
1. INTRODUCTION 
There has recently been a strong interest in non-linear stochastic optimiza- 
tion problems, from various viewpoints. See for instance Refs. [l] [2] [3] [4] 
[51* 
In the present paper we consider a class of stochastic optimization problems 
which will be called, as in [6], Markovian. In such problems one has a system 
whose “states” 5 = (6, ,a.., [,) are vectors governed by a system of stochastic 
differential equations of the form (2.2) below. These equations involve 
certain “control parameters” y = (yi ;..,yJ, which the controller can 
choose at each instant of time t with complete knowledge of the states at 
time t. The controller’s objective is to minimize the expected value of some 
“loss functional,” of the type J:L[t, t(t), y(t)] dt. 
If one proceeds in a formal way, invoking for instance Bellman’s “principle 
of optimality” [7], then the solution of this problem can be reduced to that 
of solving a boundary-value problem for a certain nonlinear second-order 
partial differential equation in n + 1 variables s, xi ,a.., X, , of the type 
where x = (xi ;.., x,) and 4% = (&, ;.., 4% ) is the gradient vector in the 
variables X. The number c$(s, x) represents ;he minimum expected loss if 
the system is in state x at an initial time S. The a x n matrices (u,~(s, x)) in 
(1.1) are symmetric and nonnegative definite. If they are uniformly positive 
definite, then the operator A is uniformly parabolic. In that case the initial- 
boundary problem has a solution 4 in the usual sense (with all partial deriva- 
1 This work was supported by a grant from the National Science Foundation. 
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tives A, A,, Ais, which appear continuous functions), and Bellman’s 
formalism can be put on a precise basis. See Section 2. [Roughly speaking, 
the condition of uniform parabolicity means that enough randomness enters 
directly into each component of the system (2.2) of stochastic differential 
equations.] If A is not uniformly parabolic, as happens in many problems of 
interest, then the partial derivatives of the solution 4 need not be continuous. 
However, in certain cases the boundary-value problem still has a kind of 
generalized solution # (Section 5). This is shown by approximating the 
possibly degenerate parabolic operator A by uniformly parabolic operators A< 
for small E > 0. The method depends on some a priori estimates (Section 4), 
which in turn depend on an a priori estimate (4.1) for $ near the boundary. 
In Section 7 these results are applied to certain boundary problems for 
degenerate parabolic equations of the form 
44) + F(s, x, 4.1 = 0. w 
(Such equations are called semilinear by Friedman [8].) This is done by 
inventing suitable control problems for which F = H and thus (1.2) becomes 
(1.1). 
In [3] some results of this kind were found for Eq. (1.2) in a strip 
Qr = (0 < s < T) x R”, with boundary data on the hyperplane s = T (the 
Cauchy problem for (1.2)). In that paper F(s, X, p) was allowed to grow no 
faster than 1 p / as 1 p 1 -+ co. In Section 7 we consider more strongly non- 
linear F, at the expense however of assuming constant coefficients aij and a 
strict concavity condition in p on F(s, x, p). Such a concavity condition is 
common in the literature on generalized solutions to the Cauchy problem for 
first-order equations (for example [9] [IO]). However, concavity assumptions 
on F were avoided in [3] by considering Markovian stochastic games (with 
two controllers having opposite interests) instead of Markovian control 
problems with one controller. 
In Section 8 we state similar results for semilinear equations of the form 
45) + F(s, x, C, 4,) = 0 (1.3) 
by admitting in the corresponding control problems loss functions of a 
slightly more general type. 
The existence of a close connection between linear parabolic (or elliptic) 
second-order partial differential equations and diffusion processes governed 
by systems of stochastic differential equations is well known by now (see for 
example [l I]). By considering such systems with control parameters we have 
one means for connecting probability theory and certain corresponding 
nonlinear partial differential equations. 
Our results are related to the work of Freidlin [I21 on generalized solutions 
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of degenerate linear elliptic equations. However, in the elliptic case stronger 
assumptions about the speed of approach to the boundary would have to 
be made in order to obtain a priori estimates of the type in Section 4. We shall 
not treat this question here. 
2. MARKOVIAN OPTIMIZATION PROBLEMS;/~ UNIFORMLY PARABOLIC 
Let us begin by giving a precise formulation of the class of minimization 
problems to be considered. We shall need some concepts from the theory 
of continuous-parameter Markov processes about which [Ill and [13] may 
be consulted as general references. For some purposes this rather technical 
subject can be avoided by approximating with discrete time-parameter 
processes and passing to the limit, as was done in [3]. However, this technique 
of approximation is at best inelegant and clumsy. In the present paper we 
deal directly with the continuous time-parameter version. (In [3] games with 
two opposed controllers were considered. Additional conceptual complications 
are involved in formulating continuous-parameter stochastic games.) 
ADMISSIBLE CONTROLS. In this section we shall consider controls based 
on observing the states of the system, and in Section 3 a different type of 
controls, called nonanticipative. Let K be a compact, convex subset of some 
K-dimensional euclidean space Rk. Points of K are denoted by y = (yi ;**, yk). 
Let T > 0 be fixed throughout the paper, and let Qr = (0 < s < T) x R”. 
By admissible control we mean a function on the strip Qr with values in K 
such that, for each T’ < T, Y satisfies a uniform Holder condition in s and a 
uniform Lipschitz condition in x on Qr, . In other words, there exist positive 
constants M, cx < 1 (depending on Y and T’) such that 
j Y(s’, x) - Y(s, x) 1 < M 1 s’ - s p 
Y(s, x’) - Y(s, x) / < M j x’ - x j 
for every x, x’ E R” and 0 < s, s’ < T’. Let g denote the set of all admissible 
controls. Letf = (fi ,I**, fJ be a function fromQT x K into Rn and u = (a,J, 
i = 1) . ..) n, j = 1, . . . . m a matrix-valued function on Qr such that f and u 
are uniformly Holder continuous in s and satisfy with suitable positive con- 
stants M, , M,: 
(a) I u(s, x) I < Ml , 1 u(s, x’) - a(s, x) 1 < M, 1 x’ - x ( 
(b) If(~,x,~)l GM,, I f(s, x’, Y) -AS, xv Y) I < M, I x’ - x I 
(2.1) 
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for every x, x’ E R”, 0 < s, s’ < T, and y E K. [The case when u also depends 
on the control parameters y is also interesting, but then the partial differential 
equation corresponding to (1.1) is very strongly nonlinear [3, p. 9921 and we 
know little about it.] 
Let w = (wi ,a*., w,) be an m-dimensional Brownian motion process on 
the interval [0, T]. Given a control Y E %’ let us consider the system of 
stochastic differential equations 
(2.2) 
i=l , *--, n, s < t < T, with given initial data f(s) = x, s 3 0. Using vector 
notation we can write this system with the initial data in integrated form: 
t(t) = x + j-h~, @), WJ, &))I dv + (” 4~ Q41 dw(@, s<t<T, 
s s (2.2’) 
where the last term in (2.2’) is defined as a stochastic integral. Since (2.1) 
holds there is a vector-valued Markov process f = ([, ,**a, 5,) whose paths 
are continuous and satisfy (2.2’) ,with probability 1. 
Moreover, 
IS 
T 
E s I c?(t) I2 dt! < 30, 
where E( } denotes expected value. The process t is unique in the sense that 
any two such processes have the same probability law. We shall call the 
process 5 the response to the control Y, for the initial data f(s) = x. 
EXIT TIMES. Let B be a compact subset of Rn whose boundary aB has 
the following property: each point of aB has a neighborhood in which aB 
is represented, for some i, by 
where 8 has Holder continuous second partial derivatives. Given initial data 
t(s) = x with x E B, let us stop the process [ at the first time T < T when 
I(T) E aB; if f(t) E B - aB for s < t < T, then we set 7 = T. The random 
variable 7 is called the exit time from the cylinder Q = (0 < s < T) x B. 
It is nonanticipative (see [I 1, p. 1091, also Section 3 below). 
THE PROBLEM OF MINIMUM. Let L (the “loss function”) be real-valued, 
uniformly Holder continuous on Q;)T x K, and satisfy with suitable positive 
MS: 
I%x>Y) I GM,, I%x’,Y)-L(s,x,y)I <MsIx’--I (2.3) 
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for every x, x’ E P, 0 < s, s’ d T, and y E K. These assumptions are not 
very restrictive. If L is of class C(l) (continuous first-order partial derivatives), 
then we can redefine L for x outside the compact set B so that (2.3) holds. In 
our problem only the values of L for x E B matter. 
Given initial data t(s) = X, a control Y ~?9/, and the corresponding 
response [, let 
The number tiy(s, x> is the expected loss to the controller using Y. The 
problem is to minimize (ly(s, x). Let 
We shall now impose an assumption (uniform parabolicity of the operator A 
in (1.1)) under which the problem can be reduced to a boundary-value 
problem for the semilinear equation (1.1). Let 
a(s, 4 = B a(4 4 o*(s, x), 
where * denotes matrix transpose. The matrices a(s, X) are symmetric and 
nonnegative definite. Throughout Sections 2-4 we assume: there exists c > 0 
such that 
for every 
Let 
Q-(O<:,s<T)xB 
z = (0 < s < 1') x aI3 u {T) x B. 
Let FO.denote the set of all real-valued functions # on Q such that: 
(i) $ and I,!Q are Hiilder continuous on Q; 
(ii) The partial derivatives lcls , I,&, , i, j = 1, . . . . n, are continuous on 
Q - ((T} x ~JB) and are square integrable on Q; and 
(iii) $(s, x) = 0 for (s, x) E 2. 
Let YE ‘3. Then it is known [ll, Chapter 13, Appendix] that & E SO 
and satisfies the linear parabolic equation 
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where 
by((s, x)=f[s, x, Y(s, x)1, 
gy(s, x) = L[s, x9 Y(s, 41. 
Before showing that 4 satisfies a semilinear parabolic equation, let us prove 
two lemmas. 
LEMMA 2.1. Let 0 be a function on QT x K such that: (i) 0 is of class Cc2) 
in y for each (s, x) EQ~ , s < T; (ii) for each T’ < T, 8, sat&--es on QTg a 
uniform Hiilder condition in s and a uniform Lipschitz condition in x; and 
(iii) 
for every p E Rk, where y > 0. Let Y*(s, x) be the unique y E K such that 
e(s, x, y) is minimum for y = Y*(s, x). Then Y* E Y. 
PROOF. Consider any T’ < T. Let us show that Y* satisfies on QT* a 
uniform Lips&& condition in x. The same technique establishes a uniform 
Holder condition in s. Given s, x1 , x2 , let 
y1 = Y*(s, Xl), y2 = y*cs, x2). 
By (iii), Taylor’s formula and the fact that O(s, x, , y) has its minimum at yr , 
e(s, x1 , y2) 2 44 x1 , rl) + $- I y2 - y1 12, 
or 
where 
Similarly 
Pl@) = (ST Xl > Yl + W'(Y2 -nN- 
where 
- I )w2w '(Y2 -Ylw a 5 iY2 -Y112, 
Adding, we get 
p2w = (4 x2 9 Yl + "(Y2 - YlN. 
J 1 PvU’&)) - W’2W)l * (~2 - rd dw 2 Y I y2 - YI I29 
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and from (ii) and Cauchy’s inequality 
~lx2--lI/Y2-Yl13YlY2-Yl12> 
where M is a Lipschitz constant for BV (as a function of x). Thus 
MY-l1 x2 - %I 3 I y*ts, x2) - y*(s, Xl) I 9 
showing that My-l is a Lipschitz constant for Y* as a function of x. 
LEMMA 2.2. Let !P be continuous on Q x K. Then for every E > 0 there 
exists Y, E CV such that, for all (s, x) E Q, 
PROOF. It suffices to find, given z > 0, a function Yi of class C”(2) on 
Qr x K such that Yi is convex in y and 
(*I 
when (s, x) E Q. We may then apply Lemma 1 with 0 = Y, + c’ I y 12, where 
E’ > 0 is small enough. 
To find Yi , we may first take 6 > 0 and extend Y to be continuous on 
[- S, T + 61 x R” x R”, without changing the minimum value of Y as a 
function of y when (s, x) EQ. Let Y’ be the largest function, convex in y 
for each (s, x), such that Y’ < Y; and let 
Yl = Y’ * a, 
where OI(S, x, y) is Cc21 approximation to the identity with support in the 
&neighborhood of (0, 0,O) and * denotes convolution. 
As in [6] [7] (also in classical calculus of variations) the following function H 
has a central role. For each s, x, and p = (pi ;e., pn) let 
H(s, x, P) = 7;; [L(s, x, Y) + f(s, x, Y) . PI (2.6) 
THEOREM 2.1. The function $ defined by (2.4) belongs to FO and satisjies 
the semilinear parabolic equation 
4) + Ws, x, 4s:) = 0. (1.1) 
PROOF. Equation (1.1) has a unique solution +* in S0 [8, Chapter 71. 
From the maximum principle [8, Chapter 21, (2.5), and the definition of H, 
4*,(&foreveryYEg. 
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Let 
Y(s, x, Y) = L(s, x, Y) +f(s, x, Y) * 4z*(s, 4. 
By Lemma 2.2 there exists Y, E 9 such that 
ys, x, Y,(s, 4) < ws, x> dz*(S, x)) + E* 
for all (s, X) E Q. Writing #B for I,&, , and so on, we have from (2.5) and (2.6) 
be * (9% + g, = - 4fo 
b, * +,* + g, < - A(#*) + 6, 
Let x=~*-#c+~(T--). ThenA(x)+b;x,<O, and ~20 on Z. 
Therefore, x > 0 in Q by the maximum principle; from which c$* > $< - ET. 
Since E is arbitrary, +* satisfies (2.4) as required. 
Under stronger assumptions there is an optimal Y* E 9: 
THEOREM 2.2. Assume that 
(i) f, L are of class CY2); 
(ii) f is linear in y; and 
(iii) 
for every p E Rk, where y > 0. Then there exists Y* E 9 such that, for all 
(s, x) E Q, $(s, x) = +(s, x) and L(s, x, y) + f (s, x, y) - &(s, x) is minimum 
when y = Y*(s, x). 
PROOF. Since aB is represented locally by functions with Holder con- 
tinuous second derivatives, the function 4 has an extension from Q to Qr , 
still denoted by 4, such that the conditions of Lemma 2.1 hold with 
0 = L + f. &. From the definitions and (2.5), I,&,* = 4. 
NOTE. Without the linearity and strong convexity assumptions (ii), (iii), 
there may be no optimal control in 9. For instance, when L E 1 (the prob- 
lem of minimizing E(T)) simple examples show that the optimal control Y* 
may have discontinuities. In [6] controls Y which are only measurable 
functions with values in K were admitted. For such controls, the Ito condi- 
tions for solving the system (2.2) of stochastic differential equations are not 
satisfied. However, Eq. (2.5) with zero boundary data on 2 has a solution 
* which has slightly weaker smoothness properties than functions in so . 
Wl may, by definition, call #r the expected loss using control Y. It was then 
shown in [6] that there is an optimal measurable Y*, which was obtained by a 
certain monotone approximation technique. 
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3. NONANTICIPATIVE CONTROLS 
In this section we shall consider controls which may depend on the past, 
but not the future of Brownian paths. It will be shown that the minimum in 
this class of controls is the same as among controls Y based on the states of 
the system (Theorem 3.1). Then a generalization of Bellman’s principle of 
optimality involving random stopping times is proved (Theorem 3.2). 
Let 52 = (G, P, g) be a probability space on which an m-dimensional 
Brownian motion process w = (wl ;e., w,,J is defined for 0 < t < T. The 
process w is a function from [0, T] x Q into R”, although as usual the nota- 
tion will not show the dependence of processes on w E fin. For 0 < t < T 
let .9Jt be a u-algebra of subsets of G such that: (i) gtl C 9?;tz if t, < t, , 
BT = 37; (ii) w(t) is measurable St , (iii) at is independent of the u-algebra 
generated by the Brownian increments w(f) - w(t’) for t < t’, t” < T. 
For purposes of this paper it would suffice to take for gi the least u-algebra 
such that (i), (ii), (iii) hold, namely, that generated by the random variables 
w(t’), 0 < t’ < t. 
Let s 3 0, and let e = (e, ;*s, e,) be a p-dimensional process on J2 for 
s < t < T such that e = e(*, *) is measurable -rZ; x g’, where 9i = {Lebes- 
gue measurable subsets of [s, T]}. Then e is called nonanticipatiwe (with 
respect to the Brownian motion w and the collection (gt} of u-algebras) if 
e(t) is measurable 5?t for s < t < T. A nonanticipative process u with values 
in K will be called an admissible nonanticipative control. We may assume that 
D = {all functions from [0, T] into RR” x R”}. Let e!(s) denote the set of all 
such triples (u, w, {gt}). For brevity we shall write ?I E e(s) instead of 
(u, w, {at}) E e(s). For each u E e(s), the system of stochastic integral 
equations 
5(t) = x + fj[v t+(o), u(v)1 dv + j-I +, t(v)1 W$ s< t< T, (3.1) 
* .s 
has a solution 5, which is a nonanticipative process on JJ with continuous 
paths in Rn and E(( t(t) I”} < co for each t. This can be proved by the usual 
Picard technique of successive approximations. The solution 5 is unique in 
the sense that any two such processes 8, 5’ satisfying (3.1) are equal with 
probability 1. See for example [14]. The process 6 will be called the response 
to the control u, given the initial data KS) = X. 
A random variable r is called a stopping time if s < 7 < T and the 
event 7 < t is measurable at, s < t < T. The latter condition says that 
xLS,71 is nonanticipative, where xA denotes the characteristic function of a 
set A CR’. If T” = min (T’, T), where 7 and T’ are stopping times, then T” 
is also a stopping time. Given u E a(s) the exit time of the response [ from 
the cylinder Q, defined in Section 2, is an example of a stopping time. 
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Let us consider the expected loss using a control u E e(s), with initial data 
‘f(s) = x: 
Iclu(s, 4 = E /j+, t(t), u(t)1 dj > 
where r is the exit time from Q of the response 5. As in Section 2 we assume 
that the operator .4 is uniformly parabolic. Then the minimum expected loss 
in the classes W and g(s) of controls is the same: 
THEOREM 3.1. 
b(s, 4 = i& $uh 4. 
PROOF. Given any Y E ?V, with response 5 determined by (2.2’) let 
u(t) = Y[t, &)I. 
Then u E a(s), E is the response to u, and &(s, x) = &-(s, x). Thus 
+(s, x) >, inf vL(s, 4. 
u&(s) 
On the other hand, consider any u E %(s) and corresponding response 4. 
Then (see proof of Theorem 2.1) for any y E K 
0 < h(t, 5(t)) +m &>,Y) *w, t(t)) +-qt, &>,Y), s G t G 7. (*) 
In particular, this is true if we set y = u(t). 
The function I$ may be extended from Q to Qr so that &. , & , &=, are 
continuous on Qr, for any T’ < T. Let T(t) = +(t, f(t)). Then [13, p. 241 
with probability 1 
7(t) = v(s) + j’ WC) + f * be> dw + jtb dw($ s<t<T, 
8 s 
where the integrands are evaluated at (v, t(v), U(V)). The same equation 
holds with probability 1 when we set t = 7. Since ~(7) = 0 we get upon 
taking expected values and using (*) 
Since x~~,,~~~u is nonanticipative, 
E Ijku dwl = E lj” X[8,~l&0 d44/ = 0 
[13, p. 211. Thus &,(s: x) > +( s, x , an ) d since u E a!(s) is arbitrary this proves 
the theorem. 
264 FLEMING 
THEOREM 3.2. For every u E 4?(s), let 5 = I, be a stopping time, s < 5 < 7. 
Then 
PROOF. As in the preceding proof 
But - (/1+ + +, *f) <L, and therefore 
for every u E %(s). On the other hand, given e > 0 by Lemma 2.2 there exists 
Y E g such that when y = Y(s, X) 
Take the nonanticipative control u corresponding to Y (see preceding proof). 
Then 
which proves the theorem. 
When (1 is not uniformly parabolic we know little about the function (6. 
It would be interesting to prove an analogue of Theorem 3.2 with 4 replaced 
by the function @ defined by formula (5.4) below. 
4. SOME a priori ESTIMATES 
We shall now prove some estimates which are needed to obtain results in 
Section 5 about degenerate parabolic equations. Similar estimates were 
derived in [3] for the Cauchy problem (in the strip QT), by a similar method. 
For the problem in a cylindrical domain Q an additional assumption is 
needed, which in effect is an a priori bound on the gradient +@ at the lateral 
boundary [0, T] x aB of Q. 
Let d(x) denote the distance from x to i3B. Let N, be a number such that 
I d(4 4 I < Ncl 44, (4.1) 
where as in the previous sections 4 is defined by (2.4). Our estimates will 
MARKOVIAN OPTIMIZATION PROBLEMS 265 
depend on N, , T, and the numbers Mi in Section 2, but not on a positive 
lower bound c for the characteristic values of the matrices a(s, x). 
EXAMPLE. Let L > 0 and suppose that for every (s, x) there exists a 
control II E 9/(s) such that E{T - s} < Cd(x), where x = t(s). Since 
O<L<M,,wethenhave 
and may take N,, = CM,. 
Let us state two lemmas whose proofs depend on the formulas [13, Chap- 
ter 21: 
E 11” e(v) dw(v)! = 0, 
s 
E /(I’ e(v) dw(v))‘/ = E 1,” I e(v) I2 dv\ , 
s s 
where e is nonanticipative and E{J: 1 e(v) I2 dw} < 00. If 7 is any continuous 
function from [s, T] into some Rp, let 
II 7 II = $Fta& I 7(t) I F 
II 7 IId = ,yx, I 7(t) I 7 s < s’ < T. 
.\ 
LEMMA 4.1. Let 5, 5’ be responses to u E e(s), with respective initial data 
f(s) = x, r(s) = x’. Then 
E{ll 5’ - t III < C, I x’ - * I , 
where 
(C$ = 3 exp [(M# T(3T + 12)]. 
This can be proved in the same way as in [15, p. 1171. 
LEMMA 4.2. Let 5 be the response to u E e(s), with initial data f(s) = x. 
Then 
E{jl f - x II,<} < M,[2(s’ - s)~ + 8(s’ - s)]““. 
The proof is the same as for [3, formula (2.2)]. 
THEOREM 4.1. Let 4 satisfy inequality (4.1). Then for x, x’ E B and 
0 < s, s’ < T, I s’ - s I < 1, we have the estimates: 
(4 I d(s, 4 I < MAT - 9, 
(b) I d(s, 4 - +(s, x) I < N I x’ - x I , 
(4 I &‘, x> - d(s, x) I < p I s’ - s p2, 
where 
A’ = ‘W&T + No), P=M,+4(N,+N)M,. 
409/16/2-5 
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PROOF. Estimate (a) is immediate from (2.4) and the fact that 1 L 1 < M, . 
To prove (b) let u E @( s , and consider the responses 5, 5’ as in Lemma 4.1. ) 
Let 7, T’ be the exit times from Q for the processes 5, E’, respectively, and 
consider the stopping time 
5 = min (7, 7’). 
By Theorem 3.2, given E > 0 there exists u E e(s) such that 
where L’ stands for L[t, e(t), u(t)]. Then 
4(s, 4 - +(s, 4 < E I,’ (L’ - L) dj + 41 $(I, g(5) I; 7 > ~‘1 
R 
+ Jw 9(1;, L?(5) I; 7 < 7’1 + E> t*> 
since 4 = 0 on Z. As usual E(F; r} means E{Fxr}, where xr is the charac- 
teristic function of the event r C Sz. If T > 7’ = 5, then g’(t) E aB and 
Similarly, if T’ < 7 = 5, then 
Since 
/4G 1’(O) I < No II 5’ - 6 II . 
I L’ -L I < Ms I g’(t) - g(t) I < Ma II E’ - 5 II 9 
we get from inequality (*) 
4(s, x’) - d(s, 4 < (MJ + 4,) ElII 6’ - 6 III + E. 
Since E is arbitrary, from Lemma 4.1, 
cj(s, x’) - 4(s, x) < N 1 x’ - x 1 . 
By interchanging the roles of x and x’, we then get (b). 
To prove (c) we may assume that s’ > s. Given u E a(s) and correspond- 
ing response 4 satisfying g(s) = X, let 7 be as before the exit time from Q and 
let 
5 = min (s’, T). 
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By Theorem 3.2, given E > 0 there exists u E e(s) such that 
d(s, 4 - 9(s’, x) < E 1s IL dt + 9(5, &3) - WY x)1 
< 9(s, 4 - d(s’, x) + E, 
I +(s, 4 - W, 4 I < E 1s’ I L I dt + I N, f(5)) - W, x) II + 6 
< M,(s’ - 4 + E{l W, E(f)) - 9(s’, 4 I; 5 = s’) 
+ I +(s’, x) 1 Pr (5 = 7 < s’} + E. 
By (b) and Lemma 4.2, the middle term is no more than 
NM,[2(s’ - sy + S(s’ - s)]“” < 4NM,(s’ - s)1’2, 
if s’ - s < 1. To estimate the last term, 
I $(s’, x) I Pr (7 -=c s’> < N,, 44 Pr {II 5 - x IIs* b 441 
< iV,E{II tJ - x \I,,} < 4N&&’ - s)~‘~. 
Since c is arbitrary, this proves the theorem. 
Finally, let us estimate the change in $(s, X) when the matrix-valued func- 
tion u is replaced by another u’. Given the initial data (s, X) let .$’ denote the 
response of the perturbed system to a control u E e(s). It satisfies the system 
of stochastic integral equations 
t’(t) = x + j’f [v, s’(@, 4~>1 dv + jt +, 5’(~)1 We), 
s s 
s<t<T. 
(3.1’) 
As before, let 5, given by (3.1), denote the response to u of the unperturbed 
system. Then [3, p. 9901: 
LEMMA 4.3. If u and u’ satisfy 2.1(a) and 
I 46 4 - 4, .g I < 41 + I x I) 
for 0 < s < T and all x, then 
E{ll 6’ - 5 II> Q cC2U + IT I) 
provided I x 1 < I, where C, depends only on Ml , Mz , and T. 
Let 
(4.5) 
where in the definition of &-I, &; we replace [ by 4’. 
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THEOREM 4.2. Let 0, U’ be as in Lemma 4.3, and let 4, 4’ satisfy (4.1) 
(with the same NJ. Then 
PROOF. Let 5 = min (T, 7’) as in the proof of Theorem 4.1(b). The same 
reasoning as in the proof of that inequality (b), using Lemma 4.3 instead 
of Lemma 4.1, establishes the theorem. 
5. GENERALIZED SOLUTIONS OF (1.1) 
When the operator (1 is degenerate, Eq. (1.1) with the given boundary data 
4 = 0 on Z need have no solution in which all partial derivatives appearing 
are continuous. However, in certain cases one can find a generalized solution 
to the problem by approximating fl by parabolic operators. Let us state two 
results in this direction, which are quite analogous to Theorems 6 and 7 
of [3] for the Cauchy problem. 
In the first of the theorems we assume, as in [3, p. 10011: 
(A,) There exists V, 0 < v < n, such that aij(s, X) = 0 for i = 1, . . . . v 
and, for i=v + 1, . . . . n, uij(s, x) depends only on 4 = (x,,+i ,*a., x,,). Moreover 
the (n - V) x (n - v) symmetric matrix d(s, a) is uniformly positive definite, 
where 
2&j@, a) = kgl %(S, a) a&, S), i,j = v + l,..., n. 
(A,) The components jr ;s*, fv off are functions of (s, X) only. 
For 0 < E < 1 let 
c 
oij = (Tij if v<i<n, azj = ~6,~ if l,(i<y. 
When u is replaced by (I~, then /1 is replaced by the uniformly parabolic 
operator AL, where 
The value +(s, z) of the minimum in (2.4), with u replaced by qc, belongs to 
F0 and satisfies 
by Theorem 2.1. 
@&) + fqs, x, 4zc) = 0, 
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Let 9r denote the set of all real-valued functions $ on Q such that: 
(i) I/ satisfies a uniform Holder condition in s and a uniform Lipschitz 
condition in x; 
(ii) the partial derivatives &, .#zp, ; i, j = Y + 1, . . . . n, are square 
integrable functions on Q (in the sense of Schwartz theory of distributions); 
and 
(iii) +(s, x) = 0 for (s, x) E 2. 
THEOREM 5.1. Let u satisfy (Ar) and let @ satisfy (4.1) with N, independent 
of E. Then + tends to a limit 4 uniformly on Q as E -+ 0, and #J E Fl . If f 
satisjies (A,), then 
4) + fqs, *, A!> = 0 V-1) 
almost everywhere in Q. 
This is proved in the same way as [3, Theorem 61, using Theorems 4.1 
and 4.2. We do not know whether the function 4 in the theorem satisfies (2.4) 
when (1 is not uniformly parabolic. See however the conjecture following 
Theorem 5.2. 
When L >, 0, such a number N, exists if there is a number C such that 
where, as in Section 4, d(x) = distance (x, B) and TC denotes the exit time 
for the response @ to u when 0 is replaced by uF. The existence of C is closely 
related to the idea of Freidlin [12] o uniform normal regularity at the bound- f 
ary. According to a result stated in [12] (without proof), a sufficient condition 
for such a C to exist is 
max f (s, x, y) * n(x) 2 B > 0, 
YCK 
where n(x) is the exterior unit normal to B at x E 8B. This will be proved in 
Section 7 in a certain special case. 
In case IJ = 0 we can prove a sharper result, in which (A,) is not needed. 
When u = 0 the minimum problem is not really stochastic, and (1.1) is 
essentially the Hamilton- Jacobi equation of calculus of variations. 
Let V(s) denote the set of all measurable functions from the interval 
[s, T] into the control region K. The response f to a control u E V(s) satisfies 
the (deterministic) system of integral equations 
C(t) = x + j-h, t(v), u(v)] dv, s<t,<T. (5-l) Y 
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(5.2) 
where as usual 7 is the exit time from Q. 
LEMMA 5.1. If @ satisfies inequality (4.1), then @ satisfies a Lipschitz 
condition in Q. Moreover, 
@s + fqs, x, @p,> = 0 
almost everywhere in Q. 
PROOF. A simplified version of the proof of Theorem 4.1(b) shows that 
1 @(s, x’) - @(s, x) / < M 1 x’ - x 1 , (*) 
for suitable M. Let s < s’. 
If d(x) < M1(s’ - s), then since CD satisfies (4.1) 
I @(s, 4 I < MJV,,(s’ - s), I @(s’, 4 I < MlNo(s’ - 4, 
and thus 
/ @(s’, x) - @(s, x) j < 2M&(s - s). 
Suppose that d(x) > M1(s’ - s). Since / f 1 < M1 , 
I t(t) - x I < Mdt - 4, for s < t < s’. 
In particular, T 3 s’, and 
@(s, x) = m;ln [j I’L[t, 4(t), u(t)1 dt + @5[s’, WI] * 
A simplified version of the proof of Theorem 4.1(c), using (*), shows 
that <p satisfies a uniform Lipschitz condition in s. 
Since CD is Lipschitz, it is (totally) differentiable at almost every (s, x) EQ 
by a-theorem of Rademacher. Let us show that (5.1) holds at any such (s, x). 
For any u E T(s), and s < t ,< s + 6, 
qt, S(t), f@l = Jqs, x9 @I + W), 
@[t, t(t)] = @(s, x) + @&, x) 8 + @z(% x)* p(& x9 u(t)> dt + w* 
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Using (**) with s’ = s + 6 and dividing by 6, we get 
0 = qs, x) + 6-l u&) f’” [Jqs, x, u(t)) + @x(s, x)*f(s, x, ml dt + O(l). s (***) 
Let y* be a point of K at which L(s, X, r) + Q&s, X) -f(~, X, r) is minimum. 
The integral in ( * * *) is minimized by taking u(t) = y* on [s, s + 61, in which 
case it equals 6H[s, X, Q&s, x)]. Thus Gs + H(s, X, @,) = 0 at (s, x). 
THEOREM 5.2. Let c = 0 and let @ satisfy (4.1) with N, independent of E. 
Then 4” tends as E -+ 0 to the function CD defined by (5.2)) uniformly on Q. 
Moreover, 0 satisfies a Lipschitx condition on Q and the equation 
a8 + H(s, x, @,) = 0 almost everywhere on Q. 
PROOF. Let 5 = 5, be any stopping time, possibly depending on u E %(s). 
To prove the first assertion it suffices by the same proof as for Theorem 4.2 
to establish the analogue of Theorem 3.2: 
Since u = 0 the response satisfies with probability 1 the (nonstochastic) 
integral equation (5.1). Hence 
@P(s, 4 < /-h 5(t), 491 dt + @(L t(5)) 
with probability 1. Taking expected values, we have < in (5.3), for any 
u E a(s). But the infimum among all u E V(s) of the right side of (*) is 
@(s, x). Since V(s) C s(s), equality holds in (5.3). 
The second assertion of the theorem follows from the first and Lemma 5.1. 
We conjecture that even when cr + 0 the function 4 in Theorem 5.1 is 
equal to @ defined by 
@(s, 4 = uj;fs, #uu(s, x). (5.4) 
This would follow just as in the proof of Theorem 5.2 if we could establish 
formula (5.3) when A is not uniformly parabolic and u + 0. 
THE CAUCHY PROBLEM. If instead of the cylinder Q we take the strip Qr , 
the exit time is constant, r = T. In the estimates of Section 4 the factor 
No disappears (in the proofs we may take 7 = 7’ = T). For the Cauchy 
problem, Theorems 5.1 and 5.2 are valid, with no assumption (4.1) about 
N, . Moreover, (5.3) is needed only in the simple case 5 = s’ (fixed). Thus 
in the Cauchy problem, 4 = @. 
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6. DUALITY 
Let us review some results, which are well known, about duality of convex 
and concave functions. In the simple special situation we consider the duality 
follows from calculus, and we need not draw on Fenchel’s general theory. 
Let F = F(s, x, p) be of class C13) on Q)T x Rn and satisfy the strong con- 
cavity condition in p: 
(6.1) 
for all h E R”, where c > 0. Inequality (6.1) implies the growth condition 
lim F’“.,~p’ = - *. 
IPI+= (6.2) 
For each (s, X) E QT and y E Iin, let 
L(s, x, Y) = gg [F(s, x, 14 - Y *PI- (6.3) 
Condition (6.2) insures that L is finite. The maximum is attained for the 
unique p such that y = F, . The function L is of class U2) and convex in y. 
Moreover, F < L + y *p for all y and p, with equality when y = F, . The 
formula dual to (6.3) is 
F(s, x, P) = $2 MS, x> Y> + Y * PI. (6.3’) 
The formulas 
y =F,, p=-L, 
describe a pair of CY2) inverse transformations from R” onto itself (for fixed 
(s, x)), well known in classical mechanics and calculus of variations. If we 
take gradients in x of both sides of the formula 
we get 
L =F(s,x, -L,) +Y *L,, 
-L =F&, x, -J% (6.4) 
L and its partial derivatives being of course evaluated at (s, x, y). 
If we (formally) invent a control problem with f(~, X, y) = y, K = R” 
as control region, and loss function L given by (6.3), then by (6.3’) we should 
have F = H. It then seems that the results preceeding could be applied to 
the partial differential equation A($) + F(s, x, I&) = 0. However, we have 
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always required K to be compact. Since R” is not compact, we need to 
proceed by replacing P by a large enough compact subset K of it. This 
will now be done. 
7. AN APPLICATION 
Let us consider equations of the type 
44) + m x, A) = 0, (s, 4 EQ, (7.1) 
together with the data 
9(s, 4 = 0 for (s, x) E z:. (7.2) 
One can sometimes find a generalized solution 4 to this problem by control 
theory methods, even though the problem may arise in a completely dif- 
ferent context. For the Cauchy problem this was done in [3] provided 
F(s, x, p) grows no faster than 1 p / as 1 p I-+ co. Instead of this kind of 
condition let us make the following assumptions about F: 
(Bl) F is of class Ct3) and satisfies (6.1). 
(B2) For suitable ci , ca , 
IFzl <c,(F-~-F,)fc,. 
If L is dual to F according to (6.3), then by (B2), (6.4), and the formula 
L =F -p.F, when y =F,, 
ILI <c&+c,. (7.3) 
For each m = 1,2, . . . . let us take as control region the spherical ball 
K,={y~R~:ly/ <m>. 
Letf(s, X, y) = y, and let the loss function L be given by (6.3). 
We need an a priori estimate like Theorem 4.1(b) independent of m. 
LEMMA 7.1. Let u be a constant, nonsingular n x n matrix. Let K = K, , f, 
and L be as above. For the function 4 in (2.4) we have the estimate: 
I M4 4 I < Cl I $(s, 4 I + %(T - 4 + No 9 (7.4) 
where N,, is the constant in inequality (4.1). 
PROOF. From (6.1) and duality of L with F, the conditions of Theorem 2.2 
are satisfied. There is an optimal Y* and hence, given the initial data (s, x), 
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an optimal u* E C%(S). Let 5 and 5’ be as in the proof of Theorem 4.1(b) with 
u = u*. Since (r is constant andf(s, x, JJ) = y, 
We have 
f’(t) - 6(t) = x’ - x. 
Let 
so that 
L(T) =L[t, f(t) + r(x’ - x), u(t)], 
L’ - L = 
s 
IL:’ * (x’ - x) dr. 
0 
Then (see proof of Theorem 4.1(b)) 
d(s, x’) - $(s, x) < E /s’(L’ -L) dt/ + No 1 x’ - x 1 
,,..~~,[j:EIj:,L:.),dttdy+~o]. 
and by using Fatou’s lemma 
= E 1 j: I L I dt + N,/ . 
By using (7.3), 
I MS> 4 I < @ 1 j:L dt/ + cz(T - s) + No , 
which is (7.4). 
Now let A be a degenerate parabolic operator with constant coefficients. 
By making a linear transformation we may assume that 
Let 
f 
clij = &, for i = Y + l,..., ?I 
= c6ij 9 for i = l,..., Y. 
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Let $me be given by (2.4) with the above choices for u<, f, L, and K. Let 
c(N) = max I F,(s, x, P) I , 
taken among all (s, X, p) with (s, X) E Q, 1 p 1 < N. Let D be the diameter of 
B, and let 
N,=c,N,,D+c,T+N,. 
Let us suppose that (4.1) is satisfied with No independent of m and E (see 
remarks below). Let mr > c(NJ and write 4’ for &, . Then @ E So, and 
by Lemma 7.1, I+oCj <ml. Hence, F(s, X, &‘) = H(s, x, da’), and @ 
satisfies the equation A.(@) + F(s, x, &‘) = 0. From Theorem 5.1 we con- 
clude that @ tends uniformly to a limit 4 E Sr as B -+ 0. Moreover, 4 is 
almost everywhere in Q a solution of (7.1), if we assume moreover: 
(B3) F has the form 
F(s, x, P) = i gi(s, 4 pi + % x, P~+I ,..., P,)- 
i=l 
If Y = 0, then the equation is of the first order. In that case, we may apply 
Theorem 5.2 instead of Theorem 5.1, it being then unnecessary to assume 
P3). 
It remains to give conditions under which (4.1) holds, independent of m 
and c. 
Let us suppose that the base B of the cylinder Q has the following property: 
(B4) For every x,, E aB there is an n-dimensional spherical ball A such 
that: (1) x,, is the only point of A n B; (2) if z denotes the center and Y,, 
the radius of A, then for every x E B 
x-z 
Ix---XI )xo-zI xo-z >c+$, 
where c > 0 does not depend on x0. 
Property (B4) is a strengthened form of the exterior sphere property 
familiar in the construction of barriers; see for example [8, p. 691. Geometri- 
cally, (2) says that B is contained in a sufficiently thin cone with vertex z. 
If B is convex, then property (B4) h o Id s since one can take y. arbitrarily 
large. 
Let us show that the assumptions (B4) together with L > 0 imply the 
desired estimate (4.1) independent of m and E. For this purpose we consider 
a function # of the type 
1cI(x) =g(l x - z I>, 
where g is a linear function with g(ro) = 0, g’ > 0. 
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Yo = 
x0 - z 
I x0 - z I * 
By an easy calculation, we have everywhere in B 
By (l), 3(x) > 0 for all x E B except x0 . Consider the constant control 
u(t) = - y. . Then (by our special choice f = y), the expected loss &,(s, X) 
satisfies the equation (see (2.5)) 
Now & = 0 on .Z, while # > 0 on Z (here (I, is regarded as a function of 
(s, x)). Let 
M = (~a)-’ mFL(s, X, yo), 
where a = g’(r) and rl is large enough that 1 x - z / < rl for all x E B. 
Then 
fl’(M# - #,J < 0, M$ - ljl,, 2 0 on 2. 
By the maximum principle, 9, < M# on Q. 
Let C = Ma. Then & < C 1 x - x0 / since g(r,) = 0. 
Now given x E B, let x0 be a point of aB nearest x. Since L > 0 we have 
which gives (4.1). We have proved: 
THEOREM 7.1. Let F satisfy (Bl), (B2), and p . F, <F. Let A hawe the 
form (7.5)) and let B satisfy (B4). Then the solution @ in F0 of (7.1’) tends as 
E + 0 uniformly to a limit + E FI . If (B3) holds, then 4 satisjk (7.1) almost 
merywhere. 
If Eq. (7.1) is offirst order (v = n), then # satisjies a Lipschitz condition in Q 
and (7.1) almost everywhere (without assuming (B3)). 
We may replace the assumption ‘p * F, < F” in the theorem by the stron- 
ger assumption “F(s, x, 0) > 0”, since by (6.3) F(s, x, 0) > 0 implies L > 0. 
It should not be unduly difficult to prove the same results when the coef- 
ficients of A are not constant but depend on s. The more interesting case 
when the coefficients depend on (s, x) is, so far as the author knows, open. 
It is also of interest to try to eliminate assumption (B3) about the form of F. 
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8. FURTHER RJSULTS 
By generalizing the form of the loss functional equation (1 .l) can be made 
to take the more general form 
as was done in [3]. In fact, let e(s, x, y) be real-valued and satisfy the same 
assumptions (2.lb) as f. C onsider the problem of minimizing 
#&, x) = E 1,: (exp 1: f+, W, 44) dv) L[t, E(t), 491 dt/ 
with initial data f(s) = X. (The expected loss &(s, X) with a control Y is 
defined similarly.) Let 
If n is uniformly parabolic, then the function #J defined by (2.4), or equally 
well by the formula 
$(s* 4 = u;& Ah 4 
belongs to F0 and satisfies Eq. (8.1). All of the results of Sections 2 through 5 
extend, with essentially the same proofs. In Section 3 one now needs the 
formula 
These results can be applied to show that there exist generalized solutions 
of certain semilinear equations of the form 
A(+) + qs, x> 4, A) = 09 (s, 4 E Q, (8.3) 
with data 4 = 0 on Z. 
Let us assume concavity conditions in (z, p) corresponding to (6. I): 
2 Fp,qMj < - C I h I2 
i,j=O 
(8.4) 
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for all h E Rn+l, where c > 0 and we have set p, = x. Then 
(8.5) 
Let 
K=K,={y=(y,,y,,~~~,~,):ly/~~m), 
qs, x, Y) = Yo v f(s, x9 Y> = Y’, 
L(s, x, y) = (r,p)eB”+l[F(% x> x3 P) -Y’ . P - YGI, max 
wherey’ = (yl ;.*,y,J. Then 
Theorem 7.1 has the following generalization: 
Let F be of class Ct3) and satisfy (8.4), together with the inequalities 
where c 1 , c2 > 0. Let A hawe the form (7.5), and let B satisfy (B4). Then the 
conch&ns of Theorem 7.1 hold, where Equation (7.1) is rePlaced by (8.1) and 
(B3) bY 
F(s, x, z, P) = i gi(s, 4 pi + fl(s, x, z, Pv+l ,.a.> Pd. 
i=l 
After this paper was written the author learned of the recent article by E. Hopf, 
“Generalized Solutions of Nonlinear Equations of First Order,” J. Math. Mech. 14 
(1965), 951-972. In this paper, which is devoted mainly to equations of the form 
4. + F(+J = 0, the author exploits the idea of duality for convex functions, together 
with a lemma to the effect that the minimum of a family of solutions is again a solution. 
He shows nonuniqueness of generalized solutions to the Cauchy problem if F(p) is 
not linear in p. 
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