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Abstrakt
Bakalarˇská práce je zameˇrˇena na vizualizaci neouronové síteˇ typu Self-organizing map.
Zabývá se grafickým zobrazení organizované nuronové sít’eˇ za použití neˇkolika odliš-
ných metod vizualizace dat.
Klícˇová slova: Samoorganizující se mapy, SOM, neuronové síteˇ, U-Matrix, Vector Acti-
vity Histogram, Cluster Connections, Neighbourhood Graph, Vector Fields
Abstract
The bachelor thesis is focused on the type of neural network Self-organizing maps and
her visualization. It deals with the visualization of organized neural networks using sev-
eral different methods of data visualization.
Keywords: Self-organizing map, SOM, neural networks, U-Matrix, Vector Activity His-
togram, Cluster Connections, Neighbourhood Graph, Vector Fields
Seznam použitých zkratek a symbolu˚
SOM – Samoorganizující se mapy
U-Matrix – Unified Distance Matrix
VAH – Vector Activity Histogram
CC – Cluster Connections
NG – Neighbourhood Graph
VF – Vector Fields
OOP – Objektoveˇ orientované programování
GUI – Grafické uživatelské rozhraní
1Obsah
1 Úvod 5
2 Neuronové síteˇ 6
2.1 Biologický vzor umeˇlých neuronových sítí . . . . . . . . . . . . . . . . . . 6
2.2 Umeˇlá neuronová sít’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Historie umeˇlých neuronových sítí . . . . . . . . . . . . . . . . . . . . . . . 7
2.4 Druhy neuronových sítí . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3 Samoorganizující mapa 10
3.1 Kohonenova sít’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.2 Grafová vizualizace SOM . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
4 Metody vizualizace 13
4.1 Vector Activity Histogram . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.2 U-Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.3 Cluster Connections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.4 Vector Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.5 Neighbourhood Graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5 Implementace programu 25
5.1 Výbeˇr programovacího jazyka . . . . . . . . . . . . . . . . . . . . . . . . . . 25
5.2 Grafické uživatelské rozhraní . . . . . . . . . . . . . . . . . . . . . . . . . . 25




A Obsah CD 31
2Seznam tabulek
1 Popis algoritmu Vector Activity Histogram . . . . . . . . . . . . . . . . . . 13
2 Popis algoritmu U-Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3Seznam obrázku˚
1 Reálná neuronová sít’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 První navrhnutý model neuronu . . . . . . . . . . . . . . . . . . . . . . . . 8
3 Back Propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
4 Prˇíklad jednoduché Kohonenové síteˇ . . . . . . . . . . . . . . . . . . . . . . 10
5 Vector Activity Histogram . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
6 U-Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
7 Cluster Connections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
8 Vector Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
9 Neighbourhood Graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
10 Neighbourhood Graph 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
11 Grafické uživatelské rozhraní . . . . . . . . . . . . . . . . . . . . . . . . . . 26
12 Vazby v programu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4Seznam výpisu˚ zdrojového kódu
1 Funkce výpocˇtu Euklidovské vzdálenosti . . . . . . . . . . . . . . . . . . . 14
51 Úvod
Práce se bude zabývat problematikou grafové vizualizace umeˇlých neuronových sítí.
Tato bakalárˇská práce je veˇnována umeˇlé neuronové síti typu SOM, kde v první cˇásti
seznamuji s problematikou neuronových sítí. Zde se zabývám nejen popisem, ale také
historii teˇchto neuronových sítí.
Druhá cˇást práce se zabývá SOM a jejim uplatneˇním v neuronových sítích. V
této cˇástí se zameˇrˇím i na zobrazení SOM a metody vizualizace SOM.
Ve trˇetí cˇásti práce jsou vysveˇtleny jednotlivé metody vizualizace síteˇ. Zde se
pokusím použité metody, které jsem naimplementoval, popsat. Dále se zameˇrˇím na vý-
klad teoretických informací o metodách a jejich nasazení v SOM. Pak budou následovat
ukázky z implementace metod, které budou doplneˇny grafickými výstupy z programu.
V prˇedposlední kapitole se budu veˇnovat praktické cˇástí této bakalárˇské práce.
62 Neuronové síteˇ
2.1 Biologický vzor umeˇlých neuronových sítí
V prvé rˇadeˇ je du˚ležité se seznámit s motivem vzniku umeˇlých neuronových sítí, s neu-
rony a jejich reálným vzorem, kterým je lidský mozek. Tvorba neuronových sítí byla
motivována snahou pochopit a zobrazit model mozku a vysveˇtlit zpu˚sob, jakým lidský
mozek funguje. Informace z neurofyziologických poznatku˚ umožnily vytvorˇit zjedno-
dušené matematické modely, které se dají využít pro rˇešení praktických úloh z umeˇlé
inteligence. Poznatky z neurofyziologie sloužily jenom jako zdroj inspirace. Pozdeˇji na-
vržené modely jsou již dále vyvíjeny bez ohledu na podobnost lidskému mozku. Bez
ohledu na vývoj neuronových síti lze stále využívat poznatky z neurofyziologie, které
mohou sloužit k inspiraci pro vývoj nových metod nebo jenom k matematickému popisu
již existujících metod. Neuronové síteˇ jsou podobné teˇm v mozku. Skládají se ze sou-
stavy navzájem propojených neuronu˚. Pro cˇasovou a výpocˇetní složitost se matematické
modely skládají jenom ze zlomku˚ neuronu˚ oproti lidskému mozku, který obsahuje pru˚-
meˇrneˇ 14 miliard neuronu˚, z nichž každý mu˚že být spojen s 5000 jinými neurony. Model
z levé strany obrázku 1 (obrázek byl prˇevzat z [1]) je struktu˚ra biologického neuronu.
Neuron kromeˇ vlastního teˇla, tzv. somatu, má výstupní prˇenosové kanály, tzv. axony, z
kterého odbocˇuje rˇada veˇtví (terminál axonu), které se prˇevážneˇ dotýkají vstupu dalšího
neuronu (dendrity).
Obrázek 1: Reálná neuronová sít’
7K prˇenosu informace slouží mezineuronové rozhraní známé jako synapse. V
pravé cˇásti obrázku 1 je ukázka neuronové síteˇ v mozku.
2.2 Umeˇlá neuronová sít’
Umeˇlá neuronová sít’ se skládá z formálních neuronu˚, které jsou vzájemneˇ propojené.
Propojení je vytvorˇeno tak, že jeden neuron mu˚že mít libovolný pocˇet neuronu˚, ale má
pouze jeden výstup.
Využití umeˇlých neuronových sítí v ru˚zných oblastech výzkumu:
• Zpracování dat, rˇecˇi a obrazu
• Trˇídeˇní dat




2.3 Historie umeˇlých neuronových sítí
V cˇlánku „A logical calculus of the ideas immanent in nevrous activity“[2], který vyšel
v roce 1943 v cˇasopise „Bulletin of mathematical biophysics“ vytvorˇili autorˇi Warren
McCulloch a Walter Pitts jednoduchý matematický popis neuronu˚ a ukázali, že neu-
rony mohou fungovat dle pravidel Booleovy algebry. Dokázali, že po spojení takovýchto
jednoduchých jednotek do neuronové síteˇ je možno vybudovat zarˇízení, které by bylo
schopné samostatneˇ provádeˇt výpocˇetní operace nad Booleovou algebrou.
Na obrázku 2 je zobrazen návrh neuronu, který vytvorˇili Warren McCulloch a
Walter Pitts. Z návrhu neuronu mu˚žeme odvodit, že má urcˇitý pocˇet vstupu˚ a jediný
výstup. Z toho vyplývá, že jeho výstup mu˚že být vstupem jenom pro jeden neuron. Pak
neuron obsahuje libovolnou funkci, kde vstupní hodnoty funkce jsou vstupní hodnoty
neuronu a výstupem z neuronu je funkcˇní hodnota funkce.
Neuron má n reálných vstupu˚ x1, ..., xn. Vstupy jsou ohodnoceny reálnými sy-
naptickými váhami w1, ..., wn, které urcˇují jejich propustnost a slouží taky jako pameˇt’









• y - výstup neuronu
• S - nelineární prˇenosová funkce neuronu (Sigmoidální funkce, hyperbolický tan-
gent, radiální báze)
• wi - synaptické váhy
• xi - vstupy neuronu
• Θ - práh
Obrázek 2: První navrhnutý model neuronu
Po spojení jednotlivých neuronu˚ dostáváme neuronovou sít’. Ucˇení neuronové
síteˇ se provádí zmeˇnou vah, tvarováním prˇenosové funkce, úpravou pocˇtu neuronu v síti
nebo i topologickým usporˇádáním síteˇ.
92.4 Druhy neuronových sítí
Prˇi ucˇení s ucˇitelem existuje vneˇjší kritérium urcˇující, který vstup je správný, v síti se
nastavují zpeˇtné vazby podle toho, jak blízko je výstup kritéria. Do nejjednodušší neuro-
nové síteˇ patrˇí Perceptron, jehož model je identický se základním modelem umeˇlého neu-
ronu. Jedná se o jednovrstvou sít’, která využívá znaménkovou aktivacˇní funkci cˇi jed-
notkový skok. Implementace je jednoduchá, s tím souvisí jeji omezené použití. Nejcˇasteˇji
se používá jako klasifikátor pro lineárneˇ separovatelné obrazy. Po spojení Perceptronu˚ do
více vrstev, dostaneme složiteˇjší strukturu síteˇ, která se oznacˇuje jako Back Propagation.
Používá zejména sigmoidální funkci nebo hyperbolický tangens. Vzhledem k cˇastému
používání vícevrstvého perceptronu a jeho urcˇitým nedostatku˚m existuje mnoho variant
toho modelu, který se snaží zlepšit jeho vlastnosti. Nejcˇasteˇjší je použití prˇi klasifikaci
obrazu˚, aproximací funkcí nebo predixe cˇasových rˇádu˚.
Obrázek 3: Back Propagation
Ucˇení bez ucˇitele nepoužívá žádná vneˇjší kritéria a mezi nejznámeˇjší druhy neu-
ronových sítí bez ucˇitele patrˇí Kohonenové mapy, známé také jako samoorganizující se
mapy (SOM) , což je dvouvrstvá sít’ s doprˇedným šírˇením. První vrstva udává dimenzi
vstupních dat a druhá (výstupní) vrstva je usporˇádána do urcˇité topologické struktury.




Jedná se o první samoorganizující mapu, kterou popsal profesor Teuvo Kohonen[3] v le-
tech 1981-1982, proto bývá cˇasto oznacˇována jako Kohonenova sít’. Jedná se o základní
samoorganizující mapu, která je plneˇ propojena neuronovou sítí s topologicky usporˇá-
danou výstupní vrstvou. SOM využívá funkce sousedství, ktera má na chování mapy
zásadní vliv. Princip sousedství spocˇívá v tom, že zarucˇuje usporˇádanost naucˇené mapy
tak, že blízká data ve vstupním prostoru aktivují neurony, které jsou si blízké ve výstup-
ním prostoru. Pro zachování této funkce musí byt nenulové okolí.
Funkce sousedství udává polomeˇr okolí p od daného neuronu, všechny neurony v tomto
okolí jsou oznacˇeny jako sousedé onoho neuronu. Okolí mu˚že být ostré, tedy bud’ je neuron sou-
sedem, nebo není, nebo spojité, tedy každému neuronu je prˇirˇazena hodnota, která urcˇuje jeho
náležitost do okolí pomoci funkce prˇíslušnosti. Tou bývá obvykle Gaussova funkce, nebo Mexický
klobouk (angl. mexican hat). [5]
Získané informace o souvislostech mezi daty z naucˇené Kohonenovy mapy jsou
velice abstraktní. Máme však zpu˚soby pro prezentování informací naucˇené Kohonenovy
mapy a jedním z nejvyužívaneˇjších je grafová vizualizace.
Obrázek 4: Prˇíklad jednoduché Kohonenové síteˇ
• Vstupní vektor:
X = [x1, ..., xN ]
T , xi ∈ R (3.1)
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(xi (t)− wi (t))2 (3.2)
Kde:
– y - výstup z neuronu
– xi (t) - jednotlivé elementy vstupního vzoru
– wi (t) - odpovídající váhy neuronu
3.2 Grafová vizualizace SOM
Pomocí SOM vytvárˇíme podobnostní graf vstupních dat. Zde prˇevádíme nelineární vztahy
mezi vysoce-dimenzionálními daty do jednodušších geometrických vztahu˚ (obrazových
bodu˚ v nízko-dimenzionálním zobrazení) obvykle do podoby pravidelné dvojrozmeˇrné
mapy uzlu˚. Grafová vizualizace SOM vychází z teorie grafu˚, proto je nutné si ujasnit
neˇkteré pojmy a jejich význam a souvislosti mezi nimi v SOM:
• datová oblast: D ⊂ Rn: podmnožina Rn, ve které mu˚žeme pozorovat datové body
• vstupní data:
E = {x1, ..., xd} pro xi ∈ D (3.3)
• vzdálenost dat: meˇrná vzdálenost definována v datovém prostoru
D ×D → R+ : dxy = d (x, y) ≥ 0, dij je zkratka pro d (xi, xj) (3.4)
• neurony:
M = {n1, ..., nk} (3.5)
• váha: každý neuron je spojen s (vysoce-dimenzionálním) váhovým vektorem
wi = váha (ni) ∈ D (3.6)
• váhová oblast:
W = {wi, ..., wn} (3.7)
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• mapová oblast: K ⊂ Rm,m ≤ n v m-dimensionální oblasti s meˇrnou vzdálenosti
k : K ×K → R+ : kij = k (pos (ni) , pos (nj)) ≥ 0 (3.8)
• pozice neuronu: každý neuron ni má svojí pozici, tj. vektor sourˇadnic
posi = pos (ni) ∈ K (3.9)
• funkce sousedství: mapujeme
M ×M ×R+ → [−1, 1] , hij (r) = h (ni, nj , r) (3.10)
s následujicími parametry:
– h (ni, nj , r) ≥ h (ni, nj , r)∀j ̸= i pro kij > 0 a r > 0
– h (ni, nj , r) = 0 pro kij > r
– kde r je radius sousedství
• sousedství:
Ni = N (ni) = {nj ∈M | hij (r) ̸= 0} (3.11)
sada neuron s nenulovou funkci sousedství h
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4 Metody vizualizace
4.1 Vector Activity Histogram
4.1.1 Vector Activity Histogram - popis metody
Tato metoda zobrazuje vliv uživatelem zvoleného vstupního neuronu. Neuron, který
jsme zvolili, slouží jako základ pro výpocˇet vzdálenosti mezi váhami neuronu˚. Vzdále-
nost se pocˇítá pomoci vzorce pro výpocˇet Euklidovské vzdálenosti mezi dveˇma neurony,
kde jeden neuron je ten, který jsme zvolili jako vstupní neuron, a jako druhý neuron do-
sazujeme neuron, který postupneˇ vybíráme z mapy, až do té doby, než získáme celou
matici vzdáleností. Hodnoty matice vzdálenosti pak prˇímo znázorníme v odstínech šedi,
kde jednotlivé shluky mají jiné odstíny šedi. Metoda není vhodná pro podrobný popis
naucˇené SOM, nebot’ shluky neuronu˚ jsou znázorneˇny velmi všeobecneˇ a není snadné
pozorovat vazby mezi neurony uvnitrˇ shluku.
Na obrázku 5 mu˚žeme znatelneˇ rozpoznat shluky podobných neuronu˚.
Obrázek 5: Vector Activity Histogram
Krok Popis
1 Ze seznamu všech nouronu˚ vyberu požadovaný neuron
2 Postupneˇ vybírám neurony z mapy
3 Vypocˇítám Euklidovskou vzdálenost aktualního neuronu s námi vybraným neuronem
4 Normalizace soucˇtu˚
5 Vykreslení normalizovaných soucˇtu˚ do grafu podle prˇedem dané barevné palety
Tabulka 1: Popis algoritmu Vector Activity Histogram
14
4.1.2 Euklidovská vzdálenost
Pro výpocˇty vzdáleností mezi neurony se používá Euklidovská vzdálenost[4] . Jde o
„obycˇejnou“ vzdálenost mezi dveˇma body, která je odvozena od vzorce pro Pythago-
rovou veˇtu. Neuronová sít’ mu˚že být n-dimenzionální, a proto se používá vzorec Eukli-
dovské vzdálenosti v n-dimenzionálním prostoru, kde máme definované vektory p a q
jako
p = (p1, p2, ..., pn) (4.1)
q = (q1, q2, ..., qn) (4.2)




(pi − qi)2 (4.3)
Ukázka výpocˇtu Euklidovské vzdálenosti, jako parametry funkce jsou vektory
vah neuronu˚.
private double Euklid(double[] p, double[] q)
{
double dPom = 0;
for ( int i = 0; i < pocetVah; i++)
{




Výpis 1: Funkce výpocˇtu Euklidovské vzdálenosti
4.2 U-Matrix
4.2.1 U-Matrix - popis metody
Jedná se o velice cˇásto používanou metodu vizualizace pro prezentaci SOM.Vizualizace
zobrazuje vzdálenost ve vstupním prostoru mezi váhami neuronu˚, které jsou vedle sebe.
Metoda U-Matrix [6] mu˚že být zobrazována dveˇma ru˚znými zpu˚soby. První zpu˚sob je
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inter-node vzdálenost, který vyžaduje vložit do mapy další cesty mezi neurony. Druhý
zpu˚sob zobrazuje jenom pru˚meˇrnou hodnotu, u pu˚vodních pozic uzlu˚ jsou prˇirˇazeny
pru˚meˇrné hodnoty vzdálenosti. Metoda U-Matrix je vhodná pro identifikaci možných
interpolací mezi blízkými a odlehlými uzly.
U-Matrix zobrazuje neuronovou sít’ s barevneˇ vyjádrˇenou informací o tom, jak
moc se daný neuron liší od okolních ve svých váhách. Cˇím je sveˇtlejší, tím je jim podob-
neˇjší. Sveˇtlé oblasti vymezené tmavší hranicí tak prˇedstavují shluky s podobnou vzdá-
leností neuronu˚. Na obrázku 6 mu˚žeme znatelneˇ rozpoznat takovéto shluky neuronu˚
(vyznacˇené cˇervenou barvou).





d [w (j)− w (m)] (4.4)
Kde w (j) je vektor vah neuronu j, a d [w (j)− w (m)] je Euklidovská vzdálenost neuronu l od
neuronu m, jenž prˇímo sousedí s neuronem j. Secˇtena hodnota pro všechny neurony z množiny
NN(j) udává celkovou vzdálenost neuronu j od jeho okolních neuronu˚. Tento výpocˇet provedeme




1 Vybrání nueronu z matice
2 Výpocˇet Euklidovské vzdálenosti s okolními neurony
3 Secˇtení teˇchto vzdáleností v okolí vybraného neuronu
4 Normalizace soucˇtu˚
5 Vykreslení neuronu do grafu podle prˇedem dané barevné palety
6 Když jsme neprošli celou matici, tak prˇejdem na krok 1
Tabulka 2: Popis algoritmu U-Matrix
4.3 Cluster Connections
4.3.1 Cluster Connections - popis metody
CC [7] je metoda vizualizace, která pro výpocˇet potrˇebuje informace obsažené ve váhách
vektoru˚ již naucˇené SOM. Dalo by se rˇíct, že vzdálenosti mezi váhami vektoru˚ soused-
ních neuronu˚ slouží k urcˇení, zda tyto neurony patrˇí k stejnému shluku. Pokud patrˇí
do stejného shluku, meˇly by být neurony spojené, pokud jsou prˇíliš vzdáleny, spojeny
nebudou.
Pro zlepšení vizualizace je prˇi výpocˇtech použita sada prahových hodnot, která
slouží k vizualizaci ru˚zné míry podobnosti. V du˚sledku toho technika vizualizace je
schopna odhalit mimoshlukovou spojitost výstupních hodnot, a tak zobrazovat infor-
macˇní kvalitu mezi neurony v jednom shluku.
Na základeˇ analýzy vzdálenosti mezi párem sousedních neuronu˚ a stanovením
limitních hodnot, mu˚žeme odvodit a prˇidat další spojení o jiné intenziteˇ. Další spojení
mu˚žou zobrazovat ru˚znou míru podobnosti v rámci shluku, ale také vzájemné podob-
nosti celého seskupení. Ru˚zné implementace této základní myšlenky mohou sloužit k vi-
zualizaci výsledné mapy v ru˚zných možných uživatelských rozhraních, z nichž neˇkteré
jsou uvedeny níže.
1. Pevná sada dvou nebo více prahových hodnot, které mu˚žou být zadané bud’ au-
tomaticky, na základeˇ pru˚meˇrné, minimální a maximální vzdálenosti mezi soused-
ními váhami vektoru˚, nebo rucˇneˇ po analýze vzdálenosti k zobrazení spojení s ru˚z-
nou intenzitou.
2. Druhem „posuvníku“, který znázornˇuje vzdálenostní prˇímku, pak vizualizace zob-
razuje vzdálenosti ru˚zných dvojic neuronu˚, což uživateli umožnˇuje rozhodnout se,
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do jaké vzdálenosti budou neurony propojeny. Tak mu˚že uživatel pozorovat sadu
spojených neuronu˚. Pomocí „posuvníku“ mu˚že uživatel interaktivneˇ zmenšovat
nebo zveˇtšovat hranici spojitostí neuronu˚, a tak dovoluje hlubší náhled do struk-
tury vstupních dat.
3. Všechny neurony mohou být spojené. Na základeˇ vzdálenosti mezi neurony urcˇíme
barvu spojení; tj. vzdálenosti jsou prˇímo prˇevedeny na barvy nebo ru˚zné odstíny
šedi, od cˇerné, která znázornˇuje témeˇrˇ totožné neurony, až po bílou, jež oznacˇuje
velmi vzdálené neurony.
4.3.2 Aplikování metody
Výsledek vizualizace z obrázku 7 vychází z nastavení trˇí ru˚zných prahových hodnot.
Tento typ vizualizace, která využívá trˇi prahové hodnoty, jsem vybral z du˚vodu použití
šedé škály barev a myslím, že trojice prahových hodnot dostatecˇneˇ znázornˇuje funkcˇnost
CC vizualizace.
Obrázek 7: Cluster Connections
Na obrázku 7 vidíme výsledek metody CC, kde mu˚žeme pozorovat dvoje ru˚zné
nastavení prahových hodnot. Na obrázku 7 (a) pozorujeme cˇernou barvu spoje mezi sou-
sedními uzly, což nám rˇíká, že vzdálenost jejich hmotností je menší než prahová hod-
nota t1. Tmaveˇ šedá spojka mezi sousedními uzly nám zobrazuje, že vzdálenost je mezi
prahovými hodnotami t1 a t2. Sveˇtle šedá barva zobrazuje vzdálenost mezi prahovými
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hodnotami t2 a t3. Bílá barva je použita pro vzdálenost veˇtší než je prahová hodnota t3.
Prˇi porovnání grafu˚ (a) a (b) na obrázku 7 mu˚žeme pozorovat, rozdíl ve vstupních pra-
hových hodnotách, a to takový, že prˇi nastavení t1 = t2 z výsledné vizualizace zmizela
tmaveˇ šedá barva.
4.4 Vector Fields
V této sekci si popíšeme dveˇ vizualizacˇní metody, které jsou založené na technice vekto-
rových polí. První metoda je oznacˇována jako Gradient Field [8], kde gradient je vykres-
len jako vektor v 2D mapeˇ, potom každý uzel v SOM map je zobrazen výhradneˇ pomoci
jednoho vektoru. Umísteˇní centra shluku nám indikují vektory, které mají smeˇr natocˇení
orientovaný práveˇ na centrum shluku. Celistvost vektoru˚ pak vytvárˇí vyhlazené vekto-
rové pole. Druhá metoda založena na vektorových polích je oznacˇována jako Borderline
vizualization. Metoda je odvozena od Gradient Field a poskytuje další pohled na shluky
a jejich ohranicˇení.
4.4.1 Gradient field
Každý vektor ai je pocˇítán na základeˇ vektorových prototypu˚, topologii mapy a soused-
ních uzlu˚, který pak bude umísteˇn na odpovídající místo v mapeˇ, které oznacˇíme jako ξi.
Vektor ai se skládá ze dvou komponentu˚ u a v, aui a a
v
i , které reprezentují vertikální a ho-
rizontální sourˇadnice vektoru ai. Konecˇná podoba výstupního vektoru se skládá ze dvou
hlavních kroku˚. Prvním z nich je výpocˇet vzdálenosti vah mezi ostatními vektorovými
prototypy, kde se spocˇítají oddeˇleneˇ osy u a v v kladném a záporném smeˇru. Ve druhém
kroku jsou jednotlivé výpocˇty spojeny pro každou sourˇadnici a pak normalizovány tak,
aby se zabránilo kolizi vektoru˚.




ξiξj = ξj − ξi (4.5)







Vztahy použijeme na sousední uzly a jejich vzdálenosti (mezi uzly ξi a ξj s dél-
kou xij), a pak mu˚žeme váhu rozdeˇlit na u a v orientaci pomoci:
ωuij = cosα · hσ (∥xij∥) (4.7)
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ωvij = sinα · hσ (∥xij∥) (4.8)
Hodnota ωuij bude blízko nule, když kterákoliv vzdálenost mezi ξi a ξj bude
vysoká. Ve výsledku bude mít uzel velmi malou hodnotu nebo bude ξui = ξ
u
j , tj. ξi je
prˇímo nebo pod ξj se skoro žádným horizontálním posunem.
Hodnota σ má vliv na výsledek, tím pádem hodnota ω bude veˇtší v závislosti na
hodnoteˇ σ, protože vysoká hodnota σ má tendenci zateˇžovat vzdálené jednotky na mapeˇ
více než nízká hodnota σ.
Mu˚žeme pozorovat, že ωuij bude nabývat negativních hodnot v prˇípadeˇ, že ξj
bude na levé straneˇ od ξi.
Následneˇ si stanovíme vzorec pro sourˇadnici u (pro sourˇadnici v je vzorec ob-
dobný). Vzdáleností mezi prototypy vektoru˚ mi a mj , kde bereme v úvahu vážení teˇchto









pro ωuij < 0 (4.10)
Rozdeˇlení vážené vzdálenosti u vektorových prototypu˚ na záporný a kladný
smeˇr napomáhá k nalezení smeˇru daného vektoru mi, a nakonec zobrazí, kde vektor
ai smeˇrˇuje. Naprˇíklad když ξj je po pravé straneˇ od sousedního ξi a vzdálenost mezi
vektorovými prototypy je velká, hodnota ξu+ij bude vysoká a významneˇ prˇispeˇje k tomu,
že vektor ai bude smeˇrˇovat doleva, dál od ξj .
Opakováním výpocˇtu˚ pro všechny ξj dostaneme soucˇet všech hodnot ξu+ij a ξ
u−
ij .
Soucˇet oznacˇme ρu+i a ρ
u−









ξu−ij pro j ̸= i (4.12)
Když známe ρu+i a ρ
u−
i , mu˚žeme rˇíci, do jaké míry jeden ze smeˇru prˇevažuje
druhý smeˇr, tj. pro ρu+i > ρ
u−
i , když jsou secˇtené vzdálenosti na pravé straneˇ veˇtší než ty
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na levé straneˇ, vektor bude smeˇrovat nalevo. Když se prˇibližujeme k okraju˚m mapy, vý-
sledné vektory bývají zpravidla menší, a to proto, že u okraju˚ mapy ubývá vektorových
prototypu˚, které bychom mohli zacˇlenit do výpocˇtu. Ubývání je zaprˇícˇineˇno tím, že za
hranicemi mapy už žádné prototypy nejsou. Výsledné vektory jsou zkreslené a veˇtšinou
smeˇrˇují za hranici výsledné mapy. Aby se tomu zabránilo, musí být provedena normali-












pro ωuij < 0, j = i (4.14)
Ve výsledku mu˚žeme urcˇit jednotlivé cˇásti ai:
aui =





Kde secˇtené rozdíly vstupního prostoru ρu+i a ρ
u−
i jsou váženy proti prˇíslušným
soucˇtum hodnot ωu+i a ω
u−
i . V prˇípadeˇ, že uzel ξi neleží v blízkosti okraje u smeˇru a ω
u+
i
a ωu−i se budou rovnat, nebude to mít ve výsledku normalizace žádný efekt.
Pro výsledný vektor jsou nejdu˚ležiteˇjší dílcˇí výpocˇtyρu+i a ρ
u−
i a výsledný výpo-
cˇet ai. Zde mu˚že nastat neˇkolik situací:
• ρ+i ≈ ρ−i – vzdálenosti jsou vyvážené a složky a budou malé. Když jsou ρ+i a ρ−i
malé, vektorový prototyp mj z okolních uzlu˚ ξi velmi podobný k mi, a tim pá-
dem se jedná o vektory v centru shluku. V prˇípadeˇ, že oba ρ+i a ρ
−
i jsou velké, je
pravdeˇpodobné, že ξi bude prˇímo mezi dveˇma shluky a k žádnému z nich nebude
smeˇrˇovat. Takové jednotky se nazývají „interpolacˇní“ a jsou snadno rozpoznatelné
jako vektory sousedních uzlu˚, které smeˇrˇují prycˇ od nich.
• ρ+i > ρ−i – vzdálenosti v kladném smeˇru prˇevyšují vzdálenosti v negativním smeˇru.
mi je více podobný k sousedním uzlu˚m v záporném smeˇru, a tak ai bude poukazo-
vat tímto smeˇrem.
• délka ai je urcˇena rozdílem mezi ρ+i a ρ−i . Cˇím jsou veˇtší odlišnosti mezi nimi, tím
veˇtší bude výsledný vektor.
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4.4.2 Borderline vizualization
Druhá metoda, založená na vektorových polích, klade du˚raz na znázorneˇní hranic shluku˚.
Jedná se o metodu odvozenou od Gradient field. Což znamená, že vedeme úsecˇku kolmo
k vektoru ai na každou stranu od zacˇátku vektoru. Délka úsecˇky je prˇímo závislá na ve-
likosti vektoru ai, kde velikost vektoru je také i délkou úsecˇky.
4.4.3 Výsledek implementace
Obrázek 8: Vector Fields
Na obrázku 8 mu˚žeme pozorovat vizualizaci Vektor Fields, kde jsme použili
pro vstupní data naucˇenou SOM o velikosti 15x15. Ve výsledné vizualizaci jsou pou-
žity obeˇ dílcˇí metody, jak Gradient Field tak Borderline Vizualization. Pomocí Gradient
Field jsou patrné orientace jednotlivých uzlu˚ (znázorneˇny jako modré šipky), které mírˇí
do center jednotlivých shluku˚. V mapeˇ lze nalézt i interpolacˇní uzly, které jsou malé a
nejsou orientovány ke konkrétnímu shluku. Pomoci metody Berderlines Vizualization je
lépe znázorneˇna hranice jednotlivých uzlu˚, ve kterých je použita cˇervená úsecˇka kolmá
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k vektoru. Když vynecháme interpolacˇní uzly, mu˚žeme rˇíci, že velikost veˇtšiny vektoru˚
je prˇímo úmeˇrná vzdálenosti od centra shluku.
4.5 Neighbourhood Graph
4.5.1 Neighbourhood Graph - popis metody
Cílem metody vizualizace je získání sady hran, které spojují jednotlivé uzly podle prˇe-
dem daných kritérií. Kritéria urcˇují, které sousední uzly budou propojeny v závislosti na
vzdálenosti mezi jednotlivými uzly.
Výsledku NG [9] vizualizace mu˚žeme dosáhnout pomocí dvou ru˚zných po-
stupu˚ výpocˇtu hran. V prvním postupu budeme potrˇebovat parametr r a definování uzlu
okolo xi jako xj , který leží v oblasti o polomeˇru r a v jejím centru leží uzel xi. Položky v





Výsledný graf je neorientovaný kvu˚li symetrické metrické vzdálenosti d. Polo-
meˇr r slouží jako prahová hodnota a pocˇet hran stoupá v závislosti na zvyšujícím se
polomeˇru r.
V druhém postupu pro výpocˇet hran mezi sousedními uzly ve výsledné mapeˇ
budeme potrˇebovat cˇíselný parametr k. Parametr urcˇuje kolik sousedu˚ máme spojit po-
mocí hran. Uzel xj bude propojen s uzlem xi tehdy, když bude uzel xj patrˇit do nejbliž-
šího sousedství Nk(xi) uzlu xi dané parametrem k, formálneˇ:
xj ∈ Nk (xi)⇔ Pocˇet {xl ∈ X : l ̸= i, j ∧ d (xl, xi) < d (xj , xi)} < k (4.17)
Kde „Pocˇet“ oznacˇuje pocˇet prvku˚ množiny. Vztahy mezi nejbližšími sousedy






V tomto prˇípadeˇ jsou hrany definovány, pokud xi je k nejbližší soused k xj nebo
naopak. Stejneˇ tak jako v prvním postupu navyšující se parametr k vede k navýšení pocˇtu
hran.
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Výsledky výpocˇtu˚ mu˚žeme znázornit v dvou-dimenzionální mapeˇ, v které zob-
razíme vypocˇtené hrany pomoci úsecˇky spojující uzly mezi sebou. Výsledná mapa uka-
zuje, které oblasti SOM tvorˇí veˇtší sousedství, kde leží interpolacˇní uzly a jednotlivé
shluky. Výsledná interpretace vizualizace NG závisí na velikosti mapy a zvolených para-
metrech r nebo k.
4.5.2 Výsledek implementace
Obrázek 9: Neighbourhood Graph
Na obrázku 9 lze pozorovat vizualizaci NG, kde jsme použili pro vstupní data
naucˇenou SOM o velikosti 15x15. Ve výsledné vizualizaci jsem použil první postup výpo-
cˇtu hran, a to že uživatel si zvolí oblast sousedství o polomeˇru r. Na obrázku 9 mu˚žeme
pozorovat jednotlivé shluky, vazby mezi nimi a propojení mezi jednotlivými uzly uvnitrˇ
shluku˚.
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Obrázek 10: Neighbourhood Graph 2
Na obrázku 10 mu˚žeme pozorovat výsledné mapy pro ru˚zné polomeˇry. Vzhle-
dem k povaze vstupních dat a pro názornou ukázku NG vizualizace jsou hodnoty para-
metru r relativneˇ malé. Na obrázku 10(a), kde je parametr r = 1 · 10−17, mu˚žeme spat-
rˇit hrany, které jsou propojeny jenom mezi neˇkterými uzly. Mu˚žeme zaznamenat jenom
neˇkolik úsecˇek, které nedávají dostatecˇný náhled na vztahy mezi uzly. Prˇi navýšení pa-
rametru r = 1 · 10−16 (obrázek 10(b)) je možné pozorovat prˇibývání úsecˇek. Nejcˇasteˇji
prˇibyly úsecˇky v shlucích a poblíž jejich center. Oproti obrázku 10(a) již pozorujeme ná-
znaky shluku˚ a jejich center a hranic mezi nimi. Prˇi parametru r = 1 · 10−5 (obrázek
10(c)) , již snadno pozorujeme jednotlivé shluky a jejich hranice. Na obrázku 10(c) mu˚-
žeme zaznamenat neˇkolik úsecˇek, které nepatrˇí do žádného veˇtšího shluku, jedná se o
spojení dvou až trˇí uzlu˚, kde jejich vzdálenost vu˚cˇi sobeˇ je malá, ale pro prˇipojení do veˇt-
šího shluku je parametr r nedostatecˇný. Po navýšení parametru r = 0, 2 (obrázek 10(d))
mu˚žeme pozorovat, že hranice mezi shluky se stírají a shluky se zacˇaly propojovat. V
prˇípadeˇ neustálého navyšování parametru r bychom došli až do stádia, kde by všechny
uzly byly propojeny mezi sebou.
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5 Implementace programu
Kapitola je veˇnována praktické cˇásti programu. Nejprve bude vysveˇtlen výbeˇr programo-
vacího jazyka. Následneˇ bude znázorneˇn vzhled grafického rozhraní programu, struk-
tura vstupních dat, programu a napojení jednotlivých cˇástí do jednoho funkcˇního celku
a možnosti jeho rozšírˇení.
5.1 Výbeˇr programovacího jazyka
Programovací jazyk C# byl zvolen již v zadání práce. Jedná se o vysokoúrovnˇový objek-
toveˇ orientovaný programovací jazyk, který je soucˇástí platformy Microsoft .NET Fra-
mework. Program je postaven na verzi Microsoft .NET Framework 4.0 [10] a od toho se
odvíjí minimální požadavky na systém, ve kterém lze spustit program.
Minimální požadavky tedy jsou:
• Procesor: 1 GHz
• RAM: 512 MB
• HDD:
– x86: 850 MB
– x64: 2 GB
• Windows XP
• Microsoft .NET Framework 4.0 Client
5.2 Grafické uživatelské rozhraní
Grafické uživatelské rozhraní je rozdeˇleno na trˇí cˇásti. V první cˇásti nalezneme hlavní na-
bídku, která obsahuje základní ovládací prvky pro volbu metody vizualizace cˇi otevrˇení
vstupních dat. Druhá cˇást slouží jako vykreslovací plátno, kde se zobrazují výsledné gra-
fické výstupy. V trˇetí cˇásti jsou umísteˇny ovládací prvky, které ovlivnˇují kritéria výpocˇtu˚
vizualizacˇních metod. Ovládací prvky jsou zprˇístupneˇny podle aktuálneˇ vybrané vizua-
lizacˇní metody. Výsledné GUI lze pozorovat na obrázku 11.
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Obrázek 11: Grafické uživatelské rozhraní
5.3 Struktura vstupních dat a programu
5.3.1 Vstupní data
Vstupní data jsou v binární podobeˇ a mají prˇedem danou strukturu uložených infor-
mací. Formát vstupního souboru je rozdeˇlen na dveˇ cˇásti. V první cˇásti se jedná o binární
soubor s prˇíponou „Bbin“. Tento soubor je pouze informativní a jsou v neˇm uloženy
parametry vstupních neuronu˚. Struktura tohoto souboru vypadá následovneˇ:
• velikost výstupu na ose x
• velikost výstupu na ose y
• pocˇet vah neuronu
• pocˇet opakování
• pocˇet datových souboru˚
• název souboru
V druhé cˇásti se jedná o binární data s prˇíponou „1Bbin“. Jedná se o data, která
nesou informace o jednotlivých neuronech naucˇené SOM. Fyzicky data mohou být roz-
deˇlena na více souboru˚ s prˇíponou „1Bbin“. Zda je mapa rozdeˇlená na více binárních
souboru˚, zjistíme z informací, které jsou obsaženy v souboru s prˇíponou „Bbin“. V této
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cˇásti dat se nachází informace o pocˇtu neuronu˚. Pocˇet je uložen na prvním rˇádku v kaž-





• váhy jednoho neuronu
kde sourˇadnice X, Y a váhy se budou opakovat.
5.3.2 Vazby v programu
Obrázek 12: Vazby v programu
Program je koncipován jako soubor knihoven napojených na jednu centrální
cˇást, která se pak kompiluje do spustitelného formátu. Jednotlivé metody jsou kompi-
lovány do dynamických knihoven. Knihovny s metodami nejsou nijak propojeny mezi
sebou a to má za následek snadnou prˇenositelnost jednotlivých metod. Neˇkteré metody
vyžadují pro svu˚j správný výpocˇet vstupní parametry, které dostávají od centrálního
prvku, a proto není zapotrˇebí prˇímé napojení na GUI, které je rˇešeno pomocí samostatné
knihovny. Metody jsou sobeˇstacˇné co se týcˇe grafického výstupu, kde se výsledná mapa
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vytvárˇí prˇímo v knihovneˇ a je jenom posílána do centrálního prvku. Pro zachování uni-
verzálnosti knihoven je možno poslat data pro vytvorˇení grafické mapy v cˇíselném for-
mátu.
Vzhledem k usporˇádaní programu je snadné k neˇmu prˇipojit i další metody
vizualizací pomoci dalších knihoven.
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6 Záveˇr
Mým cílem v bakalárˇské práci bylo získat prˇehled v oblasti grafové vizualizace naucˇené
neuronové síteˇ typu Self-Organizing Map. Následneˇ získané znalosti pak uplatnit prˇi
vytvárˇení aplikace zabývající se grafovou vizualizaci, která využívá ru˚zné metody pro
zobrazení neuronové síteˇ. V teoretické cˇásti jsem popsal zacˇátky umeˇlých neuronových
sítí, kde jsem se zameˇrˇil na typ neuronové síteˇ SOM. V druhé cˇásti práce jsem se snažil
podat teoretické informace o jednotlivých metodách a tyto znalosti jsem využil v prak-
tické cˇásti bakalárˇské práce. Jednalo se o peˇt ru˚zných metod (Vector Activity Histogram,
U-Matrix, Vector Fields, Cluster Connections a Neighbourhood Graph), kde každá jed-
notlivá metoda poskytovala jiný pohled na naucˇenou SOM a vazby mezi neurony.
Možnosti budoucího rozvoje vytvorˇené aplikace jsou velice rozsáhlé. Aplikaci
lze rozšírˇit o další metody vizualizace, ale zajímaveˇjší by bylo aplikaci rozšírˇit o mož-
nost ucˇení. V prˇípadeˇ rozšírˇení aplikace o možnost ucˇení, kde by vstupními daty byla
nenaucˇená SOM, tak by aplikace mohla sloužit i pro studijní úcˇely, kde by studenti mohli




[1] ŠÍMA, Jirˇí a Roman NERUDA, Teoretické otázky neuronových sítí. Praha 1996, MATFY-
ZPRESS, ISBN 80-85863-18-9.
[2] MCCULLOCH, Warren a Walter PITTS, A logical calculus of the ideas immanent in
nevrous activity. Bulletin of mathematical biophysics, 1943
[3] KOHONEN, Teuvo, Self-Organized formation of topologically correct feature maps
Biological Cybernetics 43, 1982
[4] DEZA, Michel Marie a Elena DEZA Encyclopedia of distances. 2nd ed.. New York 2012,
Springer, 978-364-2309-571.
[5] ŽÁCˇEK, Viktor, Kohonenova samoorganizacˇní mapa. Brno 2012. Diplomová práce. Vy-
soké ucˇení technické v Brneˇ,
https://dspace.vutbr.cz/bitstream/handle/11012/12663/xzacek01.pdf
[6] ULTSCH, Alfred a H. Peter SIEMON. Kohonen’s self-organizing feature maps for
exploratory data analysis. In: Proceedings of the International Neural Network Confe-
rence. Kluwer, 1990, s. 305-308.
[7] MERKL, Dieter a Andreas RAUBER. Alternative Ways for Cluster Visualization in
Self-Organizing Maps. In: Proceedings of the Workshop on Self-Organizing Maps. Fin-
land, 1997, s. 4-6.
[8] POELZLBAUER, Georg, Michael DITTENBACH a Andreas RAUBER. Advanced vi-
sualization of Self-Organizing Maps with vector fields. In: Neural Networks. 19. vyd.
Vienna, Austria, 2006, s. 911-922.
[9] POELZLBAUER, Georg, Michael DITTENBACH a Andreas RAUBER. Advanced vi-
sualization techniques for self-organizing maps with graph-based methods. In: Pro-
ceedings of the Second International Symposium on Neural Networks. Chongqing, China:
Springer-Verlag, 2005, s. 75-80.





• text - text bakalárˇské práce ve formátu pdf
• aplikace - obsahuje složky source, exe, tests
• aplikace/source - zdrojové kódy
• aplikace/exe - spustitelná aplikace
• aplikace/tests - testovací soubory
