The Shortest Superstring Problem (SSP) consists, for a set of strings S = {s1, · · · , sn}, to find a minimum length string that contains all si, 1 ≤ i ≤ k, as substrings.
Introduction
The Shortest Superstring Problem (SSP) consists, for a set of strings S = {s 1 , · · · , s n }, in constructing a string s such that any element of S is a substring of s and s is of minimal length. For an arbitrary number of sequences n, the problem is known to be NP-Complete [8, 9] and APX-hard [2] . Lower bounds for the achievable approximation ratios on a binary alphabet have been given by Ott [15] . The best known approximation ratio so far is 2 11 23 ≈ 2.478 [14] after a long series of improvements [13, 2, 12, 4, 1, 3, 6, 17, 19, 11, 16] .
In the meantime, SSP compression algorithms have been designed as sub-routines of the previous ones. The idea is to ensure a fixed compression ratio between the sum of the lengths of the sequences of the set and the optimal superstring on this set. The greedy algorithm is such a compression algorithm that is proven to achieve a compression ratio of at least 1 2 , while the best compression algorithm achieves a ratio of 38 63 [12] . In this note, we focus on practical applications of SSP, like assembling biological sequences, mostly DNA sequences with an alphabet of {A, C, G, T } named bases, but also on proteome sequences with a 26 letter alphabet corresponding to amino acids. SSP is used in contig reconstruction step, contigs that subsequently need to be organised.
Over the past decade, the landscape of sequencing and assembly deeply changed, with the increasing development of Next Generation Sequencing (NGS) devices. These relatively cheap devices produce, from a "soup" of cells, millions of randomly read, short, equal length DNA sequences in a single run. Each sequence is typically 32 to 1000 bases long, with a small and still decreasing cost per base. Such sequences are named reads. NGS technology allows to tackle new challenges in biology and medecine; the exponential increase of sequencing demands leads to the creation of more and more sequencing platforms, dealing with NGS data at 99%.
Considering the specificity of read sequences, is it possible to propose better approximation algorithms for this type of data? This research, similar to the one targeting better algorithms for small-world graphs in social networks, aims to better suit the actual data.
This note is a first step in this direction. We first model the read sequences more finely thus, according to our examples, better matching the experimental data. Then, we derive a better approximation ratio algorithm by using the properties of the reads. For instance, on the set SRR069579, we reach a 2.0738 approximation ratio (see Table 1 ). To our knowledge, the only related work is [10] , where the sequences have the same length. Up to 7 bases, they propose a better approximation ratio based on De Bruijn graphs. However, these sequences are way shorter than real-world reads.
Note that some theoretical variations of SSP have also been studied [21, 5] . Here we do not dwell on these studies since their focus is far from ours, neither do we detail the greedy algorithm approximation conjecture, which is a subject by itself [18, 11, 7] .
Modeling of reads
NGS reads have some specific properties that we model and exhibit on real sets of reads.
For a string s of length n, any integer 1
Note that s always has at least one period, corresponding to its length. The smallest period of s is called the period of s, and denoted period(s).
We consider SSP on n reads S = {s 1 , s 2 , . . . , s n } of length m > 0, where m n. We now consider the period of each read. We denote n(i), 1 ≤ i ≤ m, the number of reads of period i.
Let 0 ≤ α ≤ 1 be a parameter and let sp = A strong characteristic of a set of reads is that even for ratios 0.8 < α < 1, sp is very small compared to n. The order of magnitude is sp being a few per hundred of n m . For a large panel of sets of reads on which we tested our approach, we found for 0.8 < α < 1 a sp value inferior to 0.02 n/m. In Figure 1 , we show such four sets of reads with lengths of 32, 36, 98 and 200.
Approximation algorithm
For two strings u, v we define the overlap of u and v, denoted ov(u, v), as the longest suffix of u that is also a prefix of v. Also, we define the prefix of u relatively to v, denoted pref(u, v), as the string x such that u = x ov(u, v), i.e., the prefix of u that does not overlap v.
The prefix graph (also called the distance graph) of S is a complete directed graph with the vertex set S and the edges (s i , s j ) of weight equal to the length |pref(s i , s j )|.
We consider the classical algorithm of [2, 20] , which gives a general framework. This algorithm is proved to be a 3 approximation algorithm in the general case. We prove below that applied on NGS data the approximation factor can be improved. The scheme of the algorithm is the following:
1. Compute a maximal cycle decomposition on the prefix graph 2. For each cycle c i choose one of the strings in c i as a representative string r i .
3. σ i = (pref(r i , r i+1 ) · ... · pref(r k , r i )) · r i (cycle from r i concatenated with r i ).
4. Let S σ = {σ i } and w σ as a concatenation of all σ i .
5. Compress w σ using an SSP compression algorithm.
The cycle decomposition produces cycles of several lengths. The period of a cycle is given by its length. We split the set of cycles, in two parts, the small cycles of period less than or equal to mα, and the larger ones, denoted large. We now focus on the number of small cycles. The weight of a cycle is the sum of the weights of its edges and let wt(C) be the sum of the weights of all cycles.
Lemma 1 Let c ∈ C be a cycle and s a sequence in the cycle, then period(c) ≥ period(s) Proof. Each sequence in the cycle can be expressed by turning around the cycle. If period(c) < period(s), then period(c) is also a period of s, which is smaller than its smallest period, contradiction. 2 Corollary 1 Let c ∈ C be a cycle and s 1 . . . s k the sequences in C. Then period(c) ≥ max{period(s i )}.
Proof. Directly derives from lemma 1. 2 Lemma 2 Let c ∈ C be a cycle and s 1 . . . s k the sequences in C. If period(c) ≤ mα, period(s i ) ≤ mα.
Proof. By corollary 1, the periods of all sequences in a cycle are smaller than or equal to the period of the cycle. 
Analysis of the algorithm
We bounded the number of small cycles relatively to α. Let us now take this into account while analysing the approximation algorithm. Obviously, w σ is a superstring of S. Let us bound its size.
Lemma 3
Proof. A σ i is formed on a cycle as (pref(r i , r i+1 ) · ... · pref(r k , r i )) · r i . We first sum over all the σ i the prefixes of each σ i corresponding to the cycle. This leads to a first global wt(C). Then we consider the sizes of the r i for the large cycles. The point is that all r i have the same length m, and that each r i can be represented (or expressed) by turning around the cycle it corresponds to (see Figure 2) . As large cycles have a period of at least mα, turning The remaining step is counting the sum of the r i corresponding to n α small cycles. As, by corollary 2, there are at most sp/2 such cycles, the sum of the corresponding r i is bounded by sp · m/2. This would already be an acceptable bound since sp is small relatively to m/n. But this implies counting m for all small cycles, independently of the periods of the cycles, which can vary from 2 to mα. The larger the period of the cycle, the less we need to turn on the cycle to read the representative r i . Thus our worst case for counting the small cycles from period 1 to mα is when there is a maximum of smaller cycles at each step 2 ≤ k ≤ mα and, by corollary 2, this maximum from k − 1 to k can only be increased by n(k). Expressing the representative of each such n(k) additionnal cycles of period k, requires n(k) m k . Thus, the expression of the representatives of all the small cycles is bounded by
Eventually, as wt(C) ≤ OPT, the result follows. 2
We then compress S σ using the guaranteed compression algorithm of 38 63 [12] , similarly to the classical approaches related to the superstring approximation. We define OPT σ as an optimal minimal superstring on S σ and τ as the result of the compression algorithm on S σ . The next lemma [2, 20] allows us to link OPT σ and OPT.
Lemma 4 OPT σ < OPT + wt(C)
By applying the compression algorithm on S σ , we thus derive the following result:
Proof. Lemma 4 gives OPT σ < OPT + wt(C) ≤ 2OPT (see Figure 3) . The distance from OPT σ to |w σ | is greater than or equal to |w σ | − 2OPT. In the worst case it is equal, then the compression algorithm applies a compression factor 38/63 to this distance, which leads to the result. [12] An important point is that OP T ≥ n, since any superstring contains at least one base of each sequence. As sp = perc α n m , Table 4 : SRR959239 read set, 4143243 reads of size 98
Experimental results
We present experimental results for the sets of reads SRR069579 (Table 1) , ERR000009 (Table  2) , SRR211279 (Table 3) , and SRR959239 (Table 4) The resulting approximation ratios on the read sets cited above are respectively 2.0738, 2.09, 2.01464 and 2.02623.
