Abstract. We compute the cohomology groups of the spaces of colorings of cycles, i.e., of the prodsimplicial complexes Hom (Cm, Kn). We perform the computation first with Z 2 , and then with integer coefficients. The main technical tool is to use spectral sequences in conjunction with a detailed combinatorial analysis of a family of cubical complexes, which we call torus front complexes. As an application of our method, we demonstrate how to collapse each connected component of Hom (Cm, Cn) onto a garland of cubes.
1. Introduction. Given a graph G, one can try to color it with n colors so that if two vertices are connected by an edge, then they should get different colors. Traditionally a question of interest has been "does such a coloring exist?"
If it does, then the possible colorings will form a discrete set Hom 0 (G, K n ), with no a priori given structure.
It has recently been realized that it is possible to add an additional topological structure to this set. This is done by considering a polyhedral complex Hom (G, K n ), whose vertices are all legal colorings, as the choice of our notations indicate, and whose higher-dimensional cells encode "commuting relations" among the colorings. The complex Hom (G, K n ) is a special case of the Lovász Hom construction, which associates to any pair of graphs T and G (no double edges, loops are allowed) a polyhedral, in fact prodsimplicial, see [Ko05a] , complex Hom (T, G), whose vertices are all graph homomorphisms from T to G and whose cells encode "commuting relations" among these homomorphisms. This paper is devoted to studying the cohomology groups of the coloring space of a cycle: the prodsimplicial complex Hom (C m , K n ). When m is an odd number, the partial analysis of the topology of these spaces played a central role in the resolution of Lovász Conjecture, which states:
. (Lovász Conjecture). For an arbitrary graph G, and any integers r and k, such that r ≥ 1, k ≥ −1, we have the following implication:
This conjecture has been settled by Babson and the author, see [BK03a] , [BK03b] , [BK04] , [Ko05a] for a detailed account. Since then the study of Hom complexes in general has become a vibrant field, see [Cs05] , [CK04a] , [CK04b] , [En05] , [Ka05] , [Ko04] , [Ko05c] , [Ko06] , [Pf05] , [S05a] , [S05b] , including work on Babson-Kozlov Conjecture which states THEOREM 1.2. (Babson-Kozlov Conjecture) . For all integers r and n, such that r ≥ 1, n ≥ 3, we have w n−2 1 ( Hom (C 2r+1 , K n )) = 0, (1.1) where w 1 ( Hom (C 2r+1 , K n )) denotes the Stiefel-Whitney characteristic class of Hom (C 2r+1 , K n ) viewed as a Z 2 -space. There now exists an extremely short combinatorial proof of that conjecture, see [Ko06] . The Hom complexes even appeared in topological stochastics, see [MSS03] , [SS05] .
In addition to the references above, we mention as a general source the book on Combinatorial Algebraic Topology, [Ko07] , where a lot of background material can be found.
The particular information about the cohomology groups of Hom (C m , K n ) which was needed for the proof of this conjecture consisted of computing the cohomology groups, with Z 2 as well as with integer coefficients, up to dimension n − 2, analyzing the Z 2 -action on the cohomology groups (in the case of Z-coefficients), and computing the height of the Stiefel-Whitney characteristic classes (for odd n).
Here we present a complete computation of the groups H * (C m , K n ) first with Z 2 , and then with integer coefficients. The idea is to take the same spectral sequence as in [BK04] , but this time to calculate the second tableau in its entirety. The main technical tool will be the detailed analysis of a certain family of combinatorially defined cubical complexes {Φ m,n,g }, which is interesting in its own right. Once these complexes are understood, we will almost have computed all the cohomology groups. The two additional ingredients are the computation of signs, to handle the case of the integer coefficients, as well as in-depth study of the top row entries in the second tableau.
Let us now state the main theorem of this paper. For an abelian group Γ, we let Γ(d) denote the copy of Γ in a graded Z-algebra, placed in dimension d. There are two byproducts of our investigation. First, several technical lemmas from [BK04] are special cases of our statements here. Thus, we find alternative simpler ways to confirm their correctness. Second, the collapsing procedure for the complexes Φ m,n,g , which we call grinding for the graphic reasons which will become clear later, generalizes easily to yield a collapsing procedure for the connected components of complexes Hom (C m , C n ), leading to symmetrical cores consisting of garlands of higher-dimensional cubes, linked in a circle pattern by their opposite end vertices. Thereby we obtain a combinatorial strengthening of the earlier result that these connected components are either points or are homotopy equivalent to circles, see [CK04a] .
The paper is organized as follows:
Section 2. This section contains preliminaries on Hom and Hom + complexes of arbitrary graphs, as well as on independence and partial coloring complexes of cycles.
Section 3. Here, we review the setup of the spectral sequence converging to the cohomology of Hom + (T, G), and recall various facts about the first two tableaux, and the first differential of that sequence.
Section 4.
We introduce the terminology of arc pictures and see how the generators of the entries in the first tableau of our spectral sequence can be indexed by them. This allows us to perform the first reduction in our computation of the second differential.
Section 5. The bulk of our calculation is concentrated in this section and in Section 7. We rephrase the problem of computing the entries of the second tableau as a question of computing the homology groups of a certain family of cubical complexes, the so-called torus front complexes. We find a collapsing procedure on these complexes, which we call grinding, as a result reducing them to the thin torus front complexes, which turn out to be garlands of cubes linked by the opposite end vertices. This allows almost a complete computation of the second tableau of our spectral sequence with Z 2 -coefficients. Section 6. We use our filtration to prove a formula which expresses the Euler characteristic of the Hom complex in terms of Euler characteristics of Hom + complexes. Specifically, the Euler characteristic of Hom (T, K n ) can be expressed in terms of Euler characteristics of the independence complexes of induced subgraphs of T. This leads to an easy proof of an older formula. Furthermore, we use the second tableau of our spectral sequence to derive a formula for the Euler characteristic of Hom (C m , K n ).
Section 7. The complete calculation of the groups H * ( Hom (C m , K n ); Z) is finalized. Since here we are working over integers, the additional element of computing signs in the differentials requires some care, as does the analysis of a few top diagonals in the spectral sequence tableaux.
Section 8. We apply the grinding technique to demonstrate a useful collapsing of Hom (C m , C n ) onto its symmetric core of thin cycle maps, which also turns out to be a collection of garlands of cubes.
Allowing partial graph homomorphisms yields a related simplicial complex.
Definition 2.2. For arbitrary graphs T and G, Hom + (T, G) is the simplicial subcomplex of * x∈V(T) ∆ V(G) defined by the following condition: σ = * x∈V(T) σ x ∈ Hom + (T, G) if and only if for any x, y ∈ V(T), if (x, y) ∈ E(T), and both σ x and σ y are nonempty, then (σ x , σ y ) is a complete bipartite subgraph of G.
We call Hom + (T, G) the Hom plus complex. The plus version of the space of all colorings of a certain graph has a simpler topological structure, which we now proceed to describe.
For an arbitrary graph G, let the strong complement G be the graph defined by
Let the independence complex Ind (G) be the simplicial complex whose set of vertices is V(G), defined by the rule: σ ∈ 2 V(G) is a simplex in Ind (G) if and only if σ is an independent set of G, i.e., no two vertices in σ are connected by an edge. 
Specializing Proposition 2.3 to the case G = K n , and taking into account that K n = n i=1 K 1 , as well as the fact that for arbitrary graphs G 1 and G 2 we have the isomorphism of simplicial complexes
we obtain the following corollary.
COROLLARY 2.4. For an arbitrary graph T, Hom + (T, K n ) is isomorphic to the n-fold join Ind (T) * n .
In other words, if we understand the independence complex of a graph, then we understand the plus version of its space of n-colorings for any n.
An important additional piece of structure, binding together the Hom and the Hom plus constructions is that of a support map. Indeed, for any topological space X and a set S, there is the standard support map from the S-fold join of X to the appropriate simplex supp : * S X −→ ∆ S . The map supp is simply the projection map which "forgets" the coordinates in X.
As a special case, for arbitrary graphs T and G, we get the restriction map
. Explicitly, for each simplex of Hom + (T, G), η :
. An important property of the support map is that the preimage of the barycenter of ∆ V(T) is homeomorphic to Hom (T, G). We shall use this heavily in the analysis of our spectral sequence.
Cohomology of partial colorings of cycles.
The homotopy type of the independence complexes of cycles is well-understood. 
We shall use this result later on, as our spectral sequence will be converging to the cohomology groups of Hom + (C m , K n ). For future reference we also record the following observation.
PROPOSITION 2.7. For all integers m, n, such that m ≥ 5, n ≥ 4, we have
Proof. By Corollary 2.6, we just need to check that
where k = (m + 1)/3 .
If m ∈ {5, 6}, then k = 2, and (2.1) reduces to n + 3 > m, which is true. Thus we can assume that m ≥ 7. Notice that k ≥ (m − 1)/3, hence (2.1) would follow from n(m − 1)/3 + 3 > m + n. This can be rewritten as nm − 3m − 4n + 9 > 0, or, equivalently as (n − 3)(m − 4) > 3. Since n ≥ 4, m ≥ 7, this inequality is valid, with the equality only when m = 7, n = 4.
3. Setting up the spectral sequence.
3.1. Filtration induced by the support map. For simplicity, we shall for now consider Z 2 -coefficients. The additional issues arising in connection with switching to integer coefficients will be analyzed in Section 7.
consisting of a single simplex (with coefficient 1) indexed by η; when no confusion arises, we identify this chain with the simplex itself. Furthermore, let η * + denote the dual cochain. Following [BK04] , [Ko05a] we consider the Serre filtration of the cellular cochain complex C * ( Hom + (T, G); Z 2 ) associated with the support map. To describe the considered filtration explicitly, define the subcom-
where
∂ * is the restriction of the differential in C * ( Hom + (T, G); Z 2 ), and Hom
denotes the qth skeleton of Hom + (T, G). The idea is to filter by the preimages of the skeleta of ∆ V(T) . The F p,q is a vector space over Z 2 generated by all elementary cochains corresponding to q-dimensional cells, which are supported in at least p + 1 vertices of T. Note, that this restriction defines a filtration, since the differential does not decrease the cardinality of the support set. We have
3.2. The 0th and the 1st tableaux. We follow the treatment in [BK04] , [Ko05a] to describe the 0th and the 1st tableaux, as well as to perform a partial analysis of the second tableau.
To start with, as an additional piece of notations, by writing the brackets [−] after the name of a cochain complex, we shall mean the index shifting (to the left), that is for the cochain complex C = (C * , d * ), the cochain complex
We sharpen reader's attention on the fact that, when considering integer coefficients, we choose not to change the sign of the differential. 
Hence, the 0th tableau of the spectral sequence associated to the cochain complex filtration F * , and converging to H p+q ( Hom + (T, G); R), is given by
Furthermore, using the standard facts about spectral sequence, see [Ko05a] , [McC01] , we obtain the description of the first tableau as well. 
, for some q, and some S ⊆ V(G). The value of the first differential on σ is then given by
We shall next detail the formula (3.4) by introducing specific generators for the groups in the first tableau.
Encoding cohomology generators by arc pictures.
4.1. The language of arcs. An extensive notational apparatus to deal with these specific spectral sequence computations was introduced in [BK04] . It is convenient here to alter these notations somewhat, in part since our needs are different and in part to streamline the presentation, so, for the sake of compatibility, we shall now introduce the notations which we need.
Let S be a proper subset of V(C m ). We call the connected components of the induced subgraph C m [S] either singletons or arcs of S, depending on whether they have 1 or at least 2 vertices. For v ∈ S we let a(S, v) denote the arc of S to which v belongs (assuming this arc exists). Furthermore, for an arbitrary arc a of S, we let a = [a • , a • ] m , and finally, we set a : It is now time to interpret the formula (3.4) in terms of our combinatorial generators. Since the differentials in the spectral sequence are induced by the differential in the original chain complex, we may conclude that
where the sum is taken over all w, such that adding w to S does not unite two arcs from A. Note that (4.2) is also valid when |S| = m − 1, if we define σ S V in the same way for S = [m]. It might be worthwhile to observe at this point that the set of marked arcs in S ∪ {w} is equal to A if and only if w / ∈ A.
The first reduction.
By the definition (or in some approaches, property) of spectral sequences, in order to obtain the second tableau {E * , * 2 } we need to calculate the cohomology groups of the complex (E * ,(n−2)t 1
For all t, we have
To be precise, Proposition 4.2 is only stated in [BK04, Lemma 4.8] for the case when m is odd. However, the parity of m is not used in the proof there, and therefore holds for all m. The proof of [BK04, Lemma 4.8] proceeds by setting up an auxiliary spectral sequence and then analyzing it. It is also possible to give a more direct combinatorial (matching) argument by using the version of the discrete Morse theory which works for chain complexes, see [Ko05b] .
The matchings can be done as follows: for each collection of arcs A, One can see that in this situation, x i must be obtained from y i−1 by adding an element to its indexing set S which extends one of the arcs in A. The same should hold for the covering relation y t ≺ x 1 . Clearly, this leads to a contradiction, since the total length of arcs in A does not change on the matching edges in the cycle (A itself does not change there), while it increases along other edges.
Topology of the torus front complexes.

Reinterpretation of H
using a family of cubical complexes {Φ m,n,g }. Combining Proposition 4.2 with formula (4.2) we see that to compute the second tableau of our spectral sequence we need to calculate cohomology groups of a certain cochain complex, which we have combinatorially described by choosing an explicit basis of generators and then writing out the differentials in terms of these generators.
Our next idea is to reinterpret the cochain complex (A * t , d 1 ) as a chain complex which computes Z 2 -homology of a certain cubical complex. We now proceed with defining these complexes. For a natural number n ≥ 2, a circular n-set is the set of n points, which are equidistantly arranged on the circle of length n.
Definition 5.1. Let m, n, and g be natural numbers. The cubical complex Φ m,n,g is defined as follows:
• vertices of Φ m,n,g are indexed by all possible selections of m elements from the circular n-set, so that every two of the chosen vertices are at a distance at least g;
• to index higher-dimensional cubes we take all possible collections of m sets, where each set either contains a single element of the circular n-set, or consists of a pair of two elements at distance 1; the sets are required to be at minimal distance g, where the distance between two sets is defined as the minimum of the distances between their elements.
Clearly, the dimension of a cube indexed by a collection of sets is equal to the number of 2-element sets in this collection, and one cube contains another if and only if the corresponding collection of sets contains the collection of sets associated to the second cube. See Figure 5 .1 for graphic explanation.
For convenience of formulations, we introduce the convention that the complex Φ 0,n,g is a point. One can quickly list some trivial cases of the complexes Φ m,n,g . To start with a necessary and sufficient condition that these complexes are nonempty is that n ≥ gm. The complex Φ n,n,1 is just a point, and more generally Φ m,gm,g is a disjoint union of g points. It is not difficult to check by hand that the complex Φ m,n,g is connected whenever n > gm. The next case to consider is Φ m,gm+1,g , the interested reader is invited to check that Φ m,gm+1,g is a cycle of length gm + 1. Finally we remark that the dimension of Φ m,n,g is equal to min (m, n − gm). The usefulness of this family in our context becomes apparent from the following proposition.
Proof. We think of a collection of sets which indexes a cube in Φ t,m,3 as a collection of gaps between the arcs from A. This will clearly give a dimensionpreserving bijection between the cubes of Φ t,m,3 and the collections of t arcs A such that A = V(C n ). The condition that the distance between sets (read -gaps) is at least 3 corresponds to the requirement that arcs must have at least 2 elements. It remains the compare the differential maps: they coincide by the formula (4.2). Note that we are using the fact that we are working over Z 2 -coefficients.
Since we know that Φ m,gm,g are disjoint unions of g points it is enough to assume from now on that n > gm. The reason for choosing the word torus here is because the quotient space of the plane by this (Z × Z)-action can be viewed as a torus, where each (m, n)-grid path yields a loop following the grid in the northeastern direction, see Figure 5 .2. We notice that every torus front has a unique representative starting from the point (0, 0). It will soon become clear why we choose to consider the orbits of the action rather than merely considering these representatives of the orbits.
A northwestern sharp corner of a torus front is a vertex which is entered by a northbound edge, and exited by an eastbound edge, in the same way, a southeastern sharp corner of a torus front is a vertex which is entered by an eastbound edge, and exited by a northbound edge.
An elementary flip of a torus front is either a replacement of a northwestern sharp corner at (a, b) by a southeastern sharp corner at (a + 1, b − 1) or vice versa. It may help to think a torus front as a sort of flexible snake, where the sharp corners (meaning the vertex in the sharp corner, together with the two adjacent edges) can be flipped about (as if using ball-and-socket joints) the diagonal line connecting the neighbors of the sharp corner vertex. Finally, A flip of a torus front is a collection of noninterfering elementary flips, i.e., the flipped vertices are at least at distance 2 from each other, where the distance is measured along the front, see Figure 5 .3. The picture which we have in mind is that the torus front propagates through the torus by means of flips. Since we want flips to encode cells, we prefer to think of them as schemes of allowed elementary flips, rather than a concrete process of replacing one torus front with another. For a flip F, we call those torus fronts, which can be obtained by actually performing all the elementary flips from F (meaning here choosing one of the two positions for each flipped corner), the members of F.
Definition 5.4. Let m, n, and g be natural numbers. The cubical complex TF m,n,g is defined as follows:
• vertices of TF m,n,g are indexed by all possible (m, n)-torus fronts, whose horizontal legs have length at least g, here the length of the leg is taken to be the number of vertices it contains;
• the higher-dimensional cubes of TF m,n,g are indexed by all possible flips of (m, n)-torus fronts, whose members are vertices of TF m,n,g .
Notice that for g = 1 there are no conditions, so TF m,n,1 simply has all (m, n)-torus fronts as vertices and all flips as higher-dimensional cubes. It is also important to remark that the term "horizontal legs" includes the legs of length 1, on other words, for g > 1, it is prohibited that the torus front contains two consecutive northbound edges. It is also clear that moving along edges in Φ m,n,g corresponds to elementary flips in TF m,n−m,g . This is completely obvious as long as the flip does not concern the vertex (0, 0) (or, equivalently the vertex (m, n − m)). If, on the other side, the edge in Φ m,n,g indicates that we should flip the sharp corner (0, 0), then we can do that as well, but then we should also flip (m, n − m), and we will get an (m, n − m)-path from (1, −1) to (m + 1, n − m − 1); translating back we will again get an (m, n − m)-path from (0, 0) to (m, n − m).
If the flips are done on torus fronts instead of grid paths, then we do not need to consider different special cases, which is the main reason why we chose to replace the paths by the orbits of the (Z × Z)-action.
Note that the complex TF m,n−m,1 is isomorphic to the complex TF n−m,m,1 , and so the complex Φ m,n,1 is isomorphic to the complex Φ n−m,n,1 .
To understand the complexes Φ m,n,g satisfying n > mg, we shall study the complexes TF m,n,g with n > m( g − 1).
Grinding.
We shall now drastically simplify complexes TF m,n,g by means of the collapsing procedure which we call grinding. To illustrate the idea, let us consider the case m = n = 3, g = 1. The complex TF 3,3,1 (= Φ 3,6,1 ) consists of two cubes, indexed by the set collections {{1, 2}, {3, 4}, {5, 6}} and {{1, 6}, {2, 3}, {4, 5}}, and six additional squares, see Figure 5 .4 (this figure has been created in collaboration with Eva-Maria Feichtner). Each of these squares contains a vertex which does not belong to any other maximal cell; for example, for the square indexed with {{1, 2}, {3}, {4, 5}} this vertex is indexed with {{2}, {3}, {4}}. Therefore, we can collapse these 6 squares through these 6 vertices and the only thing left will be the 2 cubes hanging together by their end points. This is the characteristic picture we shall now see in general.
Let T be an (m, n)-torus front, which we represent as an (m, n)-grid path starting from (0, 0). We associate to T two lines M nw (T) and M se (T) defined as follows: both lines are parallel to the line L passing through the points (0, 0) and (m, n), and they both are tangential to the grid path representing T, M nw (T) from the northwest, and M se (T) from the southeast; see Figure 5 .3. We call these two lines the millstones of T.
The width of the torus front T, denoted w(T), is the distance between the millstones measured along the line x = −y. Clearly, the width cannot be less than √ 2/2, and the minimum is achieved only when m = n by the torus front where northbound and eastbound edges alternate at every step.
We let E nw (T) denote the set of the points in T ∩ M nw (T) which we call northwestern extreme corners; in the same way E se (T) = T ∩ M se (T) denotes the set of southeastern extreme corners. Extreme corners are by construction always sharp corners.
As mentioned above, each sharp corner defines an elementary flip of T, during which it remains a sharp corner, but changes orientation. If this sharp corner was extreme, then the new sharp corner would be extreme (on the opposite side) if and only if w(T) ≤ √ 2. Clearly, for any torus front, the elementary flips of northwestern extreme corners are mutually noninterfering, and therefore form one flip; the same is true for the southeastern extreme corners. Furthermore, if w(T) > √ 2/2, then these two sets of elementary flips do not interfere with each other either. Indeed, if they did, it would mean that two neighboring vertices on the torus front are extreme corners of different orientations, which would imply w(T) = √ 2/2. Assume now that w(T) > √ 2, and consider the total flip of all extreme corners. It is geometrically clear that performing any combination of these elementary flips will not increase the width of the torus front, and that performing all of the northwestern flips, or all of the southeastern flips, simultaneously will for sure decrease it.
Another important observation is that if an extreme northwestern corner is flipped on a torus front, where all horizontal legs have length at least g, then all horizontal legs have length at least g in the obtained torus front as well; the same is true if we flip an extreme southeastern corner. To see this, note that the only time the horizontal leg could be decreased is when one of its endpoints would be flipped. Assume that the horizontal leg in question runs from vertex a to vertex b, that a is flipped (no loss of generality here), and denote by c the vertex which we reach by the northbound edge from b. Then, the slope of the line connecting a with c is 1/ ( g − 1) , and, since we assumed m( g − 1) < n, we have 1/( g − 1) > m/n. The vertex a is flipped, hence it is a northwestern extreme corner, since c must lie on M nw (T) or to the southeast of it. This implies that 1/( g − 1) ≤ m/n, yielding a contradiction.
Thin fronts.
Let us now describe the cells which will, in a sense specified later, form a core of the cubical complexes TF m,n,g .
Definition 5.6. We call a torus front T thin if w(T) ≤ √ 2; we call it very thin if w(T)
It is easy to construct a very thin torus front for fixed m and n: simply start from the point (0, 0) eastwards and then approximate the line connecting (0, 0) with (m, n) as closely as possible, staying on one side of this line (touching the line is permitted). It is clear that if the approximation is not the closest possible, then w(T) ≥ √ 2. It is also important to notice that, since we assumed m( g − 1) < n, each horizontal leg in a thin torus front has length at least g, this can be proved with the same argument as the one we used to show that flipping all extreme corners preserves that property as well.
Let I denote the line segment connecting (0, 0) with (m, n). Counting from the origin in the northeastern direction, the first point on I with integer coordinates, other than the origin itself, is (m/ gcd (m, n), n/ gcd (m, n)), which can be achieved in (m+n)/ gcd (m, n) steps, (it is customary to denote the greatest common divisor with simple round brackets, but since (m, n) is used to denote the point on the plane with these coordinates, we prefer here a somewhat longer notation).
The very thin torus front, which we just constructed, will have (0, 0) as a northwestern extreme corner, and after that the northwestern extreme corners will repeat with the period of (m+n)/ gcd (m, n). From this we see that in general, to determine a very thin torus front we just need to specify, where on the part of the torus front connecting two consequent northwestern extreme corners the origin will lie. Therefore, we conclude that there are precisely (m + n)/ gcd (m, n) very thin torus fronts, and that the width of any very thin (m, n)-torus front depends only on m and n.
We now extend the definition of width. For any flip F, we define its width w(F) to be the maximum of widths of all the torus fronts which are members of F. The concepts of millstones and extreme corners can be extended to flips as well, see Proof. Let v be a thin torus front. Flipping a corner which is not extreme will give a flip of width strictly larger than √ 2, hence this is not allowed. If, on the other hand, an extreme northwestern corner is flipped, then, the width of this flip is equal to √ 2, and flipping another extreme northwestern corner will not change the width, whereas flipping any other vertex will increase it. The same holds for flipping extreme southeastern corners. It follows that there are two ways to get a maximal cell adjacent to v: either by flipping all extreme northwestern corners, or by flipping all extreme southeastern corners.
On the other hand, if F is a maximal cell, we have w(F) = √ 2. If we now choose a torus front T belonging to this cell, we will also have w(T) = √ 2, except for two cases: if in each elementary flip we either always choose northwestern path, or if we always choose southeastern path. We see that each maximal cell contains exactly two torus front of width strictly smaller than √ 2, and that these are opposite corners of the cube. Since Thin m,n,g is connected, the conclusion follows.
We remark, that since each cube can further individually be collapsed onto a path connecting two opposite vertices, Theorem 5.7 and Proposition 5.8 entail that TF m,n,g can be collapsed onto a cycle.
The implications for the cohomology groups of Hom
We now have enough information to complete the computation of the entire second tableau, except for the (m − 1)th column, the latter containing the cohomology groups of Hom (C m , K n ). Since the cohomology groups of Hom + (C m , K n ) are nontrivial only in one dimension, we can then use this to derive almost complete information about the cohomology groups of Hom (C m , K n ) with Z 2 -coefficients. In fact, with a little extra effort we can describe H * ( Hom (C m , K n ); Z 2 ) completely already now. For the sake of brevity we postpone the complete determination to Section 7 where the general case of integer coefficients will be dealt with.
By Propositions 4.2 and 5.2, to compute the values E p,q 2 , for p = m − 1, it is enough to calculate the Z 2 -cohomology groups of the complexes Φ t,n,3 , for the required range of the parameter t. These, on the other hand, are isomorphic to H * ( Thin t,n−t,3 ; Z 2 ), this follows from Proposition 5.5, and Theorem 5.7. Finally, by Proposition 5.8, we see that H 0 ( Thin t,n−t,3 ; Z 2 ) = H 1 ( Thin t,n−t,3 ; Z 2 ) = Z 2 , and the other cohomology groups are trivial. Tracing back all the indices we obtain the following answer. , which could potentially eliminate this entry at a later stage of the spectral sequence computation, are 0, we have no choice but to conclude that the map
is injective, and so E m−2,n−2 2 = 0. The case (m, n) = (7, 4) can be computed directly.
Since the reduced cohomology of Hom + (C m , K n ) is concentrated in one dimension, Proposition 5.9 allows us to compute almost all cohomology groups of Hom (C m , K n ). The complete computation is done in Section 7, see Theorem 1.3 for full answer.
Euler characteristic formula.
While the cohomology groups, and even the Betti numbers of the Hom complexes are usually very hard to compute, the Euler characteristic may turn out to be a more accessible invariant.
To start with, let T and G be arbitrary graphs. A simple counting in the filtration which we imposed on the simplicial complex Hom + (T, G) yields the following formula:
compare also with Proposition 7.1.
THEOREM 6.1. Let T and G be arbitrary graphs, then we have
Proof. Take the formula (6.1), and apply Möbius inversion on the Boolean algebra without the minimal element of all subsets of V(T).
THEOREM 6.2. For an arbitrary graph T, we have the following formula:
Proof. By Corollary 2.4 we know that Hom + (T, K n ) = Ind (T) * n . On the other hand, for any two simplicial complexes X and Y, we have
It follows that χ( Hom + (T, K n )) = ( − 1) n−1 χ( Ind (T)) n . Substituting this into identity (6.2) yields formula (6.3).
This gives a new proof of the following result. 
Proof. Since Ind (K t ) is just a set of t points, we have χ(K t ) = t − 1. Substituting this into equation (6.3) and noticing that the summands depend on the cardinality of S only, we obtain (6.4).
If we try to use formula (6.3) to compute the Euler characteristic of Hom (C m , K n ), we will need nontrivial reductions to get a nice answer. Using Proposition 5.9 instead yields a very simple formula directly. This is reflecting very well the reduction which often occurs when passing between tableaux in the spectral sequence computation, since using the filtration on the simplicial complex Hom + (T, G) as we did is the same as using the first tableau of our spectral sequence.
COROLLARY 6.4. For arbitrary positive integers m and n, such that m ≥ 5, n ≥ 4, we have 
Fixing orientations on
Hom and Hom + complexes. In this section we work only with integer coefficients, so we shall suppress Z from the notation. To be able to work with integer coefficients we need to choose orientations on cells, so that the differential maps can be determined. We shall use the notation and we shall cite (without proofs) results from [BK04] .
Let T and G be two graphs, and let us fix an order of the vertices of T and of G. , y) , where x ∈ V(T), y ∈ V(G), such that if x is looped, then so is y. We order these pairs lexicographically: (x 1 , y 1 ) ≺ (x 2 , y 2 ) if either x 1 < x 2 , or x 1 = x 2 and y 1 < y 2 . Then, we orient each simplex of Hom + (T, G) according to this order on the vertices. We call this orientation standard, and call the oriented simplex η + . We identify this simplex with the corresponding chain, and denote the dual cochain with η * + .
Next we deal with C * ( Hom (T, G) ). On each cell η ∈ Hom (T, G) we fix an orientation (also called standard) as follows: orient each simplex η(i) according to the chosen order on the vertices of G, then order these simplices in the direct product according to the chosen order on the vertices of T. We call this oriented cell η; a choice of orders on the vertex sets of T and G is implicit.
Note that permuting the vertices of the simplex η(i) by some σ ∈ S |η(i)| changes the orientation of the cell η by sgn σ, and that swapping the simplices with vertex sets η(i) and η(i + 1) in the direct product changes the orientation Let C * be the subcomplex of C * ( Hom + (T, G) ) generated by all η * + , for η :
Note that both C i ( Hom (T, G)) and X i (T, G) are free Z-modules with the bases . The new feature appearing when working over integers is that the sign of the generator may change when vertex representatives move along edges.
The pattern of the sign change is the same as in the case |V| = 1 described in [BK04] . Indeed, let S be a proper subset of [m] , so that C m [S] is a forest. Let (S, A) be an arc picture, and let V be the set of vertex representatives. Choose an arc a ∈ A and denote its vertex representative by v ∈ a. Choose w ∈ a, such that (v, w) ∈ E(C m ), and set W := (V ∪ {w}) \ {v}. We would like to understand the sign change which occurs when v is replaced by w as the vertex representative of a. Let A K 2 denote the disjoint union of copies of K 2 indexed by A. We define a graph homomorphism A K 2 → C m as follows: for the copy of K 2 indexed by a we choose one of the two graph homomorphisms K 2 → (v, w), for the other copies of K 2 we take any graph homomorphism mapping one of the vertices of K 2 to the vertex representative of the corresponding arc, and mapping the other vertex of K 2 to any of the neighboring vertices in S.
This homomorphism induces a Z
, where the Z 2 -action on the left hand side is induced by the antipodal action on the copy of K 2 indexed by a. On the other hand, we have 
If on the other hand (v, w) = (1, m), then the Z 2 -action does not interchange two neighboring simplices, but the first one and the last one instead. One of these simplices has dimension 0 and the other one has dimension n − 2. Using the rules for the sign change described in the subsection 7.1, we see that we get additional sign factor ( − 1) n(|A|−1) , since we have to swap simplices of dimension n − 2 in total |A| − 1 times, and each swap yields the sign ( − 1) (n−2) 2 = ( − 1) n ; we ignore the swaps involving 0-dimensional simplices since they do not influence the sign. So in this case we get
Combining with Proposition 7.1 we get the number of those generators of Q 1 t where these two coefficients are equal. It is easy to see that H 1 (Q t ) = H 0 (Q t ) = Z, if α is even, and H 1 (Q t ) = 0, H 0 (Q t ) = Z 2 , if α is odd, so all that remains is to calculate the parity of α.
One may think of generators of Q 1 t as being indexed by t-arc pictures (S, A), with all but one gaps consisting of one element, and one 2-element gap, denoted [x−1, x] m . Taking the boundary corresponds to narrowing this gap in two different ways: by extending one of the bordering arcs clockwise or counterclockwise. We break our calculation into 3 cases. See Figure 7 .1. Case 1. 2 ≤ x ≤ m − 1. By formula (7.4), filling in x − 1 or x will have the same sign. Furthermore, when filling in x, we shall also need to move the vertex representative from x + 1 to x. These vertices have different parity in the order on V(C m [S ∪ {a}]), hence by (7.2) we get an additional factor −1 for this generator. We conclude that all these generators of Q 1 t do not contribute to α.
Case 2. x = m. Again, by formula (7.4), filling in x − 1 or x will have the same sign. However, in this case we have to be careful about the sign caused by moving the vertex representative from 1 to m. By formula (7.3), the additional sign is ( − 1) mn+n+1 , since b = m − t − 2, and |A| = t. So the contribution to α is 1 if mn + n is odd, and 0 otherwise.
Case 3. x = 1. In this case shifting the vertex representative gives the sign −1, by (7.2). The nontrivial contribution comes instead from the fact that filling x and x − 1 may give different signs. The difference in signs is ( − 1) nt+m+t+1 , since m−t −1+t(n−2) is total number of vertices (if counted with multiplicities) in positions 2 through m − 1. Therefore, in this case the contribution to α is 1 if nt + m + t + 1 is even, and 0 otherwise.
By construction of the path P, the group Q 1 t contains exactly one generator with x = m, and exactly one generator with x = 1. Summarizing we see that α is odd if and only if mn + n + nt + m + t + 1 is odd. Note that mn + n + nt + m + t + 1 = 
n is even, and m + t is even, 0 Z 2 2 ≤ t ≤ (m − 1)/3 n is any, and 3 | m, 0
(m + t + 1)(n + 1). Thus we obtain the extension of Proposition 5.9 to the case of integer coefficients. We present it in Table 7 .1.
Summary: the full description of the groups H
We are now ready to prove our main theorem.
Proof of Theorem 1.3. Recall that all cohomology groups of Hom + (C m , K n ) are zero except for one, see Corollary 2.6. Since our spectral sequence converges to H * ( Hom + (C m , K n ); Z), we know that almost all entries in the second tableau should cancel out.
Since n ≥ 4, the calculation summarized in Table 7 .1 implies that there will be no nonzero differential between entries in columns 0, . . . , m − 2. If n ≥ 5, then the differentials with entries in the (m − 1)st column as a target will never have the same target entry. If n = 4, the targets for two such differentials may be the same, but then the sources will simply sum up. This follows from the pattern of the entries and from the algebraic fact that if we have a group homomorphism f : A → G such that f is an injection, A is either Z or Z 2 , and G/ Im f is isomorphic to Z, then G is isomorphic to A ⊕ Z.
Since H i ( Hom + (C m , K n )) = 0, for i < nk − 1, we obtain the "A part" of (1.2), with the exception of a single entry in the case m = 3k + 1, which is dealt with below. So we are done with the calculation of almost all cohomology groups of Hom (C m , K n ) at this point. To get the remaining "B part", we need to see what happens on the diagonals x + y = const ≥ nk − 2. We shall consider 3 different cases.
Assume first that m = 3k − 1. We see from Table 7 .1 that the top (in terms of the sum of coordinates) nonzero element is E m−k,(n−2)(k−1) 2 . This element is on the diagonal m−k +(n−2)(k −1) = m+nk −3k −n+2 = nk −n+1 = (nk −1)−(n−2), hence it is n − 2 diagonals away from the diagonal nk − 1, and we conclude that B m,n = Z(nk − m). induced by the vertices which have the winding number w (each vertex is a graph homomorphism between cycles, which gives rise to continuous map of S 1 to itself, hence the notion of winding number is well defined). Without loss of generality we can assume that w is nonnegative. Then, m − nw is even, and we set r = (m − nw)/2. If both m and n are even, the complex X w has two connected components, otherwise it is connected. Tracing the constructions we obtain the following reformulation. Most of the discussion from Section 5, including such notions as extreme corners, thin flips, and millstones, generalizes to the band torus front context without any modification whatsoever. For the sake of brevity, we do not repeat it here, and simply state the main result. We now obtain the band analog of Proposition 5.8. 
