Abstract-This paper presents the performance of different blockbased discrete cosine transform (DCT) algorithms for compressing color image. In this RGB component of color image are converted to YCbCr before DCT transform is applied. Y is luminance component; Cb and Cr are chrominance components of the image. The modification of the image data is done based on the classification of image blocks to edge blocks and non-edge blocks, then the edge block of the image is compressed with low compression and the nonedge blocks is compressed with high compression. The analysis results have indicated that the performance of the suggested method is much better, where the constructed images are less distorted and compressed with higher factor.
I. Introduction
The objective of an image compression technique is to represent an image with smaller number of bits without introducing appreciable degradation of visual quality of decompressed image. These two goals are mutually conflict in nature. In a digital true color image, each color component that is R, G, B components, each contains 8 bits data [1] . Also color image usually contains a lot of data redundancy and requires a large amount of storage space. In order to lower the transmission and storage cost, image compression is desired [2] . Most color images are recorded in RGB model, which is the most well known color model. However, RGB model is not suited for image processing purpose. For compression, a luminance-chrominance representation is considered superior to the RGB representation. Therefore, RGB images are transformed to one of the luminance-chrominance models, performing the compression process, and then transform back to RGB model because displays are most often provided output image with direct RGB model. The luminance component represents the intensity of the image and look likes a gray scale version. The chrominance components represent the color information in the image [3, 4] . Douak et al. [5] have proposed a new algorithm for color images compression. After a preprocessing step, the DCT transform is applied and followed by an iterative phase including the threshold, the quantization, dequantization and the inverse DCT. For the aim, to obtain the best possible compression ratio, the next step is the application of a proposed adaptive scanning providing, for each (n, n) DCT block a corresponding (n×n) vector containing the maximum possible run of zeros at its end. The last step is the application of a modified systematic lossless encoder. The efficiency of their proposed scheme is demonstrated by results. Mohamed et al. [6] proposed a hybrid image compression method, which the background of the image is compressed using lossy compression and the rest of the image is compressed using lossless compression. In hybrid compression of color images with larger trivial background by histogram segmentation, input color image is subjected to binary segmentation using histogram to detect the background. The color image is compressed by standard lossy compression method. The difference between the lossy image and the original image is computed and is called as residue. The residue at the background area is dropped and rest of the area is compressed by standard lossless compression method. This method gives lower bit rate than the lossless compression methods and is well suited to any color image with larger trivial background.
In this paper, the proposed method for color image compression makes a balance on compression ratio and image quality by compressing the vital parts of the image with high quality. In this approach the main subject in the image is very important than the background image. Considering the importance of image components and the effect of smoothness in image compression, this method classifies the image as edge blocks (main subject) and non-edge blocks (background), then the background of the image is subjected to low quality lossy compression and the main subject is compressed with high quality lossy compression. We tested our algorithm with different kind of image and the experimental results show the effectiveness of our approach. The rest of our paper is organized as follow, The JPEG Compression method and detect edges used in the proposed work are described in section II. Section III describes the proposed algorithm. Section IV presents the experimental results obtained in this paper. Section V draws the conclusion of this work. Principles behind JPEG Compression, a common characteristic of most images is that the neighboring pixels are correlated and therefore contain redundant information. The foremost task then is to find less correlated representation of the image. Two fundamental components of compression are redundancy and irrelevancy reduction. Redundancy reduction aims at removing duplication from the signal source. Irrelevancy reduction omits parts of the signal that will not be noticed by the signal receiver, namely the Human Visual System (HVS). The JPEG compression standard (DCT based) employs the use of the discrete cosine transform, which is applied to each 8x8 block of the partitioned image. Compression is then achieved by performing quantization of each of those 8x8 coefficient blocks. Image transform coding for JPEG compression algorithm.
In the image compression algorithm, the input image is divided into 8-by-8 or 16-by-16 non-overlapping blocks, and the twodimensional DCT is computed for each block. The DCT coefficients are then quantized, coded, and transmitted. The JPEG receiver (or JPEG file reader) decodes the quantized DCT coefficients, computes the inverse two-dimensional DCT of each block, and then puts the blocks back together into a single image. For typical images, many of the DCT coefficients have values close to zero; these coefficients can be discarded without seriously affecting the quality of the reconstructed image. A two dimensional DCT of an N by N matrix pixel is defined as follows
For decoding purpose there is an inverse DCT (IDCT):
The DCT based encoder can be thought of as essentially compression of a stream of 8x8 blocks of image samples. Each 8 X 8 block makes its way through each processing step, and yields output in compressed form into the data stream. Because adjacent image pixels are highly correlated, the forward DCT (FDCT) processing step lays the foundation for achieving data compression by concentrating most of the signal in the lower spatial frequencies. For a typical 8x8 sample block from a typical source image, most of the spatial frequencies have zero or near-zero amplitude and need not be encoded. In principle, the DCT introduces no loss to the source image samples; it merely transforms them to a domain in which they can be more efficiently encoded. After output from the FDCT, each of the 64 DCT coefficients is uniformly quantized in conjunction with a carefully designed 64-element quantization table (QT). At the decoder, the quantized values are multiplied by the corresponding QT elements to recover the original unquantized values. After quantization, all of the quantized coefficients are ordered into the "zig-zag" sequence as shown in figure 2. This ordering helps to facilitate entropy encoding by placing low-frequency non-zero coefficients before high-frequency coefficients. The DC coefficient, which contains a significant fraction of the total image energy, is differentially encoded. Figure 1 (b) show the JPEG decoder architecture, which is the reverse procedure described for compression.
B. Edge Detection
There are several techniques have been used for edge detection [8] . In this paper, Canny Method is used, the canny edge detection algorithm is known to many as the optimal edge detector [9] . Firstly it smoothes the image to eliminate the noise. It then finds the image gradient to highlight regions with high spatial derivatives. The algorithm then tracks along these regions and suppresses any pixel that is not at the maximum (nonmaximum suppression). The gradient array is now further reduced by hysteresis. Hysteresis is used to track along the remaining pixels that have not been suppressed. Hysteresis uses two thresholds and if the magnitude is below the first threshold, it is set to zero (made a nonedge). If the magnitude is above the high threshold, it is made an edge. And if the magnitude is between the two thresholds, then it is set to zero unless there is a path from this pixel to a pixel with a gradient above the second threshold.
III. The Proposed Image Coding Scheme
The proposed technique built around several steps. Each step will be explained in more details in the following: a) Transform RGB to YCbCr [11] Before the application of the RGB to YCbCr transformation, the mean values of the three plane images R, G and B are removed. The use of the already reported transformation is due to the fact that almost signal energy of the new transformed YCbCr image is contained in the Y plane. Consequently, we can achieve an efficient compression that allows reaching high compression ratios in the Cb and Cr without loosing the quality of the whole compressed image when returned to the original RGB space. It means that acting on YCbCr space proffers better performances than the original RGB space. The RGB to YCbCr is performed respecting to 
b) Block-based DCT transform
For any color image, after the preprocessing step (means removing and RGB to YCbCr), each one of the new three planes (Y,Cb,Cr) are partitioned to blocks and classification the blocks into edge (foreground and more important block) and non-edge (background and less important block). The classification process is accomplished by using canny method. The different block sizes: 8×8, 16×16 or 32×32 were tested. Each block is DCT transformed. It is clear, that DCT transform (such as the wavelets) concentrate the great part of block energy in few representative coefficients.
The DCT coefficients in each block are then uniformly quantized with quantization step sizes depending on the DCT coefficient. The step sizes are represented in a quantization matrix called the Q-matrix. Different Q-matrices are typically used for the luminance and chrominance components. This quantization stage determines both the amount of compression and the quality of the decompressed image. Large quantization step sizes give good compression but poor visual performance while small quantization step sizes give good visual performance but small compression.
In the first scheme (M-1), all AC coefficients of the edge blocks on each components (Y, Cb and Cr) are used. After quantization and zigzag scan the non-zero of the quantized coefficients is counted and all AC coefficients will be used as the input of the huffman coding. The non-edge block will be coded using only the DC coefficient. The results of the M-1 scheme are given in Table 1 .
In the second scheme (M-2), a 70% of the non-zero AC coefficients of the edge blocks on each components provides good results. After quantization and zigzag scan the non-zero of the quantized coefficients is counted and only the first 70% of the non-zero AC coefficients on each component will be used as the input of the huffman coding. The non-edge block will be coded using only the DC coefficient. The results of the M-2 method are given in Table 1 .
In the third technique (M-3), a 50% of the non-zero AC coefficients of the edge blocks on Y component, 50% of the non-zero AC coefficients of the edge blocks on Cb component, and 50% of the non-zero AC coefficients of the edge blocks on Cr component provides an accepted results. After quantization and zigzag scan the non-zero of the quantized coefficients is counted and only the first 50% of the non-zero AC coefficients on each component will be used as the input of the huffman coding. The non-edge block will be coded using only the DC coefficient. The results of the M-3 scheme are given in Table 1 . M-3 scheme provides improvement in the CR from 9.35 to 14.61 relative to the M-1 scheme (at 8×8 block size) with a little decreasing of the image quality and PSNR.
IV. Experimental Results
The proposed image coding scheme is implemented according to the description in section III and tested with different block size (8×8, 16×16 and 32×32) and with a set of test color images shown in figure 3 (Nile of size 512×512, and Barbara, Gold, Couple and Girl of size 256×256).
Here compression ratio is measured in terms of bpp and the image quality in terms of PSNR and visual fidelity index [10] . The bpp and PSNR may be defined, respectively, as where MSE is the mean square error for each space. Fig. 5 and Fig. 6 give visual and quantitative results of the method considering the RGB to YCbCr transformation for block size 8×8, 16×16 and 32×32, respectively. Table 2, table  3 and table 4 show the comparison of the results with the proposed technique to the CBDCT-CABS [5] , RGB space method [7] and JPEG image compression schemes. The average of the proposed method (M-3) with little bit rate give better PSNR than recent publisher (CBDCT-CABS [5] , RGB space method [7] ) methods and high compression as shown in table 2 and table 3 . The results of the proposed method (M-3) show an improvement over JPEG, for different types of images. The proposed method's (M-3) PSNR is higher than that of JPEG by approximately 2.22 dB. 
V. Conclusion
In this paper a block-based coding scheme was proposed along with its applications to compress color images. The obtained results shows the improvement of the proposed method over the recent published paper both in quantitative PSNR terms and very particularly, in visual quality of the reconstructed images. Furthermore, it increased the compression rate. 
