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LBLP: Link-Clustering-Based Approach for Overlapping Community
Detection
Le Yu, Bin Wu , and Bai Wang
Abstract: Recently, complex networks have attracted considerable research attention. Community detection is an
important problem in the field of complex networks and is useful in a variety of applications such as information
propagation, link prediction, recommendation, and marketing. In this study, we focus on discovering overlapping
community structures by using link partitions. We propose a Latent Dirichlet Allocation (LDA)-Based Link Partition
(LBLP) method, which can find communities with an adjustable range of overlapping. This method employs the LDA
model to detect link partitions, which can calculate the community belonging factor for each link. On the basis of this
factor, link partitions with bridge links can be found efficiently. We validate the effectiveness of the proposed solution
by using both real-world and synthesized networks. The experimental results demonstrate that the approach can
find a meaningful and relevant link community structure.
Key words: community detection; overlapping community; latent Dirichlet allocation; link partition

1

Introduction

Recently, complex networks have attracted considerable
research attention as they have ubiquitous in our life. An
important problem in the field of complex networks
is to detect a community. A community detection
method finds partitions of nodes that are densely
connected inside partitions but sparsely connected
outside[1] . However, overlaps among communities exist
in many real situations; for example, people can share
information with multiple people such as colleagues,
acquaintances, family, friends, fans, and activists. In
the case of community detection, these multi-role nodes
are divided into multiple groups known as overlapping
nodes[1] . The goal of overlapping community detection
is to detect such overlapping nodes and communities.
Most of the overlapping community detection
approaches directly divide the nodes of a network into
 Le Yu, Bin Wu, and Bai Wang are with the School of Computer
Science, Beijing University of Posts and Telecommunications,
Beijing 100876, China. E-mail: yulebupt@gmail.com;
fwubin,wangbaig@bupt.edu.cn.
 To whom correspondence should be addressed.
Manuscript received: 2013-07-02; accepted: 2013-07-12

different communities. Ahn et al.[2] explored a new
idea of partitioning links instead of nodes in order to
find the community structure. The link-based algorithm
first forms clusters on the edges of a network and then
maps the link partitions to the node communities by
gathering the nodes incident to all the edges within
each link community. Ahn’s link-based algorithm has
been proven to accurately detect complex multi-scale
communities.
In this paper, we propose an algorithm called the
Latent Dirichlet Allocation (LDA)-Based Link Partition
(LBLP) method, which can find communities with an
adjustable range of overlapping. In our algorithm, we
employ LDA[3] to find link partitions, which is a threelevel Bayesian network. LDA was first proposed by Blei
et al.[3] to model a document as a bag of words. In a
community detection task, communities are modeled as
latent variables and considered to be a distribution on
the edges. LDA can calculate the community belonging
factor for each edge. Each element related to this factor
represents the probability of each link’s belonging to
every community. On the basis of the belonging factor,
we can find a link community with bridge links.
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Through this study, we make the following
contributions:
 By using the hierarchical Bayesian network
LDA, we model the linkage behavior and the
community as random variables and use the
community belonging factor for detecting a
link community. Moreover, we propose a fast
strategy to detect link partitions with bridge
edges.
 By taking into account the bridge edges,
we can improve the quality of community
detection. Meanwhile, LBLP can find an
overlapping community with an adjustable
range of overlapping according to the
applications or user preferences.

2

Related Works

The problem of overlapping community detection has
been well studied, and a considerable number of
algorithms have been developed. Xie et al.[4] reviewed
the state-of-art overlapping community detection
algorithms, quality measures, and benchmarks. These
algorithms can be roughly divided into five categories.
The most famous overlapping algorithm for
overlapping community detection, named the
Clique Percolation Method (CPM), was proposed in
Ref. [1]. The algorithm makes the assumption that each
community is a union of adjacent k-cliques. Because a
node may belong to multiple k cliques, this community
structure can overlap. CPMw[5] extends the CPM
algorithm to weighted networks by using the subgraph
intensity threshold. Because of the high computing
complexity, Sequential Clique Percolation (SCP)[6]
finds the clique communities of a given size instead of
processing all values of k.
Ahn et al.[2] proposed the Ahn, Bagrow, and
Lehmann (ABL) algorithm that partitions links by the
hierarchical clustering of link similarity. It calculates
the similarity between link ei k and link ej k incident
on a node k. Single-linkage hierarchical clustering
is then used for building a link dendrogram. Cutting
this dendrogram at some threshold yields link
communities. Wu et al.[7] provided a post-processing
procedure for finding the overlapping community. Kim
and Jeong[8] extended the Infomap algorithm to the line
graph that encodes the path of the random walk on the
line graph by using the Minimum Description Length
(MDL) principle. Research of Ref. [9] extended the line
graph to a clique graph in which cliques of a given
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order are represented as nodes in a weighted graph. Ye
et al.[10] proposed an efficient multi-resolution link
community detection algorithm to detect the link
communities. They employed node partitions to find
a link community in a massive network. Shi et al.[11]
proposed a genetic algorithm to detect overlapping
communities with link clustering by optimizing the
object function partition density D: Our algorithm
belongs to this class.
Algorithms utilizing optimization usually rely on a
local benefit function that characterizes the quality of
a densely connected group of nodes. The Lancichinetti
et al.[12] proposed a fitness function and extended
a community from a random seed node to form a
natural community until the fitness function was locally
maximal. OSLOM[13] found overlapping communities
by the local optimization of a fitness function
expressing the statistical significance of clusters with
respect to random fluctuations. OSLOM usually
resulted in a significant number of outliers or singleton
communities. There are many other similar algorithms,
such as OCA[14] , GCE[15] , and COCD[16] .
Fuzzy community detection methods evaluate the
strength of interaction between all pairs of nodes
and communities. These algorithms can calculate
a soft membership vector for each node, which
requires the dimensionality k of the membership
vector. Zhang et al.[17] proposed an LDA-based
community detection method in which the network
was encoded like a corpus. The LDA model calculated
the membership vector for each node. The method
proposed in Ref. [18] employed Nonnegative Matrix
Factorization (NMF), which is a feature extraction
and dimensionality reduction technique, to find an
overlapping community. Nepusz et al.[19] modeled
the overlapping community detection as a nonlinear
constrained optimization problem, which can be solved
by using simulated annealing methods. Zhang et al.[20]
proposed a spectral-clustering-based algorithm. Given
the community number k, the method mapped the
network into d -dimensional Euclidean space .d < k/.
Then, fuzzy c-means was used for obtaining a soft
partition.
Steve designed the CONGO[21] method, which makes
use of the split betweenness index. In order to detect
the overlapping communities, the CONGO algorithm
directly splits vertices with a high split betweenness
in a specific way on the entire network. The
number of communities needs to be specified by the
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users. Copra[22] employs a label propagation technology
to find overlapping communities in which each node
can have v multiple community labels. However,
the parameter v is vertices independent. If there are
some vertices with a small number of community
memberships and the others have a large number of
community memberships, it will be hard for Corpra to
choose a suitable v to satisfy both types of vertices at
the same time.
Our work can be classified into both link partition and
fuzzy community detection classes.

3

Link-Based Overlapping
Detection Approach

Community

This section describes the LBLP algorithm in
detail. The LBLP algorithm employs the LDA
model to detect link partitions and induces to node
communities. The algorithm includes three parts:
network encoding, link-LDA model, and model
inference. Before discussing LBLP in detail, we will
introduce some notations and definitions.
3.1

Terminology and background

We assume that a social network G D .V; E/ contains
the vertex set V and the edge set E. Each vertex in V
represents as an actor and an edge in E represents the
interaction between the actors.
Problem Given a network including the node set
V D fv1 ; v2 ;    ; vm g, divide the edge set E D
fe1 ; e2 ;    ; en g, which is defined for the edges between
the different nodes, into k communities P1 ; P2 ;    ; Pk
on the basis of the link behavior and determine the node
community Ci induced by the edge community Pi .
Definition 1 Line graph Give a network G D
.V; E/, create a line graph LG of the original
network. The nodes in LG are the edges in G and the
edges in LG exist on the basis of whether the edges
share common nodes in G, i.e., V .LG/ D E.G/.
Definition 2 Edge weight Given " 2 E.G/,
End."/ represents the nodes connecting the edge ". For
all the edge pairs ."i ; "j /, and "i ¤ "j , E.LG/ D
f."i ; "j /jEnd."i / \ End."j / D ∅g. Define the N  M
matrix F as follows: if m 2 End."/, then Fm;" D 1;
otherwise, Fm;" D 0. The weight of edge ."i ; "j / can
be defined according to Ref. [23]:
X Fm;"i Fm;"j
W"i ;"j D
.1 ı"i ;"j /
(1)
dm 1
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then ı"i ;"j D 1; otherwise, ı"i ;"j D 0.
The LDA model is a general probabilistic process for
modeling the sparse vectors of the count data. Figure 1
shows the graphical model representation of the LDA
model. For the considered text corpus, each document
of D documents is a mixture of K latent topics, each
of which describes a multinomial distribution of a
W -word vocabulary. The generative process of the
LDA model for words and documents is as follows:
For each Nj word in document j :
(1) Sample a topic zij  Multinomial.j /
(2) Sample a word xij  Multinomial.˚zij /

The probability that a word xij exists in the document
j is as follows:
K
X
p.xij jj ; ˚ / D
p.xij j˚k /p.zij D kjj / (2)
kD1

The parameters of the multinomials for topics in a
documents j and words in a topic ˚k have Dirichlet
priors ˛ and ˇ respectively as follows:
j j˛  Dirichlet.˛/;
˚k jˇ  Dirichlet.ˇ/:
˚k indicates the words that are important in topic k,
and j indicates the topics that appear in document
j [25] . Therefore, the joint probability of a document dj
with all the words and topics is as follows:
p.dj j˛; ˇ/ D
Nj K
Z
Y
X
p.j˛/.
p.zij D kj /p.xij jzij ; ˇ//d:
i D1 kD1

Finally, by taking the product of the marginal
probabilities of single documents, we estimate the
probability of a corpus as follows:
p.Dj˛; ˇ/ D
Nd K
M Z
Y
Y
X
p.d j˛/.
p.zij D kj /p.xij jzij ; ˇ//dd :
i D1 kD1

d D1

JG

G

Tm

D

zm , n

wm,n

n  >1, N m @

JG

E

m  >1, M @

JG

Mk
k  >1, K @

m;dm >1

where dm denotes the degree of node m. If "i D "j ,
Fig. 1

Graphical model for LDA.
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The mixing coefficients for each document and the
word-topic distribution are hidden and are learnt from
data using unsupervised learning methods[24] . Model
inference approaches that have been used frequently
include variational Bayesian, Gibbs sampling, and
expectation propagation[3, 25, 26] . The symbols and
notations used in this paper are summarized in Table 1.
3.2

LDA-based link clustering

When the LDA model is used for the detection of a link
community, the line graph should usually be encoded in
a set of structured character strings. In the line graph,
each edge ei is characterized by its Interaction Profile
(IP), which is defined as a set of its neighboring edges
fnei;1 ; nei;2 ;    ; nei;ni g and the corresponding weight
(Eq. (1)). Formally,
IP.ei / D f.nei;1 ; Wei ;nei;1 /; .nei;2 ; Wei ;nei;2 /;    ;
.nei;ni ; Wei ;nei;ni /g;
where ni denotes the number of ei adjacent edges. For
example, in Fig. 2, edge e0 has four adjacent edges
f1, 2, 5, 6g, and the corresponding weights can be
calculated by using Eq. (1). Each edge is represented by
Table 1
Parameter
M
N
K
Nm
˛; ˇ

k
P
C
Nek
Nkj

Notations

Definition
Number of nodes
Number of edges
Number of communities
Number of edge m’s neighbors
Dirichlet parameters
Edge-community distribution
Community-edge ditribution
Link community structure
Node community structure
Co-occurrence of edge e and community k
Co-occurrence of edge e and j assigned
to community k

its adjacent edges. The encoding schema guarantees that
edges in the same community have similar interaction
profiles. Moreover, we consider that the edges in IP are
exchangeable and hence, their order is not a concern.
In our research, we use LDA to model the interactions
between the nodes in a network. The main idea of
LBLP algorithms is to assume that the adjacent edges of
each edge are generated by a mixture of communities,
where a community is represented as a multinomial
probability distribution over the edges. The mixing
coefficients for each edge and the edge-community
distribution are unobserved and are learned from data
by using unsupervised learning methods. Figure 3
shows the graphical model of the link-LDA model. The
generative process for the line graph as follows:
(1) Choose ni  Poisson./
(2) Sample mixture components k  Dir.ˇ/
for k  Œ1; K
(3) Choose i  Dir.˛/
for each adjacent edge nei;j of edge ei
(4) Choose a link community pi;j ,
pi;j  Multinomial.i /
(5) Choose an adjacent edge nei;j ,
nei;j  Multinomial.i;j /
(6) Return resulting states.

Therefore, the probability that there is an interaction
existing between edges ei and nei;j is as follows:
K
X
p.nei;j ji ; / D
p.nei;j jk /p.pi;j D kji /:
kD1

Given the hyper-parameters ˛ and ˇ, the join
distribution of all observed and hidden variables is as
follows:
p.G; P; ;˚ j˛; ˇ/ D
Ni
Y

p.ei jpi;j /p.pi;j ji /p.i j˛/p.˚jˇ/:

j D1

Fig. 2

Encoding process.

Fig. 3

Generative process of line graph.
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Given the observed edges e D fnei;j g, the goal of
inference is to compute the posterior distribution over
the latent link communities P D fpi;j g, the mixing
proportions i , and the communities k .
3.3

Inference and parameter estimation under
LDA

Blei et al.[3] developed a variational algorithm for
learning the model from data. Subsequently, Griffiths
and Steyvers[25] proposed a learning algorithm based
on the collapsed Gibbs sampling. These two types
of algorithms have their own advantages. Although
the variational approach is faster computationally, the
Gibbs sampling approach is more accurate because it
asymptotically approaches the correct distribution. In
this work, we employ the Gibbs sampling approach to
learn the model from social networks. The pseuclocode
is shown in Algorithm 1. We assume the summations
Algorithm 1

of the data using Nekj D #fi W nei;j D e; pi;j D kg,
and for the sake of convenience, the missing index is
P
summed out. Therefore, Nkj D e Nekj and Nek D
P
j Nekj . Nek indicates that the frequency of edge e
is assigned to link community k, and Nkj indicates
that the frequency of the adjacent edge and edge j has
been assigned to link community k. Then, we use all
the current states but one variable p:ij to calculate the
conditional probability of pij as follows:
1
p.pij D kjp:ij ; e; ˛; ˇ/ D akj bwk ;
P
where
:ij
X
Nwk
Cˇ
:ij
akj D Nkj
C˛; bwk D :ij
;P D
akj bwk :
Nk C wˇ
k
Then, we can estimate Ewk and Ekj on the basis of a
sample as follows:
Nwk C ˇ
Ewk D
Nk C W ˇ
Nkj C ˛
Ekj D
Nj C K˛

Link-LDA Gibbs Sampling

t
Input: Zero all count variables, nk
m ; nm ; nk ; nk
for all documents m 2 Œ1; M  do
for all words n 2 Œ1; Nm  in m do
Sample topic index zm;n D k  Mult.1=k/
increment document topic count W n.k/
m C1
increment doucument topic sum W nm C 1
increment topic term count W ntk C 1
increment topic term sum W nk C 1
end for
end for
Gibbs sampling over burn-in period and sampling period
while not finished do
for all documents m 2 Œ1; M  do
for all words n 2 Œ1; Nm  in m do
for the current assignment of k to term t
for word wm;n decrement counts and sums W
nk
1; nm 1; ntk 1; nk 1
m
multinomial sampling
sample topic index e
k  p.zi j!
zi ; !
w/
use the new assignment of zm;n to the term t
for word wm;n to W
increase counts and sums W
t
nk
m C 1; nm C 1; nk C 1; nk C 1
end for
end for
check convergence and read out parameters
if converged and L sampling iterations since
last read out then
the different parameters read outs are average:
read out parameter set  according to Eq: .3/:
read out parameter set ˚ according to Eq: .4/
end if
end while
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3.4

(3)
(4)

Link partition detection

After the Gibbs sampling, we can estimate the edge-link
E N . For each edge i,
community distribution  D fg
nD1
the probability of link communities is as follows:
i D Œp.p1 jei /; p.p2 jei /;    ; p.pk jei /
(5)
Traditional algorithms employ cluster algorithms
such as K-means to  in order to detect the link
partitions and all edges are divided into link partitions.
However, there is a drawback that the bridge edges
cannot be divided into any community as doing
so may decrease the accuracy of the community
detection. Figure 4 shows a simple network that
contains two communities f1,2,3g and f4,5,6g (Fig. 4c).
The bridge edge is defined as the edge connecting two
communities. An example is the edge e4 . As shown,
when edge e4 is divided into either of the two link
partitions (Figs. 4d and 4e), we cannot detect the actual
community structure. In order to avoid this problem,
we propose a fast link clustering strategy
Max with
a tunable parameter . By using this strategy, we can
detect the link partitions according to Formula (6).
mi
e 2 pi ; if
>
(6)
Maxm
where pi denotes the link partition that edge e belongs
to and Maxm denotes the maximum term in m .
Since the bridge edge connects two communities,
the corresponding term in m is higher than the
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Fig. 4

Illustration of bridge edge.

others. If edge e belongs to two communities, it implies
that e is the bridge edge. In Fig. 4, edge e4 has
a similar and higher belonging probability to both
partitions. Therefore, edge e4 is removed from the link
partitions.

4

Experiments

This section discusses the validation of the effectiveness
of LBLP comprehensively. Firstly, we evaluate the
ability of LBLP to discover the overlapping nodes and
the bridge edges on the typical networks. Then, we
compare the effectiveness of LBLP with other state-ofthe-art algorithms on the artificial and real networks. All
experiments are carried out on a 2.66-GHz and 3-GB
RAM Pentium IV computer.
4.1

Experiments on typical overlapping structure

In this section, we assess LBLP on four toy networks
with typical overlapping structures[10] as shown in
Fig. 5. The parameters are set as follows[27] : ˛ D
1; ˇ D 0:01. We can see that network B is a twolevel hierarchical network, where LBLP detects the
overlapping nodes successfully. In network A and
network C, there are bridge edges that should not
be divided into any community. LBLP successfully
distinguishes the bridge edges and deals with them
appropriately. Figure 6 shows the belonging probability
of the bridge edges. Network D contains two cliques
with two overlapping nodes. LBLP correctly divides
the sharing nodes of the two cliques. Overall, LBLP
accurately reveals the overlapping communities in all
these networks and ensures that all nodes of the network
are covered in partition. Real networks contain these
basic network structures. Considering this fact, we can
conclude that the good results that LBLP has in the case

Fig. 5

Typical overlapping networks.

of these networks can assure its performance on real
networks.
4.2

Experiments on artificial networks

In order to test the performance of LBLP, we employ
the benchmark network Lancichinetti, Fortunato,
Rodicchi (LFR)[28] and use Normalized Mutual
Information (NMI) (Eq. (7)) as the measurement
criterion. The LFR benchmark simulates real networks
with overlapping community structures and is widely
used for evaluating algorithms for overlapping
community detection[18] . LFR assumes that the
distributions of degree and community size are power
laws with exponents 1 and 2 , respectively. LFR
provides the mixing parameter , the average degree k,
the maximum degree kmax , the maximum community
size cmax , and the minimum community size cmin to
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Table 2
G1
G2
G3
G4
G5
G6

(a) Line graph of Fig. 5c

Fig. 6

Link community result of bridge edges.

control the network topology. Moreover, the parameter
On controls the overlapping nodes in the entire network,
and Om denotes the number of communities that each
overlapping node belongs to. The NMI is currently
applied in tests of graph clustering algorithms. The
larger the NMI is, the better the partition is. The NMI
equals 1 if the partitions are identical, whereas it has an
expected value of 0 if the partitions are independent.
ŒH.XjY / C H.Y jX /
(7)
NMI.X jY / D 1
2
where X and Y denote the partitions and H.XjY / D
1 X H.Xk jY /
represents the normalized condition
jc 0 j
H.Xk /
k
entropy of a cover X with respect to Y .
In our experiments, we use the networks as shown
in Table 2. The mixing parameter  varies from 0.1 to
0.7. The other competing algorithms considered are as
follows: COPRA[22] , OSLOM[13] , ABL[2] , and CPM[1]
algorithms. COPRA employs a label propagation
technology to find overlapping communities in which
each node can have v multiple community labels. The
OSLOM algorithm finds overlapping communities by

k
10
10
30
10
10
10

LFR benchmark network.
kmax
30
30
90
30
30
30

cmin
10
20
10
10
10
10

cmax
50
100
50
50
50
50

om
2
2
2
2
2
4

on
50
60
70
50
60
70

the local optimization of a fitness function expressing
the statistical significance of clusters with respect to
random fluctuations. ABL is a link-based overlapping
community detection algorithm. The CPM algorithm is
an influential method based on the assumption that each
community is a union of adjacent k-cliques. When the
value of  increases, the community structure becomes
very fuzzy and the performance of all the algorithms
deteriorates.
The results are shown in Fig. 7. It is obvious that
LBLP always achieves the best performance on most
experiments compared with other algorithms.
4.3

(b) Link belonging probability

N
1000
1000
1000
5000
5000
5000

393

Experiments on real networks

We evaluate the effectiveness of LBLP on ten real
networks, and give the intuitive view of communities
discovered by LBLP on the Weibo network
(http://weibo.com/). Firstly, we use nine widelyused networks[6] and Weibo social network, as shown
in Table 3. ABL algorithm is employed to compare the
performance with LBLP. We use the partition density
D (Eq. (8)) as the evaluation criterion, which evaluates
the link density inside the communities.
mc .nc 1/
Dc D
;
.nc 2/.nc 1/
mc X
2 X
mc .nc 1/ (8)
Dc D
mc
DD
M c
M c
.nc 2/.nc 1/
where mc is the number of edges in link community c
and nc is the number of nodes in link community c.
From the results shown in Table 4, we find that
LBLP can achieve a higher partition density D on
most real networks. This indicates that LBLP can find
Table 3
Karate

Real networks.

jV j

jEj

34

78

Football

jV j

jEj

115

613

Dolpin

62

159

Enron

150

1526

Lesmis

77

254

Email

1133

5451

Polbooks

105

441

Power

4941

6594

Adjnoun

112

425

Weibo

427

5568
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Fig. 7
Table 4

NMI values of five algorithms used on artificial networks

Partition density D on real networks.
D

Karate
Dolpin
Lesmis
Polbooks
Adjnoun

LBLP
0.2040
0.2990
0.3097
0.4849
0.6400

D
ABL
0.2554
0.2924
0.3716
0.4185
0.5800

Football
Enron
Email
Power
Weibo

LBLP
0.3469
0.2786
0.3400
0.1982
0.4327

ABL
0.3365
0.2464
0.2200
0.1540
0.3208

more density communities than the ABL algorithm.
Then, we show the community partition of the Weibo
real network in Fig. 8. The Weibo real network is an
online social network in which users can participate in
topics such as #FIFA world cup#. We extract some retweets on three hot topics: #London Olympic Games#,
#Jobs’ death#, and #Football#. There are two operations
in a re-tweet: RT and @, such as “Very good RT
@Lucy What an amazed travel.” If a user’s re-tweet
includes RT or @ other user, there will be an edge
between the two users. Figure 8 clearly shows that the
network contains three communities, and the yellow,
red, and blue nodes have an overlapping community
membership. This indicates that the overlapping nodes
participate in different topics simultaneously.
4.4

Discussion

Through experiments on both artificial and real
networks, we can find that LBLP has the best

Fig. 8

Partitions found by LBLP in the Weibo network.

performance on most networks. Further, we test the
impact of the different choices of the adjustable
parameter on the Karate network. The Karate network
is a social network of friendships in a Karate club and
has 34 nodes and 78 edges. Figure 9 illustrates the
variation of LBLP with . The parameter is varied
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Fig. 9

Performance of LBLP with variation of parameter .

from 1 to 0 with a step size of 0.1. Meanwhile, we
employ the overlapping modularity EQ to evaluate the
community partitions at each step. When is 1, many
bridge edges are considered to cluster nodes. As
decreases, more bridge edges are discovered accurately
and the algorithm performs better. However, such an
advantage drops off after a certain point. The reason
for the drop off is that the common edges are mistaken
as the bridge edges, which leads to a decrease in the
number of edges used for clustering the nodes. The
experiment shows that there is an optimal parameter o
for maximizing EQ[1] , which finds the balance between
the overlapping nodes and the bridge edges. Moreover,
users can adjust the parameter according to special
applications.
Let us consider the community structure discovered
by LBLP. Although LBLP and ABL do not share
the same optimization object (ABL: partition density
D), LBLP can detect denser community structures
and reveal medium-scale communities; this is more
meaningful in the case of real networks. We believe
that the reason for this lies in the edge clustering
process. ABL detects the community structure by
maximizing the partition density D, which tends
to find cliques. However, real networks are often
sparse, and the cliques are small. In this case, the
communities discovered by ABL are often tiny. On
the other hand, LBLP is a soft partition approach
that calculates the community belonging probability 
and divides edges into partitions by using the adjust
parameter based on  . This clustering process can
detect the overlapping nodes and the bridge edges
accurately and can avoid the division of the bridge
edges into communities. However, if the bridge edges
are divided into communities, the partition density
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D may decrease. Moreover, LBLP relaxes the clique
constraint and can hence detect larger communities than
ABL. The calculation of the belonging probability by
using LBLP decreases the dimensions of the graph. The
result  is more appropriate for expressing the behavior
of every edge with respect to the community. Similar
edges become more similar, and vice versa. Therefore,
LBLP cannot discover very large communities.
Finally, we will now discuss the space and time
complexity. Assume that m denotes the number of
nodes; n, the number of edges; and k, the number of
communities. The main time-consuming components
of LBLP include encoding, inference LDA, and the
clustering process. Since LBLP encodes the edges, the
complexity of both the encoding and the clustering
process is O.n/. We use Gibbs sampling to infer
and estimate the parameters of the LDA model. Wei
and Croft[29] analyzed the computational complexity
of Gibbs sampling in detail. The complexity of each
iteration of Gibbs sampling for LDA is proportional
with the number of communities and the number of
edges, which is also O.k n/. Moreover, Wei and Croft
showed that the difference between the run time of LDA
and that of K-means is trivial and that the efficiency
of the two algorithms is similar. Therefore, the total
complexity of LBLP is O.I km/, where I denotes the
number of iterations. ABL is a hierarchical clustering
method that has a time complexity of O.m3 /. This
indicates that ABL has a higher time complexity than
LBLP. LBLP employs IPs for every edge; therefore, the
space complexity is O.n2 /. ABL only needs to store
n edges; hence, its space complexity is O.n/, which is
smaller than that of the proposed method.

5

Conclusions

In this work, we propose an LDA-based algorithm
for the detection of overlapping communities by using
link partitions. We employ IPs to encode edges and
LDA to infer the probability that edges belong to
communities. On the basis of this probability, we
propose a fast strategy that could detect communities
with an adjustable range of overlapping. Empirical
experiments on both artificial and real networks reveal
that LBLP can effectively detect the overlapping
structure.
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