Abstract Tikhonov regularization is one of the most popular methods for solving linear systems of equations or linear least-squares problems with a severely ill-conditioned matrix A. This method replaces the given problem by a penalized least-squares problem. The present paper discusses measuring the residual error (discrepancy) in Tikhonov regularization with a seminorm that uses a fractional power of the Moore-Penrose pseudoinverse of AA T as weighting matrix. Properties of this regularization method are discussed. Numerical examples illustrate that the proposed scheme for a suitable fractional power may give approximate solutions of higher quality than standard Tikhonov regularization.
with a matrix A ∈ R m×n of ill-determined rank, i.e., A has many singular values of different orders of magnitude close to the origin. In particular, A is severely illconditioned and may be singular. Least-squares problems with a matrix of this kind are often referred to as discrete ill-posed problems. For notational convenience, we assume that m ≥ n, however, the methods discussed also can be applied when m < n. Throughout this paper · denotes the Euclidean vector norm.
The vector b ∈ R m represents available data, which is contaminated by an error e ∈ R m . The error may stem from measurement inaccuracies or discretization. Thus, b =b + e, (1.2) whereb is the unknown error-free vector associated with b. We will assume the unavailable error-free system Ax =b (1.3)
to be consistent and denote its solution of minimal Euclidean norm byx. We would like to determine an approximation ofx by computing a suitable approximate solution of (1.1). Due to the ill-conditioning of the matrix A and the error e in b, the solution of the least-squares problem (1.1) of minimal Euclidean norm is typically a poor approximation ofx. Tikhonov regularization is a popular approach to determine an approximation of x. This method replaces the minimization problem (1.1) by a penalized least-squares problem. We consider penalized least-squares problems of the form for a suitable value of α > 0, where A T denotes the transpose of A. When α < 1, we define W with the aid of the Moore-Penrose pseudoinverse of AA T . The seminorm · W allows the parameter α to be chosen to improve the quality of the computed solution x µ,α of (1.4). We refer to (1.4) with W given by (1.5) as the weighted Tikhonov method or as the fractional Tikhonov method. Standard Tikhonov regularization based on the Euclidean norm is obtained when α = 1. Then W is the identity matrix. Recently, Klann and Ramlau [7] proposed a fractional Tikhonov regularization method different from (1.4)-(1.5). We comment on their approach in Sections 2 and 6. The normal equations associated with the Tikhonov minimization problem (1.4) with W defined by (1.5) are given by
Their solution x = x µ,α is uniquely determined for any µ > 0 and α > 0. When A is of small to moderate size, x µ,α can be conveniently computed from (1.6) with the aid of the singular value decomposition of A; see Section 3. Large-scale problems can be solved by first projecting them onto a subspace of small dimension, e.g., a low-dimensional Krylov subspace, and then applying the approach of Section 3 to the projected problem. This is described in Section 4. The present paper is organized as follows. Section 2 discusses properties of filter functions associated with (1.4) and other regularization methods. The determination of µ and α so that the solution of (1.4) satisfies the discrepancy principle is considered in Section 3 for small problems and in Section 4 for large ones. Perturbation bounds are derived in Section 5, and Section 6 reports a few computed results. Section 7 contains concluding remarks.
Filter functions
Introduce the singular value decomposition (SVD),
where
. . , v n ] ∈ R n×n are orthogonal matrices, and
The singular values are ordered according to
where the index r is the rank of A; see, e.g., [4] for discussions on properties and the computation of the SVD. We first review filter functions for some popular solution methods in Subsections 2.1-2.3. Note that this list is far from complete; for instance, we do not mention the exponential approach of [2] . Some desirable properties of filter functions are summarized in Subsection 2.4, and Subsection 2.5 discusses properties of filter functions associated with (1.6).
Truncated SVD
Approximate solutions of (1.1) determined by the truncated SVD (TSVD) are of the form
for some cut-off parameter k ≤ r. It is convenient to express approximate solutions x of (1.1) with the aid of filter functions ϕ, i.e.,
see, e.g., [5] for a discussion on filter functions. For instance, the approximate solution (2.2) can be written as
and σ k+1 < τ ≤ σ k is arbitrary.
Tikhonov
Standard Tikhonov regularization (1.4) (with W = I) corresponds to the filter function
where µ > 0 is the regularization parameter. The asymptotics of this function are 
Klann and Ramlau's filter functions
Klann and Ramlau [7] consider the family of filter functions
with parameter γ > 1/2. Its asymptotics are
Standard Tikhonov regularization is recovered for γ = 1. The analogue of the normal equations (1.6) associated with the filter function (2.4) is given by
For γ = 1, this equation is not related to a simple minimization problem of the form (1.4).
Desirable properties of filter functions
We now discuss some desirable properties of filter functions. Equation (2.3) yields
To get a small residual norm for matrices with large singular values, we require in view of (2.6) that
Moreover, we would like the filter function to satisfy
This ensures that the computed approximate solution x of (1.1) only contains small multiples of singular vectors associated with small singular values. These singular vectors usually represent high-frequency oscillations. The above filter functions differ in how quickly they converge to zero when σ decreases to zero. Fast convergence implies significant smoothing of the computed approximate solution (2.3). The interest of Klann and Ramlau [7] in the filter functions (2.4) stems from the fact that they provide less smoothing for 1/2 < γ < 1 than ϕ tikh .
Fractional Tikhonov
We turn to the family of filter functions associated with weighted Tikhonov regularization (1.4) with W given by (1.5). The following properties are easy to show and illustrate that these filter functions satisfy the desirable properties of filter functions stated in the previous subsection.
Proposition 2.1
The filter function for weighted Tikhonov regularization (1.4) with W defined by (1.5) for some α > 0 is given by
It has the asymptotics
In particular, ϕ tikh,W satisfies (2.7) and (2.8).
The asymptotic behavior of ϕ tikh,W (σ ) as σ ց 0 shows this function to provide less smoothing than ϕ tikh for 0 < α < 1. 
Choosing µ and α
We first investigate the dependence of the solution x µ,α of (1.6) on the parameters µ and α. This is conveniently carried out with the help of the SVD of A. Subsequently, we determine µ with the discrepancy principle and study how the computed solutions vary with α. The situation when x µ,α is required to be of specified norm is also considered.
Substituting the SVD (2.1) into (1.6) yields
Denote the solution by y µ,α . Then x µ,α = V y µ,α solves (1.6), and
where r is the rank of A. Thus,
Clearly, µ → x µ,α 2 is a monotonically decreasing function. Similarly,
We may rescale the problem (1.1) so that A < 1. Then log(σ j ) < 0 and it follows that α → x µ,α 2 is monotonically decreasing. We assume this scaling in the present section.
The choice of the regularization parameter µ depends on the amount of error e in b. Consider for the moment standard Tikhonov regularization, i.e., the situation when α = 1. Generally, the larger e , the larger µ should be; see, e.g., Proposition 3.1 below. However, it follows from (3.2) that increasing µ decreases the norm of the computed solution x µ,1 . Therefore, the computed solution may be of significantly smaller norm than the desired solutionx. This difficulty can be remedied by choosing α < 1, because this increases the norm of the computed solution. Computed examples in Section 6 illustrate that, indeed, α < 1 typically yields more accurate approximations ofx than α = 1.
We turn to the situation when a fairly accurate bound for the error in b,
is available. Then we can apply the discrepancy principle to determine a suitable value of the regularization parameter µ. Let α > 0 be fixed and define δ = ηε, (3.3) where η > 1 is a user-supplied constant independent of ε. We would like to determine µ > 0, so that the solution x µ,α of (1.4) satisfies
Then the vector x µ,α is said to satisfy the discrepancy principle; see, e.g., [5] for discussions on this choice of regularization parameter. The change of variable λ = µ −1 gives a simple expression for the coefficients in the leftmost sum in (2.6) with ϕ = ϕ tikh,W ,
The solution of (3.4) for µ > 0 is equivalent to the computation of the positive zero of the function
We are in a position to show how µ, such that x µ,α satisfies (3.4) for fixed α > 0, depends on δ .
Proof Consider λ (δ ) = 1/µ(δ ). It follows from (3.5) that the inverse function satisfies
Differentiating with respect to λ yields
It follows that δ ′ (λ ) < 0. Consequently, λ ′ (δ ) < 0 and µ ′ (δ ) > 0.
We consider properties of Newton's method when applied to the computation of the positive zero of the function (3.5). However, other zero-finders also can be used. A discussion of Newton's method and other zero-finders for the situation when α = 1 is provided in [9] . Proof The quadratic convergence is a consequence of the analyticity of F α (λ ) in a neighborhood of the positive real axis in the complex plane. The monotonic convergence follows from the fact that for every fixed α > 0 and λ ≥ 0, the function F α satisfies F ′ α (λ ) < 0 and F ′′ α (λ ) > 0.
Let α > 0 and let µ = µ(α) be determined so that x µ,α satisfies the discrepancy principle. The following result shows how x µ,α depends on α > 0. Proof The equation F α (λ ) = 0 can be expressed as
We may consider µ = µ(α) a function of α. Implicit differentiation of (3.6) with respect to α yields
which, since µ > 0, implies that
Introduce the function
It follows from (3.8) that G ′ (1) = 0. Moreover, differentiating (3.8) yields
we obtain, in view of (3.10),
The above sum is obtained by multiplying the terms in (3.8) by the positive weights − log(σ j ); the largest weights multiply the largest terms. Therefore, G ′′ (1) > 0. By continuity, G ′′ (α) is positive in a neighborhood Ω of α = 1. Thus, G(α) has a local minimum at α = 1.
For some linear discrete ill-posed problems (1.1) an estimate ∆ of the norm of the desired solutionx may be known. Then it may be desirable to require the computed solution x µ,α to be of the same norm, i.e.,
This type of problems is discussed in [3, 8, 10] . The following result sheds light on how Ax µ,α − b depends on α for solutions that satisfy (3.11).
Proposition 3.4
Let, for α > 0, the regularization parameter µ = µ(α) be such that x µ,α satisfies (3.
11). Then there is an open real interval Ω containing unity, such that argmin
Proof This result is shown in a similar fashion as Proposition 3.3. Differentiating the right-hand side and left-hand side of (3.11) with respect to α, keeping in mind that µ = µ(α), gives analogously to (3.8) the equation
where ξ j is defined by (3.9). Introduce the function
where the right-hand side is obtained by substituting (2.9) into (2.6). Then (cf. (3.7))
and it follows from (3.12) that H ′ (1) = 0. The representation
conveniently can be differentiated to give
(3.14)
Differentiating (3.12) yields
Let α = 1. Then ζ j = ξ j for all j. Using this property when substituting (3.15) into (3.14) gives, in view of (3.12),
. Substituting the latter expression into (3.16) yields
Comparing this sum with (3.12) shows that H ′′ (1) > 0, similarly as the analogous result for G ′′ (1) in the proof of Proposition 3.3. By continuity, H is convex in a neighborhood Ω of α = 1.
Propositions 3.3 and 3.4 show the choice α = 1, which corresponds to standard Tikhonov regularization, to be quite natural; by Proposition 3.3 this choice minimizes x µ(α),α locally when the residual norm b − Ax µ(α),α is specified and by Propositions 3.4 the residual norm has a local minimum for α = 1 when x µ(α),α is specified. We remark that the value of δ used in Proposition 3.3 does not have to be defined by (3.3) and, similarly, the value of ∆ in Proposition 3.4 does not have to be close to x . However, despite these properties of standard Tikhonov regularization, numerical examples of Section 6 illustrate that α < 1 may yield more accurate approximations ofx.
Large-scale problems
The solution method described in the previous section, based on first computing the SVD of A, is too expensive to be applied to large problems. We therefore propose to project large-scale problems onto a Krylov subspace of small dimension and then apply the solution method of Section 3 to the small problem so obtained. For instance, application of ℓ steps of Lanczos bidiagonalization to A with initial vector b/ b yields the decompositions
where the matrices U ℓ+1 ∈ R m×(ℓ+1) and V ℓ ∈ R n×ℓ have orthonormal columns, and the lower bidiagonal matrixC ℓ ∈ R (ℓ+1)×ℓ has positive subdiagonal entries. Moreover, U ℓ ∈ R m×ℓ is made up of the ℓ first columns of U ℓ+1 , C ℓ ∈ R ℓ×ℓ consists of the first ℓ rows ofC ℓ , and e 1 = [1, 0, . . . , 0] T denotes the first axis vector. The columns of V ℓ span the Krylov subspace
see, e.g., [1] for a discussion. The number of bidiagonalization steps, ℓ, is generally chosen quite small; we assume ℓ to be small enough so that the decompositions (4.1) with the stated properties exist. It follows from (4.1) that
Thus, application of ℓ steps of Lanczos bidiagonalization reduces the large minimization problem (1.1) to the small minimization problem in the right-hand of (4.3). We apply the fractional Tikhonov method to the latter problem as described in Section 3.
A numerical illustration can be found in Section 6.
Sensitivity analysis
This section studies the sensitivity of the regularization parameter µ in (1.6) to perturbations in the discrepancy δ = ηε in (3.4) and to changes in
Our analysis is motivated by the fact that only approximations of ε and ∆ may be available. In this section A is arbitrarily large. It is convenient to let µ d denote the solution of (3.4) and to let x d = x µ d ,α be the associated solution of (1.6). Since we keep the parameter α fixed in this section, we will not explicitly indicate the dependence of µ d and x d on α. Similarly, let µ n denote the value of the regularization parameter such that x µ n = ∆ , where ∆ is given by (5.1), and define x n = x µ n . We will also need the residual error
It can be shown that for δ sufficiently large,
The following bounds shed some light on the sensitivity of µ n = µ n (∆ ) and µ d = µ d (δ ) to perturbations in ∆ and δ , respectively. The lower bound involves the con-
which can also be expressed as
cf. (3.13). In particular, δ 2 − = δ 2 for consistent least-squares problems (1.1). When A is square, the discrete ill-posed least-squares problems considered are typically consistent with a severely ill-conditioned matrix.
Proposition 5.1
The following bounds hold,
Proof To show the inequalities (5.2), we express the constraint x n 2 = ∆ 2 in terms of the singular value decomposition (2.1),
cf. (3.1). Considering µ n a function of ∆ and differentiating (5.4) with respect to ∆ gives
We turn to the lower bounds (5.3). The discrepancy principle determines the regularization parameter µ d = µ d (δ ) so that r d 2 = δ 2 , which can be written as
Differentiating this expression with respect to δ yields
.
It follows from
Alternatively, we may substitute the bound
Using elementary computations, we can also bound the sensitivity of the solution and residual norms to perturbations in µ to first order.
Corollary 5.1 We have ∆
A α+1 + µ n ≤ |∆ ′ (µ n )| ≤ ∆ µ n and δ ′ (µ d ) ≤ min A 1−α x d 2 δ , δ 2 − δ µ d .
Computed examples
We show numerical experiments carried out for ten linear discrete ill-posed problems from Regularization Tools [6] . These problems are discretized Fredholm integral equations of the first kind. The matrices A for all problems are square. The small problems solved by the method of Section 3 are of order 100; the large-scale problems solved as described in Section 4 are of order 5000. MATLAB codes in [6] determine these matrices and the solutionsx from which we compute the error-free right-hand side (assumed unknown) of (1.3) byb = Ax. The vector b in (1.1) is determined from (1.2), where the entries of the "error vector" e are normally distributed random numbers with zero mean, scaled to correspond to a desired error-level e / b . In the experiments, we consider the error-levels 1%, 5%, and 10%.
Experiment 6.1
We show the performance of the method described in Section 3 when applied to problems (1.1) with matrices of order 100. Tables 6.1-6.3 display the relative errors (qualities) x µ,α −x / x for standard Tikhonov (α = 1, labeled "Tikh"), for fractional Tikhonov for the α-values 0.8, 0.6, and 0.4 (labeled "Frac"), as well as the ratios "Frac"/"Tikh". The regularization parameter µ is determined by the discrepancy principle, i.e., so that x µ,α satisfies (3.4) with δ given by (3.3), where ε = e and η = 1.1.
The tables show improved accuracy of the computed solutions for the vast majority of the problems. The choice α = 0.8 gives better results than α = 1 for almost all examples. Smaller values of α, such as α = 0.5 work even better for some examples, at the cost of yielding worse results for others. A general rule-of-thumb is that the larger the error-level, the more advantageous it is to let α < 1; for smaller error-levels, fractional Tikhonov can be seen to perform best for α-values close to unity. To shed some more light on the significance of the parameter α, Figure 6 .1 provides plots that show the optimal α as a function of the error-level (1%, 2%, . . . , 10%) for each of the test problems in Tables 6.1-6.3. For a given random error vector, we determine the best value for α from the discrete set 0.01, 0.02, . . . , 1; that is, the α for which the corresponding solution has the smallest relative error compared tox. The graphs show the averages of the optimal α-values over 100 runs with different random error vectors. The figures suggest that for many of the test problems, the value of the optimal α does not drastically vary with the error level. Also, it is clear that the optimal value of α is smaller than unity for all problems, often even much smaller.
Next, we compare our fractional Tikhonov method with the approach in [7] . We compare (2.9) with parameter α = 0.6 with (2.4) for γ = 1 2 (α + 1) = 0.8. These values of α and γ yield the same power of A T A in the right-hand sides of (1.6) and (2.5), respectively, and render the filter functions (2.4) and (2.9) the same asymptotic be- Table 6 .2 Qualities of Tikhonov, fractional Tikhonov, and their ratios for various n = 100 examples for different error-levels (1%, 5%, 10%) and α = 0.6. havior, in terms of the power of σ , at the origin. Table 6 .4 shows fractional Tikhonov to usually render solutions of higher quality.
Experiment 6.2
We illustrate the performance of the method of Section 4 for large problems. The same problems as in the previous tables are considered, but now for m = n = 5000. We project these large problems onto the Krylov space (4.2) of dimension ℓ = 20. This value of ℓ is quite arbitrary; other values typically give similar results. Computed results are reported in Table 6 .5. Table 6 .5 shows that the fractional Tikhonov approach with α = 0.6 is better than the standard Tikhonov method in all cases reported. 
Conclusions
We have studied a family of fractional Tikhonov regularization methods which depend on a parameter α > 0. Standard Tikhonov regularization is obtained for α = 1. We have shown how the solution depends on α and, in particular, investigated how the choice of α affects solutions that satisfy the discrepancy principle. The norm of these solution has a local minimum for α = 1. Analogously, if the computed solution is required to be of specified norm, the norm of the residual error has a local minimum for α = 1. This indicates that the choice α = 1 is quite natural. However, it is known that standard Tikhonov gives over-smoothed solutions and we propose to remedy this by choosing α < 1. Extensive numerical experiments suggest that letting α be smaller than, but close to unity, such as α = 0.8, gives better results than α = 1 for almost all examples. Smaller values of α, such as α = 0.5, may work even better for some examples, at the cost of rendering worse results for others. A general rule-ofthumb is that the larger the error-level, the more advantageous it is to let α < 1. Our computed examples illustrate the performance of the method in conjunction with the discrepancy principle. We remark that fractional Tikhonov can be applied with other selection rules for the regularization parameter as well. Finally, the techniques also can be used for large-scale problems by first projecting them onto low-dimensional Krylov spaces.
