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Two-level-system (TLS) defects in amorphous dielectrics are a major source of noise and deco-
herence in solid-state qubits. Gate-dependent non-Markovian errors caused by TLS-qubit coupling
are detrimental to fault-tolerant quantum computation and have not been rigorously treated in the
existing literature. In this work, we derive the non-Markovian dynamics between TLS and qubits
during a SWAP-like two-qubit gate and the associated average gate fidelity for frequency-tunable
Transmon qubits. This gate-dependent error model facilitates using qubits as sensors to simulta-
neously learn practical imperfections in both the qubit’s environment and control waveforms. We
combine the-state-of-art machine learning algorithm with Moire´ enhanced swap spectroscopy to
achieve robust learning using noisy experimental data. Deep neural networks are used to repre-
sent the functional map from experimental data to TLS parameters, and are trained through an
evolutionary algorithm. Our method achieves the highest learning efficiency and robustness against
experimental imperfections to-date, representing an important step towards in-situ quantum control
optimization over environmental and control defects.
Two-level-system (TLS) defects in amorphous di-
electrics are a major source of noise and decoherence
in superconducting qubits [1]. Substantial progress has
been made towards understanding TLS microscopic ori-
gin [2–4], statistical properties [5–7], and their mutual in-
teractions [8, 9] using superconducting qubits as probes.
In particular, the physical properties of TLS manifest
in their interaction dynamics with coupled qubits, which
can be measured when the qubit frequency is near reso-
nant with the TLS. In frequency tunable qubits, multi-
qubit gates are executed by sweeping the participating
qubits to near resonance [10]. Over the course of the
two-qubit-gate frequency trajectories, the participating
qubits are susceptible to TLS induced gate errors, the
most significant of which are non-Markovian. However,
there lacks physical models for the non-Markovian errors
induced by qubit-TLS interaction during quantum gates.
Consequently, little is known about a truthful noisy quan-
tum channel description for existing quantum gates un-
der the influence of TLSs. Such a description, however,
is essential for developing real-time error characteriza-
tion and error mitigation schemes to combat TLS fluc-
tuations, which can happen on timescales ranging from
minutes to hours [9].
In this work, we develop an experimentally relevant
model of non-Markovian dynamics of charge-charge TLS-
qubit interactions, with weakly coupled Markovian envi-
ronments for TLS and qubits. This model is then de-
ployed to an efficient TLS characterization method for
frequency-tunable superconducting Transmon qubits us-
ing noisy swap-spectroscopy data [9]. We utilize a deep-
neural-network based evolutionary algorithm (DNN-EA)
for the robust learning of TLS parameters. The efficiency
of our characterization is further improved by harness-
ing the Moire´ effect through non-uniform temporal sam-
pling when collecting the swap-spectroscopy data [11].
The Moire´ effect amplifies the periodicity of the non-
Markovian interference pattern and reduces the num-
ber of data points and thus overall runtime necessary
for the TLS model learning. We achieve a two-order-of-
magnitude higher accuracy of experimental characteriza-
tion against measurement noise while reducing the re-
quired optimization time by a factor of 104 over exhaus-
tive search. Lastly, we provide an operator sum descrip-
tion and the associated average fidelity of a noisy two-
qubit gate under an experimentally observed TLS-qubit
interaction. Our model predicts a significant degrada-
tion in average two-qubit gate fidelity when the TLS fre-
quency is in the viscinity of the two-qubit gate interaction
frequency. The gate-dependent error model developed
and characterized in this work points to a new direction
of using qubits as sensors to simultaneously characterize
both the practical imperfections in the qubit environ-
ment and the non-idealities in qubit control waveforms.
This lays the foundation for developing next generation
quantum devices with improved fidelity and robustness
against various experimental imperfections.
Swap spectroscopy is a powerful tool for measuring the
spectral and temporal properties of individual TLS cou-
pled to qubits [7, 9]. During the swap spectroscopy mea-
surement, qubit evolves under the time-dependent con-
trol Hamiltonian HˆQ,0(t) = −(t)/2σz, where σz rep-
resents Pauli Z operator of qubit. The shape of this
frequency modulation (t) resembles a smoothed tape-
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2zoid, see Fig. 1 which is parametrized by initial fre-
quency fidle, plateau frequency fpl, ramp time tr, and
hold time tp. We name the corresponding unitary trans-
formation a swap-spectroscopy gate: Uswap. The two-
dimensional swap spectroscopy data (TSSD) are proba-
bilities {P expdecay(tp, fpl)} of a qubit decaying to its ground
state from an initial excited state after the application of
Uswap for a range of plateau frequencies and wait times
{fpl, tp}, where tr is usually fixed and determined by the
frequency bandwidth of control electronics.
FIG. 1: The qubit frequency control modulation (t) as
a function of time t during swap spectroscopy.
TSSD bares the subtle footprints of the underlying in-
coherent and coherent errors of a quantum gate. This
is because the frequency control for Google’s frequency-
tunable qubits during a two-qubit gate [12] takes similar
form as the swap-spectroscopy gate in Fig. 1. From ex-
perimental observations, we learn that such TLS-induced
noise is prevalent across the frequency modulation range
of existing qubits [9], see for example Fig. 2 for data ob-
tained on four frequency tunable qubits from the same
quantum chip: each deep vertical blue line extending into
the yellow region (where qubit state is largely unscathed)
manifests an unwanted population transfer between each
qubit and its environment.
8e4
6e4
4e4
2e4
1e5
0
8e4
6e4
4e4
2e4
1e5
0
5.00 5.25 5.50 5.75 6.00 6.25 5.00 5.25 5.50 5.75 6.00 6.25
qubit 3 qubit 4
0.90
0.75
0.60
0.45
0.30
0.15
0.00
0.90
0.75
0.60
0.45
0.30
0.15
0.00
qubit 1 qubit 2
FIG. 2: Experimental measurements of {1 −
P expdecay(tp, fpl)} for four qubits from the same quan-
tum processor: probabilities of remaining in the excited
state after a swap-spectroscopy gate as a function of
frequency and hold time. Accelerated decay caused by
the coupling of qubits to environmental defects manifest
as deep blue lines.
One key ingredient has been missing to directly uti-
lize TSSD for noisy quantum channel characterization:
a physical model for the qubit and TLS interaction dy-
namics as a function of quantum gate parameters. We
derive an experimentally relevant non-Markovian model
of TLS-qubit dynamics, which encompasses two limiting
cases: 1. The TLS and qubit are weakly coupled such
that the Born approximation and the second order lin-
ear perturbation theory apply, and the coupling between
the TLS and it’s environment can be treated as Marko-
vian; 2. The TLS and qubit are strongly coupled and the
joint system is largely coherent during the evolution of a
quantum gate.
In our model, the Hamiltonian of the joint TLS-qubit-
bath system comprises three parts:
Hˆ(t) = HˆTLS(t) + HˆQ(t) + HˆQ−TLS(t) (1)
where we use HˆTLS(t) to represent TLS’s free Hamilto-
nian, its coupling to an environment and the environ-
mental Hamiltonian; similarly HˆQ(t) includes both con-
trol Hamiltonian HˆQ,0(t) and qubit’s coupling to envi-
ronmental defects (see details in Supp. A). Swap spec-
troscopy measures qubit relaxation induced by transver-
sal charge-charge coupling between the qubit and TLS of
the form: HˆTLS−Q = λσxTLSσ
x
Q, where we use λ as TLS-
qubit coupling strength and σki as the Pauli k operator
of i’s system.
We first consider the weak coupling limit where: 1. the
TLS-qubit coupling is much smaller than the inverse of
the quantum gate time λ  2pi/tp such that linear per-
turbation theory applies; 2. λ is sufficiently large com-
pared to the TLS decay rate which violates the Marko-
3vian constraints. We solve the dynamics of the joint TLS-
qubit system using only Born approximation (joint sys-
tem of qubit and TLS remains in a product state) while
abandoning the commonly adopted Markov approxima-
tion (dynamics is memoriless). Consequently, the system
dynamics can no longer be represented by master equa-
tions of Lindbladians.
The initial state of TLS-qubit system is taken to be a
product state ρ(0) = |1〉〈1|Q⊗|0〉〈0|TLS based on the fact
that TLS is most likely to be in its ground state due to the
much shorter coherence time than that of a qubit. Mov-
ing into the interaction picture ρ˜(t) = U†Qρ(t)UQ defined
by the frame rotation UQ = T [
∫ t
0
e−iHˆQ(τ)dτ ]. Tracing
out the TLS subsystem gives us the time-dependent qubit
density operator (see Supp. A):
ρ˜(t) = ρQ(0)− λ
2
~2
∫ t
0
ds
∫ s
0
dτ
[
C(s− τ)σ˜xQ(s)σ˜xQ(τ)ρ(0)
(2)
+C(τ − s)σ˜xQ(τ)σ˜xQ(s)ρ(0)− C(τ − s)σ˜xQ(s)ρ(0)σ˜xQ(τ)
−C(s− τ)σ˜xQ(τ)ρ(0)σ˜xQ(s)]
]
,
where the TLS correlator C(τ − s) = 〈σ˜xTLS(τ)σ˜xTLS(s)〉
depends on the properties of TLS’s environment. Within
the experimental applicability, we choose TLS’s re-
sponse function as that given by a Markovian cou-
pling between TLS and its environment: C(τ − s) =
e−ΓTLS,φ|τ−s|−iωTLS(τ−s), where ΓTLS,φ is the dephasing
rate of TLS. The qubit correlator from Eq. (2) in the
interaction picture after tracing out its environment be-
comes:
σ˜xQ(τ)σ˜
x
Q(s) = [cosφ(τ)σ
x
Q + sinφ(τ)σ
y
Q]
× [p cosφ(s)σxQ + sinφ(s)σyQ]e−Γ2,q|τ−s|,
(3)
which depends on both the qubit’s dephasing rate Γ2,q
from the Markovian environment and the dynamical
phase accumulated during Uswap as: φ(τ) =
∫ τ
0
(t)dt =
fidleτ + m
∫ τ
0
µ(t)dt with m = fpl−fidle and 0 ≤ µ(t) ≤
1, a dimensionless time-dependent function represent-
ing the frequency control trajectory of swap-spectroscopy
gate (see Fig. 1). Inserting these results into the density
operator expression gives us the qubit decay probabil-
ity Pdecay = 〈0|qρ˜q(tp + 2tr)|0〉q at the end of a swap-
spectroscopy gate as:
Pdecay =
λ2t2p
~2
Re
[∫ 1
0
dx
∫ 1
0
dye−tpΓ2|x−y|
×e(ittot{(x−y)(fidle−ωTLS)+m
∫ x
y
µ(z)dz}] (4)
where Γ2 = ΓTLS,φ + Γ2,q, and the time is normal-
ized by the overall runtime ttot = 2tr + tp. Measuring
P expdecay(tp, fpl) as a function of tp and fpl with a fixed
tr allows us to reconstruct the TLS model parameters.
Numerically integrating Eq. (4) is computationally ex-
pensive for 106 data points to satisfy different conver-
gence requirements for both long-time ∼ 1/Γ2 and short-
time ∼ 1/(fidle − ωTLS) dynamics. Instead, we apply
the stationary phase approximation to derive a simpli-
fied closed-form expression for Eq. (4), which takes three
orders of magnitude less time to evaluate and depends
on six physical parameters: λ, tp, tr,Γ2, fidle, ωTLS , see
Supp. A.
Next, we consider the case when λ  Γ2 and 1/tp 
Γ2 and the joint system is approximately coherent dur-
ing the gate operation. We derive a closed-form ex-
pression for the Landau-Zener-Rabi oscillation under a
trapezoidal frequency control pulse, which reproduces the
experimentally observed Moire´ pattern (see Fig. 8 and
Supp. B). This coherent interaction model also elucidates
two distinct ways the pulse shape of qubit’s frequency
control influences the qubit-TLS dynamics.
The first route to qubit decay is through the Landau-
Zener (LZ) transition during frequency tuning parts of
the control trajectory, i.e. the ramp up and ramp down
portions of Fig. 1. It occurs when the qubit frequency
passes the TLS frequency at  = 0. The LZ contribution
to qubit’s decay is of order δPLZ ≈ 2piλ2v , which is around
10−3 to 10−5 for g ∈ [1, 10] MHz and v ≈ 0.1 GHz2.
The second mechanism is the coherent population os-
cillations (Rabi) between qubit and TLS throughout the
whole control trajectory. The ramp portions of the trape-
zoidal pulse alter the overall phase of this oscillation by
roughly 2λ(fpl − fidle)/v due to the boundary effects at
both ends of the plateau, which can be more significant
than LZ contribution and non-negligible under certain
conditions (see Supp. B 4 for more discussions).
Notice that the LZ effect is taken under two conditions:√
v  λ and m  λ. The second condition guarantees
that the boundary effect is negligible and is violated in
our experiment. The coherent model we developed takes
care of both contributions and account for the complete
non-Markovian qubit-TLS dynamics which depends on
a larger set of frequency control parameters. This in-
creased sensitivity to the qubit’s control pulse shape pro-
vides another intriguing opportunity: qubit can serve as
a sensor to characterize practical non-idealities from both
the qubit environment and from qubit control actuation
simultaneously.
Learning physical models from swap spectroscopy
data, however, is inherently difficult due to the coexis-
tence of quantum dynamics of drastically different time-
scales. On the one hand, we have the exponential decay
of qubit population due to incoherent coupling with TLSs
and a bosonic environment that is of time scale ? 10µs.
To detect such exponential behavior accurately, swap-
spectroscopy data spanning at least 100µs is needed. On
the other hand, the coherent effect of qubit-TLS interac-
tion manifests in a time scale of 10ns ∼ 100ns. This is
determined by the inverse of frequency gap m between
qubit and TLS and the coupling strength λ. Due to the
NyquistShannon sampling theorem, the time interval be-
4tween data points should be taken less than 5ns. For the
frequency range (1GHz) and frequency accuracy (1MHz)
we are interested, this implies a data size of around 109.
Since TLS parameters are drifting in time [9], online char-
acterization requires time-labeled data which increases
the required data size even further. Processing such large
amount of data in real time or between system resets can
be impractical. Lastly, experimental imperfections in-
troduce noise to the measured data, which makes the
learning of TLS model parameters highly susceptible to
errors.
Facing these major challenges, our goal is to develop a
practical TLS characterization method which meets the
following criteria: (1) avoid underfitting or overfitting,
(2) be robust against noise, and (3) faster than tradi-
tional methods such as exhausted search in identifying
the optimal TLS parameters. The last reqiurement is
essential to the capability of online characterization of a
time-dependent TLS model [9]. To achieve these goals we
deploy two important methodologies: spectral amplifica-
tion based on Moire´s effect and modern machine learning
algorithms.
To reduce the amount of required experimental data,
we harness the Moire´’s effect where overlaying two pe-
riodic patterns creates a new pattern with a larger pe-
riod. We experimentally collect P expdecay(tp, fpl) for an en-
semble of fpl ∈ [4.6, 5.8]GHz with a uniform step size
δfpl =1MHz, and tp ∈ [10, 105]ns with a non-uniform
logarithmic step size. Similar to the effect of Shape
Moire´ [13], the classical interference from non-uniform
temporal sampling amplifies the temporal periodicity of
non-Markovian oscillation patterns by three orders of
magnitude in swap-spectroscopy data (see Supp. D).
Consequently, the required sampling rate and the size of
the experimental data are reduced commensurately from
the Nyquist theorem.
This substantial reduction in the experimental data
size accelerates the process of physical model inference.
To extract the theoretical model parameters, we mini-
mize the following cost function:
Cfit(∆fpl,∆tp, ~pTLS) =
∑
k∈[∆fpl],j∈[∆tp]
|P expdecay(tjp, fkpl)− Pdecay(tjp, fkpl, ~pTLS)|2 (5)
which is the L2 norm of the difference between exper-
imental data P expdecay(t
j
p, f
k
pl) and predicted values from
our physical model for the chosen range of fpl ∈ ∆fpl
and tp ∈ ∆tp given the TLS parameters ~pTLS =
{Γ2, tr, λ, ωTLS}. Clearly, the less data points there are,
the faster it is to evaluate Eq. (5). Our closed-form
derivation of Pdecay(t
j
p, f
k
pl, ~pTLS) (see Supp.A) further
shortens the evaluation time of the cost function.
Two more challenges remain to be addressed: the to-
tal data size of order 106 still greatly exceeds the num-
ber of free parameters in the TLS model; experimental
data contain noise due to measurement errors and vari-
ous background fluctuations (see Supp. E), which creates
false local optimalities in the cost function of Eq. (5) and
makes the learning susceptible to errors. We show that
a gradient-free training of deep neural network through
evolutionary algorithm tackle both challenges at once.
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FIG. 3: Diagram of the DNN learning architecture: each
section of the two-dimensional data (represented by the
black frame) from different frequency regions are input
to a four layer fully connected DNN with hidden layer
dimensions 20, 30, 12 and 4. By using an evolutionary
algorithm, the last layer of the DNN is trained to output
the TLS parameters: λ,Γ2, ωTLS, and tr that best repro-
duce the experimental data given our theoretical model
in Eq. (4).
We parametrize the functional relation between TSSD
and TLS parameters ~pTLS using a deep neural net-
work (DNN), which takes TSSD data as input and out-
puts ~pTLS. Through such re-parametrization, we can in-
crease the dimensionality of the fitting parameters ar-
bitrarily by choosing a larger neural network. Detailed
implementation is supplied in Fig. 3 and Supp. H. We
choose the evolutionary algorithm (EA) to train the neu-
ral network based on its well-known robustness against
sample noise and its obviation of backpropagation [14].
The later helps us to avoid unwanted gradient explosion
that is common during DNN training [15]. EA’s efficiency
in finding a global optimal solution of TLS parameter is
also verified in our numerical optimization.
EA based on DNN (DNN-EA) can be described by it-
erations of the following steps: 1. initialize the DNN
parameters with some random values; 2. perturb the ini-
tial guess around a zero mean Gaussian distribution with
a chosen variance to obtain many new DNN configura-
tions; 3. evaluate the cost function in Eq. (5) obtained by
each newly sampled DNN; 4. update DNN by averaging
over all the sampled DNNs weighted by each associated
cost. EA is intimately related to conventional sense of
reinforcement learning in that it does not need labeled
data and learn by iterations of exploration and exploit-
ing these explorations through performance evaluations.
Detailed EA implementation is prescribed in Supp. H.
We take qubit 4 in Fig. 2 as an example (see Supp. C for
the full data), there are four regions of distinct features
in TSSD, see Fig. 4: I. fpl ≈ ωTLS, II. fpl > ωTLS, III.
5fpl < ωTLS, and IV. fpl  ωTLS. Due to Moire´’s effect,
unlike what has been commonly observed in traditional
TLS spectroscopies, our experimental data demonstrates
complex circular interference patterns in addition to the
commonly known Chevron patterns.
We deploy DNN-EA for robust learning of the un-
derlying TLS model parameters: λ = 8.959MHz, Γ2 =
10MHz, ωTLS = 5.04GHz, tr = 6ns, and successfully re-
produce the experimental data in all four different fre-
quency regimes of swap spectroscopy see Fig. 4. Our
DNN based method outperforms traditional optimizers
and exhaustive search, in both the fitting accuracy and
the rate of convergence in the learning. Both exhaus-
tive search and gradient based COBYLA methods can
be blind-sighted by false optimal points of the cost func-
tion due to experimental noise in the data. Our DNN-
EA, in comparison, is resilient against the spurious effect
of noise and robustly find the globally optimal parame-
ters. Fig. 5 summarizes the performance comparisons of
COBYLA optimizer and DNN-EA in regard to the cost
defined in Eq. (5) and the relative error for each TLS pa-
rameter defined by its difference from the correct value
divided by the amplitude of each parameter. In partic-
ular, DNN-EA achieves one magnitude lower L2 error in
predicting the TSSD (defined in Eq. (5) ) than traditional
COBYLA optimizer with a wall-clock runtime of around
100s. In contrast, a grid search on all the parameters
takes 106s for a common work station which we use to
perform the optimization. And the relative error for each
parameter of DNN-EA is consistently lower than that of
COBYLA.
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FIG. 5: Fitting performance comparison between DNN-
EA and COBYLA optimizer.
Next we address how average two-qubit-gate fidelity
depends on the physical parameters of environmental
defects and control waveforms. Our goal is to connect
high-level digital circuit performance to low-level quan-
tum physics of the device, which is essential for develop-
ing new characterization methods and error mitigation
strategies for quantum computation. We derive an opera-
tor sum description of the non-Markovian quantum chan-
nel for the two-qubit gate, which is then used to compute
the average gate fidelity as a function of TLS model pa-
rameters and gate parameters (details see Supp. F). Our
model includes both Markovian errors due to electronic
white noise and non-Markovian errors due to TLS-qubit
dynamics.
The most general form of a two-qubit gate realizable
in Google’s superconducting architecture [16–18] can be
defined as (details see Supp.F):
U2 =

1 0 0 0
0 e−iφ cos(θ) −i sin(θ)eiφ 0
0 −i sin(θ)eiφ e−iφ cos(θ) 0
0 0 0 e−i2φ+iψ
 . (6)
In hardware, such a gate may be realized via frequency
control as follows. First, each qubit is detuned from
it’s respective idle frequency fidle (sufficiently far apart
from one another [19]) towards a common interaction fre-
quency fq. The two-qubit interaction g(σ
x
1σ
x
2 + σ
y
1σ
y
2 ) is
then actuated through a tunable coupler [20] for a gate
time t2 resulting in the wanted rotation θ = gt2. Fi-
nally, the interaction is turned off and each qubit is de-
tuned back to it’s respective fidle. By setting tp = t2
and fpl= fq, each qubit executes a swap-spectrscopy
gate. Consequently, the degree of decoherence during
U2(g, t2, fq) is directly related to the qubit decay proba-
bility from TSSD.
To derive the two-qubit gate error in a realistic set-
ting [9], we focus on the case when one of the active
qubits is operating near a TLS, while the other qubit is
operating in a non-defective environment (see detailed
derivation in Supp. F). Figs. 6 (c) and (d) show that as
the coupling strength between the TLS and qubit de-
creases, the incoherent contribution to the error budget,
as measured by unitarity, decreases much faster than the
coherent contribution. This signifies the importance of
using a non-Markovian error model even in the pres-
ence of weakly coupled TLS. Our model also predicts
that to maintain an average two-qubit gate error rate
below 10−3, the qubits’ common interaction frequency
should stay at least 300MHz away from TLS frequencies
when the qubit-TLS coupling strength is ∼ 10MHz (see
Fig.6(a)).
With this newly established error model, we discover
three intriguing properties of non-Markovian errors dur-
ing a two-qubit gate. First, a more coherent TLS results
in larger gate error (see Fig. 6 (c) and (d)). Second, two-
qubit gate error depends on the interaction frequency
of the gate symmetrically around the TLS frequency.
Third, as the qubit-TLS interaction strength decreases,
the incoherent error (measured by rescaled unitarity) de-
creases much faster than the coherent error (measured by
the unitary gate error). This is observation is supported
in Fig. 6 (a) and (d), where the incoherent error is sup-
pressed by more than three orders of magnitude while
the overall average gate error is suppressed by only two
orders of magnitude. This clearly contrasts Markovian
type errors, which are independent of the gate parame-
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FIG. 4: Experimentally measured TSSD (first row) and theoretically predicted TSSD from learned model (second
row) with fidle = 5.6 GHz, λ = 8.959MHz, Γ2 = 10MHz, ωTLS = 5.04GHz, tr = 6ns for four different regimes of
plateau frequencies: fpl  ωTLS (leftmost column), fpl < ωTLS (third column from right), fpl > ωTLS (second
column from right), and fpl ≈ ωTLS (rightmost column).
ters and are worsened when the TLS becomes more inco-
herent. These detailed error budget calculation demon-
strate that non-Markovian error dominates even in the
weakly coupled limit when the qubits’ interaction fre-
quency is sufficiently close to a TLS frequency. This de-
bunks a widely used assumption that a Markovian TLS
error model applies as long as the qubit-TLS coupling is
sufficiently weak, and proves the importance of including
non-Markovian models when characterizing TLS induced
errors.
Conclusion
In this work, we advance the fundamental understand-
ing of the noise and decoherence of controllable quan-
tum system by developing physical models and efficient
characterization scheme through machine learning to ro-
bustly infer the underlying model parameters from ex-
perimental data. An accurate characterization of quan-
tum noise is critical for the development of fault-tolerant
salable quantum computers. Towards this goal we first
derive a gate-dependent noise model in the perturbative
and strongly coupled regimes of qubit-TLS coupling dur-
ing quantum gate operation. Our model’s sensitivity to
qubits’ frequency trajectories facilitates using qubits as
sensors to simultaneously characterize practical imper-
fections in both the qubit environment and control elec-
tronics. Combining this new physical model with novel
machine learning algorithms and the Moire´ effect, we im-
prove the accuracy and speed of learning TLS model pa-
rameters from noisy swap spectroscopy data by up to one
order and two orders of magnitudes respectively. Lastly,
we derive specific relations between physical model pa-
rameters and the average gate errors induced by qubit-
TLS coupling and frequency control imperfections. The
learned physical parameters of TLSs can then directly
be used to characterize and in turn improve the perfor-
mance of quantum gate. Our results represent an impor-
tant step towards in-situ quantum control optimization
against both environmental and control defects. The re-
alistic quantum noise channel description for two-qubit
gate developed here also constitutes a missing piece of our
understanding of realistic quantum devices. Our work is
therefore essential to the simulation and analysis of the
performance of noisy-intermediate scale processors in re-
alizing gate-based quantum algorithms.
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FIG. 6: Two-qubit gate fidelity measures as a function of TLS parameters with: λ = 10MHz, g = 50MHz,
t1 = pi/(4g), gint = 50MHz. For (a), (b) and (d), t2 and fq are chosen to satisfy the condition for
U2(gint, t2, fq) =
√
ISWAP (see Supp. G) with qubit idle frequency fidle = 5.7GHz. (a): log scale average two-qubit
gate error (green and red curves) and 1− rescaled unitarity (blue and brown curves) vs interaction frequency for
different qubit-TLS interaction strength λ. (b): average two-qubit gate fidelity vs frequency of the first TLS
measured by ∆1 = ωTLS,1 − fq for different value of ∆2 = ωTLS,2 − fq of the second TLS (near the second qubit).
(c): log scale average two-qubit gate error vs two-qubit gate rotation angle θ = gt2 under different TLS dephasing
rate; inset: incoherent error due to qubit relaxation for a chosen range of coherence time. (d): average two-qubit
gate error (green and red curves) and 1− rescaled unitarity (blue and brown curves) vs TLS dephasing rate for
different qubit-TLS interaction strength λ.
Appendix A: Case I: Linear Perturbation Theory
In this section, we derive the decay probability of qubit to its ground state during a swap-spectroscopy gate. Here,
we use linear perturbation theory and assume that the coupling strength between TLS and qubit is weak enough for
the Born approximation to apply. The Hamiltonian of the joint TLS-qubit system consists of three parts:
Hˆ(t) = HˆTLS(t) + HˆQ(t) + HˆQ−TLS(t) (A1)
where HˆTLS(t) includes the TLS Hamiltonian, its coupling to an environmental bosonic bath and the bath Hamilto-
nian:
HˆTLS = HˆTLS,0 + HˆTLS−BTLS + HˆBTLS , (A2)
HˆTLS,0 = −~ωTLS
2
σzTLS −
~TLS
2
σzTLS , (A3)
HˆTLS−BTLS = λTLS(σ
+
TLS aˆB + σ
−
TLS aˆ
†
B), (A4)
HˆBTLS = (
1
2
+ aˆ†B aˆB)~ωBTLS (A5)
8where BTLS represents the TLS’s bath, and BQ represents the qubit’s bath. Similarly, HˆQ(t) consists of qubit
Hamiltonian, qubit-bath coupling Hamiltonian, and qubit’s bath Hamiltonian:
HˆQ(t) = HˆQ,0(t) + HˆQ−B(t) + HˆBQ(t), (A6)
HˆQ,0(t) = −~(t)
2
σzQ, (A7)
HˆQ−B(t) = λQ(σ+Q bˆB + σ
−
Q bˆ
†
B), (A8)
HˆBQ = (
1
2
+ bˆ†B bˆB)~ωBQ (A9)
where we consider the transversal qubit-TLS interaction
HˆQ−TLS = λσxTLSσ
x
Q (A10)
with a interaction strength λ which is weak enough compared to the range of interaction time t of interest: λt  1.
Notice that the longitudinal coupling does not directly affect the the qubit decay rate in the computational basis.
However, we indirectly accounted for the effect of longitudinal coupling in altering the dephasing rate of the qubit
which in turn alters the decay probability.
We move into the interaction picture, where the qubit and TLS operators can be expressed as
σ˜aQ = TrBQ
[
T−
[
exp[i
∫ t
0
HˆQ(τ)dτ
]
σaQ(0)T+
[
exp[−i
∫ t
0
HˆQ(τ)dτ
]]
(A11)
σ˜aTLS = TrBTLS
[
T−
[
exp[i
∫ t
0
HˆTLS(τ)dτ
]
σaTLS(0)T+
[
exp[−i
∫ t
0
HˆTLS(τ)dτ
]]
(A12)
for a ∈ {x, y, z}. In this basis, the density operator for the joint system evolves with time as
ρ˜(t) = − i
~
∫ t
0
[HˆQ−TLS(s), ρ˜(s)]ds+ ρ˜(0), with ρ˜(0) = ρ(0) (A13)
To the second order perturbation theory, the above differential equation can be solved as
ρ˜(t) = ρ(0)− i
~
∫ t
0
[HˆQ−TLS(s), ρ(0)]ds− 1~2
∫ t
0
ds
∫ s
0
dτ [HˆQ−TLS(S), [HˆQ−TLS(τ), ρ(0)]] +O[(gt)3] (A14)
= ρ(0)− ig
~
∫ t
0
[
σ˜xQ(s)σ˜
x
TLS(s)ρ(0)− ρ(0)σ˜Q(s)σ˜TLS(s)
]
ds (A15)
Now we apply the Born approximation assuming that the qubit and TLS remain in a product state given their initial
state as a product state ρ(0) = ρQ(0)⊗ ρTLS(0) = |1〉〈1|Q ⊗ |0〉〈0|TLS . Inserting this condition into Eq. (A15) above
while tracing out the TLS system gives us the evolution of the qubit density operator as:
ρ˜Q(t) = ρQ(0)− λ
2
~2
∫ t
0
ds
∫ s
0
dτ
[
C(s− τ)σ˜xQ(s)σ˜xQ(τ)ρQ(0) + C(τ − s)σ˜xQ(τ)σ˜xQ(s)ρQ(0) (A16)
−C(τ − s)σ˜xQ(s)ρQ(0)σ˜xQ(τ)− C(s− τ)σ˜xQ(τ)ρQ(0)σ˜xQ(s)]
]
where we use C(τ − s) = 〈σ˜xTLS(τ)σ˜xTLS(s)〉 to represent the correlator of TLS. Solving the dynamical evolution of
TLS under its coupling to a Markovian environment separately [21] gives us C(τ − s) = e−ΓTLS,φ|τ−s|−iωTLS(τ−s),
with ΓTLS,φ =
ΓTLSl
2 +
2αkBT
~ representing the dephasing rate of TLS caused by longitudinal coupling to an Ohmic
environment at temperature T and transversal coupling (σzTLS) to the environment. We note, however, that the
Markovian assumptions for the TLS’s environment are not fundamental. By replacing the current TLS correlator
with that from a non-Markovian environmental couplings, the following derivations still apply.
We now investigate the qubit operator in the interaction picture under the coupling to a separate Markovian
environment. After tracing out the qubit’s environment in Eq. (A11), we obtain the two-qubit operator:
〈σ˜xQ(τ)σ˜xQ(s)〉 =
(
cosφ(τ)σxQ + sinφ(τ)σ
y
Q
)(
cosφ(s)σxQ + sinφ(s)σ
y
Q
)
e−Γ2,q|τ−s| (A17)
with the dynamical phase accumulated during the swap-spectroscopy gate defined by:
φ(τ) = fidleτ +
∫ τ
0
Q(t)dt = fidleτ − max
∫ τ
0
µ(t)dt. (A18)
9We use µ(t) ∈ [0, 1] as a unitless time-dependent function rescaled by the maximum frequency change max during the
swap spectroscopy and the minus sign in front of µ(t) is due to our experimental convention where most of the TSSD
is taken by lowering the qubit frequency from its initial value. Inserting these results into Eq. (A16) while adopting
the Rotating Wave Approximation (RWA) gives us the qubit density operator in the interaction picture at the end of
swap-spectroscopy gate:
ρ˜(tp) = |1〉〈1|q +
λ2
~2
σzQ(0)
∫ tp
0
ds
∫ s
0
dτe−Γ2|τ−s|
(
e−i(φ(τ)−φ(s)−ωTLS(τ−s)) + ei(φ(τ)−φ(s)−ωTLS(τ−s)
)
(A19)
where tp represents the total duration of the swap spectroscopy gate, the exponential decay factor Γ2 = ΓTLS,φ+ Γ2,q
is contributed both from qubit’s own coupling to the environment (1/Γ2,q is of order 5 µs) and indirectly through the
coupling of TLS its own environment. Projecting the qubit density operator above onto the ground state gives us
qubit’s decay probability after the swap spectroscopy gate:
Pe = 〈0|qρ˜q(tp)|0〉q
= λ˜2Re
[∫ T
0
dx
∫ T
0
dye−trΓ2|x−y|ei(x−y)+η(Φ(x)−Φ(y))
]
,
= λ˜2R(T, γ, , η) (A20)
R(T, γ, , η) = Re
[∫ T
0
dx
∫ T
0
dye−γ|x−y|eiF (x,y)
]
(A21)
and we chose unit-less parameters λ˜ = λtr/~, γ = trΓ˜2,  = tr(fidle−ωTLS), η = trm,Φ(x) =
∫ x
0
µ(x)dx, and unit-less
time x and y normalized by the ramp time tr of the qubit frequency control trajectory (see Fig. 1). This gives the
rescaled overall runtime T = tp/tr. We use F (x, y) = (x − y) − η(Φ(x) − Φ(y)) to represent the dynamical phase
accumulated during the gate. This dynamical phase under the frequency trajectory of Fig. 1 obeys the following
relations:
Q(t)
max
= −µ
(
t
tr
)
, µ(0) = µ(T ) = 0, µ(1) = µ(T − 1), (A22)
Φ(x) =
∫ x
0
µ(τ)dτ, Φ(0) = 0, Φ(T − 1) = Φ(T )− Φ(1), (A23)
where the last two equations of both lines are given by the time reversal symmetry of the qubit control pulse shape.
Numerical integration of Eq. (A20) proves to be too slow to be suitable for fast online TLS characterization. We
notice that during the ramp time, the phase Φ(x) oscillates at a unitless speed of dΦ(x)dx = trmax ≈ 6ns×2pi×0.5GHz ≈
20 1, which is fast oscillating. This means, the integration contributed from the ramp up ∫ 1
0
and ramp down
∫ T
T−1
can be approximately calculated using a popular method in path integral: stationary phase approximation.
When integrating a fast oscillating function in part of Eq. (A20), according to the stationary phase approximation
the main contribution to the integral are from the stationary points xc, yc when the gradient of the phase vanishes:
∂xF (x, y)|x=xc,y=yc = − ηµ(x)|x=xc,y=yc = tr[fidle − maxµ(xc) + ωtls] = 0, (A24)
∂yF (x, y)|x=xc,y=yc = −+ ηµ(y)|x=xc,y=yc = −tr[fidle − maxµ(yc) + ωtls] = 0. (A25)
The stationary condition is met whenever the qubit frequency reaches the TLS frequency during the ramping up
x ∈ [0, 1] or ramping down x ∈ [T − 1, T ] of frequency control. We separate the double integration in Eq. (A20) into
nine parts according to:
T1 = [0, 1), T2 = [1, T − 1), T3 = [T − 1, T ]. (A26)
R(T, γ, , η) =
3∑
α,β=1
Rα,β , Rα,β =
∫
x∈Tα
dx
∫
y∈Tβ
dye−γ|x−y|eiF (x,y) (A27)
where we use T1 and T2 to represent the first and second ramps, and T3 to represent plateau where qubit frequency
is fixed at fpl = fidle − max. Each one of the nine parts is derived separately as follows.
1. R22: when both integrals are in the region of a constant frequency at the plateau, we have closed-form expression:
10
Re
[∫ T−1
1
dx
∫ T−1
1
dye−γ|x−y|eiF (x,y)
]
=
2(−γ2 + γ(T − 2)(γ2 + (− η)2) + eγ(2−T )((γ2 − (− η)2) cos((T − 2)(− η))
(γ2 + (− η)2)2
+
2γ(η − ) sin((T − 2)(− η)) + (− η)2)
(γ2 + (− η)2)2 (A28)
2. R11: when both integrals are over the ramp-up part of the swap-spectroscopy gate, during which the stationarity
condition in Eq. (A24) and (A25) are met at xc. We expand the unitless phase in Eq. (A23) around this stationary
point:
Φ(x) ≈ 1
2
xc (x− xc)2 f ′ +  (x− xc)
η
+ Φ(xc) (A29)
Φ(y) ≈ 1
2
xc (y − xc)2 f ′ +  (y − xc)
η
+ Φ(xc) (A30)
which gives a simplified overall phase factor:
F (x, y) ≈ −ηf
′
(xc)
2
(
(x− xc)2 − (y − xc)2
)
(A31)
which gives
R11 =
2pi
η|f ′(xc)| |erf(z1, z2)|
2
(A32)
where we use simplified notation: z1 = −eipi/4(1− xc)
√
η|f ′ (xc)|
2 , and z2 = e
ipi/4xc
√
η|f ′ (xc)|
2 .
3. R33: due to the symmetry described in Eq. (A23) and (A22), we have R33 = R11.
4. R13 and R31: using similar expansion around the stationary point as for R11 and the symmetry argument in
Eq. (A23) and (A22), and under the same notation of z1, z2:
R13 = R31 =
pie−γ|T−2xc|Im
[
erf (−z2,−z1)2 exp (iη (Tφ− 2φxc)− i (T − 2xc))
]
2ηf ′(xc)
(A33)
5. R12 and R21: one of the integral is in ramp-down part and the other is in plateau part of the frequency trajectory.
We expand one of the double integrals around the stationary point to obtain the analytic integration result:
R12 = Re
[∫ 1
0
dx
∫ T−1
1
dye−γ|x−y|eiF (x,y)
]
,
≈
√
2pieγxc |[erf (z2)− erf (z1)]|
√
1
ηf ′(xc)√
γ2 + (− η)2
∣∣∣e−γ − eγ(1−T )−iT (−η)∣∣∣
× cos
(
− arg(γ − i(− η))− arg
(
e−γ − eγ(1−T )−iT (−η)
)
(A34)
− arg [[erf (z2)− erf (z1)]]−  (xc − 1) + ηφxc − η(φ+ 2)− pi/4) ,
here and henceforth, the approximation similar to Eq. (A31) are used. Due to the symmetry of the qubit
dynamics around the half evolution time, we also have R21 = R12.
6. R23 and R32: one of the double integrals is in plateau part of the frequency trajectory, and the other one is in
the ramp-up part of the pulse. After expanding the ramp-up part around the stationary point we have:
R23 = Re
[∫ T−1
1
dx
∫ T
T−1
dye−γ|x−y|eiF (x,y)
]
, (A35)
≈
√
pi
2
(
e(T−1)(γ+i(−η)) − eγ+i(−η))(erf(xc√iηf ′(xc)√
2
)
− erf
(
(xc−1)
√
iηf ′(xc)√
2
))
(γ + i(− η))√iηf ′ (xc)
× exp (−γ (T − xc) + i (ε (xc − T ) + η (−φxc + Tφ− φ+ 1))) (A36)
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The decay probability after the swap-spectroscopy gate is the weighted sum of all nine terms derived above: Pdecay =(
gtr
~
)2∑3
α,β=1Rα,β . This close form expression reduces the evaluation time of TSSD cost funciton, which consists
of the sum of many Pdecay data points, by three magnitude from direct numerical integration. The applicability of
stationary point approximation depends on the magnitude of η which determines how fast the phase in the integration
oscillates. In our case as estimated before η ≈ 20, which gives an approximation error compared to the exact numerical
simulation is numerically bounded to below 10−3.
Appendix B: Case II: Coherent TLS-qubit Interaction
In this section, we derive the coherent TLS-qubit coupling model under two different qubit frequency control
trajectories. Based on these results, we analyse the conditions when the gate-dependency of the qubit-TLS interaction
dynamics is non-negligible.
The transversal coupling between TLS and qubit conserves the total excitations. Since qubit is always initialized
in the excited state, the subspace of quantum dynamics of TLS and qubit is spanned by two orthogonal states:
{|1, 0〉, |0, 1〉}, where we use the first number in the ket representation as the excitation number in TLS mode. The
case when the initial state of TLS is in excited state is neglibible due to two important facts: 1. TLS is much less
coherent than qubit and decay quickly to its ground state, and is thus less likely to be in excitated state; 2. population
transfer is unaffected if TLS and qubit both starts in excited state due to the excitation conserving nature of the
qubit-TLS coupling. The qubit-TLS Hamiltonian in this single-excitation subspace takes the following form:
HˆTLS,q(t) =
(
∆(t)
2 λ
λ −∆(t)2
)
, (B1)
where ∆(t) = fq − ωTLS represents the energy gap between the TLS and qubit energy levels, and g is the TLS-qubit
coupling strength.
During swap spectroscopy, the energy gap changes according to a smoothed-trapezoidal function for time T and
induces the unitary transformation on the joint system according to U(T ) = T [exp[−i ∫ T
0
HˆTLS,q(t)dt].
We decompose the overall unitary into a product of three parts. The first part is induced by a time-dependent
Hamiltonian, where the energy gap ∆(t) changes from an initial value ∆0 to a plateau value ∆i during the rise time
tr as U1 = T [exp[−i
∫ tr
0
HˆTLS,q(t)dt]. The second part is the unitary evolution under a constant Hamiltonian with
∆(t) = ∆i for time tp as: U2 = e
−iω1tp |λ1〉〈λ1|+ e−iω2tp |λ2〉〈λ2| with |λi〉 being the ith eigenvector of energy ωi. This
is represented by the plateau part of the trapezoidal pulse in Fig. 1.
The third part U3 corresponds to the unitary evolution under a time-dependent Hamiltonian, which is a time
reversed version of U1. The overall decay probability depends on the three unitaries as
Pdecay = |〈1, 0|U3U2U1|0, 1〉|2 (B2)
1. Rectangular Pulse
Having a rectangular frequency control trajectory in place of a trapezoidal pulse amounts to taking the limit of
U1 → I and U3 → I. In this case, the probability of transition is purely contributed from the plateau part by a a
rectangular pulse Prec:
Prec = |〈1, 0|U2|0, 1〉|2 = 4λ
2
4λ2 + ∆21
sin
(
1
2
tp
√
4λ2 + ∆21
)2
(B3)
2. Trapezoidal Pulse
If we represent the unitary during ramp up and ramp down by:
U1 =
(
u11 −u∗21
u21 u
∗
11
)
(B4)
U3 =
(
w11 −w∗21
w21 w11.
)
(B5)
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We find each element of these two unitary matrices can be found by solving the Schro´dinger equation under a linearly
changing Hamiltonian:
u21 = − is(ν + ξ[s])
3/2Γ[−ν − ξ[s]]
(νξ[s] + 1)
√
2pi
∑
α∈−1,1,2
αPC[ν − s,−αzin]PC[ν − s, αz] (B6)
w21 = − is(ν + ξ[s])
3/2Γ[−ν − ξ[s]]
(νξ[s] + 1)
√
2pi
∑
α∈−1,1,2
αPC[ν − s, αz]PC[ν − s,−αzin] (B7)
u11 = − (ν + ξ(s))Γ(−ν − ξ(s))(Dν(z)Dν−s(−zin) +Dν(−z)Dν−s(zin))√
2pi
(B8)
w11 = − (ν + ξ(s))Γ(−ν − ξ(s))(Dν(−zin)Dν−s(z) +Dν(zin)Dν−s(−z))√
2pi
(B9)
with PC stands for parabolic cylinder function and other variables defined as:
s = sign[v], ξ = (1− s)/2, ν = −iλ
2
4v
− ξ(s) (B10)
zin = e
ipi/4 ∆0√
v
, z = eipi/4
∆1√
v
. (B11)
3. Gate-dependence of TSSD
The shape of the quantum gate control trajectory can be important to the qubit-TLS dynamics under a non-
Markovian TLS-qubit coupling. The main difference between a rectangle pulse analyzed in Sec. B 1 and that of a
trapezoidal pulse analyzed in Sec. B 2 lies in two parts: first only the trapezoidal pulse admits Landau-Zener (LZ)
transition due to the finite velocity when crossing the TLS frequency; second, the phase accumulated during the
ramp up and ramp down will change the overall oscillation phase of the decay probability as a function of ramp
time. To dissect the gate-dependence of TSSD, we analytically compare these two different contributions from the
time-dependent frequency control trajectory. We start by first simplifying our analytic solution under a trapezoidal
pulse by taking the limit of δ = λ2/(4v)  1. We analyze the ramp up unitary first, then the ramp-down unitary,
and finally compare their respective contributions to the Landau-Zener-Rabi oscillation.
a. Ramp up
In the first part of trapezoidal pulse, for time 0 ≤ t ≤ tr in Fig. 1 of the main text, we have s = 1, ξ[s] = 0, ν = −iδ,
νξ[s] + 1 = 1, and ν + ξ[s] = −iδ. In this case the Gamma function can be expanded around δ as:
Γ[−ν − ξ[s]] = Γ[iδ] = 1
12
i
(
6γ2 + pi2
)
δ +
1
iδ
− γ +O(δ3) (B12)
and the coefficient for the parabolic cylinder function can be expanded around the small value ν = −iδ as:
is(ν + ξ[s])3/2Γ[−ν − ξ[s]]
(νξ[s] + 1)
√
2pi
≈ i(−iδ)
3/2
√
2pi
(− 1−iδ − γ +O(δ
2)) =
i√
2pi
(−√−iδ +O(δ3/2)) (B13)
where the Euler constant is represented by γ = 0.57721.... The leading contribution of the off-diagonal term of the
ramp up unitary is thus of the magnitude O(
√
δ). The other parts of the off-diagonal term in Eq. (B6) can be also
simplified using the approximation under ν − s ≈ −1:
PC[ν − s, x] ≈ PC[−1, x] = ex2/4
√
pi
2
erfc
(
x√
2
)
. (B14)
Under this approximation, we can rewrite the the off-diagonal part of the ramp up unitary as:
w21 = −
4
√−1ge
i(∆20+∆21)
4v
(
erf
(
( 12 +
i
2 )∆0√
v
)
+ erf
(
( 12 +
i
2 )∆1√
v
))
√
v
(B15)
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where we can further simplify it by the error function: |erf(x)| ≈ |x| when |x|  1 as
|w21| ≈
∣∣∣∣λ(∆0 + ∆1)v
∣∣∣∣ . (B16)
b. Ramp down
In the third part of a trapezoidal trajectory, for time tr+tp ≤ t ≤ 2tr+tp in Fig. 1, we have s = −1, ξ = 1, ν = −iδ−1,
with the Gamma function Γ[iδ] sharing the same expansion as above, but νξ[s] + 1 = −iδ, and ν + ξ[s] = −iδ, and
the coefficient for the parabolic cylinder function can be simplified to the leading order as
is(ν + ξ[s])3/2Γ[−ν − ξ[s]]
(νξ[s] + 1)
√
2pi
≈ −i(−iδ)
3/2
√
2pi(−iδ)
(
+
1
iδ
− γ
)
=
−i√
2pi
(
− 1
(−iδ)1/2 − γ(−iδ)
1/2
)
(B17)
=
i(1− iγδ)√
2pi
√−iδ +O(δ
3/2) =
i√
2pi
√−iδ +O(δ
1/2) (B18)
The off-diagonal term in Eq. (B6) can be simplified using the approximation under ν − s ≈ 1 similar to that in the
derivation of w21 as
u21 = −
(−1)3/4ge−
i(∆20+∆21)
4v
(
−ierfi
(
( 12 +
i
2 )∆0√
|v|
)
− ierfi
(
( 12 +
i
2 )∆1√
|v|
))
√|v| (B19)
|u21| ≈
∣∣∣∣g(∆0 + ∆1)v
∣∣∣∣ (B20)
where the second linear approximation applies when g(∆0 +∆1)/v  1. This simplification shows that the amplitudes
of the ramp up and ramp down off-diagonal elements are identical |u21| = |w21| in the large velocity limit.
4. Landau-Zener-Rabi Oscillation
The whole swap spectroscopy gate is a product of ramp up U1, plateau U2 and ramp down U3 unitaries. We express
the transition probability between |1, 0〉 and |0, 1〉 due to Landau-Zener-Rabi oscillation with the matrix elements of
U1, U2 and U3 as:
PLZR = |〈1, 0|U3U2U1|0, 1〉|2, (B21)
=
∣∣∣∣(1 0)(w11 −w∗21w21 w11
)(
v11 −v∗21
v21 v
∗
11
)(
u11 −u∗21
u21 u
∗
11
)(
0
1
)∣∣∣∣2 (B22)
= | − w11 (v11u∗21 + u∗11v∗21) + w∗21 (v21u∗21 − u∗11v∗11) |2 (B23)
The contributions to the overall transition probability from ramp up and down parts of the unitary evolution
amounts to adding a phase to the plateau part rabi oscillation U2 by θ. To the leading order, it depends on the
coupling strength, energy gap and the velocity as:
θ = 2
g|∆|
v
, (B24)
where ∆ = ∆0 + ∆1 and a factor of 2 comes from the individual contribution from ramp up and ramp down. Since
the rectangular pulse’s qubit transition probability is simply |v21|2, the difference between rectangular pulse and
trapezoidal pulse can thus be estimated by the angle θ.
The parameter region where the Landau Zener contribution does not significantly affect the phase of the Rabi
oscillation at the plateau can thus be bounded as:
θ = 2
g|∆|
v
 1 (B25)
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which gives
∆ v
4g
≈
√
250MHz× 1GHz
20MHz
≈ 25MHz (B26)
where ∆1 represents the absolute value of detuning at the plateau and ∆0 represents the absolute value of initial
qubit frequency. Given ∆0 = 600MHz for the swap spectroscopy experiment, such condition is not satisfied for any
data point been taken. This explains why numerically rectangular pulse differs significantly from trapezoidal pulse in
the swap spectropy around TLS: even small amount of Landau Zener contribution can induce a non-negligible phase
shift to the Rabi oscillation when the ramp time of the frequency tuning is long enough.
Appendix C: Full Experimental 2D Swap-spectroscopy Data
The complete set of two-dimensional swap-spectroscopy scan is presented in Fig. 7. The highly coherent TLS that
our characterization method is used to identify shows up as a blue dip near frequency 5.04GHz in the figure.
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FIG. 7: Th complete TSSD measured by the swap spectroscopy experiment. The readout resonator is around
frequency of 4GHz, and the qubit initial idel frequency is around 5.6 GHz.
Appendix D: Moire´ Effect
Moire´ effect occurs when two-periodic patterns overlay with each other to create a new pattern of a different
periodicity. In our experiment, the first pattern is the original population oscillation between qubit and TLS in
frequency and time. The second pattern is the oscillation in time with a period increasing exponentially with time
realized through non-uniform temporal sampling. The effect of the non-uniform temporal sampling on TSSD can
then be understood by juxtaposing horizontal lines separated by an exponentially increasing spacing with the original
Rabi-Chevron pattern of TSSD. As shown in our numerical simulation, see Fig. 8), where adoping the experimentally
relavant TLS parameter, the non-Markovian oscillations between qubit’s and TLS’s population is amplified by around
three magnitudes (shown as the periodicity of the left plot is roughly a factor of three larger than that of the right
plot in log-scale at ∆ = fpl − ωTLS = 0.
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FIG. 8: Swap spectroscopy data predicted by fully coherent qubit-TLS coupling with fpl close to the ωTLSwith
∆ = fpl − ωTLS predicted by coherent qubit-TLS interaction model, g = 10MHz, Γ2 = 10MHz, tr = 6ns. Left plot:
TSSD demonstrates additional circular oscillations with an increased period under a non-unform temporal sampling
step. Right plot: TSSD shows commonly observed Rabi-Chevron patterns under a uniform temporal sampling step.
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Appendix E: Experimental Non-idealities
Fitting a noisy experimental data is hard: I. TSSD produced by drastically different values of ~pTLS can give rise to
comparable cost due to measurement noise; II. the noisy data size is much larger than the number of model parameters
resulting in underfitting. For example, Fig. 9 shows the fitting outcome of a TLS model for a given frequency, which
provide a highly unreliable prediction of data at other frequeny of TSSD. The fact that the model fitted to one the
data taken at one frequency doesn’t fit well to the data at a different frequency can be contributed to the experimental
non-idealities including measurement errors and Purcell effect. Measurement error can be modeled by a biased blipflip
error on the computational basis measurement outcoomes. Qubit relaxation rate will increase when its frquency is
close to the readout resonator at around 4 GHz. This is described by the Purcell effect which depends on the Jaynes-
Cummings coupling between qubit and environmental bath gJC , the frequency difference ∆ = |fq − ωr|, and the
resontator life time 1/κ, as δΓq,1 = κ
g2JC
∆2 . as [22]
FIG. 9: One dimensional data from TSSD and prediction from theory by fitting the 1D data in time at a fixed
frequency: decay probability of qubit as a function of time for plateau frequency fpl ∈ [4.898GHz, 4.845GHZ]. One
dimensional data: green dots with the opacity decreasing as frequency increases. Prediction from fitted TLS model:
red stars with the opacity decreasing as frequency increases.
Appendix F: Operator Sum Description of Two Qubit Gate
With an explicit physical TLS model, in this section we derive the associated Kraus operator description for the
realizable two-qubit gates in Google’s superconducting qubits [17]. This facilitates the simulation of a realistic noisy
circuit and the estimation of overall circuit fidelity of realistic quantum device.
For simplificity, we consider the case where each qubit has one neighboring TLS. This assumption applies for our
experimental setup since idel qubit frequency is always calibrated to be far far from known TLSs, but due to the
temporal dynamics during a two-qubit gate, the qubit frequency might coincide with a neighboring qubit during its
frequency tuning. The joint system Hamiltonian for TLS and qubit takes the form:
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Hˆ(t) =
2∑
j=1
[
HˆTLS,j + HˆQ,j + HˆTLS,Q,j
]
(F1)
where each term is defined in Eq. (A1)-(A10).
1. Two-Qubit Gate
During a two-qubit gate, the system Hamiltonian of the qubit is described by the following Bose-Hubbard Hamil-
tonian:
HˆBH =
∑
j=1,2
[fqaˆ
†
j aˆj −
ηBH
2
aˆ†j aˆj(aˆ
†
j aˆj − 1)] + g(aˆ1aˆ†2 + aˆ†1aˆ2), (F2)
where ηBH represents the anharmoniticy of the nonlinear superconducting circuit oscillator. The unitary in-
duced by the Bose-Hubbard Hamiltonian in Eq. (F2) in the single excitation subspace, i.e. the qubit subspace,
Hq =Span{|0, 0〉, |0, 1〉, |1, 0〉, |1, 1〉} is
U2(g, t2, fq) = exp[−iHˆBHt2] (F3)
=

1 0 0 0
0 e−ifqt2 cos(gt2) −i sin(gt2)eifqt2 0
0 −i sin(gt2)eifqt2 e−ifqt2 cos(gt2) 0
0 0 0 e−i2fqt2w11
 (F4)
where we have assumed that the two qubits share the exact same frequency during interaction. The amplitude
|w11| = 1 for perfect unitary where leakage induced by the g coupling between |11〉 and |20〉 or |02〉 is zero. For a
generic two-qubit gate time t2, the two single excitation state amplitude depends on the coupling strength and the
anharmonicity ηBH as
w11 = e
it2ηBH
2
(
cos[
1
2
t2
√
16λ2 + η2BH ]−
iηBH sin[
t2
2
√
16λ2 + η2BH ]√
16λ2 + η2BH
)
. (F5)
Consequently, when t2 is not chosen carefully, information leakage occurs. Henceforth, we study the parameter regimes
where such leakage is zero by the careful choice of interaction frequency and gate time. We focus our attention on
the error induced solely by the coupling between qubit and TLS as well as its environment during a two-qubit gate.
Such quantum channel that maps the density operator of the two-qubit system from an initial state to the final state
by Kraus operators Vk1,k2,k3,k4 as
ρ(t2) =
∑
k1,k2,k3,k4∈[0,1]
Vk1,k2,k3,k4ρ(0)V
†
k1,k2,k3,k4
. (F6)
Here, we use four bit subscript representation for the convenience of the discussions to follow. To simplify the analysis,
we go into the interaction picture defined by the two-qubit gate control Hamiltonians excluding the qubit-TLS coupling.
In the interaction picture, the qubit α’s kth Pauli operators becomes:
σ˜kα(t) = U2(g, t, fq)
†σkαU2(g, t, fq). (F7)
The TLS operators are transformed into:
σ˜xTLSα(t) = e
−ΓTLS,φt
(
exp[i
ωTLS,α(Iα,TLS − σzTLSα)
2
]σxTLS,α exp[−i
ωTLS,α(Iα,TLS − σzTLSα)
2
]
)
= e−ΓTLS,φt
(
σxTLS,α cos(ωTLS,αt) + σ
y
TLS,α sin(ωTLS,αt)
)
(F8)
σ˜yTLSα(t) = e
−ΓTLS,φt
(
exp[i
ωTLS,α(Iα,TLS − σzTLSα)
2
]σyTLS,α exp[−i
ωTLS,α(Iα,TLS − σzTLSα)
2
]
)
= e−ΓTLS,φt
(
σyTLS,α cos(ωTLS,αt)− σxTLS,α sin(ωTLS,αt)
)
(F9)
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where the exponential decay factor comes from the fact that TLSs are also coupled to their own Markovian bath.
Such additional decay term in the exponent is proportional to TLS dephasing rate ΓTLS,φ. Notice that so far we have
not included qubit bath coupling effect, which is additive under the weak coupling limit.
In the interacting picture, the TLS and qubit coupling takes the following form:
H˜Q−env(t) =
∑
α=1,2
λα
σ˜xα(t)σ˜
x
TLS,α(t) + σ˜
y
α(t)σ˜
y
TLS,α(t)
2
(F10)
where the longitudinal coupling between TLS and qubit is averaged out through rotating wave approximation within
the interaction picture.
We assume the coupling strength λα is weak enough: λα · t 1, such that the linear perturbation theory applies.
The joint unitary transformation can be found approximately by Dyson series to the second order:
UQ−env(t, 0) = I − i~
∫ t
0
H˜Q−env(t1)dt1 − 1~2
∫ t1
0
dt1
∫ t2
0
dt2H˜Q−env(t1)H˜Q−env(t2). (F11)
Projecting this unitary onto different orthogonal states of TLSs in turn gives all independent Kraus operators. If we
represent the index of the Kraus operators with binary digit k = (k1, k2, k3, k4) with each binary number ki ∈ {0, 1}
representing the state of one of the TLSs near each qubit, each one of 24 Kraus operator is labeled by the contracted
TLS state as
Vk1,k2,k3,k4,2 = 〈k1|TLS,1〈k2|TLS,2UQ−env(t, 0)|k3〉TLS,1|k4〉TLS,2. (F12)
Inserting Eq. (A11)-(F9) into the Dyson series of Eq. (F11) above, and tracing out the TLS, we obtain four non-zero
components which correspond to four independent Kraus operators for the noisy two-qubit gate:
E00 = 〈0|TLS,1〈0|TLS,2UQ−env(t2, 0)|0〉TLS,1|0〉TLS,2
= − 1
~2
∑
α=1,2
λ2α
[
Xˆ ′α(t2, ωTLS,α,ΓTLSα,φ, fq, g, η)Xˆ
′
α(t,−ωTLS,α,ΓTLSα,φ, fq, g, η)
− iYˆ ′α(t2, ωTLS,α,ΓTLSα,φ, fq, g, η)Xˆ ′α(t2,−ωTLS,α,ΓTLSα,φ, fq, g, η)
+ iXˆ ′α(t2, ωTLS,α,ΓTLSα,φ, fq, g, η)Yˆ
′
α(t2,−ωTLS,α,ΓTLSα,φ, fq, g, η)
+Yˆ ′α(t2, ωTLS,α,ΓTLSα,φ, fq, g, η)Yˆ
′
α(t2,−ωTLS,α,ΓTLSα,φ, fq, g, η)
]
, (F13)
E10 = 〈1|TLS,1〈0|TLS,2UQ−env(t2, 0)|1〉TLS,1|0〉TLS,2
= − i
2~
λ1
[
Xˆ ′1(t2,−ωTLS,α,ΓTLSα,φ, fq, g, η) + Yˆ ′1(t2,−ωTLS,α,ΓTLSα,φ, fq, g, η)
]
, (F14)
E01 = 〈0|TLS,1〈1|TLS,2UQ−env(t2, 0)|0〉TLS,1|1〉TLS,2
= − i
2~
λ2
[
Xˆ ′2(t2,−ωTLS,α,ΓTLSα,φ, fq, g, η) + Yˆ ′2(t2,−ωTLS,α,ΓTLSα,φ, fq, g, η),
]
(F15)
E11 = 〈1|TLS,1〈1|TLS,2UQ−env(t2, 0)|1〉TLS,1|1〉TLS,2 (F16)
= − 1
~2
∑
α=1,2,β 6=α
λαgβ
[
Xˆ ′α(t,−ωTLS,α,ΓTLSα,φ, fq, g, η)Xˆ ′β(t2,−ωTLS,β ,ΓTLSβ ,φ, fq, g, η)
+iYˆ ′α(t2,−ωTLS,α,ΓTLSα,φ, fq, g, η)Xˆ ′α(t,−ωTLS,α,ΓTLSα,φ, fq, g, η)
]
, (F17)
where the interaction picture TLS-qubit Pauli operators after tracing out the incoherent TLS are represented by Xˆ ′α
and Yˆ ′α as follows:
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Xˆ ′α(t,−ωTLS,α,ΓTLSα,φ, fq, g, η) (F18)
=
 0 −iFST [g, ωTLS,α,ΓTLSα,φ, fq, g, t] FCT [g, ωTLS,α,ΓTLSα,φ, fq, g, t] 0iFST [g, ωTLS,α,ΓTLSα,φ,−fq, g, t] 0 0 iFCWT [g, ωTLS,α,ΓTLSα,φ, fq, g, t, η]FCT [g, ωTLS,α,ΓTLSα,φ,−fq, g, t] 0 0 iFSWT [g, ωTLS,α,ΓTLSα,φ, fq, g, t, η]
0 FCWT [g, ωTLS,α,ΓTLSα,φ,−fq, g, t,−η] −iFSWT [g, ωTLS,α,ΓTLSα,φ,−fq, g, t,−η] 0

Yˆ ′α(t,−ωTLS,α,ΓTLSα,φ, fq, g, η) (F19)
=
 0 −FST [g, ωTLS,α,ΓTLSα,φ, fq, g, t] −iFCT [g, ωTLS,α,ΓTLSα,φ, fq, g, t] 0−FST [g, ωTLS,α,ΓTLSα,φ,−fq, g, t] 0 0 −iFCWT [g, ωTLS,α,ΓTLSα,φ, fq, g, t, η]iFCT [g, ωTLS,α,ΓTLSα,φ,−fq, g, t] 0 0 iFSWT [g, ωTLS,α,ΓTLSα,φ, fq, g, t, η]
0 iFCWT [g, ωTLS,α,ΓTLSα,φ,−fq, g, t,−η] FSWT [g, ωTLS,α,ΓTLSα,φ,−fq, g, t,−η] 0

Xˆ ′2(t,−ωTLS,α,ΓTLSα,φ, fq, g, η) (F20)
=
 0 FCT [g, ωTLS,α,ΓTLSα,φ, fq, g, t] −iFST [g, ωTLS,α,ΓTLSα,φ, fq, g, t] 0FCT [g, ωTLS,α,ΓTLSα,φ,−fq, g, t] 0 0 iFSWT [g, ωTLS,α,ΓTLSα,φ, fq, g, t, η]FST [g, ωTLS,α,ΓTLSα,φ,−fq, g, t] 0 0 FCWT [g, ωTLS,α,ΓTLSα,φ, fq, g, t, η]
0 −iFSWT [g, ωTLS,α,ΓTLSα,φ,−fq, g, t,−η] −iFCWT [g, ωTLS,α,ΓTLSα,φ,−fq, g, t,−η] 0

Yˆ ′2(t,−ωTLS,α,ΓTLSα,φ, fq, g, η) (F21)
=
 0 −iFCT [g, ωTLS,α,ΓTLSα,φ, fq, g, t] −FST [g, ωTLS,α,ΓTLSα,φ, fq, g, t] 0iFCT [g, ωTLS,α,ΓTLSα,φ,−fq, g, t] 0 0 FSWT [g, ωTLS,α,ΓTLSα,φ, fq, g, t, η]−FST [g, ωTLS,α,ΓTLSα,φ,−fq, g, t] 0 0 −iFCWT [g, ωTLS,α,ΓTLSα,φ, fq, g, t, η]
0 FSWT [g, ωTLS,α,ΓTLSα,φ,−fq, g, t,−η] iFCWT [g, ωTLS,α,ΓTLSα,φ,−fq, g, t,−η] 0

(F22)
with each element defined as
FST [g, ωTLS,α,ΓTLSα,φ, fq, g, t] =
∫ t
0
ξx,x,α(τ)e
−iτωTLS,αe−iτωq sin[gτ ]dτ (F23)
FCT [g, ωTLS,α,ΓTLSα,φ, fq, g, t] =
∫ t
0
ξx,x,α(τ)e
−iτωTLS,αe−iτωq cos[gτ ]dτ (F24)
FSWT [g, ωTLS,α,ΓTLSα,φ, fq, g, t] =
∫ t
0
ξx,x,α(τ)e
−iτωTLS,αe−iτωq sin[gτ ]w11(τ)dτ (F25)
FCWT [g, ωTLS,α,ΓTLSα,φ, fq, g, t] =
∫ t
0
ξx,x,α(τ)e
−iτωTLS,αe−iτωq cos[gτ ]w11(τ)dτ, (F26)
where ξx,x,α(τ) = 〈σxTLS,α(τ)σxTLS,α(0)〉 is the correlator (unsymmetrized) given by the response function of TLSs.
We have chosen an exponential decay function for this correlator ξx,x,α(τ) = exp[−τΓTLS,φ] in Eq. (F8) and Eq. (F9)
for our case where each TLS is coupled to a Markovian environment. Such assumptions is not essential to our analysis
since we can replace the correlator by any form in principle, including that induced by the coupling to a non-Markovian
environment.
We list the amplitudes for each two-qubit Pauli operator for all non-zero Kraus operators in Table. I, where we use
short-handed notations:
FSTα := FST [g,−ωTLS,α,ΓTLSα,φ, fq, g, t] (F27)
FCTα := FCT [g,−ωTLS,α,ΓTLSα,φ, fq, g, t] (F28)
FSWTα := FSWT [g,−ωTLS,α,ΓTLSα,φ, fq, g, t, η] (F29)
FCWTα := FCWT [g,−ωTLS,α,ΓTLSα,φ, fq, g, t, η], (F30)
β = FCTαFST
∗
α. (F31)
σz1σ
z
2 σ
x
1σ
x
2 + σ
y
1σ
y
2 σ
x
1σ
x
2 − σy1σy2 σx1σy2 − σy1σx2 σx1σy2 + σy1σx2 σz1σx2 + iσz1σy2 σx1σz2 + iσy1σz2
E00 λ
2
1|FST1|2 + λ22|FCT2|2 i 12 (λ21Re[β] + λ22Im[β]) i 12 (λ21Im[β] + λ22Re[β])
E01
1
4
λ2(FCT2 − FCWT2) −i 14λ2(FST2 + FSWT2)
E10
1
4
λ1(−iFST − FSWT ) 14λ1(FCT1 − FCWT1)
E11
1
4
(FST1 · FSWT2 − FCWT1 · FCT2) i 14 (FST1 · FSWT2 − FCWT1 · FCT2)
TABLE I: Amplitudes for different Kraus Operators.
Appendix G: Fidelity Estimate
In this section, we introduce basic measures for the quality of the quantum channel: the average gate fidelity and
the rescaled unitarity first defined in [23]. The former measures the total amount of gate error in average case, and
the latter measures the contribution to this total error from purely decoherent effects. It is proven in [23] that the
rescaled unitarity upper bounds the average gate fidelity, which bound is tight when the unitary error is exactly zero.
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Once we know the specific form of the noisy channel Kraus operators, the average fidelity of each quantum gate U
can be evaluated through the simple relation between entanglement fidelity Fe and average fidelity Fave as:
Fave =
dFe + 1
d+ 1
. (G1)
Let us represent the ideal quantum gate on n-qubit by a d × d dimensional unitary U with d = 2n, and the full set
of n-qubit Pauli operators represented by Gj with j ∈ [d2], the entanglement fidelity can be expressed by the sum of
Kraus operators as:
Fe =
∑
j Tr
[
UG†jU
†∑
k V (k)GjV (k)
†
]
d2
=
∑
k
∣∣Tr [UV (k)†]∣∣2
d2
(G2)
We evaluate the average gate fidelity of a two-qubit gate
√
ISWAP defined in Eq. (G3) under the realistic noise
channel under TLS-qubit coupling described by Eq. (F13)-(F17).
√
ISWAP =

1 0 0 0
0 1√
2
i√
2
0
0 i√
2
1√
2
0
0 0 0 1
 (G3)
We show in Fig. 5 of the main text that the average fidelity of two-qubit gate is minimal near the dressed interaction
frequency fq ± g. Such gate frequency dependence is a distinct nature from non-Markovian type of errors.
The same Kraus operator representation also help us to directly evaluate unitarity of a quantum channel  defined
by:
u() =
d− 1
d
∫
dψ′(ψ)†′(ψ) (G4)
with ′(ρ) = (ρ) − Tr[(ρ)/√d]I. Since similar to the average gate fidelity, this quantity is also a second order
polynomial in the gate and its complex conjugate, it can be evaluated using unitary 2-design, where the average over
Harr measure in Eq. G4 can be replace by the average over Clifford group element. Then the rescaled non-unitary is
defined as
u′() =
(
1−
√
u()
) d− 1
d
, (G5)
which provides the measure for the incoherent contribution to the average gate error and equals the average gate error
when the noise channel is purely decoherence.
Appendix H: Evolutionary Algorithm
In this subsection, we described the detailed implementation of EA in our experiments. The detailed algorithm is
defined in 1.
We use neural network as a function approximator to map a given TSSD data set DTSSD to the TLS model
parameters ~pTLS which reproduce the observed data through our physical model in Eq. (5) of the main text. The
neural network takes DTSSD as input and output ~pTLS through forward propagation defined by the iterative updates
between hidden variables, i.e., the l + 1th layer hidden variable Yl+1 depends on the previous layer as:
Yl+1 = σnon ◦ (W lYl + bl) (H1)
where σnon ◦ () represents the point-wise nonlinear function applied to each one of the vector element vi. The EA
updates defined in 1 iteratively changes the neural network weights {W l} and biases {bl} such that given Y0 = DTSSD
we have Yn = ~pTLS for an n layer neural network.
More specifically, we choose a three layer neural networks with width 10, 30, 12 to accept a two dimensional data
described by a 40×20 matrix representing the decay probability for 40 different plateau frequencies fp and 20 different
hold times tpas input, to output the TLS parameters that minimizes the L2 norm between predicted two-dimensional
data and the measured one. Three sets of such data shown as the first row of Fig.3 of main text is used.
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We train the neural network with EA, where we choose the hyper-parameters defined in the algorithm 1 as follows.
aW = aB = 0.0031×~1, (H2)
σW = σB = 0.01, (H3)
N = 100, (H4)
M = 50, (H5)
D = 3 (H6)
where we use ~1 to represent a vector of the same size as aW with each entry equal to 1.
Algorithm 1 Evolutionary algorithm for learning TLS parameters.
Input: Dimension of the neural network specified by the vector V = {v1, . . . , vn}, whose length specifies the number of
layers, whose element specifies the number of neurons per layers.
A set of D two-dimensional data: {D1TSSD, . . . , DDTSSD} of different range of fpland tp.
Initial value for the weight matrix W l0 and bias vector b
l
0 for the lth hidden layer.
Total optimization steps N , the mean and variances of the perturbation for neural network’s weights (denoted by subscript
W ) and biases (denoted by subscript B): µW = 0, σW , µB = 0, σB , learning rates for neural network’s weights (denoted by
subscript W ) and biases (denoted by subscript B): {aW ,aB}, evolution batch size b. Reward function f(DTSSD, ~pTLS) for
a given set of TSSD data DTSSD and a set TLS parameters ~pTLS = {λ, ωTLS, tp,ΓTLS,φ}
Output: An estimate of ~pTLS that minimize the cost function f(DTSSD, ~pTLS).
Iterate through different two-dimensional TSSD data:
for h in D do
For each set of data, optimize neural network with following iterations:
for k in N do
for each j in b do
Update the neural networks by adding perturbations to the weight and bias of each l of n layers by:
for each l in n layers do
Sample perturbations: ξj
W l
from the normal distribution N (µW , σW ).
Sample perturbations: ξj
bl
from the normal distribution N (µB , σB).
W lk,j = W¯
l
k−1 + ξ
j
W l
(H7)
blk,j = b¯
l
k−1 + ξ
j
bl
(H8)
end for
Obtain the TLS parameters predicted by the current neural network from data through forward propagation: ~pjTLS
end for
Obtain the neural network weights and biases through weighted average of perturbations:
for each l in n layers do
W¯ lk = W¯
l
k−1 + aW ·
(
1
b
b∑
j=1
f(DhTSSD, ~p
j
TLS)ξ
j
W l
)
(H9)
b¯lk = b¯
l
k−1 + aB ·
(
1
b
b∑
j=1
f(DhTSSD, ~p
j
TLS)ξ
j
bl
)
(H10)
(H11)
end for
end for
end for
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