Advances in ocean observing technologies and modeling provide the capacity to revolutionize the management of living marine resources. While traditional fisheries management approaches like single-species stock assessments are still common, a global effort is underway to adopt ecosystem-based fisheries management (EBFM) approaches. These approaches consider changes in the physical environment and interactions between ecosystem elements, including human uses, holistically. For example, integrated ecosystem assessments aim to synthesize a suite of observations (physical, biological, socioeconomic) and modeling platforms [ocean circulation models, ecological models, short-term forecasts, management strategy evaluations (MSEs)] to assess the current status and recent and future trends of ecosystem components. This information provides guidance for better management strategies. A common thread in EBFM approaches is the need for high-quality observations of ocean conditions, at scales that resolve critical physical-biological processes and are timely for management needs. Here we explore options for a future observing system that meets the needs of EBFM by (i) identifying observing needs for different user groups, (ii) reviewing relevant datasets and existing technologies, (iii) showcasing regional case studies, and (iv) recommending observational approaches required to implement EBFM. We recommend linking ocean observing within the context of Global Ocean Observing System (GOOS) and other regional ocean observing efforts with fisheries observations, new forecasting methods, and capacity development, in a comprehensive ocean observing framework.
INTRODUCTION
Fisheries advice and fisheries management have a long history of requiring ocean observing. More than 500 million people rely on fisheries and other harvests from marine ecosystems for protein and livelihoods (FAO 2018 report) . Fisheries and marine ecosystems are addressed in at least two of the UN Sustainable Development Goals (SDGs): SDG 2 (hunger) and SDG 14 (life below water). SDG 14 has six targets tied to marine life and associated ecosystem services. What ocean observing capacities and information delivery strategies are required to meet these goals?
Sustained ocean observing to address the needs of fisheries management is complex. It requires integrating observations across biological, physical and biogeochemical domains from the coast to the open ocean, including the deep sea. It must also consider human stressors and the economy, to inform policy and decision makers. Sustained ocean observing includes multiple elements purposefully linked into an "ocean observing supply chain."
The ocean observing supply chain can best be understood by starting with the element for which society, or an end-user, articulates a need for an ocean-derived product. To properly create such a product, a dialogue needs to be established between end-users and the scientific community. The approach will define the details of the sampling strategy including time, space, parameter, setting, etc. and sampling methods, including different technologies. The collected data then moves to the next element of the supply chain concerned with integration and product generation. Products are then distributed to the end user. Feedback mechanisms help improve data collection and product quality. Organizations like the International Council for the Exploration of the Sea (ICES) in the North Atlantic, and to some extent the North Pacific Marine Science Organization (PICES) in the North Pacific, have developed frameworks to identify observing targets, to coordinate data collection internationally, and to create observing products that inform users while simultaneously identifying gaps and ways to improve the elements and their linkages.
An overarching strategy for ocean observing has been outlined in the "Framework for Ocean Observing" (FOO; Lindstrom et al., 2012) . The "Global Ocean Observing System" (GOOS) provides society with information on ocean health and climate for operational services (e.g., ocean forecasts). The FOO is applicable across disciplines, including biology, physics, biogeochemistry and geology. The FOO is divided into three elements: Requirement Processes, Coordination of Observing Elements, and Data Management and Information Products. In order to assess and eventually improve the readiness of the three elements and to address the observing objectives of GOOS, the FOO uses the "Technological Readiness Level" (TRL) approach. The FOO is a strategic document, and despite its intention to structure the many ocean observing efforts that had been presented at the OceanObs09 conference (Hall et al., 2010) leaves aside implementation.
However, the FOO strategy has been important to guide the improvement of ocean observing efforts by defining Essential Ocean Variables (EOVs; Lindstrom et al., 2012) . One of the EOVs is "fish abundance and distribution" (Miloslavich et al., 2018a) . Ocean observing in the context of GOOS and ocean observing for fisheries advice have been historically separated from one another. Clearly, a closer link will benefit both sides. For GOOS and the implementation strategy for the FOO, seeking advice on ocean observing capacity and needs for fisheries could be a great benefit. Likewise, fisheries observing may benefit from a TRL analysis (as proposed in the FOO) to detect weak links and further improve the respective elements of the ocean observing supply chain. We propose that a major focus in defining EOVs in support of ecosystem-based fisheries management (EBFM) is to identify the needs of fisheries management and to evaluate existing data and link to other ocean observations to obtain a global understanding of fish abundance and distribution in the ecosystem context.
There are known issues with collecting observations for effective fisheries management. There is often a diversity of observing data available, but these are often not integrated to assess fisheries in an ecosystem context. Moreover, not all users of particular ocean spaces are considered, and thus certain societal needs are not addressed.
The Ocean Sciences Meeting (Portland, United States; February 2018) and The Effects of Climate Change on the World's Oceans Symposium (Washington, DC, United States; June 2018) brought together ocean observing communities to discuss these issues. Topics included: current status in observing climate, ocean, eco-and human system related processes and variables; integration across systems; climate, ocean, socioeconomic objectives and major societal needs that should be addressed; improvements and adaptations to monitoring systems and models to achieve these goals; and identification of the major obstacles and stepping-stones. Building on these meetings and other experiences we summarize the current status, key gaps, and future needs related to building the observational capacity to effectively monitor and manage the world's marine ecosystems and fisheries.
OCEAN OBSERVING TO SERVE THE NEEDS OF MULTIPLE FISHERIES AND ECOSYSTEMS USER GROUPS
Information needs and societal requirements vary with user groups. Recognizing the connections between users and their technology, disciplines, temporal and spatial scales, and institutions is critical to ensure that ocean observing meets the needs of society. Hence, ocean observing must follow an open architecture particularly regarding information sharing. With respect to data, a strategy has been developed branded as "FAIR" (Findable, Accessible, Interoperable, and Reusable; Wilkinson et al., 2016) , ideally guiding data collection and use. While data sharing is implicit in many ocean observatories, access to biological data is often more constrained. There is a lack for centralized access and storage. Biological data are collected over different spatial and temporal scales, often with a wide variety of disparate methods and by different agencies and entities. Such lack of uniformity undermines research productivity and the production of information for management.
Communication with end-users will help modify or adapt the ocean observing supply chain according to user needs. These are some of the critical groups that have to be linked in this chain:
Resource users are the stakeholder groups that include commercial, recreational, and indigenous fishers, aquaculture, and eco-tourism operators, fish processors, and retailers. They require information on ocean conditions, resource distribution, and abundance. They generally do not require primary data, but products tailored to specific needs. Thus, a dialogue between data integrators and this user group should include advisory information as well as information about the resource returned to the larger community.
Scientists are a multifaceted stakeholder group. They collect, generate, and use primary observations and products (e.g., indicators, maps). Their goal is to advance basic and applied understanding of the marine system. Scientific knowledge is of critical importance at a number of key places in the ocean observing supply chain: scientific results lay out the observational approach that is used to collect and integrate data to address societal requirements. Data integration techniques, assessments, and prediction all are based on scientific evidence. Scientists unravel natural variability (e.g., climate variability) or anthropogenic influences (e.g., climate change, fisheries, resource extraction). They set experimental conditions, parameterize, test and validate models, initialize ocean forecasts, and characterize hazards and pollution. What is often underestimated is the value of ocean observing to inform other scientific communities including the social sciences and economics.
Collectively, these applications advance our understanding of ocean ecosystems and the key processes relevant to their structure and function. For example, ecosystem models require data for various species groups at a range of trophic levels, and often ontogenetic life stages, to simulate the effect of various ocean pressures (e.g., scenario testing for fisheries impacts). Mid-trophic levels (e.g., zooplankton and forage fish) that link low with high trophic levels are currently underrepresented in sampling efforts. So are standardized biological, physical and chemical data and metadata that help characterize suitable habitat at different life stages for many (most) species. Addressing such gaps will enhance our ability to predict the consequences of current and future actions.
Resource Managers (both for living and non-living resources) are charged with regulating access to marine resources, ensuring its sustainable use. They include fishery managers, conservation managers, and tourism managers. This stakeholder group requires products that assist in defining trade-offs between different management aims, assessment techniques, and data collection programs. Resource managers must base decisions on the best available information. They may operate with imperfect knowledge of regional and local marine ecosystem condition, to address critical societal needs. Managers are in a unique position to inform ocean observation strategies for better societal value.
Policy-makers require short and condensed information about ocean observing results and products. Policy ultimately sets the formal rules and frameworks that regulate resource users, managers, and the operating space for scientists. Information on ocean conditions allows competent reporting on local conditions toward, e.g., SDGs, and drive the establishment of new regulations and guidelines. The development of stronger scientific and user knowledge from ocean observing, including local and traditional knowledge, enables the assessment of ongoing changes in the oceans and their impacts on societies and economies. Scientific evidence derived from ocean observations also provides a means for more informed policy-making, particularly to strengthen environmental governance in the oceans and connect ocean science with societal needs.
The General Public and the Media often seek information on trends and patterns derived from ocean observing. This includes information on the status of ecosystems, including on the sustainability of marine resources, and pollution. They rarely seek access to primary databases but typically need synthesized information [e.g., indices of performance, causes for mass mortality events, harmful algal blooms (HABs), plastic abundance, or Sargassum blooms]. This group plays a major role leading policy makers. It is a priority to promote and facilitate to reliable and well-tailored information to this group.
DATA AVAILABILITY FOR FISHERIES AND ECOSYSTEM STUDIES
Ecosystem science and its application to resource management is interdisciplinary. It involves many different scientific, stakeholder, and user groups. This presents a special impetus toward data sharing and integration. A mature data management system will include components for data transport, preservation, continued quality assurance and quality control (QA/QC), discovery, and access. Generally, each of these components will be supported by community-accepted standards, including criteria for data formats, metadata, and web services. The physical sciences have progressed further than biological sciences in this regard, providing experience that should be leveraged where possible.
The major challenge of incorporating climate (the longterm mean ambient physical and chemical conditions) data into ecosystem study, including modeling and monitoring, is to get measurements from their source to the user in a useful and easy way. Ecosystems include the interaction of biological organisms with these same conditions as well as with each other. The main interest in monitoring climate variables for ecosystem studies is in monitoring their change over time and how organisms react to these changes. The main oceanographic climate variables are represented by the physical and biogeochemistry categories of the EOVs. Some of the variables, such as sea surface temperature and salinity, sea surface elevation, sea ice, and ocean color, can be measured synoptically from satellites and are widely available, though not always of sufficient resolution or accuracy for management of ocean uses. Many observations including subsurface temperature, salinity, oxygen, nutrients, carbon, and other tracers, can be measured from research ships, ships of opportunity, and autonomous platforms (e.g., moored buoys, Argo floats, gliders). The Argo program (Jayne et al., 2017) has developed effective data management plans for getting timely, quality-controlled data to users. Other EOVs have programs for data quality control and dissemination (e.g., the Global Ocean Data Analysis Project for Carbon -GLODAP; Lauvset et al., 2016 (Muller-Karger et al., 2018a) . International exchange of climate data for ecosystems is important for countries that share ecosystems, but also for an understanding of similar ecosystems globally. The Joint Technical Commission for Oceanography and Marine Meteorology (JCOMM) is attempting to address this lack of data availability with the Marine Climate Data System (MCDS). The MCDS envisions six to ten data areas, where a data area covers one or more EOVs measured by multiple observing systems. Currently there are two areas established, subsurface ocean profile data and ocean trajectory (currents) data, with marine meteorological data area coming soon. In the data areas, the MCDS is setting up a structure of Data Assembly Centers (at the project, institution, national level) which will feed data to a set of Global Data Assembly Centers, which will in turn feed a Center for Marine Meteorology and Oceanographic Climate Data (CMOC). The mission of the CMOC is to ensure global data dissemination of high-quality ocean and marine meteorological climate data. The World Ocean Database (WOD; Boyer et al., 2018 ) is a CMOC for ocean profile data, which includes many EOVs including temperature, salinity, oxygen, nutrients, and ocean tracers. The WOD contains almost 16 million historic and recent ocean profile sets including many from shelf and coastal areas. Much work needs to be done to complete the setup of the MCDS and ensure the maximum flow of timely data through the system from measurement to user.
Even with the flow of climate data, merging these data with ecosystem data, such as plankton measurements, is still a challenge. Ecosystem measurements are often not part of projects which share their data freely and in a timely manner. There are a few national and international data aggregation projects for biological measurements. Treasure et al., 2017) and BirdLife International seabird tracking 7 are examples for higher level biological organisms. However, to study the effects of climate change on an ecosystem, in situ measurements close in space and time should be coupled with the biological observations. The WOD contains more than 450,000 historic and recent plankton tows and stations, but the focus of WOD is on the physical and chemical variables, not biological. OBIS and WOD have been working together to match concurrent or nearby physical and chemical measurements with the biological observations. This and similar collaborations are necessary to best utilize climate monitoring for ecosystem study. An MCDS area for plankton data would ensure coordination of efforts and dissemination of the maximum amount of ecosystem data.
Another challenge is that standardized data formats and standards of metadata differ among communities. Borrowing from the satellite community, the subsurface physical and chemical EOV community has, to a large extent, adopted Climate-Forecast (CF) compliant netCDF formatting for easy machine-to-machine data exchange. Major projects such as Argo and OceanSITES use this self-describing format. Climate variables are usually less complex than biological variables in terms of metadata and data formatting; thus, biological data are not easily represented in the compact and complete exchange format of netCDF. The WOD has a specific netCDF structure for plankton data which is outside the CDF conventions and of little use in machine-to-machine exchange. Still, it would be useful for the biological EOV observation community to agree standards to facilitate global data exchange. An advantage is access to data exchange and tools which should easily accommodate any data.
To summarize, the formalization of the JCOMM MCDS can facilitate the aggregation and dissemination of climate variables in both the open ocean and in coastal and shelf regions important to ecosystem monitoring and fisheries applications. The synthesis of global collections of plankton (and higher organism) observations with concurrent or close-by climate variables will assist in the study of climate change effects on ecosystems. The standardization of exchange formats and the possible use of netCDF standards and DarwinCore (OBIS-ENV-DATA) standards for biological data in the ecosystem community will reap the benefit not only of easier dissemination of ecosystem data, but of greater access to climate data.
TECHNOLOGY FOR FISHERIES AND ECOSYSTEM STUDIES
Technology has always had a significant role in large-scale ocean observing, but it has become even more vital in recent years. Rudimentary, mechanical and in situ sampling has been exponentially complemented by more powerful, systematic, digital, and remote sampling techniques. The development of more potent computer systems and data storing capacity, custom genetics and robotics, automatic sampling drifting devices, GPSbased electronic tags for marine organisms, and newer and more precise optical sensors for satellites and cameras (Barnes et al., 2019) have opened new horizons for the holistic observation and monitoring of the oceans, fisheries and ecosystems. The oceans and ocean observing systems are now better connected through global satellite cell phone service and seafloor cables allowing key environmental information to be available in real time. Fisheries studies have used satellite data more and more to infer relationships between species and the environment (e.g., Druon et al., 2016) , but are now assembling additional information such as genetic data or biologging information that reflect animal movements and habitat use at both individual and population level (e.g., Dragon et al., 2015; Blanco Gonzalez et al., 2016; Druon et al., 2016) . Genetic (Rodriguez-Ezpeleta et al., 2017) or chemical biomarkers (Rooker et al., 2014) of natal origin are being applied to understand the spatial distribution and mixing of populations in the ocean (Djurhuus et al., 2018) and inform resource management.
The combination and use of a large variety of devices and techniques has significantly increased the ability of scientists to assess the links between small, medium and large-scale processes occurring in the ocean, their connection with marine ecosystems and its multi-sectoral users. The benefits of integrating multiple data sources for better science and more comprehensive ecosystem advice are unquestioned. However, if the quality of advice is to be improved, we must either have common standards to ensure data harmonization and availability, or we need to consider governance of the data collections not only at the level of the individual monitoring program.
Sea-going fisheries surveys should collect relevant environmental data (EOVs) as marine organism abundances are collected. These data should be organized in common formats and available for regional and global assessments of the state of life in the sea. These measurements could be added to existing expensive, yet already funded, cruises by addition of new, relatively low-cost, small robust sensors (e.g., salinitytemperature-depth, dissolved oxygen, chlorophyll fluorescence) to existing sampling equipment (e.g., Keller et al., 2010) . Alternatively, dedicated environmental sampling could be done during non-fisheries sampling on the same vessel, for example during the night watch. Another approach is to coordinate the use of autonomous surface vehicles and underwater gliders to map physical, chemical and bio-optical fields in the region where fisheries data are being collected.
Oceanic features of importance for marine ecosystems such as fronts (Druon et al., 2019) can be of relatively small spatiotemporal dimension (Druon et al., 2005; Abrahms et al., 2018; Scales et al., 2018) requiring high resolution observations. The tremendous ocean observing capacity of satellites was foreseen in the 1960s (Ewing, 1965) . Progress has since been regularly reviewed (Barale et al., 2010; Muller-Karger et al., 2013) . Technological improvements offer global observation of our oceans with an increasing return frequency and spatial resolution. Satellite remote sensing of ocean color, which provides the primary biological observation from space (surface chlorophylla concentration), is currently offering major improvements with sub-hourly frequency from geostationary platforms (GOCI sensor launched in 2010, MeteoSat Third generation satellites in 2020) at regional scale and spatial resolution down to 300 m (Sentinel-3 OLCI sensor since 2016) at global scale (Kwiatkowska et al., 2016) . New satellite technologies promise the routine observation of Essential Biodiversity Variables (Muller-Karger et al., 2018b) .
Satellites, however, only observe the ocean surface or nearsurface and. In situ ocean observing platforms and models are required to measure and interpret the state of the interior of the ocean. Many of observing networks exchange best practices on platform handling, sensor calibration, survey strategies, data quality control and data sharing (Pearlman et al., 2019) . This approach should occur on the global scale, for example under the auspices of the JCOMM.
Sampling ships can be divided into two groups: (1) dedicated research and monitoring vessels that will sample according to a well-defined survey plan, and (2) ships of opportunity that follow a route set by commercial (e.g., container ship) or other (e.g., yacht) interest. Research vessels allow for the most sophisticated survey types and are a cornerstone for almost all marine observing programs. As mentioned above, research vessels could be made more efficient by allowing them to concentrate on making measurements that cannot be done from the new autonomous vehicles, for example, net sampling for zooplankton and fish, while coordinating with autonomous vehicles that would supply the subsurface oceanographic fields.
Ships of opportunity have a more limited survey character (acoustics, depth limitations for probes, often only near surface observations such as the Continuous Plankton Recorder) but often operate with a high frequency rate (daily ferry crossing or weekly open ocean surveys). The other big group, the autonomous systems, includes moorings, gliders and free drifting buoys. Free drifting buoys include, since the early 2000s, the Argo network of >3500 devices that profile the upper 2000 m every 10 days, acquiring temperature, salinity, pressure, and mean drift current (at 1500 m). A subset of the Argo array has recently included chemical (pH, pCO 2 , oxygen and nitrate) and optical sensors (chlorophyll fluorescence, turbidity). Single floats can operate autonomously over a period of more than 3 years. Underwater gliders are observing devices with navigation capabilities that dive currently to 1000 m depth and profile. These can include passive and active acoustics with maximum survey times of 2-6 months. Most underwater gliders measure physical EOVs (temperature, salinity, pressure, depth-averaged velocity) and many sample a subset of biogeochemical EOVs (dissolved oxygen, turbidity, chlorophyll fluorescence, PAR). New sensors include passive (Lembke et al., 2018) and active (e.g., BenoitBird et al., 2018) acoustics, although power requirements for the latter usually significantly shorten mission lengths. Moorings (including landers) are installations at a fixed position. They can carry rather heavy instrumentation and thus have even a larger sensor portfolio, for example the same multi-frequency acoustics as carried by fisheries research vessels. However, the sensors are in many cases installed at fixed depth and vertical profiling is only now becoming more routine (e.g., SeaCycler; McLane profilers; shallow 200-m profilers on the U.S. Ocean Observatories Initiative 8 ). Gliders and moorings allow for higher data quality compared to Argo floats because they are recovered after mission.
Today, many of these platforms carry biogeochemical sensors (e.g., pH, pCO 2 , O 2 ). Some key variables that are not directly measured from satellites, such as surface-water pCO 2 , can be assimilated and estimated using algorithms combining remotely sensed observations of surface salinity, temperature and chlorophyll (e.g., Chierici et al., 2012 ). Yet it is clear that the technology exists now to measure actual biological and biodiversity variables that are required to understand ecosystem states in a manner relevant to fisheries. These cannot be inferred with simplistic measures of chlorophyll fluorescence (Boss et al., 2018) .
Most of the techniques, systems and devices mentioned above have been originally designed and improved following scientist and monitoring agency needs, whereas other equipment, like fish echo sounders, temperature sensors for fisheries or oil platforms and others, have been developed for non-scientist users. Yet, the latter can also be used for scientific purposes. Satellite linked echo-sounder buoys associated to fish aggregating devices (FAD) used by the tropical tuna fisheries are a notable example. Tens of thousands of these buoys are deployed globally every year (Scott and Lopez, 2014) to provide fishers with accurate geolocation information of the floating object and a rough estimate of the 8 https://oceanobservatories.org/ biomass underneath . Several authors have noted the advantages these devices can provide to systematically and remotely study the pelagic environment at different levels in a cost-effective manner, including ecological, behavioral and ecosystem investigations (Moreno et al., 2016) .
The combination of ocean surface data (satellites) with in situ data (ships and autonomous systems) represents the basis for a constant improvement of the operational 3D data-assimilative ocean models. Marine observation services, such as the Copernicus Marine Environment Monitoring Service 9 , provide regular and systematic reference information on the physical and biological state, variability and dynamics of the global ocean and planktonic ecosystems (von Schuckmann et al., 2018) . There has been impressive success in assimilating satellite surface chlorophyll maps into 4D ocean circulation and biogeochemical models (Song et al., 2016) . These operational products and our knowledge of ocean dynamics under climate change and human impact will only be improved if observational capacity continues and increases in spatial and temporal resolution.
The sampling with traditional means of trophic levels higher than plankton in the ocean is even more challenging. The high diversity of marine species, the difficulties to accurately identify them with fisheries-independent data, and the dynamics of their spatio-temporal distribution is affected by complex behavioral, ecological, biological and movement patterns. Technologies such as optical (video monitoring), acoustics (pelagic species), electronic tagging, acoustic tracking of fish, robotics (drones), microchemistry, and genetic methods have begun to provide individual and population level insights on the complex links between prey and predators, spawners and recruits, and population structure (Boss et al., 2018) . Each of these ecosystem components are often highly impacted by both climate variability and fishing activities. Electronic tagging in particular provides unique information on movements that can infer animal behavior and its distribution dynamics in complex marine ecosystems (Bograd et al., 2010; Block et al., 2011) . Improving electronic tags with better positioning algorithms and systems, particularly for non-GPS systems attached to permanently underwater animals, together with the implementation of physiologic recorders in the tags (levels of hormones and other indicators of ontogenetic and biologic stages), will substantially increase our knowledge of the ecology of marine species (Crossin et al., 2014) .
Complementary genetic and microchemistry studies would help in understanding species and ecosystem connectivity at local scales for relatively low mobile species (i.e., below 100 km radius) and at large scale for highly migratory species (Pecoraro et al., 2018) . This informs about the connectivity between spawning grounds and nurseries such as by transport of pelagic larvae (Selkoe et al., 2016) . This knowledge on essential habitats for high trophic level species and the links with low trophic levels (Druon et al., 2019) will be key to improve the robustness of full ecosystem models and the management of marine ecosystems.
Ecosystem models make attempts to describe bottom-up and top-down controls and relationships of the marine food chains 9 http://marine.copernicus.eu// including the effect of climate change and fishing mortality (Kaplan and Marshall, 2016) . However, because they are highly data demanding, these models are slowly making progress and are most often used to describe long-term trends and first-order processes. More harmonized and available data collection, and the development of derived products such as forage or high trophic level habitats, will allow increasing robustness of these models and their use in a more comprehensive Ecosystem Based Management (EBM) framework. The development of linked open databases on the marine environment, such as the European Marine Observation and Data Network 10 , will favor progress of these complex models. In parallel, the use in near-real time of the simpler habitat products in a dynamic fisheries management framework allows additional and immediate benefits. For instance, these habitat maps allow nursery areas or non-target species to be actively avoided by fishing vessels (Hobday and Hartog, 2014; Druon et al., 2015; Lewison et al., 2015) . The success of implementing an ecosystem-based management that ensures conservation and a sustainable use of the oceans, seas and marine resources (UN Sustainable Development Goal 14) will largely depend on the availability and quality of data recorded, processed and issued by the advanced technologies. Moreover, it relies on the capacity of the scientific community to integrate these data in their studies and the ability to find synergies between experts in data collection, marine ecology and numerical modeling.
OBSERVATIONAL APPROACHES TO ECOSYSTEM BASED MANAGEMENT
Single species stock assessment remains the most common source of tactical scientific advice to set fisheries quotas (Hilborn and Walters, 2013) . Increasingly, ecosystem information is being incorporated into traditional stock assessments. Ecosystem information is integral to EBFM (Figure 1 , Patrick and Link, 2015; Hollowed et al., 2013) . As ecosystems change in response to climate variability, continuous ocean observations are needed to reduce uncertainty for ongoing biophysical predictions and, in turn, for different management approaches. For example, long-term time-series of observations are required to inform environmental drivers of stock-recruitment relationships in multi-species stock assessments, in full ecosystem models including predator-prey interactions or habitat analysis. These approaches are complementary, allowing management questions to be addressed more precisely. For example, MSEs can be used to predict the impacts of varying management decisions and, when underlying models include climate interactions, MSEs can be used to evaluate the effects of these decisions under assumptions about changing climate (Weijerman et al., 2016) .
In recent years, alternative management strategies have emerged that aim to better integrate ecosystem dynamics to reduce conflict across multi-sectoral ocean users. One such approach is dynamic ocean management (DOM), where management changes in space and time in response to the shifting nature of the ocean and its multi-sectoral users . DOM tools rely on the integration of observational data from biological, oceanographic, or socio-economic sources to better align the spatiotemporal scales between biophysics and ocean users Maxwell et al., 2015; Welch et al., 2018) . To date, the emerging field of DOM research has covered a diverse range of biota (e.g., from scallops to tuna and turtles, as summarized in Maxwell et al., 2015) , objectives [e.g., conservation outcomes to industry, adaptation to climate variability (e.g., Spillman and Hobday, 2014; Mills et al., 2017; Hazen et al., 2018) ] and levels of data availability [e.g., data-poor to fishery-independent to satellite telemetry (e.g., Howell et al., 2008; Hazen et al., 2016; Brodie et al., 2017) ].
Dynamic ocean management in the form of ecological forecasts has emerged as a useful tool to understand, predict and respond to ocean changes on a variety of spatiotemporal scales (Payne et al., 2017; Tommasi et al., 2017) . Ecological nowcasts and forecasts up to seasonal timescales are being used as decisionsupport tools to help marine sectors adapt to climate change and variability (Payne et al., 2017; Tommasi et al., 2017; Hobday et al., 2018) . For example, ecological forecasts can be disseminated in near real-time for immediate action (e.g., for conservation purposes; Howell et al., 2008; Hazen et al., 2018; Lewison et al., 2018) , or on longer timescales (monthly to annually) for diverse applications, including identifying environmental variability (Hobday et al., 2016) , hazardous events (e.g., HABs; Stumpf et al., 2009 ) and fisheries resources (e.g., Burke et al., 2013; Eveson et al., 2015; Mills et al., 2017) .
CASE STUDIES OF OCEAN OBSERVING APPLICATIONS TO FISHERIES AND ECOSYSTEM STUDIES
Several case studies illustrate the importance of ocean observing systems to fisheries and ecosystem studies.
North Atlantic Fisheries Management: ICES
International Council for the Exploration of the Sea has focused on the implementation of the ecosystem approach, while maintaining the existing expertise for the provision of advice needed by fisheries management. It has drawn together much of the existing knowledge on North Atlantic ecosystems and developed ecosystem and fisheries overviews that express our understanding of how human activities are influencing the development of ecosystems. Through its transparent and scientifically collaborative process, ICES has tried to link evidence to qualitative and quantitative forms of advice. At the same time ICES recognizes the proliferation of data usage for different purposes and recognizes the need to document data provenance and quality assurance. More recently ICES has recognized the need for much more work in the area of understanding societal demands and priorities in order to improve the utility of its advice (Human Dimensions). The data sources needed to provide comprehensive ecosystem advice are varied and diverse, but most importantly ICES, like many other organizations, currently has relatively little influence over the development and implementation of monitoring programs beyond fisheries observations and is largely passive in the use of other data sources (with some exceptions 11 ). Even for fisheries information, such as fisheries-independent surveys ICES serves as a coordination body, but ultimately monitoring decisions are taken at the national level which means it is difficult to steer the development of ecosystem advice or to guarantee consistent forms of advice when relying on externally available data.
Sargassum Influx: Impacts, Monitoring, and Trends
The "golden tides" are a new phenomenon in many offshore and coastal regions of the world. Pelagic Sargassum species (Sargassum natans and S. fluitans) have been recorded in new regions since 2011, from the Amazon shelf to the African coast, and the frequency of Sargassum mats has been rising (Smetacek and Zingone, 2013) . Sargassum can also introduce non-native species, potentially threatening the existing state of local ecosystems (Macaya et al., 2016) . The environmental impacts range from hypoxia, transport of non-native species, to economic losses in tourism and fisheries, making the monitoring of the algal mats an important issue for management and impact mitigation (van Tussenbroek et al., 2018) .
The first record of mass occurrence of mats off the northern Brazilian coast was reported in July 2011 (Széchy et al., 2012) , while another mass stranding was reported in Western Africa. During April 2014, a 100 tons of Sargassum stranded on Brazilian Amazon beaches, but the highest records were observed in 2015 when an enormous stranding was recorded (April and May), and algal slicks were spotted next to the Brazilian oceanic islands, probably coming from the eastern side of the South Atlantic (Sissini et al., 2017) . Sargassum declined in 2016, but increased again in 2017 and reached record biomass estimates in 2018 for the wider Caribbean region (WCR).
Some hypotheses have been raised to explain this phenomenon. Some have implicated nutrient runoff coming from different land-uses like deforestation, mining, cattle farming and agriculture may lead to coastal eutrophication (Gollnow and Lakes, 2014) . Pelagic Sargassum is limited mainly by phosphorus (Lapointe, 1995) and at least one hypothesis suggests that coastal eutrophication has led to Sargassum blooms. However, these hypotheses are challenged by the scale of the blooms of Sargassum in the interior of the ocean. Other factors affect brown algae production, including higher SST, acidification, and reduced herbivory. The occurrence in new areas can also be caused by changes in surface circulation patterns in the Atlantic, particularly in the South Equatorial Current (Taylor et al., 2012) . The roles of all of these factors needs to be investigated, and a monitoring program should to be implemented, to address the societal need to understand the occurrence of Sargassum and to develop mitigation measures.
The Caribbean Regional Fisheries Mechanism (CRFM) has reported declines in fish production starting in 2014, following a period of increase between 2003 and 2013, a timing that matches the most recent Sargassum blooms. However, more direct effects on fisheries also occur, including clogging of nets and motors. Sargassum also changes the fish species composition as it serves as spawning, nurturing and feeding areas for tuna, Coryphaena hippurus, Rachycentron canadum, Seriola dumerili, and Caranx spp. Thus, while catch of some species might increase, the overall effect on local fisheries may be detrimental.
Negative effects are also observed for tourism in the Caribbean, since tourists avoid the beaches due to the smell released by Sargassum degradation. In addition, dead fish, turtles and other animals are often found in the strandings. Sulfur compounds from decomposing algae are known for mild intoxication of local communities. Alternatively, the algal biomass has already been used as a fertilizer in some Caribbean islands, a possible sustainable solution for the stranded biomass (Hinds et al., 2016) .
A growing concern on Sargassum impacts, mainly in the WCR, has led to the development of detection tools and warning systems. Satellite tracked drifters, coupled with oceanographic models, have generated useful results (Gower et al., 2013) . Back traces from the Sargassum sightings on the Amazon Shelf since 2009 were made using a high-resolution numerical ocean circulation model which pointed to areas in the North Equatorial Recirculation Region (NERR) off Brazil as regions of Sargassum accumulation and blooming (Johnson et al., 2013) .
Early advisory systems have been developed since 2013 (Webster and Linton, 2013) , and advanced prediction through analysis of the Sargassum loop system using remote sensing technology has been developed (Dierssen et al., 2015) . Additionally, a monthly Sargassum prediction outlook bulletin is already available for the WCR from MODIS observations (Hu et al., 2016; Wang and Hu, 2017) . Consultancy agencies like Fulcrum and CLS have also developed early warning systems for some of the Caribbean islands. Tourism dependent islands may now be notified with predictions of arriving Sargassum slicks from the sea, improving management and action planning. As we are reaching satisfactory methods to predict Sargassum mats in some areas, the suite of causes of the events are still unclear. Experimental approaches and interdisciplinary research, coupled with near-real-time monitoring of oceanographic conditions, will be necessary to better understand the phenomenon, improve the predictions, and clarify the possible impacts on fish stocks.
Alaska Cod
The severe marine heatwave which affected the Gulf of Alaska (GOA) from 2014 to 2016 (Bond et al., 2015; Di Lorenzo and Mantua, 2016) provided a shock-test of the management system and EBFM practices currently employed in North Pacific groundfish fisheries. The heatwave precipitated a severe decline (47% in spawning biomass from 2013 to 2017) in the GOA Pacific cod (Gadus macrocephalus) stock resulting in a recommended 77% decrease in the acceptable biological catch (ABC) limit for 2018 from that recommended in 2016. For 2010-2015 the GOA Pacific cod fishery averaged $103 million US in ex-vessel earnings per year, making up 29% of the value of the GOA groundfish fisheries (Fissel et al., 2016) . The reduction in allowable catch is a substantial economic hit to a region already experiencing an economic crisis due to reductions in salmon harvests. Although EBFM did not help in the prediction of the decline in GOA Pacific cod, the integration of EBFM with the cooperative and adaptive fisheries management system provided an evidencebased explanation for the decline allowing for a quick and uncontroversial downward adjustment to the final catch limits.
The GOA Pacific cod stock is assessed annually using a single-species age-based stock assessment (Barbeaux et al., 2017) . Unique to the North Pacific and key to EBFM has been the annual production of Ecosystem Status Reports (ESRs; . The ESRs informs the North Pacific Fisheries Management Council (NPFMC) of the ecological status and trends within each large marine ecosystem under its purview, as well as global trends. ESRs have been presented to the NPFMC since 2014 (Zador, 2014 (Zador, , 2015 Yasumiishi, 2016, 2017) prior to presentation of stock assessments. Since 2015, the GOA ESRs have identified substantial impacts of the 2014-2016 marine heatwave. Besides the physical oceanographic indications of warmer than normal conditions, the ESRs pointed to changes in biological conditions including drops in abundance and health of a number of key species (Zador and Yasumiishi, 2017) .
In the last week of September 2017 the AFSC summer longline (annual) and bottom trawl survey (biennial) abundance estimates became available to the stock assessment lead author. Both surveys provided precise estimates indicating large drops in abundance of Pacific cod (−53 and −71%, respectively). Including these new data points in the assessment model resulted in a sudden drop in spawning biomass, switching the projected trend from increasing to steeply decreasing. This triggered a scramble by the assessment author to verify the survey results with other data sources and ascertain how the adult population may have decreased in such a sudden fashion. Two other fishery independent surveys previously not examined confirmed a sudden decrease in abundance during the 2014-2016 heatwave. Observer fishery data from the 2017 directed fishery was investigated and drops in catch per unit effort (CPUE) and decreases in Pacific cod fish condition (weight-atlength) were observed throughout the GOA. Bycatch of Pacific cod was also investigated in other non-target fisheries and precipitous decreases in encounter rates of Pacific cod were observed during the heatwave.
A precautionary management approach was implemented for this stock and a higher natural mortality during the heatwave was assumed which resulted in an overall reduction in the estimated spawning population. The 2017 assessment model allowed natural mortality to be fit independently for 2015-2016 resulting in a 45% increase in the natural mortality rate for this period. This new model which was adopted by the NPFMC suggested a severe cut in maximum ABC for 2018 and 2019. The GOA Pacific cod fishery has an additional rule which closes the directed fishery if the stock drops below a threshold to insure adequate Steller sea lion (Eumetopias jubatus) forage.
EBFM in the North Pacific groundfish fisheries relies on the integration of information through both single-species stock assessments and ESRs which in turn rely on data collected and indices summarized from a broad range of platforms and agencies with a shared responsibility among stakeholders. It should be highlighted that no one entity or observation series dictates the success of EBFM in the North Pacific. The lack of objections to the reduction in Pacific cod quotas during NPFMC public testimony by the fishing industry can be attributed to several factors, not least of which is an engaged fishing industry which strongly believes in shared responsibility for fisheries health. This attitude by the fishing industry has been fostered through long-term (1982 to present) co-monitoring of the groundfish resources in Alaska with research surveys conducted on board commercial fishing vessels using fishing captains and crew paired with scientists, a history of on-board observers (1989 to present) recording biological and environmental information of catch funded by the fishing industry, open communication among the industry, managers, and fisheries scientists both formally during public meetings and informally during the fishing season, and co-management of the groundfish stocks through the open NPFMC process. Although the magnitude of the decline in GOA Pacific cod abundance had been surprising, fishers had been reporting poor fishery performance in the spring and summer of 2017, the ESRs presented to the NPFMC had identified emerging ecosystem concerns 2 years previous, and fishers, as well as managers, had been notified in 2016 that a decline in Pacific cod was likely in coming years due to the heatwave impacts on recruitment. The impact of the heatwave on adult Pacific cod, although unexpected, fit within an already well-described narrative of its potential ecosystem impacts.
Brazil Skipjack and Sardine Catch Variability
Sardine and skipjack tuna fisheries along the South West Atlantic Ocean have a high social and economic relevance for fishers, producers, factories and markets. They support local consumption of sardines and the export of canned tuna. However, over the last 26 years, the catches and the biomass of these species have shown significant variability. This variability may not be driven only by changes in fishing effort, but by nutrient supply and SST. It is well known that climate variability can impact local fisheries (Badjeck et al., 2010) and the region including Southern Brazil, Uruguay and Argentina has shown a strong increase in SST over the last 50 years (Bertrand et al., 2018) . To support fisheries management in the region, the understanding of climate impacts on fisheries is crucial. However, the Southwestern Atlantic is a data poor region, which challenges regionalized modeling approaches.
To investigate the relationship between sardine, skipjack, nutrients and SST, six pole-and-line vessels have been tracked over a 5 year period together with satellite measurements of SST, chlorophyll, and altimetry, along with oceanographic model data for thermocline, salinity and sub-surface temperature. To extend the time series, SST measurements from 18 virtual stations over the mid-shelf and shelf-break have been assembled for the period 1981-2017 and been correlated with sardine and skipjack catches of Brazil between 1992 and 2017 12 . Sardine and skipjack dynamics show similar trends (Figure 2) , suggesting that conditioning factors affecting variability for both might be similar.
Both sardine and skipjack catch variability is strongly connected to El Niño and La Niña events and fluctuate under changing environmental conditions (Checkley et al., 2017) . Sardine catch along the South-east Brazilian coast varied from 15k to 117k tons between 1992 and 2017. Highest and lowest sardine catch years were 1997 and 2017, respectively, both associated with very strong El Niño events in 1997-1998 and 2015-2016 Figure 2C) . Skipjack catches follow a similar trend in which lower catches were observed in 2015-2016 (Figure 2A) . A sequence of positive SST anomalies reduced catches by 85% for sardines and 50% for skipjack. Catches from more recent years suggest that the weak warm 2014-2015 El Niño impact on skipjack catches was exacerbated by the 2015-2016 strong event. These catch fluctuations, and the need to import sardines when catches were low, have had important impacts on the local economies.
A comprehensive monitoring program in the Southwestern Atlantic Ocean, including environmental conditions and status of fish stocks, would support the development of predictive models. These models would improve the management of the resource and economic and social outcomes for the people in the region.
Spanish Sardine Fishery in the Northeastern Venezuelan Upwelling Area
The importance of the Spanish sardine (Sardinella aurita) as a fishery resource in Venezuelan waters has been recognized since the 1950s (Cárdenas, 2003) . Since then, total yearly catches had been increasing until settling at an average of 123,773 t/year in the1990s and early 2000s. The Spanish sardine fishery along with other pelagic and demersal fisheries are responsible for characterizing the Venezuela's eastern shelf as one of the most important fishing grounds in the Caribbean Sea. This area is influenced by coastal seasonal upwelling from November to May, and also by the Orinoco River plume in the rainy season (JuneOctober) (Mendoza, 2015) .
Sardine landings, which between the late 1990s and early 2000s represented nearly 40% of the total fisheries catches within Venezuelan territorial waters, have supported the canning industry and all of its associated value chains. Therefore, sardine is highly relevant for the economy of eastern Venezuela's coastal cities and is an essential and affordable protein source for the population. In the 1970s, the growth of this fishery raised concern about the need for quantitative assessments of the 12 The data has been collected by the Departamento de Oceanografia, Universidade Federal do Rio Grande, Rio Grande, Brazil. Requests to access the dataset should be directed to lauro.aspm@gmail.com. resource. This triggered the first formal evaluations which were derived from primary production, catches and aerial surveys, establishing the catch potential at 200,000 t/year (Ginés, 1972) . This initial estimate was followed by intermittent acoustic assessments which reported the following metric tonnes per year: 1,000,000 (Gerlotto and Ginés, 1988) , 800,000 (Stroemme and Saetersdal, 1989) , 700,000-1,000,000 (Gerlotto, 1993) , 800,000-1,300,000 (Cardénas, 1992) , 785,600-941,000 (Cárdenas and Achury, 2002) , and 81,000-290,000 (Gassman et al., 2012) . Despite some technical issues that affected the precision of the 2010s acoustic estimation, this last survey clearly indicated a decrease in the stock from around 900,000 t on average to possibly under 100,000 t.
This biomass reduction was coupled by a downfall of the Sardinella aurita landings between 2005 and 2011 with a minimum of 34.753 t, in contrast to years 1998 and 2004, when the yearly catches were 186,060 t and 200,232, respectively (Figure 3) . These exceptionally high landings could have been the result of high effort levels along with an increase in the catchability of the sardines which were concentrated in the much smaller upwelling area characteristic of those years (Rueda-Roa et al., 2017) . From 2005, diverging from a characteristic seasonal upwelling cycle, a sequence of reduced upwelling years occurred through 2013, followed by an apparent progressive recovery of sardine landings of 50,000 t in 2014 and 120,000 t in 2016, in parallel with two intense upwelling years in 2014 and 2015 (Figures 3, 4) .
One of the most serious problems in managing the Spanish sardine stocks is the weakness of Venezuela's fisheries statistics, and the lack of ongoing acoustic or any other oceanographic information. Therefore, it is not possible to verify or explain how this biomass recovery of over 150% could occur between 2014 and 2015. Assuming these data are valid and therefore reflecting a stock healing process, the increase in the average SST for 2016 and 2017 (weak upwelling) affecting the sardine habitat conditions (Figure 4) , should be a key issue to be considered along with wind anomalies, chlorophyll, and state of the plankton community, to establish fishery regulation policies for this resource. The sardine fishery management in the eastern continental shelf of Venezuela clearly shows the need for regular ocean monitoring and an EBM approach to improve fishing guidelines and benefit the country both ecologically and economically.
CONNECTING PROCESS STUDIES WITH LONG-TERM MONITORING
Governments have a need for up-to-date process information in order to balance long-term environmental concerns with often short-term societal benefits. When the environmental state changes or is no longer deemed satisfactory by society, process knowledge is needed to assess the impact of potential remedial measures.
Moving forward, information presented in the previous sections should be drawn together into a coherent approach to environmental monitoring and management. We suggest three critical priorities:
First is an initial quantitative understanding of how the ecosystem functions, how it responds to climate change and to future societal demands, and how it is optimally observed. This means building predictive models that can be used to test hypotheses about our current understanding of ecosystem function and using them to assess the value and design of monitoring programs [e.g., through Observation System Simulation Experiments (OSSEs), see e.g., Gasparin et al. (2019) or Integrated Ecosystem Assessments, e.g., Möllmann et al. (2013) ]. Future data collection will need to be informed by these models. Second is full implementation of a data quality management system. Turrell (2018) outlines the necessity of quality control and recognizes the importance of strong governance in this process, though the question of how to objectively balance adaptive change against maintaining time series remains open. It is essential to develop an objective and coherent governance approach that allows all monitoring actors to work together to maximize the benefits of the monitoring efforts as a whole.
Third is a coherent and adaptive way of monitoring and a strong governance group to manage change in observing strategies. Changes in ecosystems and societal needs will challenge existing monitoring programs. However, there is value in stability and the effort that has gone into developing consistent ocean observing systems (SCOR, ICES, IMBER, etc.) , and the concomitant scientific consensus cannot be understated. In the absence of a limitless budget, monitoring trade-offs will have to be undertaken and progress should not be limited by focusing too much on developing the perfect monitoring program based on the current conditions. In addition, the value of individual observations, e.g., one-off projects or smaller, time-limited programs, for an overall monitoring system will increase with more harmonization and, if appropriate, standardization of protocols. The UN Environment Statistics group is supporting environment-related statistical standards development and indicator-based environment assessments. Finally, data assimilative models (e.g., Edwards et al., 2015) should be leveraged as a means of incorporating disparate observations into a consistent framework while considering the errors inherent in different measurements, and assessing not only the ocean state but also the monitoring program itself.
CAPACITY DEVELOPMENT TO SUPPORT OCEAN OBSERVATIONS FOR FISHERIES AND ECOSYSTEM STUDIES
Collection of ocean observations must be accompanied by improvements in survey design to ensure gaps are filled and optimal collection occurs. Supplementary observations such as port sampling, on-board sampling, and citizen science initiatives can add to the global knowledge base and can work in a range of situations. These supplemental programs provide an entry point for capacity development too, and add value to global observations, provided consistent sampling protocols can be developed and distributed.
Collectively, analysis and visualization tools need to improve, including training opportunities for users with varying levels of expertise. Without this capacity development, these data will not realize their best value.
We provide examples of several existing programs (not exhaustive) that add value via capacity development for users of ocean data:
• ICES: The ICES 13 offers training courses to ensure a high quality of their advisory process. The courses are linked to national institutes and universities and developed and evaluated by an operational training group. Being an international advisory body focused on developing science to support the sustainable use of the marine ecosystem and resources, most of the courses are relevant to fisheries (e.g., stock assessments, modeling for fisheries science and management, geostatistics for fisheries, and genomics in support of fisheries and aquaculture management among others).
• UNEP: The Marine and Coastal Ecosystems Unit in the Division of Environmental Policy Implementation is supporting work on EBM approaches, marine protected areas and ocean governance, marine pollution (litter, nutrients, waste water), and supports the Regional Seas Program and work to protect coral reefs. It specifically supports the Samoa pathway as a means of facilitating achievement of the SDGs (Small Island Developing States).
• OTGA: The Ocean Teacher Global Academy 14 provides training through regional centers in several topics. Those relevant to fisheries include courses on ocean observation, data management, coastal and marine spatial planning, marine biodiversity data and HABs. OTGA training has been far reaching, with more than 2500 people trained from 134 IOC member states, more than 4200 registered users, and more than 180 training courses. Regional training centers are currently located in Belgium, Colombia, India, Kenya, Malaysia, Mozambique and Senegal, with courses provided in several languages.
• SCOR: The Scientific Committee for Oceanic Research (SCOR) has supported capacity development activities in oceanography since its foundation in 1957. Support is always targeted to helping scientists from developing countries to engage with SCOR activities, international networks and scientists from developed countries. SCOR supports travel to attend scientific events, visiting scholars and fellows, summer schools, and the establishment of regional graduate networks of oceanography in developing countries 15 . SCOR working groups also have the responsibility of delivering capacity within their different topics. A current working group with relevant applications on fisheries is WG #149 which studies how biota will respond to a changing ocean by understanding effects of multiple environmental drivers on individual organisms, community and food web responses to ocean change, and the timescales of these biological responses to changes.
• PICES: In a similar way to SCOR but at a regional level, the PICES 16 supports training and education of early career scientists (e.g., to attend scientific conferences and training courses, awards) mainly focused on methodologies, monitoring, modeling and data management. In addition, PICES also supports strengthening of infrastructure and network development within its member nations and in developing nations of the Pacific.
• Nansen Program: The R/V Dr. Fridtjof Nansen Program, which later became the EAF-Nansen Project, was initiated in 1975 by the Government of Norway. The goal of the program was to assess fish populations in coastal developing countries to support fisheries management and sustainable use (Bianchi et al., 2016) . Capacity development was always at the core of the program, even in the first two phases, with regional scientists and students getting on board the vessel to participate in the cruise's activities and learn about cruise planning, execution, local fish biodiversity, and use of the data. In this way, the program developed significant capacity and established a broad international network of collaboration. The data is administered by FAO and the fish collections are stored in the local museums and institutions.
• North Pacific acoustic vessels of opportunity: This program demonstrates that acoustic data collected from commercial fishing vessels can be collected at a very high resolution (seconds and meters) over an entire fishing season (Barbeaux et al., 2013) . This provides an opportunity to investigate fish distributions and behaviors over a range of spatial and temporal resolutions in a broad range of research applications worldwide (Karp, 2007) .
• IMOS and the NESP Marine Biodiversity Hub of Australia:
The Integrated Marine Observing System of Australia is currently developing a platform for online teaching with learning modules aimed to explain how to use and interpret the observational data collected by IMOS. One of these modules will be focused on marine productivity using IMOS datasets from continuous plankton recorder on ships of opportunity, fluorescence and satellite ocean color data. The major contribution of IMOS to capacity development is however a collection of best practices, some of which are available on the website 17 or published (e.g., Brodie et al., 2018; Hoenner et al., 2018 on acoustic telemetry). The NESP Marine Biodiversity Hub has also contributed to the Oceans Best Practices Platform with manuals. One of these particularly relevant for fisheries is the Marine Sampling Field Manual for Pelagic Stereo BRUVS (Baited Remote Underwater Videos) (Bouchet et al., 2018) which guides on digital video imagery techniques as a means to survey pelagic macro-organisms.
• The Nippon Foundation (NF) and the Partnership for Observation of the Global Oceans (POGO) support a 10-month training program in multidisciplinary observational oceanography for ten early career scholars on an annual basis since 2008. After the training, these students continue to network through the NF-POGO Alumni Network for Ocean (NANO). NANO was established as a means to keep track of the professional development and maximize the benefits of this training investment 18 .
• Capacity development should use the "Ocean Best Practices" platform 19 , a growing repository of accepted ocean best practice methods (Pearlman et al., 2017) .
Other capacity development initiatives along with their benefits, challenges and recommendations from lessons learnt are summarized in Miloslavich et al. (2018b) .
Without capacity development, data will not realize their best value. The programs described here demonstrate that there has been a huge amount of investment in the area of capacity development for ocean observations globally. Yet many countries still lack the budget and have not been able to develop proper capacity. With the exception of the POGO-NANO program and the IOC's OTGA, there is often no follow-up on how the capacity is then passed on to the countries from which the participants came from. We suggest an increase in formal follow up on these programs as an improvement going forward.
OUR VISION FOR OBSERVING IN SUPPORT OF AN ECOSYSTEM BASED FISHERIES MANAGEMENT
Our vision for future observation for EBFM requires a framework to allow the identification and prioritization of objectives, and observational platforms that are dynamic (e.g., protection of essential habitats, fishing quotas), proactive (anticipation of fishing operation, climate change adaptation), and integrated (balance between the socioeconomic benefits of all marine sectors considering dimension of the cultural heritage).
There is mutual benefit to link the GOOS and ocean observing for fisheries advice. A possible communication loop needs to include the elements of defining objectives and the relevant phenomena to be observed, identification of means of observation, the collection of data, the integration and use of the data, and most importantly an evaluation of all steps to refine and give feedback (Figure 5 ).
Recommendation Summary
• Link ocean observing in the context of GOOS, fisheries observations, and capacity development in a comprehensive ocean observing framework that allows all including the consistent and sustained use of specific data repositories for specific types of information, implementing linkages of records between these repositories, promoting the use of common data and data exchange formats for interoperability, easy-machine-to-machine exchange and use of open source tools; • Implement systematic data quality assurance and quality control processes for EOVs; • Improve and facilitate access of data and metadata for science as well as reliable and well-tailored data products to the public, industry, resource managers and policy and decision makers; • Improve modeling efforts for dynamical forecasting, including species distributions, and ecosystem models to support management of human activities and conservation efforts; • Develop and implement coherent capacity development and training programs, including analysis and visualization for users of varying levels of expertise through a joint ocean observing system governance framework.
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