Subgradient algorithms for training support vector machines have been quite successful for solving largescale and online learning problems. However, they have been restricted to linear kernels and strongly convex formulations. This paper describes efficient subgradient approaches without such limitations. Our approaches make use of randomized low-dimensional approximations to nonlinear kernels, and minimization of a reduced primal formulation using an algorithm based on robust stochastic approximation, which do not require strong convexity. Experiments illustrate that our approaches produce solutions of comparable prediction accuracy with the solutions acquired from existing SVM solvers, but often in much shorter time. We also suggest efficient prediction schemes that depend only on the dimension of kernel approximation, not on the number of support vectors.
Introduction
Support vector machines (SVMs) have been highly successful in machine learning and data mining. Derivation, implementation, and analysis of efficient solution methods for SVMs have been the subject of a great deal of research during the past 12 years. We broadly categorize the algorithms that have been proposed as follows.
(i) Decomposition methods based on the dual SVM formulation, including SMO (Platt 1999) , LIB-SVM (Fan et al. 2005) , SVM-Light (Joachims 1999) , GPDT (Serafini et al. 2005) , and an online variant LASVM (Bordes et al. 2005) . The dual formulation allows nonlinear kernels to be introduced neatly into the formulation via the kernel trick (Boser et al. 1992 ).
(ii) Cutting-plane methods using special primal formulations to successively add violated constraints to the formulation. SVM-Perf (Joachims 2006 ) and OCAS (Franc and Sonnenburg 2008) handle linear kernels, while the former approach is extended to nonlinear kernels in CPNY ) and CPSP ).
(iii) Subgradient methods for the primal formulations. Available codes include Pegasos (Shalev-Shwartz et al. 2007) and SGD (Bottou 2005) . These require linear kernels and strong convexity of the SVM formulation.
Subgradient methods are of particular interest, since they are well suited to large-scale and online learning problems. Each iteration of these methods consists of simple computation, usually involving a tiny subset of training data.
Although a large number of iterations might be required to find high accuracy solutions, solutions of moderate accuracy are often enough for learning purposes. Despite such benefits, no subgradient algorithms have yet been proposed for SVMs with nonlinear kernels, due mainly to the lack of explicit representations for feature mappings of interesting kernels, which are required in the primal formulations. This paper aims to provide practical subgradient algorithms for training SVMs with nonlinear kernels.
Unlike Pegasos (Shalev-Shwartz et al. 2007 ), we use Vapnik's original SVM formulation without modifying the objective to be strongly convex. Our main algorithm takes steplengths of size O(1/ √ t) (associated with robust stochastic approximation methods (Nemirovski et al. 2009, Nemirovski and Yudin 1983) and online convex programming (Zinkevich 2003)), rather than the O(1/t) steplength scheme in Pegasos. Although the O(1/ √ t) schemes have slower convergence rate in theory, we see no significant performance difference in practice to O(1/t) methods. As we discuss later, optimal choices of a tuning parameter in the objective often lead it to be nearly weakly convex, thus nearly breaking the assumption that underlies the O(1/t) scheme.
In our nonlinear-kernel formulation, we use lowdimensional approximations to the nonlinear feature mappings, whose dimension can be chosen by users. We obtain such approximations either by approximating the Gram matrix or by constructing subspaces with random bases approximating the feature spaces induced by kernels. These approximations can be computed and applied to data points iteratively, and thus are suited to an online context. Further, we suggest an efficient way to make predictions for test points using the approximate feature mappings, without recovering the potentially large number of support vectors.
Nonlinear SVMs in the Primal
In this section we discuss the primal SVM formulation in a low-dimensional feature space induced by kernel approximation.
Structure of the Formulation
We first analyze the structure of the primal SVM formulation with nonlinear feature mappings. To unveil the details, here we apply the tools of convex analysis rigorously, rather than appealing to the representer theorem (Kimeldorf and Wahba 1970) as in Chapelle (2007) , where the idea was first introduced.
Let us consider the training point and label pairs {(t i , y i )} m i=1 for t i ∈ R n and y i ∈ R, and a feature mapping φ : R n → R d . Given a convex loss function ℓ(·) : R → R ∪ {∞} and λ > 0, the primal SVM problem (for classification) can be stated as follows :
The necessary and sufficient optimality conditions are
for some
where ∂ℓ is the subdifferential of ℓ.
We now consider the following substitution:
(which mimics the form of (1a)). Motivated by this expression, we formulate the following problem
where Ψ ∈ R m×m is defined by
and Ψ i· denotes the i-th row of Ψ. Optimality conditions for (P2) are as follows:
We can now derive the following result via convex analysis, showing that the solution of (P2) can be used to derive a solution of (P1). This result can be regarded as a special case of the representer theorem.
Proof. Since (α, b) solves (P2), the conditions (4) hold, for some β i , i = 1, 2, . . . , m. To prove the claim, it suffices to show that (w, b) and χ satisfy (1), where w is defined by (2) and χ i = β i for all i = 1, 2, . . . , m.
By substituting (3) into (4), we have
From the first equality above, we have that
. Since the two components in this sum are orthogonal, we have
which implies that ξ = 0. We can therefore rewrite the op-timality conditions for (P2) as follows:
By defining w as in (2) and setting χ i = β i for all i, we see that (5) is identical to (1), as claimed.
While Ψ is clearly symmetric positive semidefinite, the proof makes no assumption about nonsingularity of this matrix, or uniqueness of the solution α of (P2). However, (4a) suggests that without loss of generality, we can constrain α to have the form
where β i is restricted to ∂ℓ. (For the hinge loss function ℓ(δ) := max{1 − δ, 0}, we have β i ∈ [−1, 0].) These results clarify the connection between the expansion coefficient α and the dual variable β(= χ), which is introduced in Chapelle (2007) but not fully explicated there. Similar arguments for the regression with the ε-insensitive loss function ℓ ′ (δ) := max{|δ| − ε, 0} leads to
where
Reformulation using Approximations
Consider the original feature mapping φ • : R n → H to a Hilbert space H induced by a kernel k • : R n × R n → R, where k • satisfies the conditions of Mercer's Theorem (Scholkopf and Smola 2001) . Suppose that we have a low-dimensional approximation φ :
for all inputs s and t of interest. If we construct a matrix V ∈ R m×d for training examples t 1 , t 2 , . . . , t m by defining the i-th row as
we have that
Note that Ψ is a positive semidefinite rank-d approximation to Ψ • . By substituting Ψ = VV T in (P2), we obtain
A change of variables
leads to the equivalent formulation (PL) min
This problem can be regarded as a linear SVM with transformed feature vectors V T i· ∈ R d , i = 1, 2, . . . , m. An approximate solution to (PL) can be obtained with the subgradient algorithms discussed later in Section 3.
Any α ∈ R m that solves the overdetermined system (10) will yield a solution of (9). (Note that α satisfying (10) need have at most d nonzeros.) In Section 2.4, we will discuss an efficient way to make predictions without recovering α.
Approximating the Kernel
We discuss two techniques for finding V that satisfies (8). The first uses randomized linear algebra to calculate a lowrank approximation to the Gram matrix Ψ • . The second approach uses random projections to construct approximate feature mappings φ explicitly.
Kernel Matrix Approximation
Our first approach makes use of the Nyström sampling idea (Drineas and Mahoney 2005) , to find a good approximation of specified rank d to the m × m matrix Ψ • in (8). In this approach, we specify some integer s with 0 < d ≤ s < m, and choose s elements at random from the index set {1, 2, . . . , m} to form a subset S . We then find the
where (Ψ • ) ·S denotes the column submatrix of Ψ • defined by the indices in S . The results in Drineas and Mahoney (2005) indicate that in expectation and with high probability, the rank-d approximation obtained by this process has an error that can be made as close as we wish to the best rank-d approximation by choosing s sufficiently large.
To obtain W S ,d , we form the eigen-decomposition (Ψ • ) S S = QDQ T , where Q ∈ R s×s is orthogonal and D is a diagonal matrix with nonincreasing nonnegative diagonal entries. Takingd ≤ d to be the number of positive diagonals in D, we have that
(where Q ·,1..d denotes the firstd columns of Q, and so on).
The pseudo-inverse is thus
, and the matrix V satisfying (11) is therefore
For practical implementation, rather than defining d a priori, we can choose a threshold ε d with 0 < ε d ≪ 1, then choose d to be the largest integer in 1, 2, . . . , s such that
For each sample set S , this approach requires O(ns 2 + s 3 ) operations for the creation and factorization of (Ψ • ) S S , assuming that the evaluation of each kernel entry takes O(n) time. Since our algorithm only requires a single row of V in each iteration, the computation cost of (12) can be amortized over iterations: the cost is O(sd) per iteration if the corresponding row of Ψ • is available; O(ns + sd) otherwise.
Feature Mapping Approximation
The second approach to defining V finds a mapping φ :
where the expectation is over the random variables that determine φ. The approximate mapping φ can be constructed explicitly by random projections as follow (Rahimi and Recht 2008) ,
samples from a distribution with density p(ν), and ω 1 , . . . , ω d ∈ R are from the uniform distribution on [0, 2π]. The density function p(ν) is determined by the types of the kernels we want to use. For the Gaussian kernel
we have
This approximation method is less expensive than the previous approach, requiring only O(nd) operations for each data point (assuming that sampling of each vector ν i ∈ R n takes O(n) time). As we observe in Section 4, however, this approach tends to give lower prediction accuracy than the first approach for a fixed d value.
Efficient Prediction
Given the solution (γ, b) of (PL), we now describe how the prediction of a new data point t ∈ R n can be made efficiently without recovering the support vector coefficient α in (P2). The imposed low dimensionality of the approximate kernel in our approach can lead to significantly lower cost of prediction, as low as a fraction of d/(no. support vectors) of the cost of an exact-kernel approach.
For the feature mapping approximation of Section 2.3.2, we can simply use the decision function f suggested immediately by (P1), that is, f (t) = w T φ(t) + b. Using the definitions (2), (7), and (10), we obtain
The time complexity in this case is O(nd).
For the kernel matrix approximation approach of Section 2.3.1, the decision function w T φ(t) + b cannot be used directly, as we have no way to evaluate φ(t) for an arbitrary point t. We can however use the approximation (6) to note that
so we can define the function (15) to be the decision function. To evaluate this, we need only compute those kernel values k • (t i , t) for which α i = 0. As noted in Section 2.2, we can satisfy (10) by using just d nonzero components of α, so (15) requires only d kernel evaluations.
If we set α i = 0 for all components i / ∈ S , where S is the sample set from Section 2.3 and s = d =d, we can compute α that approximately satisfies (10) without performing further matrix factorizations. Denoting the nonzero subvector of α by α S , we have V T α = V T S · α S = γ, so from (12) and the fact that (Ψ • ) S S = QDQ T , we have 
Stochastic Approximation Algorithm
We describe here a stochastic approximation algorithm for solving the linear SVM reformulation (PL). Consider the general convex optimization problem
where f is a convex function and X is a bounded closed convex set with the radius D X defined by
We use g(x) to denote a particular subgradient of f (x). By convexity of f , we have
f is strongly convex when there exists µ > 0 such that
Note that the objective in (PL) is strongly convex in γ, but only convex in b. Pegasos (Shalev-Shwartz et al. 2007 ) requires f to be strongly convex in all variables and thus modifies the SVM formulation to have this property. The approach we describe below is suitable for the original SVM formulation.
The ASSET Algorithm
Our algorithm assumes that at any x ∈ X, we have available G(x; ξ), a stochastic subgradient estimate depending on random variable ξ that satisfies
The norm deviation of the stochastic subgradients is measured by D G defined as follows:
Iterate Update: At iteration j, the algorithm takes the following step:
where ξ j is a random variable (i.i.d. with the random variables used at previous iterations), Π X is the Euclidean projection onto X, and η j > 0 is a step length. For our problem (PL), we have x j = (γ j , b j ), and ξ j is selected to be one of the indices {1, 2, . . . , m} with equal probability, and the subgradient estimate is constructed from the subgradient for the ξ j th term in the summation of the empirical loss term. Table 1 summarizes the subgradients G(x j−1 ; ξ j ) for classification and regression tasks, with the hinge loss and the ε-insensitive loss functions respectively.
Feasible Sets:
We define the feasible set X to be the Cartesian product of a ball in the γ component with an interval [−B, B] for the b component. The following shows the set X for classification, for which the radius of the ball is derived using strong duality (?; Theorem 1):
for sufficiently large B, resulting in D X = 1/λ + B 2 . For regression, the following theorem provides a radius for γ: Theorem 1. For SVM regression using the ε-insensitive loss function with 0 ≤ ε < y ∞ , where
Proof. We can write an equivalent formulation of (PL) as follows:
for C = 1/(λm). The corresponding Lagrange dual formulation is
and (z * , z ′ * ) be the optimal solutions of the primal and the dual formulations, respectively. Also, from the KKT conditions we have
Replacing this in the optimal dual objective, and using strong duality, we have 
Since 0 ≤ z i ≤ C, we have z ∞ ≤ C and thus z 1 ≤ Cm = 1/λ. Applying this to the above inequality leads to our claim. We exclude the case ε ≥ y ∞ , where the optimal solution is trivially (γ * , b * ) = (0, 0).
Averaged Iterates:
The solution of (16) is estimated not by the iterates x j but rather by a weighted sum of the final few iterates. Specifically, if we define N to be the total number of iterates to be used andN < N to be the point at which we start averaging, the final reported solution estimate would bexN
These is no need to store all the iterates x t , t =N,N + 1, . . . , N in order to evaluate the average. Instead, a running average can be maintained over the last N −N iterations, requiring the storage of only a single extra vector.
Estimation of D G :
The steplength η j requires knowledge of the subgradient estimate deviation D G defined in (18). We use a small random sample of training data indexed by ξ (l) , l = 1, 2, . . . , M, at the first iterate (γ 0 , b 0 ), and estimate
We summarize this framework in Algorithm 1 and refer it as ASSET. The integerN > 0 specifies the iterate at which the algorithm starts averaging the iterates, which can be set to 1 to average all iterates, to a predetermined maximum iteration number to output the last iterate without averaging, or to a number in between.
Convergence
The analysis of robust stochastic approximation (Nemirovski et al. 2009, Nemirovski and Yudin 1983) provides theoretical support for the algorithm above. Considering Algorithm 1 applied to the general formulation (16), and denoting the algorithm's outputxN ,N , we have the following result. 
Choose ξ j ∈ {1, . . . , m} at random.
6: (12), or φ(t ξ j ) for φ(·) as in (13) .
7:
Compute G γ j−1 b j−1 ; ξ j following Table 1. 8:
if j ≥N then 10:
{update averaged iterate} 
where C(ρ) solely depends on the fraction ρ ∈ (0, 1) for whichN = ⌈ρN⌉.
Strongly Convex Case
Suppose that we omit the intercept b from the linear formulation (PL). Then its objective function f (x) becomes strongly convex for all of its variables. In this special case we can apply different steplength η j = 1/(λ j) to achieve faster convergence in theory. The algorithm remains the same as Algorithm 1 except that averaging is no longer needed and a faster convergence rate can be proved -essentially a rate of 1/ j rather than 1/ √ j (see Nemirovski et al. (2009) 
for a general proof):
Theorem 3. Given the output x N and optimal function value f (x * ), Algorithm 1 with η j = 1/(λ j) satisfies
Note that when λ ≈ 0, that is, when the strong convexity is very weak, the convergence of this approach can be very slow unless we have D G ≈ 0 as well.
Without the intercept b, the feasible set X is simplified only for the γ component, and the update steps are changed accordingly. The resulting algorithm, we refer is as ASSET * , is the same as Pegasos (Shalev-Shwartz et al. 2007 ) and SGD (Bottou 2005) , except for our extensions to nonlinear kernels.
Computational Results
We implemented our algorithms based on the open-source Pegasos code 1 . We refer our algorithms with kernel matrix approximation as ASSET M and ASSET * M (for the versions that requires convexity and strong convexity, respectively) and with feature mapping approximation as ASSET F and ASSET * F . In the interests of making direct comparisons with other codes, we do not include intercept terms in our experiments, since some of the other codes do not allow such terms to be used without penalization.
We run all experiments on load-free 64-bit Linux systems with 2.66 GHz processors and 8 GB memory. Kernel cache size is set to 1 GB when applicable. All experiments with randomness are repeated 50 times unless otherwise specified. Table 2 summarizes the six binary classification tasks we use for the experiments 2 . The ADULT data set is randomly split into training/validation/test sets. In the MNIST data set, we obtain a binary problem by classifying the digits 0-4 versus 5-9. In CCAT from the RCV1 collection (Lewis et al. 2004) , we use the original test set as the training set, and divide the original training set into validation and test sets. IJCNN is constructed by a random splitting of the IJCNN 2001 Challenge data set 3 . In COVTYPE, the binary problem 1 Our code is available at http://pages.cs.wisc.edu/˜sklee/asset/ and Pegasos is from http://mloss.org/software/view/35/.
2 ADULT, MNIST, CCAT and COVTYPE data sets are from the UCI Repository, http://archive.ics.uci.edu/ml/.
3 http://www.csie.ntu.edu.tw/˜cjlin/libsvmtools/datasets/ is to classify type 1 against the other forest cover types. Finally, MNIST-E is an extended set of MNIST, generated with elastic deformation of the original digits 4 . Table 2 also indicates the values of the regularization parameter λ and Gaussian kernel parameter σ in (14) selected using the SVM-Light solver (Joachims 1999) to maximize the classification accuracy on each validation set. (For MNIST-E we use the same parameters as in MNIST.)
For the first five moderate-size tasks, we compare all of our algorithms against four publicly available codes. Two of these are the cutting-plane methods CPNY ) and CPSP ) that are implemented in the version 3.0 of of SVM-Perf. Both search for a solution as a linear combination of approximate basis functions, where the approximation is based on Nyström sampling (CPNY) or on constructing optimal bases (CPSP). The other two comparison codes are SVM-Light (Joachims 1999) , which solves the dual SVM formulation via a succession of small subproblems, and LASVM (Bordes et al. 2005) , which makes a single pass over the data, selecting pairs of examples to optimize with the SMO algorithm. The original SVM-Perf (Joachims 2006) and OCAS (Franc and Sonnenburg 2008) are not included in the comparison because they cannot handle nonlinear kernels.
For the final large-scale task with MNIST-E data set, we compare our algorithms using feature mapping approximation -ASSET F and ASSET * F -to the online algorithm LASVM.
For our codes, the averaging parameter is set toN = m − 100 for all experiments (that is, averaging is performed for the final 100 iterates), and the error values are computed using the efficient classification schemes of Section 2.4.
Accuracy vs. Approximation Dimension
The first experiment investigates the effect of kernel approximation dimension on classification accuracy. We set the dimension parameter s in Section 2. For the first five moderate-size tasks, we ran our algorithms for 1000 epochs (1000m iterations) so that they converged to a near-optimal value with small variation among different randomization. We obtained the baseline performance of these tasks by running SVM-Light. SVM-Light does not Figure 1 (a) of ADULT data set, all codes achieve good classification performance for small dimension. In other data sets, the chosen values of σ are larger and the intrinsic rank of the kernel matrix is higher, so classification performance continues to improve as s increases.
Interestingly, ASSET F (feature mapping approximation) seems to require more dimension than ASSET M (kernel matrix approximation) to produce similar classification accuracy. However in practice we can specify larger dimension for ASSET F than for ASSET M since the former requires less computation than the latter. For a given dimension, the overall performance of ASSET F is worse than other methods, especially in the CCAT experiment.
The cutting plane method CPSP generally requires lower dimension than the others to achieve the same prediction performance. This is because CPSP spends extra time to construct optimal basis functions, whereas the other methods depend on random sampling. However, all approximate-kernel methods including CPSP suffer considerably from the restriction in dimension for the COVTYPE task. 
Speed of Achieving Similar Test Error
Here we ran all algorithms other than ours with their default stopping criteria. For ASSET M and ASSET * M , we checked the classification error on the test sets ten times per epoch, terminating when the error matched the performance of CPNY. (Since this code uses a similar Nyström approximation of the kernel, it is the one most directly comparable with ours in terms of classification accuracy.) The test error was measured using the iterate averaged over the 100 iterations immediately preceding each checkpoint.
Results for the first five data sets are shown in Table 3 for s = 512 and s = 1024. (Note that LASVM and SVM-Light do not depend on s and so their results are the same in both tables.) Our methods are the fastest in most cases. Although the best classification errors among the approximate codes are obtained by CPSP, the runtimes of CPSP are considerably longer than for our methods. In fact, if we compare the performance of ASSET M with s = 1024 and CPSP with s = 512, ASSET M achieves similar test accuracy to CPSP (except for CCAT) but is faster by a factor between two and forty. CPNY requires an abnormally long run time on the ADULT data set; we surmise the code may be affected by numerical difficulties.
It is noteworthy that ASSET M shows similar performance to ASSET * M despite the less impressive theoretical convergence rate of the former. This is because the values of optimal regularization parameter λ were near zero in our experiments, and thus the objective function lost the strong convexity condition required for ASSET * M to work. We observed similar slowdown of Pegasos and SGD when λ approaches zero for linear SVMs.
Large-Scale Performance
We take the final data set MNIST-E and compare the performance of ASSET F and ASSET * F to the online SVM code LASVM. (Other algorithms such as CPSP, CPNY, and SVM-Light are less suitable for large-scale comparison because they operate in batch mode.) For a fair comparison, we fed the training samples to the algorithms in the same order. Figure 2 shows the progress on a single run of our algorithms, with various approximation dimensions d (which is equal to s in this case) in the range [1024, 16384] . Vertical bars in the graphs indicate the completion of training. ASSET F tends to converge faster and shows smaller test error values than ASSET * F , despite the theoretical slower convergence rate of the former. With d = 16384, ASSET F and ASSET * F required 7.2 hours to finish with a solution of 2.7% and 3.5% test error rate, respectively. LASVM produced a better solution with only 0.2% test error rate, but it required 4.3 days of computation to complete a single pass through the same training data.
Conclusion
We have proposed a stochastic gradient framework for training large-scale and online SVMs using efficient approximations to nonlinear kernels. Since our approach does not require strong convexity of the objective function or dual reformulations for kernelization, it can be extended easily to other kernel-based learning problems. 
