In a forensic phone wiretapping investigation, a major problem is to get the full picture of the speakers involved. Typically, the wiretapped speech recordings are grouped using a clustering tool. The main disadvantage of such an approach is that in a bootstrapped scenario grouping errors accumulate. In this paper, we propose a visual approach to find similar speech recordings that probably stem from the same speaker. We first model the speech recordings and define suitable similarity measures between recordings. Then, through an approximate 2-D visualization of the inter-speech, similarities the investigator can identify clear groups of recordings and recordings that are harder to differentiate. We did extensive experiments on phone data of 50 speakers with 2 recordings per speaker. We tested quality of the 2-D visualization in relation to original high dimensional similarities. It turned out that for the original high dimensional similarity measure the nearest recording is almost always the one from the same speaker. In the 2-D visualization, we achieved that on average for all speech recordings a recording of the same speaker is among the 10 nearest recordings.
Introduction
Forensic speaker recognition is required is several situations, such as during an investigation to get the social network around a target, or when a questioned recording is compared with a suspect in a case. Since voice is in part a behavioral characteristic, it is not very constant and easy to alter. Also, emotional distress, health and simply aging can alter the characteristics of a speaker's voice significantly. Further, low-quality recordings which introduce noise specific to the recording and transmission device add to this problem.
While automatic speaker recognition systems have been reported to outperform naive human speaker recognition when the telephone handset is identical for all recordings and the data comes from the same recording session, automatic systems generally are far more sensitive to variation and noise than humans when conditions are mismatched [1] [2] [3] . This is attributed to the fact that humans use high-level cues while automatic speaker recognition systems operate at a lower, spectral level, where both kinds of variability have a bigger impact [3] .
Though in forensics recordings made under good, constant conditions are rarely found, automatic forensic speaker recognition is certainly useful. First, neither of the cited studies mentions using normalization techniques to remedy the session and S.N. Srihari and K. Franke (Eds.): IWCF 2008, LNCS 5158, pp. 169-180, 2008. c Springer-Verlag Berlin Heidelberg 2008 channel effects, let alone state of the art techniques. While intra-speaker variability still constitutes a problem and is an important focus of research, automatic speaker recognition performance under adverse conditions has steadily improved in recent years [4] [5] and can be expected to continue to do so. Secondly, automatic speaker recognition has many advantages over speaker recognition performed by a human expert. Due to human's sensitivity to language and reliance on high-level features, it is of importance for speaker recognition to be performed by native speakers. If the language is uncommon and its speakers in an area or country thus are more likely to be acquainted or related, it may not be possible to find an unbiased, willing person with enough expertise in speaker recognition to reliably perform the task. Automatic speaker recognition systems are mostly insensitive to problems stemming from language choice. Additionally, automatic speaker recognition systems can process the large amounts of data that often come with forensic casework and where time might be tight.
Whether the speaker recognition is done by an automatic system or by human expert, recognition errors have to be accounted for. That is, in practical forensic situations perfect recognition is an illusion. For evidence evaluation, i.e. when a suspects voice is compared to a questioned recording, the use of a matching score -the likelihood ratio (e.g. [6]) -is therefore becoming more and more accepted. Also in investigation cases, however, the reality of imperfect recognition has to be recognized. Traditional speaker recognition systems work independently of human interaction, taking a number of speech files as an input and giving the judgment on the identities -often augmented with confidence scores -as an output. The current systems do not aim at providing insight into the decision process and do not make the overall similarity relations accessible to human interpretation in an intuitive way. However, as described, human and automatic speaker recognition are complementary in their characteristics. It is therefore desirable to combine the human and automatic speaker recognition process and their respective strengths into a system where human-computer cooperation can lead to mutual improvement. Some approaches to integrating human interaction in automatic speaker recognition exist, but the human contribution here consists merely in feature preselection and the systems require the user to be expert phoneticians [7] .
In this paper, we deal with the explicit modeling of uncertainties is the recognition of matching recordings. We propose a visual approach to find similar speech recordings that probably stem from the same speaker. We first model the speech recordings and define a suitable similarity measure between recordings. Through an approximate 2-D visualization of the inter-speech similarities, the investigator can identify clear groups of recordings and recordings that are harder to assign. In the next section, we first describe the problem statement we deal with in this research. In the following section, we describe the components that our system is built up from. In the Section Experiments, we report the elaborate experiments we did to test the plain speaker recognition performance and the effectiveness of the visualization.
Problem Statement
The problem we deal with is the presentation of similarities between speech recordings on a 2-D display. The application scenario is a wiretapping investigation over the phone
