A graph is well-covered if all its maximal independent sets are of the same size (M. D. Plummer, 1970) . A well-covered graph is 1-well-covered if the deletion of every vertex leaves a graph which is well-covered as well (J. W. Staples, 1975) .
Introduction
Throughout this paper G = (V, E) is a simple (i.e., a finite, undirected, loopless and without multiple edges) graph with vertex set V = V (G) = ∅ and edge set E = E(G). If X ⊂ V , then G[X] is the graph of G induced by X. By G − U we mean the subgraph G[V − U ], if U ⊂ V (G). We also denote by G− F the subgraph of G obtained by deleting the edges of F , for F ⊂ E(G), and we write shortly G − e, whenever F = {e}.
The neighborhood N (v) of v ∈ V (G) is the set {w : w ∈ V (G) and vw ∈ E (G)}, while the closed neighborhood N C n , K n , P n , K p,q denote respectively, the cycle on n ≥ 3 vertices, the complete graph on n ≥ 1 vertices, the path on n ≥ 1 vertices, and the complete bipartite graph on p + q vertices, where p, q ≥ 1.
The disjoint union of the graphs G i , 1 ≤ i ≤ p is the graph G 1 ∪ G 2 ∪ · · · ∪ G p having the disjoint unions V (G 1 ) ∪ V (G 2 ) ∪ · · · ∪ V (G p ) and E(G 1 ) ∪ E(G 2 ) ∪ · · · ∪ E (G p ) as a vertex set and an edge set, respectively. In particular, pG denotes the disjoint union of p > 1 copies of the graph G.
A matching is a set M of pairwise non-incident edges of G. If A, B ⊂ V (G) and every vertex of A is matched by M with some vertex of B, then we say that A is matched into B. A matching of maximum cardinality, denoted µ(G), is a maximum matching.
A set S ⊆ V (G) is independent if no two vertices from S are adjacent, and by Ind(G) we mean the family of all the independent sets of G. An independent set of maximum size is a maximum independent set of G, and α(G) = max{|S| : S ∈ Ind(G)}. Let Ω(G) denote the family of all maximum independent sets. Theorem 1.1 [3] In a graph G, an independent set S is maximum if and only if every independent set disjoint from S can be matched into S.
A graph G is quasi-regularizable if one can replace each edge of G with a non-negative integer number of parallel copies, so as to obtain a regular multigraph of degree = 0 [3] . Equivalently, G is quasi-regularizable if and only if |S| ≤ |N (S)| holds for every independent set S of G [3] . A graph G is regularizable if by multiplying each edge by a positive integer, one gets a regular multigraph of degree = 0 [2] . For instance, every odd cycle C 2k+1 , k ≥ 2, is regularizable.
Theorem 1.2 [2] (i)
Let G be a connected graph that is not a bipartite with partite sets of equal size. Then G is regularizable if and only if |N (S)| > |S| for every non-empty independent set S ⊆ V (G).
(ii) A graph G is regularizable if and only if |N (S)| ≥ |S| for each independent set S, and |N (S)| = |S| ⇒ N (N (S)) = S.
A graph is well-covered if all its maximal independent sets are of the same cardinality [24] . In other words, a graph is well-covered if every independent set is included in a maximum independent set. It is known that every well-covered graph is quasi-regularizable [3] . If G is well-covered, without isolated vertices, and |V (G)| = 2α (G), then G is a very well-covered graph [12] . The only well-covered cycles are C 3 , C 4 , C 5 and C 7 , while C 4 is the unique very well-covered cycle.
A well-covered graph (with at least two vertices) is 1-well-covered if the deletion of every vertex of the graph leaves a graph, which is well-covered as well [26] . For instance, K 2 is 1-well-covered, while P 4 is very well-covered, but not 1-well-covered.
Let n be a positive integer. A graph G belongs to class W n if every n pairwise disjoint independent sets in G are included in n pairwise disjoint maximum independent sets [26] . First, if V (G) = ∅, then G ∈ W n . Second, K n ∈ W n , for every n. Third, W 1 ⊇ W 2 ⊇ W 3 ⊇ · · · , where W 1 is the family of all well-covered graphs. A number of ways to build graphs belonging to class W n are presented in [26] .
A classification of triangle-free planar graphs in W 2 appears in [23] . Theorem 1.4 [17] Let G be a triangle-free graph without isolated vertices. Then G is in W 2 if and only if G ab is well-covered with α(G ab ) = α(G) − 1 for all edges ab.
A characterization of triangle-dominating graphs (i.e., graphs where every triangle is also a dominating set) from W 2 in terms of forbidden configurations is presented in [18] . 1-well-covered circulant graphs are considered in [10] . Edge-stable equimatchable graphs, which are, actually, 1-well-covered line graphs, are investigated in [8] .
By identifying the vertex v i with the variable v i in the polynomial ring R = K[v 1 , ..., v n ] over a field K, one can associate with G the edge ideal
is a Cohen-Macaulay ring (a Gorenstein ring, respectively).
There are intriguing connections between graph theory and combinatorial commutative algebra and graph theory [29] . Consider, for instance, an interplay between CohenMacaulay rings and graphs, were well-covered graphs are known as unmixed graphs or may be reconstructed from pure simplicial complexes [9, 31] . Even more fruitful interactions concern shellability, vertex decomposability and well-coveredness [6, 7, 11] . For example, every Cohen-Macaulay graph is well-covered, while each Gorenstein graph without isolated vertices belongs to W 2 [16] . Moreover, a triangle-free graph G is Gorenstein if and only if every non-trivial connected component of G belongs to W 2 [17] .
In this paper, we concentrate on structural properties of the class of 1-well-covered graphs, which is slightly larger than the class W 2 . Actually, we show that G ∈ W 2 if and only if it is a 1-well-covered graph without isolated vertices. In addition, a number of new characterizations for 1-well-covered graphs is provided. Some of them are based on the assumption that G is already well-covered, while the others are formulated for general graphs. Further, we describe shedding vertices as the ones that have no impact on the strength of enlargement of independent sets. Specifically, for well-covered graphs it means that the vertex v is shedding if and only if G − v is well-covered. We also determine when corona, join, and concatenation of graphs are 1-well-covered.
Structural properties
It is clear that
and G is well-covered, then there is some maximum independent set S such that {u} ⊂ S. Hence v / ∈ S and this implies
In other words we get the following.
The converse of Lemma 2.1 is not generally true. For instance, α (P 6 − v) = α (P 6 ) holds for each v ∈ V (P 6 ), but P 6 is not well-covered.
According to Theorem 1.3, no graph in class W 2 may have isolated vertices, since all these vertices are included in each of its maximum independent sets. However, a graph having isolated vertices may be 1-well-covered; e.g., K 3 ∪ K 1 . The following theorem shows, among other things, that a graph is 1-well-covered if and only if each of its connected components different from K 1 is in class W 2 .
Theorem 2.2 For every graph G having no isolated vertices, the following assertions are equivalent:
(v) for every non-maximum independent set A in G there are at least two different independent sets
(vi) for each pair of disjoint non-maximum independent sets A, B in G, there exists some S ∈ Ω(G) such that A ⊂ S and B ∩ S = ∅;
(vii) for every non-maximum independent set A in G and v / ∈ A, there exists some
In order to show that G is 1-well-covered, it is sufficient to show that G is wellcovered. Suppose, to the contrary, that G is not well-covered, i.e., there is some maximal independent set A in G such that A / ∈ Ω(G). Let v ∈ V (G) − A. Since A is a maximal independent set also in G − v, and G − v is well-covered, it follows that α(G − v) = |A| < α(G). Hence, we get that
Consequently, every v ∈ V (G) − A belongs to all maximum independent sets of G. Therefore, B = V (G) − A is an independent set in G, included in each S ∈ Ω(G). It follows that G is bipartite, with the bipartition {A, B}. Since G is connected, N (v) ∩ B = ∅ holds for every v ∈ A, and because, in addition, each maximum independent set of G contains B, it follows that Ω(G) = {B}.
Let a ∈ A. Then G − a is well-covered with
Since A − {a} is independent, it is possible to enlarge it to a maximum independent set in G − a. Thus there exist
In other words, G = P 3 , which contradicts the hypothesis.
(ii) ⇔ (iii) In [26] it is shown that for connected graphs (ii) and (iii) are equivalent. Clearly, it can be relaxed to the condition that the graphs under consideration have no isolated vertices.
(iii) ⇒ (i) According to Theorem 1.3, every graph G ∈ W 2 has the property that G − v is well-covered, for each v ∈ V (G). In addition, G = P 3 , since P 3 is even not well-covered.
(iii) ⇒ (iv) Assume, to the contrary, that for some non-maximum independent set A in G there is only one independent set, say B, such that A ∪ B ∈ Ω(G). Clearly, such a set B must exist because G is well-covered, and we may suppose that A∩B = ∅. Since G is in the class W 2 , it follows that there are S 1 , S 2 ∈ Ω(G), such that A ⊂ S 1 , B ⊂ S 2 and S 1 ∩ S 2 = ∅. Hence, B ∩ S 1 = ∅ which ensures that A can be extended to two maximum independent sets in G by two disjoint independent sets, namely, B and S 1 − A, in contradiction with the assumption on A.
(iii) ⇒ (vi) If A is a non-maximum independent set and v / ∈ A, then by definition of the class W 2 , it follows that there are two disjoint maximum independent sets
Evidently, G is well-covered. Suppose, to the contrary, that G is not 1-well-covered, i.e., there is some v ∈ V (G), such that G − v is not well-covered. Hence, v cannot be an isolated vertex, and Lemma 2.1 implies α(G − v) = α(G). There exists some maximal independent set A in G− v, such that |A| < α(G− v), because G− v is not well-covered. Hence, for each w ∈ V (G) − (A ∪ {v}) the set A ∪ {w} is not independent in G − v and, consequently, in G. Therefore, there is only one enlargement of A, namely A ∪ {v}, to a maximum independent set of G, in contradiction with the hypothesis.
In other words, A is a non-maximum independent set in G and v 0 / ∈ A. By the hypothesis, there is a maximum independent set S in G, such that A ⊂ S and v 0 / ∈ S. It follows that S is an independent set in G − v 0 , larger than A, in contradiction to the maximality of A in G − v 0 . Therefore, G must be 1-well-covered.
We can now give alternative proofs for the following.
Proof. (i) Let S be a non-maximum independent set in G and A be a non-maximum independent set in G − N [S]. Then A ∪ S is a non-maximum independent set in G, and according to Theorem 2.2(iv), there exist two disjoint independent sets
(ii) Assume, to the contrary, that G has a leaf, say v. Let N (v) = {u} and w ∈ N (u) − {v}. By Theorem 2.2(vii), there exists some S ∈ Ω (G), such that {w} ⊂ S and v / ∈ S. Hence, we infer that S ∪ {v} is independent, contradicting the fact that |S ∪ {v}| > |S| = α (G). [20, 4, 5] . Clearly, if S is an independent set, then ∂ (S) = |N (S)| − |S|. The number
is the differential of the graph G. For instance, ∂ (K p,q ) = p + q − 2, while ∂ (C 7 ) = 2 and ∂ (C 9 ) = 3.
Theorem 2.5 If a connected graph G = K 2 belongs to the class W 2 , then the following assertions hold:
e., ∂ is monotonic over Ind(G); (vii) G is regularizable and |B| < |N (B)| for every independent set B;
is true for every independent set A; (ix) for each A ∈ Ind(G) there is a matching from A into an independent set.
Then there are at least two disjoint maximum independent sets
Hence, u belongs to at most one of S 1 , S 2 , say to S 1 . Therefore, S 2 ∩ {u, v} = ∅.
(iv) Let v ∈ V (G). According to Part (i), there are at least two disjoint maximum independent sets
(v) Let S be an independent set in G and v ∈ V (G) − S. Since G ∈ W 2 , there exist two disjoint maximum independent sets S 1 , S 2 in G such that S ⊆ S 1 and v ∈ S 2 . Hence,
(vi) The sets A and B − A are independent and disjoint. Then, by definition of the class W 2 , there is a maximum independent set S including A such that S ∩ (B − A) = ∅. 
which is a contradiction.
(ix) Let A and B be an independent sets such that B ⊆ N (A). Since G ∈ W 2 , there exist disjoint maximum independent sets S 1 , S 2 such that A ⊆ S 1 and B ⊆ S 2 . By Theorem 1.1, there is a matching from S 1 to S 2 . Thus A is matched into an independent set included in S 2 ∩ N (A).
It is worth mentioning that there are graphs not in class W 2 , that satisfy Theorem 2.5; e.g., the graph C 7 .
Neither quasi-regularizable graphs nor well-covered graphs have to satisfy Theorem 2.5(viii); e.g., the graphs G 1 and G 2 from Figure 1 , respectively.
Actually, Theorem 2.5(vi) is a generalization of the following.
Corollary 2.6 [27]
If S is an independent set in a connected graph G belonging the class
There are some known lower bounds on ∂ (G) [4, 5] . Here we give a new one for connected 1-well-covered graphs.
Finally, taking v ∈ V (G) with deg v = ∆(G) and S ∈ Ω (G) be such that v ∈ S, Corollary 2.6 gives
as required.
Notice that there are graphs not in W 2 that enjoy the conclusions from Corollaries 2.6, 2.7; e.g., the cycle C 9 , which is not even well-covered.
Evidently, G ∈ W 2 if and only if each of its connected components belongs to W 2 . In addition, it is easy to see that:
• every graph G = nK 2 , n ≥ 1, is in class W 2 , and has exactly 2α(G) vertices;
• each graph G ∈ {C 5 ∪ nK 2 , C 3 ∪ nK 2 : n ≥ 1} belongs to W 2 and has exactly 2α(G) + 1 vertices.
(ii) C 3 and C 5 are the only two connected graphs in W 2 of order 2α(G) + 1.
(iii) K 2 is the only connected bipartite graph belonging to W 2 .
Proof. (i)
On the one hand, according to Theorem 2.5(ii), we have that 2α(G) + 1 ≤ |V (G)|, whenever G ∈ W 2 is connected and G = K 2 . On the other hand, K 2 belongs to W 2 and 2α(K 2 ) = 2 = |V (K 2 )|, and hence the conclusion follows.
(ii) Let G be a connected graph in W 2 of order 2α(G) + 1. By Corollary 2.6(ii), we have that ∆(G) ≤ |V (G)| − 2α(G) + 1 = 2.
If ∆(G) ≤ 1, then G ∈ {K 1 , K 2 } and this contradicts |V (G)| = 2α(G) + 1. If ∆(G) = 2, then G = K 2 and, according to Corollary 2.3(ii), we infer that the degree of every vertex in G is equal to 2. Since G is connected, Theorem 2.2(i) implies that G ∈ {C 3 ; C 5 }.
(iii) Let G ∈ W 2 be a connected bipartite graph, having {A, B} as its bipartition. Hence, there exist S 1 , S 2 disjoint maximum independent sets such that A ⊆ S 1 and B ⊆ S 2 , because A, B are disjoint and independent. Since S 1 ∩ B = ∅ = S 2 ∩ A, we infer that A = S 1 and B = S 2 . Hence, |V (G)| = |A ∪ B| = 2α (G). Consequently, G = K 2 , because, otherwise, by Theorem 2.5(ii), G must have at least 2α(G) + 1 vertices.
3 A way from W 1 to W 2 Let v ∈ V (G). If for every independent set S of G − N [v], there exists some u ∈ N (v) such that S ∪ {u} is independent, then v is a shedding vertex of G [30] . Let Shed (G) denote the set of all shedding vertices. For instance, Shed (P 4 ) = {v : deg(v) = 2},
Clearly, no isolated vertex may be a shedding vertex. On the other hand, every vertex v ∈ V (G) of degree |V (G)| − 1 is a shedding vertex.
Let us define ε G : Ind(G) −→ N as ε G (A) = max {|S| : A ⊆ S and S ∈ Ind(G)}. Informally, one can interpret the function ε G as the strength of enlargement of independent sets. The following basic properties of the function ε G are clear.
Lemma 3.1 It is true for every graph G that:
There is a natural connection between shedding vertices and the function ε G .
Theorem 3.2 Let v ∈ V (G). Then v ∈ Shed (G) if and only if
It follows that S ∩ N (v) = ∅, otherwise S ∪ {v} is independent and ε G−v (B) = |S| < |S| + 1 = ε G (B) in contradiction with the hypothesis. Finally, we conclude that there exists a vertex u ∈ S ∩ N (v) ⊆ N (v) such that B ∪ {u} is an independent set. Thus v ∈ Shed (G), as claimed.
"Only if" Let v be a shedding vertex and A be an independent set in G − v. By Lemma 3.1(iii), it is enough to prove that
. The structure of a maximum independent enlargement of A in G is a union of A, an independent subset B ⊆ V (G) − N G [v] , and a vertex, say x, belonging to
is independent and v is shedding, we conclude that there exists w ∈ N G (v) such that A ∪ B ∪ {w} is independent in G − v. Hence,
which completes the proof.
In well-covered graphs shedding vertices may be characterized in more specific manner. Proof. Lemma 2.1 claims that α (G) = α (G − v). In accordance with Lemma 3.1(iv), G is well-covered if and only if ε G ≡ α (G).
"If" Suppose G − v is well-covered. Then
In conclusion, G − v is well-covered. Notice that P 3 is not a well-covered graph, while P 3 − v is well-covered, for each v ∈ V (P 3 ), while |Shed (P 3 )| = 1.
Corollary 3.4 Let G be a well-covered graph and v ∈ V (G) is non-isolated. The following conditions are equivalent:
Proof. The equivalences (i) ⇔ (ii) ⇔ (iii) were established in [13] , while (ii) ⇔ (iv) appears in [7] . Corollary 3.3 gives an alternative proof for (i) ⇔ (iv).
A vertex v of a graph G is simplicial if the induced subgraph of G on the set N [v] is a complete graph and this complete graph is called a simplex of G. Clearly, every leaf is a simplicial vertex. Let Simp (G) denote the set of all simplicial vertices. For instance, if n ≥ 4, then Simp (C n ) = ∅, while Simp (K n ) = V (K n ). A graph G is said to be simplicial if every vertex of G belongs to a simplex of G. For example, P n is simplicial only for n ≤ 4. Proof. By Theorem 3.5, G is well-covered. Further, Corollary 3.7 ensures that G − v is well-covered for each v ∈ V (G). Consequently, G belongs to W 2 , according to Theorem 2.2(i), because, clearly, G = P 3 .
There are simplicial graphs in W 2 , which do not satisfy the condition that every simplex must contain at least two simplicial vertices; e.g., consider the graph G 3 from Figure 2 . Notice that if Shed (G) = V (G), it is not true that G belongs to W 2 ; e.g., the graph G 1 from Figure 2 .
Theorem 3.9 Let G be a well-covered graph without isolated vertices. Then the following assertions are equivalent:
Proof. (i) ⇔ (ii) "If " Let A be a non-maximum independent set and v / ∈ A. By Theorem 2.2(vii), it is enough to find some S ∈ Ω(G) such that A ⊂ S and v / ∈ S. Case 1. v ∈ N (A). Since G is well-covered, there exists a maximum independent set including A, say S. Clearly, v / ∈ S. Case 2. v / ∈ N (A). Hence, B = A ∪ {v} is independent. By the monotonicity property,
Thus, |N (A)| + 1 ≤ |N (A ∪ {v})|, which means that there is w ∈ N (v) − N (A). Since G is well-covered, there exists a maximum independent set including A ∪ {w}, say S. Clearly, v / ∈ S. "Only if " It follows from Theorem 2.5(vi). (i) ⇔ (iii) Clearly, G = P 3 , because P 3 is not well-covered. The rest of the proof is in Corollary 3.3 and Theorem 2.2(i).
(i) ⇔ (iv) It follows directly from Corollary 3.4(iii).
Let S be a non-maximum independent set in G. Since G is well-covered, there exists some maximum independent set A such that S ⊂ A. Let v ∈ A − S and u ∈ S. Clearly, S ∩ N G [v] = ∅, and G − N G [u] ∈ W 2 , by the hypothesis. Hence, according to Corollary 2.3(i), it follows that the graph
Graph operations
In [27] are shown a number of ways to build graphs in class W n , using graphs from W n or W n+1 . In the following we make known how to create infinite subfamilies of W 2 , by means of corona, join, and concatenation of graphs.
Let H = {H v : v ∈ V (G)} be a family of graphs indexed by the vertex set of a graph G. The corona G • H of G and H is the disjoint union of G and H v , v ∈ V (G), with additional edges joining each vertex v ∈ V (G) to all the vertices of
Recall that the girth of a graph G is the length of a shortest cycle contained in G, and it is defined as the infinity for every forest. Theorem 4.1 (i) [13] Let G be a connected graph of girth ≥ 6, which is isomorphic to neither C 7 nor K 1 . Then G is well-covered if and only if G = H • K 1 for some graph H.
(ii) [19] Let G be a connected graph of girth ≥ 5. Then G is very well-covered if and only if G = H • K 1 for some graph H.
Using corona operation one can build well-covered graphs of any girth as follows. For example, all the graphs in Figure 3 are of the form G • H, but only G 1 is not well-covered, while G 3 is 1-well-covered.
G)} and G is an arbitrary graph. Then L belongs to W 2 if and only if each H v ∈ H is a complete graph of order two at least, for every non-isolated vertex v, while for each isolated vertex u, its corresponding H u may be any complete graph.
Proof. Suppose that L ∈ W 2 . Then L is well-covered, and therefore each H v ∈ H is a complete graph on at least one vertex, by Proposition 4.2. Assume that for some non-isolated vertex a ∈ V (G) its corresponding H a = K 1 = ({b}, ∅). Let c ∈ N G (a) and B be a non-maximum independent set in L containing c. Since α(L) = |V (G)|, it follows that every maximum independent set S of L that includes B must contain the vertex b. In other words, L could not be in W 2 , according to Theorem 2.2(vi). Therefore, each H v ∈ H must be a complete graph on at least two vertices.
Conversely, if each H v ∈ H is a complete graph on at least two vertices, then L is well-covered, by Proposition 4.2. Let A be a non-maximum independent set in L, and some vertex b / ∈ A. Since L is well-covered, there is some maximum independent set S 1
is a maximum independent set in L with A ⊂ S 2 . In other words, there is a maximum independent set in L, namely S ∈ {S 1 , S 2 }, such that A ⊂ S and b / ∈ S. Therefore, according to Theorem 2.2(v), it follows that L ∈ W 2 . Clearly, if v is isolated in G, then even
, has no 4-cycles, and belongs to W 2 , then, by Proposition 4.2, every H v should be isomorphic to K 2 , i.e., L = G • K 2 . Actually, it has been strengthened as follows. 
Assume that at least one of G k is not a complete graph. By Proposition 4.6, we infer that, necessarily, every G k must be well-covered, and 2 ≤ α (G i ) = α (G j ) for every 1 ≤ i < j ≤ p. Consequently, taking into account the definition of the Zykov sum, we get
Suppose that G ∈ W 2 , and let A be a non-maximum independent set A in some G k and v ∈ V (G k ) − A. By Theorem 2.2(vii), there exists some S ∈ Ω(G) such that A ⊂ S and v / ∈ S. Since each vertex of A is joined by an edge to every vertex of G i , i = k, we get that S ∈ Ω(G k ). Therefore, every G k must be in W 2 , according to Theorem 2.2(vii).
The converse can be obtain in a similar way.
Let G(H, v) denote the graph obtained by identifying each vertex of G with the vertex v of a copy of H. G (H, v) it is the G-concatenation of the graph H on the vertex v [32] . Clearly, G(H, v) is connected if and only if both G and H are connected.
Lemma 4.9 Let G be a connected graph of order n ≥ 2, |V (H)| ≥ 2, and v ∈ V (H).
(i) If v is not in all maximum independent sets of H, then α (G(H, v)) = n · α (H); (ii) If v belongs to every maximum independent set of H, then
Proof. (i) Let A be a maximum independent set in H with v / ∈ A, and S be a maximum independent set in G (H, v) . First, n · α (H) = n · |A| ≤ α (G(H, v) ), because the union of n times A is independent in G(H, v).
Since S is of maximum size, it follows that, for every copy of H, S ∩ V (H) is nonempty and independent. Consequently, we obtain
as claimed.
(ii) Let A be a maximum independent set in G (H, v) . Then V (G) ∩ A is independent in G and
On the other hand, one can enlarge a maximum independent set S of G to an independent set U in G(H, v), whose cardinality is
By definition, if G is well-covered and uv ∈ E (G), then u and v belong to different maximum independent sets. Therefore, only isolated vertices, if any, are contained in all maximum independent sets of a well-covered graph. Thus Lemma 4.9(i) concludes the following.
Corollary 4.10
If G is a connected graph of order n ≥ 2, and H = K 1 is well-covered, then α (G(H, v)) = n · α (H).
The concatenation of two well-covered graphs is not necessarily well-covered. For example, K 2 and C 4 are well-covered, while the graph K 2 (C 4 ; v) is not well-covered, because {v 1 , v 2 , v 3 } is a maximal independent set of size less than α (K 2 (C 4 ; v)) = 4 (see Figure 4) .
Similarly, the concatenation of two graphs from W 2 is not necessarily in W 2 . For instance, K 2 , C 5 ∈ W 2 , but there is no maximum independent set S in K 2 (C 5 ; v) such that {a 1 , a 2 } ⊂ S and x / ∈ S, and hence, by Theorem 2.2(vii), the graph K 2 (C 5 ; v) is not in W 2 (see Figure 4) . However, K 2 (C 5 ; v) is in W 1 , i.e., it is well-covered. (ii) If H ∈ W 3 , then the graph G(H, v) belongs to W 2 .
By definition, every graph from class W 2 has two disjoint maximum independent sets at least, while some have even three pairwise disjoint maximum independent sets (e.g., P n • K 2 , for n ≥ 1). However, C 5 is in W 2 , but has no enough vertices for three maximum independent sets pairwise disjoint.
Theorem 5.2 The corona G = H • K 1 has two disjoint maximum independent sets if and only if H is a bipartite graph.
Proof. In what follows, for each A ∈ V (H), the set N (A) − V (H) is denoted by A * . It is not difficult to see that every independent set in G is of the form X ∪ Y * , where X ∩ Y = ∅ and X is independent in H. Moreover, X ∪ Y = V (H) if and only if X ∪ Y * is a maximum independent set in G.
"If " Let {A, B} be a bipartition of H. Then A ∪ B * and A * ∪ B are two disjoint maximum independent sets of G.
"Only if " Let X 1 ∪ Y * 1 and X 2 ∪ Y * 2 be two disjoint maximum independent sets of G. Suppose that there exists some vertex v ∈ V (H) − (X 1 ∪ X 2 ). Hence v ∈ Y 1 ∩ Y 2 , in contradiction with the fact that X 1 ∪ Y * 1 and X 2 ∪ Y * 2 are disjoint. Therefore, we get V (H) = X 1 ∪ X 2 . Since X 1 ∩ X 2 = ∅, the pair {X 1 , X 2 } is a bipartition of H.
Clearly, C 7 has two disjoint maximum independent sets. Thus Theorems 4.1,5.2 provide us with a complete description of well-covered graphs of girth ≥ 6 containing a pair of disjoint maximum independent sets. Problem 5.3 Characterize well-covered graphs of girth ≤ 5 with two disjoint maximum independent sets at least. If G is disconnected, then the only W 2 graphs with α(G) = 2 are G = K n ∪ K m , where m, n ≥ 2.
The graph G is locally triangle-free if G−N [v] is triangle-free for any vertex v ∈ V (G) [18] . If α(G) ≤ 2, the structure of locally triangle-free graphs belonging to W 2 is as follows.
Proposition 5.4 [18] Let G be a locally triangle-free graph in W 2 of order n. Then, (i) If α(G) = 1, then G is K n with n ≥ 2; (ii) If α(G) = 2, then G is the complement of C n with n ≥ 4.
On the other hand, there exist graphs in W 2 , which are different from complement of cycles, for instance, P 2 • K 2 . It motivates the following. Notice that every G ∈ {C 3 , C 5 , P 2 • K 2 } belongs to W 2 and satisfy α(G) + µ(G) = |V (G)| − 1. Clearly, if such G is disconnected, then all its components but one are K 2 .
Problem 5.6 Find all connected graphs G ∈ W 2 satisfying α(G) + µ(G) = |V (G)| − 1.
It seems promising to extend our findings in the framework of W k classes for k ≥ 3. For instance, the same way we proved Theorem 2.5(vii) one can show the following. 
