Abstract. The selection of Saffman-Taylor fingers by surface tension has been extensively investigated. In this paper we are concerned with the existence and selection of steadily translating symmetric finger solutions in a Hele-Shaw cell by small but non-zero kinetic undercooling (ǫ 2 ). We rigorously conclude that for relative finger width λ near one half, symmetric finger solutions exist in the asymptotic limit of undercooling ǫ 2 → 0 if the Stokes multiplier for a relatively simple nonlinear differential equation is zero. This Stokes multiplier S depends on the parameter α ≡ 
1. Introduction 1.1. Background. The problem of a less viscous fluid displacing a more viscous fluid in a Hele-Shaw cell has been the subject of numerous studies since the 1950s. In a seminal paper, Saffman & Taylor [28] found experimentally that an unstable planar interface evolves through finger competition to a steady translating finger, with relative finger width λ close to one half. Theoretical calculations [40] , [28] ignoring surface tension revealed an one-parameter family of exact steady solutions, parameterized by width λ. When the experimentally determined λ is used, the theoretical shape (usually referred to in the literature as the Saffman-Taylor finger) agreed well with experiments for relatively large displacement rates, or equivalently for small surface tension. However, in the zero-surface-tension steady-state theory, λ remained undetermined in the (0, 1) interval. The selection of λ remained unresolved until the mid 1980s. Numerical calculations [21] , [37] , [18] , supported by formal asymptotic calculations in the steady finger [6] , [30] , [17] , [32] , [4] and the closely-related steady Hele-Shaw bubble problem [9, 31] , suggest that a discrete family of solutions exist for which the limiting shape, as surface tension tends to zero, approaches the Saffman-Taylor finger with λ = 1 2 . Rigorous results were later obtained in [38, 35] . The Hele-Shaw problem is similar to the Stefan problem in the context of melting or freezing. Besides surface tension, the physical effect most commonly incorporated in regularizing the ill-posed Stefan problem is kinetic undercooling [14, 19, 2] , where the temperature on the moving interface is proportional to the normal velocity of the interface. The Stefan problem also arises in some other physical situations such as the diffusion of solvent through glassy polymers [7, 20] and the interfacial approximation of the streamer stage in the evolution of sparks and lightning [13] .
For the Hele-Shaw problem, kinetic undercooling regularization first appeared in [26, 27] . Local existence of analytic solution was obtained in [24, 25] for the time dependent Hele-Shaw problem with kinetic undercooling. Using exponential asymptotics, Chapman and King [5] analyzed the selection problem of determining the discrete set of widths of a traveling finger for varying kinetic undercooling. Some numerical studies have been attempted in [12, 15] . A continuum of cornerfree traveling fingers were obtained numerically in [12] for any finger width above a critical value, while a discrete set of analytic fingers, as predicted in [5] , were computed in [15] . The physical connection between the kinetic undercooling effect and the action of the dynamic contact angle was established in [1] .
The aims of this paper are to establish some rigorous results in existence and selection of symmetric analytic solutions to the Hele-Shaw problem with sufficiently small kinetic undercooling.
Mathematical Formulation.
We consider the problem of a finger of inviscid fluid displacing a viscous fluid in a Hele-Shaw cell for small kinetic undercooling (Fig.1) . The gap-averaged velocity (u, v) in the (x, y) plane in the region outside the finger satisfies wherex is a unit vector in the x-direction (along the Hele-Shaw channel) and V is the constant displacement rate of the fluid far away. The kinematic condition for a steady finger is
where θ is the angle between the interface normal and the positive x -axis (see Fig.  1 ) and U is the speed of the finger. The kinetic undercooling condition (1.6) φ = cv n = cU cos θ, where c > 0 is the kinetic undercooling parameter. There are a number of different but equivalent formulations [21, 32, 5, 34] , here we use the formulation which parallels that in Tanveer [34] . We set the channel half-width a = 1 and displacement rate V = 1, which corresponds to non-dimensionalizing all lengths by a and velocities by V (consequently time is measured in units of a/V ). By integrating (1.2) in the domain Ω, the finger width λ is related to U as follows:
In a frame moving with the steady symmetric finger, the condition (1.5) transforms, without loss of generality, into
where ψ is the stream function ( the harmonic conjugate of φ ) so that W = φ + iψ is an analytic function of z = x + iy. The nondimensional kinetic undercooling condition (1.6) in the moving frame becomes (1.9) φ + 1 λ x = c λ cos θ.
On the side walls, (1.3) implies that (1.10) ψ = ± 1 λ − 1 on y = −1 and y = 1 respectively while the far field condition as z → +∞ in the finger frame is (1.11)
We consider the conformal map z(ξ) of the cut upper-half-ξ-plane, as shown in Figure 2 , to the flow domain Ω in Figure 1 . The real ξ axis corresponds to the finger boundary, with ξ = −∞, +∞ corresponding to the finger tails at z = −∞ + λi, z = −∞ − λi respectively. The two sides of the cut correspond to the two side walls respectively. It is easily seen that the complex potential W (ξ) is given by:
(1.12)
W (ξ) = 1 − λ πλ ln (ξ 2 + 1) + constant.
We define F (ξ) so that (1.13) It follows that F , as defined above, is analytic in the entire upper half ξ-plane [34] . The kinetic undercooling condition (1.9) translates into requiring that on the real ξ axis:
(1.14)
Re F = −ǫ 2 Im (F ′ + H) |F ′ + H| , where (1.15) H(ξ) = ξ + γi ξ 2 + 1 ,
.
For zero kinetic undercooling ǫ = 0, it follows that F = 0; this corresponds to what is usually referred to in the literature as the Saffman-Taylor solutions [40, 28] . This form a family of exact solutions for symmetric fingers with arbitrary width of finger λ ∈ (0, 1) . The Saffman-Taylor solutions, in our formulation, correspond to the conformal map
This is easily seen to be univalent since the boundary correspondence is one to one. In particular, the finger shape can be explicitly described by Re z as a function of Im z. For non-zero kinetic undercooling, no exact solutions exist. Numerical and asymptotic work [5, 12, 15] suggested that solutions exist for infinitely many isolated values of finger width which are larger than 1 2 . The aim of this paper is to obtain rigorous results for this selection problem, in particular the existence of a symmetric and analytic solution for sufficient small undercooling constant c. Figure 3 ) region on complex ξ plane bounded by lines r u and r l defined as follows:
Notations.
where R > 0 is large enough and 0 < ν 1 is small enough so that Lemma 6.3 -Lemma 6.8 in the appendix hold. Remark 1.2. 1−b, and ϕ 0 are chosen independently of ǫ. There are some restrictions imposed on their values in order that certain lemmas in the appendix are ensured.
Let 0 < τ < 1 be independent of ǫ, ν > 0 be a small number, and B ν = {ξ : |ξ| < ν}. We introduce spaces of functions:
In Definition 1.4, replacing R − with R we can define A ≡ A 0 with norm
Remark 1.6. Locally in a neighborhood of ξ = 0, A 0 contains functions which are analytic at ξ = 0, it also contains functions F (ξ) which are NOT analytic at ξ = 0 such as F (ξ) = Cξ k+3/2 , k = 0, 1, 2, · · · with a branch cut on upper half plane. If F (ξ) ∈ A 0 is analytic in the upper half plane, then F (ξ) has to be analytic at ξ = 0. Definition 1.7. Let D be any connected set in the complex ξ-plane; we introduce norms:
Definition 1.8. Let δ > 0 be a constant, define space:
Remark 1.9. For λ in a compact subset of (0, 1) and for sufficiently small enough δ, if F ∈ A 0,δ , then the mapping z(ξ) given by (1.13) is univalent. See Theorem 1.5 in [38] .
The problem of determining a smooth steady symmetric finger is equivalent to finding function F analytic in the upper-half ξ plane, which is C 1 in its closure, i.e. continuous derivative on Im ξ = 0 and is required to satisfy the following conditions: Condition (i): F (ξ) satisfies (1.14) on the real ξ axis. Condition (ii):
Condition (iii) ( symmetry condition ): Finger problem: The problem tackled in this paper will be to find function F analytic in {Im ξ > 0} ∪ R so that F ∈ A 0,δ for some τ fixed in (0, 1), δ small, so that conditions (i) and (iii) on the real axis are satisfied.
1.4. Main Results. Similar to the finger problem with surface tension [6, 8, 32, 38] , the formal strategy of calculation of finger width involves analytic continuation of equation in an inner neighborhood of turning points in the complex plane and ignoring integral contribution and other terms that are formally small. As in Chapman and King [5] , the problem of determining a smooth steady finger is reduced to determining eigenvalues α so that G(y) is a solution to
yG(y) → 1 as y → ∞ and arg y ∈ [0, π/4), and in addition satisfying:
(1.22) Im G = 0, for large enough y on the positive real axis.
The finger width λ is related to α through
We introduce additional change in variables:
then (1.20) becomes:
n (n + 1)ψ n and matching condition:
One of the theorems proved in this paper is Theorem 1.11. (1) There exists sufficiently large enough ρ 0 > 0 such that (1.25) with condition (1.26) has unique analytic solution
(3) Also Im ψ 0 (η, α) = 0 for real η and η > ρ 0 if and only ifS(α) = 0.
We will not compute the Stokes constantsS(α) in this paper, Chapman and King's numerical computation [5] indicates that there exist a discrete set {α n } so thatS(α n ) = 0,S ′ (α n ) = 0. It is to be noted that the theory of exponential asymptotics for general nonlinear ordinary differential equations [11] makes it possible to rigorously confirm these calculations to within small error bounds. This analysis will be carried out for this problem in a future work.
The primary result of this paper for the finger problem is the following:
small (but independent of ǫ) so that (2.24) holds, the following statement hold for all sufficiently small ǫ: For each β 0 for which the Stokes constantS(β 0 ) = 0 in Theorem 1.11, ifS ′ (β 0 ) = 0, there exists an analytic function β(ǫ 2/3 ) with lim ǫ→0 β(ǫ 2/3 ) = β 0 so that if
then there exists a solution of the Finger problem F ∈ A 0,δ . Hence for small ǫ,
The proof of this theorem is given at the end of §4, after many preliminary results. Our solution strategy consists of two steps:
(a) Relaxing the symmetry condition F (ξ) = [F (−ξ * )] * on the imaginary axis interval −b < Im ξ < 0, (i.e. Im F = 0 is relaxed on that Im ξ-axis segment), we prove the existence of solutions to an appropriate problem in the half strip R − for any λ belonging to a compact subset of (0, 1), for all sufficiently small ǫ. There is no restriction on λ otherwise.
(b) The symmetry condition is then invoked to determine a restriction on λ that will guarantee existence of solution to the Finger problem. In this part, we restrict our analysis to λ ∈ [
In Section 2, we prove equivalence of the finger problem to a set of two problems (Problem 1 and Problem 2) in a complex strip domain. Problem 1 is to solve an integro-differential equation for F in a Banach space A 0 . By deforming the contour of integration for the integral term in Problem 1, we obtain Problem 2. By relaxing symmetry condition on an Im ξ axis segment, we derive the Half Problem in the left half strip R − . In Section 3, by constructing a normal sequence, we prove the existence of solutions to the Half Problem for λ in a compact subset of (0, 1) for all sufficiently small ǫ. In Section 4, we carry out step (b) in our solution strategy. By introducing suitably scaled dependent and independent variables in a neighborhood of a turning point, we formulate the inner problem. For the leading order inner-equation, the form of exponentially small terms are obtained and Theorem 1.11 is proved. For the full problem, using the implicit function theorem, it is argued that for small ǫ, and β 0 so thatS(β 0 ) = 0 andS ′ (β 0 ) = 0, there exists a analytic functions β(ǫ 2/3 ) so that if α = β(ǫ 2/3 ), then Im F = 0 on { Re ξ = 0} ∩ R. This implies that symmetry condition (1.19) is satisfied; hence Theorem 1.12 follows.
While the main result and strategy of proof are similar to that in [38] for SaffmanTaylor fingers by surface tension, the analysis for the problem with kinetic undercooling exhibits a number of subtleties as pointed out by Chapman and King [5] . The main subtlety is the behavior of Stokes lines at the finger tip, where the analysis is complicated by non-analyticity of a coefficient in equation (3.10) in section 3.
Formulation of Equivalent Problems
In this particular section, we are going to formulate Problem 1 and Problem 2 which will be proved to be equivalent to the Finger Problem defined in Section 1. We then formulate a half problem in terms of an integro-differential equation in R − , but relax the symmetry condition Im F = 0 on the imaginary ξ-axis segment (−bi, 0), which follows from (1.19) (see Remark 1.10). Problem 2, unlike Problem 1, involves nonlocal quantities (I 2 for instance) with integration paths outside domain R. Hence, when symmetry is relaxed for F in the half problem, singularities at the origin from nonlocal contributions can be estimated conveniently in terms of F from the domain R − . In this section, as well as the next, we will restrict λ to a compact subset of (0, 1) so that all the constants appearing in all estimates are independent of λ.
2.1. Formulation of Problem 1.
Remark 2.2. If F is analytic in domain D containing the real axis with property 
, and dist (D, γi) are greater than 0 and independent of ǫ, as ǫ → 0, then we have for small enough f
Constants C, K and K 1 are independent of ǫ and λ, since λ is in a compact subset of (0, 1).
Proof. Without ambiguity, the norms · denoted in this proof refer to · .,D , where sup is over the domain D.
Using (1.15), (2.1):
where C is made independent of ǫ and λ for λ in a fixed compact subset of (0, 1). We also have
where C is made independent of ǫ and λ. (2.4) follows immediately from (2.6) .
Proof. From Remark 1.5, Remark 2.2 and Lemma 2.5, with D being an angular subdomain of R ∩ R * , the proof follows.
Remark 2.7. Let H m , K, K 1 be as in (2.5) of Lemma 2.5 with D being an angular subdomain of R ∩ R * , then H m , K, K 1 can be chosen to be independent of ǫ and λ since λ is in a fixed compact subset of (0, 1). If
Lemma 2.10. Let F ∈ A be analytic in Im ξ > 0 as well. If F (ξ) satisfies equation (1.14) on the real axis, then F satisfies for ξ ∈ { Im ξ < 0} (2.9)
where (2.10)
and the principal branch is chosen for the square root in (2.9).
Proof. Since F is analytic in { Im ξ > 0} and satisfies equation (1.14) , by using the Poisson Formula, we have for Im ξ > 0:
(2.12)
Using the Plemelj Formula (see for eg. Carrier, Krook & Pearson [3] ), we analytically extend above equation to the lower half plane to obtain (2.13)
, for Im ξ < 0. Squaring the above equation to obtain (2.14)
where
Solving F ′ from above leading to (2.9), where the principal branch of the square root is chosen to be consistent with (2.13).
Definition 2.11. Define two rays: 
Remark 2.13. Since r 0 ⊂ R * andF satisfies (1.17) in R * , the above integral is well defined. It is obvious that F − (ξ) is analytic below r 0 . Also, if F ∈ A − 0 only and the relation [F (−t * )] * = F (t) were invoked to define F in R + , then it is possible to use the symmetry between contours r + 0 and r − 0 to write
This alternate expression is equivalent to (2.17) when symmetry condition Im F = 0 on { Re ξ = 0} ∩ R holds; however, (2.18) defines an analytic function F − below r 0 even when symmetry condition is relaxed, as it is for the Half Problem later in §2. We also notice that F ′ − , as defined by (2.18), satisfies symmetry condition Re
Lemma 2.14. If F ∈ A and F is also analytic in Im ξ > 0, thenF
Proof. Since F is analytic in R ∪ { Im ξ > 0}, thenF is analytic in R * ∪ { Im ξ < 0}. We use property (1.17) and the Cauchy Integral Formula to obtain
Lemma 2.15. Let Γ = {t, t = ρe iϕ , 0 ≤ ρ < N } be a ray segment, D is some connected set such that Γ ∩ D = {0} and
for some constants m > 0 and ϕ 1 independent of ǫ . Assume g to be a continuous function on Γ with
where constant C depends on ϕ 1 , and m only .
Proof. On Γ, t = ρe iϕ , |dt| = dρ. Breaking up the integral in (2.20) into two parts:
For the first integral in (2.22), we use (2.19) to obtain (on scaling ρ by |ξ|):
For the second integral we use (2.19) to obtain
(2.21) can be proved similarly. 
Remark 2.18. R∪{ Im ξ < 0} is an angular subset of Ω 0 , and Ω 0 is itself an angular subset of the region {ξ below r 0 }.
and 
where H m , K are as in (2.5) with D = R, while K 2 is defined as in Lemma 2.19. This ensures
On the other hand, from Cauchy Integral Formula and Lemma 2.12 in [38] , we have
′ which is subdomain of R and contains the real ξ axis .
Remark 2.21. Using Lemmas 2.5 and 2.19, G(F, F − )(t) = O(t −τ ) as |t| → ∞, t in any angular subset of R ∩ Ω 0 including the real axis.
Lemma 2.23. If F ∈ A 0,δ and F is analytic in Im ξ > 0 and also satisfies (1.14), then in the region { Im ξ < 0 } ∩ R, F satisfies
Proof. Since conditions of Lemma 2.10 are satisfied, (2.9) holds. Since F is analytic in R ∪ {Im ξ > 0} with property (1.17), from Lemma 2.14, F − =F ; hence I 1 (F )(ξ) = I(F )(ξ). Therefore (2.9) implies (2.27).
Lemma 2.24. If F ∈ A 0,δ , and F satisfies equation (2.27) in R ∩ { Im ξ < 0 }, then F is analytic in R ∪ { Im ξ > 0 } and satisfies (1.14) on the real ξ axis.
Proof. Note on using expression from (2.26), (2.27) can be rewritten as:
where operator G is defined by (2.3). Analytically continuing the above equation to the upper half plane, we have:
so F (ξ) is analytic in the upper half plane. From Lemma 2.14, F − (ξ) =F (ξ); hence on the real ξ-axis, F − (ξ) = F * (ξ). Equation (2.29) reduces to:
On taking the limit Im ξ → 0 + , the above implies (1.14).
Because of Remark 1.10 about equivalence of condition (iii) to Im F = 0 on { Re ξ = 0} ∩ R, Lemmas 2.23 and 2.24 imply:
Theorem 2.25. The finger problem is equivalent to 
Formulation of Problem 2.
Let α 1 > 0 be a fixed constant independent of ǫ so that −α 1 i ∈ R.
Definition 2.26. Define two rays
is a directed contour from left to right (see Fig.5 ).
Remark 2.28. F + as defined above is analytic for ξ above r 1 . Also, it is to be noted that for
* is invoked to define F on R + , we can write
This expression is equivalent to (2.30) when the symmetry condition: Im F = 0 on { Re ξ = 0}∩R is satisfied. However, even without symmetry, (2.31) still defines an analytic function for ξ above r 1 , with possible singularity at ξ = −iα 1 . It is easy to see that F + (ξ) satisfies the symmetry condition on { Re ξ = 0}∪R∪{ Im ξ > −α 1 } even when F does not. Further, if F ∈ A 0 is also analytic in { Im ξ > 0}, then it is clear from (2.30) on closing the contour from the top that F + (ξ) = F (ξ).
Remark 2.30. Ω 1 is an angular subset of the region {ξ : ξ above r 1 }, r 1 as in Definition 2.26.
where K 2 > 0 is independent of ǫ, λ.
Proof. Definition 2.32. We define two rays (see Figure 5 ): 
Remark 2.35. Because of Lemmas 2.5, 2.19 and 2.31, G(F + , F − )(t) ∼ O(t −τ ) as |t| → ∞ and analytic for t in any angular subset of Ω 0 ∩ Ω 1 that includes r 2 ; so I 2 (F )[ξ] is analytic below r 2 . Also, from the symmetry of each of F + and F − , it is not difficult to see that I 2 (F )[ξ] also satisfies the symmetry condition on { Re ξ = 0} ∩ R.
is independent of ǫ and λ.
Proof. From Lemma 2.19 and Lemma 2.31,
Applying Lemma 2.5 (with D = r 2 ) and Lemma 2.15 (with Γ = r 2 and D = R) to (2.33), we complete the proof.
Lemma 2.37. If F ∈ A 0,δ , and F satisfies (2.27) in R ∩ { Im ξ < 0}, then for ξ ∈ R, F satisfies
Proof. If δ is small enough, from Lemmas 2.19 and 2.31, The proof of Theorem 2.38 will be given later after several lemmas. 
, where operator R 1 is defined by:
Proof. Since each of F and F + are analytic in R ∩ { Im ξ > 0}, it follows that U = F − F + is also analytic in R ∩ { Im ξ > 0}; hence statement (1) follows. Since F satisfies (2.34) in R − , the symmetry condition and the Schwarz reflection principle that relates F and its derivatives in R + to their values in R − guarantees that (2.34) is satisfied in R. But equation (2.34) can be rewritten as:
Then, on deforming the contour for I 2 from r 2 to (−∞, ∞),
where (2.41)
It is clear that I 3 (ξ) is analytic above r 1 ; indeed from contour deformation of (2.30) and (2.41) and analyticity and decay properties of G(F + , F − ) on R itself, it is clear that I 3 ∈ A 0 and analytic in R ∪ { Im ξ > 0}. Substituting for F from (2.41) into (2.34), it follows that for Im ξ > 0,
Subtracting (2.42) from (2.40), we obtain for Im ξ > 0:
Using (2.3), and the definition of G 1 and G 4 in (2.41) and (2.38),
From ( and Ω 3 is defined to be the region between r 3 = r Definition 2.41. We define
Lemma 2.42. Let U be as in Lemma 2.39 , then U satisfies
Proof. Since U satisfies (2.35), we have
C has to be zero since U (∞) = 0 and g 1 (∞) = 0 from Lemma 6.1.
Remark 2.43. We will show that U = 0. Since F , F + and hence U is known to be analytic in R and continuous upto its boundary, it is enough to show that U = 0 on Ω − 3 . We will do so by showing that equation (2.48) forms a contraction map in the space of functions U on Ω − 3 , with norm
It is to be noted that the integration in (2.48) can be performed on the path P(ξ,
where C is independent of ǫ and λ.
Proof. The lemma follows from (2.38) and Lemma 2.39.
Lemma 2.45. Let U (ξ) be as in Lemma 2.39, then
where D = (−∞, −ν), C is independent of ǫ and λ.
Proof. Since U is analytic in the region under r 3 and continuous upto its boundary, by the Cauchy Integral Formula:
Applying Lemma 2.11 in [38] , with Γ chosen to be r u , we have |ξ − 2i|
for ξ ∈ (−∞, −3) . For ξ ∈ (−∞, −3), we split the integral into
Applying Lemma 2.11 in [38] , with Γ chosen to be r u /B 3 , we have
for ξ ∈ (−3, −ν) .
For t = re θ ∈ r 3 ∩ B 3 and ξ ∈ (−3, −ν), using |t − ξ| 2 = (r cos θ − ξ) 2 + r 2 sin 2 θ, we have
hence the lemma follows. 
C > 0 is independent of ǫ and λ.
Proof.
where r 4 is a line between r 3 and r u defined by
Applying Lemma 2.15, we obtain
From Cauchy integral formula, for t ∈ r 4 /B ν we have
since |t − s| ≥ C||s|e iθ − |t||, for t ∈ r 4 /B ν and s ∈ ∂Ω 3 we have
hence the lemma follows.
Lemma 2.47. Let U (ξ) be as in Lemma 2.39, then sup
where C > 0 is a constant independent of ǫ and λ.
Proof. The lemma follows from the Cauchy Integral Formula and the above lemma.
Lemma 2.48. Let F ∈ A 0,δ . LetM (U ) and M (U ) be as defined in (2.37), then
and (2.55) sup
where C is some constant independent of ǫ and
Proof. The (2.52) follows from (2.57)
Using Lemma 2.44 and Lemma 2.45: In order to prove Theorem 2.38 using the strategy described in Remark 2.43, we need to control the integral operator in equation (2.48). Due to the properties of P (ξ) (see the appendix), we need to break the integral from 0 to ∞ into several integrals along special paths, each of these integrals then can be estimated accordingly (see Lemmas 2.50 -2.54 below).
where Q is a path P(ξ, ∞) on which Re (P (t) − P (ξ)) decreases monotonically as Re t increases. Let
Then f 1 (ξ) ∈ C(Q) and (2.60)
and
, where C is independent of ǫ and λ.
By integration by parts, we have
we obtain f 1 0 ≤ C( N 1 + N ′ 2 ) and the lemma follows.
If the estimate of the derivative of N is not available and due to the factor 1 ǫ 2 in (2.60), Lemma 2.50 does not provide the estimate needed for the integral operator to be a contraction. By breaking up the integral and using properties of P (ξ) ( Lemma 6.1, Lemma 6.3 and Lemma 6.6 in the appendix), we are able to obtain better estimates for the integral operator in the following two lemmas.
Lemma 2.51. Let R ǫ > R be a number which will be chosen later and be dependent on ǫ.
is a path on which Re (P (t) − P (ξ)) decreases monotonically as Re t increases, then
C is independent of ǫ and λ.
Lemma 2.52. Let N ∈ C(P(ξ, R l )), where R l = r − l ∩ {ξ : |ξ| = R} and P(ξ, R l ) ⊂ R − ∩ {|ξ| ≤ R} is a path on which Re (P (t) − P (ξ)) decreases monotonically as Re t increases, then
where C is a constant independent of ǫ.
In order to estimate the integral operator in a neighborhood of the origin, we use the special property P (ξ) ∼ −γ 2 log ξ for ξ near the origin in the following lemma.
Lemma 2.53. Let N be a continuous function on Ω − 3 and N Ω3 be defined as in Remark 2.44. Let
we can break up the integral on the right hand side into
Using Lemma 2.50, we have
and using the fact that P (t) ∼ −γ 2 log t for |t| ≤ ν 1 , we obtain for ξ ∈ B ν , ν = O(ǫ 4/3 ),
2 . Using the fact that P (t) ∼ −γ 2 log t and g 1 (ξ) ∼ ξ γ 2 ǫ 2 for |ξ| ≤ ν 1 and |N (t) − N (0)| ≤ N Ω3 |t| 1/2 we obtain
Therefore, the lemma follows.
(1) For ξ ∈ r 3 ∩ {|ξ| ≥ R ǫ }, applying Lemma 2.50 and Lemma 2.48 with N =M and P(−∞, ξ) = r 3 ∩ { |ξ| ≥ R ǫ }, we have
(2) For ξ ∈ r 3 ∩ {R ≤ |ξ| ≤ R ǫ }, applying Lemma 2.51 and Lemma 2.48 with N =M and P(R l ǫ , ξ) = r 3 ∩ {R ǫ ≥ |ξ| ≥ R}, we have
(3) For ξ ∈ r 3 ∩ { |ξ| ≤ R}, applying Lemma 2.52, Lemma 2.53 and Lemma 2.48 with N =M and P(R l , ξ) = r 3 ∩ {R ≥ |ξ| ≥ 0}, we have (2.63)
The first part of the lemma follows from (2.61)-(2.63), the second part can be proved similarly.
Proof of Theorem 2.38: From (2.48), Lemmas 2.47-2.54, we obtain
where C is some constant independent of ǫ, ν and δ 2 . From (2.56), when F 0 are small enough, C(δ 2 + ǫ 2 |ν| 2 ) < 1 in (2.64). This implies U (ξ) ≡ 0 on Ω 3 and hence everywhere by analytic continuation. Hence F (ξ) = F + (ξ) =F (ξ) and F (ξ) is analytic in the upper half plane. Thus for ξ ∈ { Im ξ < 0} ∩ R − , I 2 (ξ) = I 1 (ξ), and equation (2.34) reduces to (2.27) in that region. 
For F ∈ A − , if we relax the symmetry condition Im F = 0 on { Re ξ = 0} ∩ R, then it is still possible to define F and its derivative in R + , based on F in R − using (2.65)-(2.66). However, this F in R + is not the analytic continuation of F in R − since violation of the symmetry condition implies that extension of F in R + is discontinuous across { Re ξ = 0} ∪ R. Nonetheless, this still allows us to define analytic functions F − in Ω 0 through (2.18), and F + in Ω 1 through (2.30), each of which have vanishing imaginary parts on the Im ξ axis segment that are part of their domains of analyticity. Thus, I 2 is still defined as in (2.33) as an analytic function everywhere in R. Also, the norms of these functions F − , F + , and I 2 in their respective domains are completely controlled by F then F is a solution to Problem 2 and therefore the original Finger Problem. Conversely, any solution F to Problem 2 (and therefore the original Finger Problem) is also a solution to the Half Problem.
Solution to the Half Problem in R −
In this section, by changes of variables, we first analyze equation (2.34) and identify the possible singularity at ξ = 0 which corresponds to the finger tip. We then formulate an integral equation that is equivalent to (2.34). Near the singular point ξ = 0, we seek the particular solution satisfying (3.30) and derive the differential and integral equations that govern the particular solution. By constructing a normal approximation sequence, we obtain the existence of solution to the Half Problem.
Analysis of Equation (2.34). Let
, where
where G 6 (p,Ĩ) and G 7 (p,Ĩ) are given by (3.7) and (3.8) with V being replaced by p + V 0 .
Remark 3.1. It is to be noted thatQ is singular at ξ = 0 which corresponds to the finger tip.
Lemma 3.2. F is a solution to the half problem in R − if and only if
Proof. The lemma follows from that (2.34) is equivalent to (3.10). 
Let (3.13)
Proof. Since p satisfies (3.10), then
for some constant C. Since p(−∞) = 0, g 1 (−∞) = 0, this implies that C = 0.
In this section, we choose τ ≥ 6/7,
In order to estimate the integral operator in (3.14), we need to divide R − into subregions so that the integral on each subregion can be controlled using Lemmas 2.50 -2.53.
Let . Then for ξ ∈ R 1
Proof. (3.15) and (3.16) follow from (3.7) and (3.8); (3.17) and (3.18) follow from (3.12).
Proof. 
Proof. (3.22) follows from (3.7),(3.8 ),(3.12) and (3.13); (3.23) and (3.24) follow from Lemma 2.51 and (3.22).
Define operator U 3 as (3.25)
Proof. (3.26) follows from (3.7), (3.12) and (3.13); (3.27) and (3.28) follow from Lemma 2.52, Lemma 3.3 and (3.26).
3.2. Analysis of (3.10) in a neighborhood of the origin. Let T be the region bounded by r u,3 , negative imaginary axis, line segment {ξ : ξ = −ν 1 + se −πi/6 , 0 ≤ s ≤ 2 √ 3/3ν 1 } and line segment {ξ : ξ = −ν 1 + se πi/6 , 0 ≤ s ≤ 2 √ 3/3ν 1 } where ν 1 is as in Definition 1.1. Then T is a neighborhood of ξ = 0 in R − . In T , we have from (3.11)
where Q 1 (ξ) is analytic at ξ = 0 . We seek solution of the form
where β is a nonzero constant that will be given later and q(ξ) satisfies
We first want to derive the governing differential and integral equations for q(ξ) in the region T .
For ξ ∈ T , using F = ǫ 2 (p + V 0 − Q) we can write
, and (3.42)
Plugging (3.30) into (3.7), (3.8) and (3.12), we have for
where G 6,1 (ξ,Ĩ 1 , q), G 7,1 (ξ,Ĩ 1 , q) are analytic in ξ,Ĩ 1 and q. G 8,1 (ξ, q), G 8,2 (ξ, q) are analytic at ξ = 0, q = 0. Let
where (3.50)
where Q 2 (ξ) is given by
Remark 3.8. Re P 1 (ξ) attains maximum in T at ξ = −i √ 3 3 ν 1 . For any ξ ∈ T , there is a path P(ξ, −i
We seek solution q(ξ) to (3.53) in the function space D, which is defined as D = {q(ξ) : q is analytic in B ν ∩ R − and bounded in its closure with
with norm q D = sup
The following lemmas give estimates of N 1 and the integral operator in (3.53) in the norm of D.
then q 1 ∈ D and q 1 ≤ C max |ξ 1/2 n(ξ)| for constant C > 0 independent of ǫ and ν.
Proof. We choose path P(ξ, −i √ 3 3 ν 1 ) as in Remark 3.8,
Proof. The lemma follows from (3.44)-(3.47) and (3.50).
3.3.
Existence of solution to (3.10) . In this section, by constructing a normal sequence, we are going to prove the existence of solution p(ξ) to (3.10) which satisfies (3.30) in T .
From Definitions ( 3.14), ( 3.21) and (3.53 ), we can write
and β is given by (3.48).
In the following, we choose ν = O(ǫ) < ν 1 .
We first obtain some estimates of β andĨ(p) in the small neighborhood of ξ = 0.
C > 0 is a constant independent of ǫ and ν.
Proof. The lemma follows from (3.40) and (3.41).
Proof. The lemma follows from Lemma 2.15, Lemma 2.31 and (3.42).
Lemma 3.14. Let p ∈ A − 0 , then
where C 1 , C > 0 are constants independent of ǫ and ν.
Proof. The lemma follows from (3.48) and the above lemma.
We define sequences {β n }, {q n (ξ)} and {p n (ξ)} as follows:
Proof. The lemma follows from (3.57), Lemma 3.7, Lemma 3.9 and Lemma 3.13.
Lemma 3.16. For sufficient small ǫ and ν, the following holds for all nonnegative integer n:
where C > 0 is independent of ǫ and ν .
Proof. We use induction to prove the lemma. The lemma holds for n = 0 from (3.58). Assume that the lemma holds for all n ≤ k, then from (3.59) and Lemma 3.13, we obtain
From (3.60), (3.62), Lemma 3.9 and Lemma 3.11, we obtain
From (3.61), Lemma 3.9 and Lemma 3.10, we have
From (3.61), (3.13), (3.14), Lemma 3.5 and Lemma 3.13 we have
Theorem 3.17. For sufficient small ǫ and ν = O(ǫ), there exist subsequences
, and p is a solution of (3.10). Hence F = ǫ 2 (p − Q + V 0 ) is a solution of the Half Problem .
Proof. From the above lemma, {β n } is a bounded sequence and {p n (ξ)} is a normal family. From Montel's Theorem, there exist subsequences {β n k }, {p n k (ξ)} such that lim k→∞ β n k = β, lim k→∞ p n k (ξ) = p(ξ) pointwisely. Since A In order to investigate whether or not the symmetry condition Im F = 0 on { Re ξ = 0}∩R is satisfied, it is necessary to investigate a neighborhood of a turning point (ξ = −iγ in our formulation), as first suggested from formal calculations of Combescot et al (1986) . To that effect, we rewrite
; then (4.1) becomes:
Note that the leading order equation obtained from dropping ǫ terms in (4.4) is similar to equation (133) in Chapman and King [5] . In order to get the equation close to the normal form discussed in Costin [11] , it is convenient to introduce additional change in variables:
then (4.4) becomes:
where It is to be noted
and since each of the arguments for E m can be safely be assumed to be in a compact set, it follows that there exits numbers A, ρ 2 are each independent of any parameter so that 
4 ( where k 0 and k 1 are some constants independent of ǫ ) and the asymptotic condition
in that domain.
Proof. Since η = O(ǫ −2 ) in the given domain, using (4.9), we have |ξ + i| = O(1) as ǫ → 0. Applying Theorem 3.17 and transformations (4.9) and (4.10), (2.35) implies (4.7). For ξ ∈ R − , π 2 < arg(ξ + i) < π, which on using transformation (4.9) implies 0 < arg η < 
n (n + 1)ψ n with far-field matching condition:
We shall prove the following theorem: ). The proof of this theorem will be given after some definitions and lemmas. Definition 4.3. We define the region
for some large ρ 0 independent of ǫ.
Definition 4.4. We define functions (4.14)
ψ 1 (η) satisfy the following equation exactly:
Equation (4.12) can be rewritten as
We consider solution ψ of the following integral equation:
Definition 4.5. We define
B 1 is a Banach space with norm
Lemma 4.6. Let N ∈ B 1 , then
and φ 1 ≤ K N , where K is independent of ρ 0 .
Proof. For η ∈ R 1 , we use straight lines in the t-plane to connect η to ∞e i3π/4 so Re t is increasing monotonically from ∞e i3π/4 to η and on that path, characterized by arc-length s, 
Definition 4.9. We define σ 1 = T 1 , B σ1 := {ψ ∈ B 1 : ψ ≤ 2σ 1 }.
Lemma 4.10. If ψ ∈ B σ1 , φ ∈ B σ1 , then N 1 (η, ψ) ∈ B 1 and
for some numerical constant K 1 and for
Proof. It is clear from (4.16) that (4.20)
Noting, |ψ| ≤ 2σ 1 |η| −2/3 , |φ| ≤ 2σ 1 |η| −2/3 and from simple induction,
we obtain for
On the other hand,
So, it is clear from adding the two results above (with φ = 0), it follows that that for ψ ∈ B σ1 ,
Lemma 4.11. For sufficiently large ρ 0 , the operator L 1 as defined in (4.17) is a contraction from B σ1 to B σ1 ; hence there is a unique solution ψ in this function space.
Proof. From Lemma 4.6 and Lemma 4.10:
Remark 4.12. It is easy to see that the previous lemma holds when we change the restriction on arg η in the definition of R 1 to (0, Proof. First, we note that if we use variation of parameter, the most general solution to (4.11) satisfies the integral equation
Now, if we assume ψ ∞ to be small, as implied by condition (4.13), when ρ 0 is chosen large, it follows from inspection of the right hand side of (4.12) that N 1 (η, ψ) ∞ is also small. Since Lemma 4.6 is easily seen to hold when the norm is replaced by . ∞ , it follows that L 1 ψ is also small. However, C 1 ψ 1 (η) is unbounded in R 1 unless C 1 = 0. Therefore, any solution to (4.12) satisfying condition (4.13) must satisfy integral equation ψ = L 1 ψ. If we were to use the norm . ∞ instead of the weighted norm . in the definition of the Banach Space B 1 , it is easily seen that each of Lemmas 4.6 -4.11 would remain valid for small enough σ 1 , as appropriate when condition (4.13) holds and ρ 0 is large. Thus, it can be concluded that the solution to ψ = L 1 ψ is unique in the bigger space of functions for which ψ satisfies (4.13) and ρ 0 is chosen large enough. However, from previous Lemma 4.11, it follows that this unique solution must be in the function space B 1 and therefore satisfies ψ = O(η −2/3 ) for large η.
Proof of Theorem 4.2. This follows immediately from Lemmas 4.11 and 4.13. 
. We shall first prove that this solution can be extended to the region: Equation (4.7) can be rewritten as
Definition 4.18. We define 
and φ 1 ≤ K N , where K is a numerical constant independent of any parameters.
Proof. For η ∈ R 2 , we use straight lines to connectη to η 1 so that Re t is increasing from η 1 to η and C 1 |η| ≤ |t| ≤ C 2 |η|. Then
We define space B σ2 = {ψ ∈ B 2 : ψ ≤ 2σ 2 }.
Lemma 4.22. If ψ ∈ B σ2 , φ ∈ B σ2 , then for ρ 1 > max {4σ 2 ρ 2 , 8σ 2 }, ρ 2 as defined in equation (4.8) ,
for sufficiently small ǫ, where K 2 is a numerical constant.
Proof. Using (4.25), |ψ| ≤ 2σ 2 ρ
we have from (4.8)
Combining with (4.21), the lemma follows. 
for sufficiently large ρ 0 and small ǫ.
Hence the proof follows from contraction mapping theorem on a Banach space.
Lemma 4.24. Let ψ(η) be the solution of (4.26) as in Theorem 4.23 then ψ(η) is a solution of (4.25) with ψ(t) ≡ψ(t) for t ∈ {η :
Proof. Sinceψ(t) is a solution of (4.25) for t ∈ {η : Re η + Im η =k 0 ǫ −2 , arg η ∈ [0, 
for sufficiently large ρ 0 and small ǫ 0 . So ψ(t) ≡ψ(t).
Theorem 4.25. For large enough ρ 0 , there exists a unique solution ψ(η, ǫ, α) of (4.7), (4.11) in region R 1 ≥ |η| ≥ ρ 0 for arg η ∈ [0, 3π/4], where R 1 is some constant chosen to be independent of ǫ. Furthermore the solution ψ(ρ 0 , ǫ, α) is analytic in ǫ 2/3 and α, as ǫ → 0 and satisfies lim ǫ→0 + ψ(η, ǫ, α) = ψ 0 (η, α) for
Proof. The first part follows from Theorem 4.1 and Theorem 4.23 and Theorem 4.24 . Note that as ǫ → 0, ǫ 2/3 E 3 (ǫ, η, ψ) → 0 uniformly in the region given. The second part follows from the theorem of dependence of solution on parameters (see, for instance, Theorem 3.8.5 in Hille [16] ).
Lemma 4.26. Let F (ξ) be the solution of the Half Problem in Theorem 3.17, we define q(ξ) so that q(ξ) =
(Note this is the same as Im F on { Re ξ = 0} ∩ R). Then q satisfies the following homogeneous equation on the imaginary ξ axis: {ξ = is}:
Proof. On the imaginary axis {ξ = is}:
is real. 
Conclusion and Discussion
In this paper we are concerned with the existence and selection of steadily translating symmetric finger solutions in a Hele-Shaw cell by small but non-zero kinetic undercooling ǫ 2 . We rigorously conclude that for relative finger width λ in the range [ 3 and earlier calculations [5] have shown this to be zero for a discrete set of values of α. While this result is similar to that obtained in [38] previously for the Saffman-Taylor fingers by surface tension, the analysis for the problem with kinetic undercooling exhibits a number of subtleties as pointed out by Chapman and King [5] . The main subtlety is the behavior of the Stokes lines at the finger tip, where the analysis is complicated by non-analyticity of the coefficients in the governing equation.
A recent study by Dallaston and McCue [12] showed that for a given kinetic undercooling parameter ǫ 2 , a continuous family of corner-free finger solutions exist with width λ ∈ (λ min , 1), where λ min → 0 as ǫ → 0. This result did not need to contradict with the selection result that was obtained asymptotically in Chapman and King [5] and was confirmed in this paper, since the numerical scheme in [12] can not distinguish between solutions with analytic fingers and those with fingers that are corner-free but may not be analytic at the nose. However results in [39] showed that for sufficiently small ǫ, no symmetric analytic finger solution exists for λ < 1 2 . The methods developed in this paper suggest that any corner-free symmetric solution satisfying some non-degenerate condition at the finger tip must be analytic at the finger nose. We will elaborate about this in a forthcoming paper.
More recently, Gardiner et al [15] have constructed numerical solutions to the finger problem with undercooling that are analytic. Their strategy is to add surface tension σ to the model, so that (1.6) is replaced by φ = σκ + cv n , where κ is the curvature of the finger. A key hypothesis in [15] is that the work of Tanveer and Xie [38, 35] carries over to the new model so that solutions to the problem with kinetic undercooling and surface tension must be analytic at the nose. Thus with kinetic undercooling fixed at some value, by taking the limit σ → 0, one selects the analytic solutions studied in [5] and in this paper. We tried to verify rigorously this strategy and hypothesis in [15] , but we were not able to do so. The Stokes line picture at the finger tail and nose for the problem with kinetic undercooling and surface tension is quite different from that for the problem with only surface tension, thus one can not use the same methods as in [38, 35] to control an integral operator that is related to the surface tension σ.
For the time dependent finger problem with kinetic undercooling, local existence of analytic solution was obtained in [24, 25] for analytic initial data. Dallaston and McCue [12] numerically demonstrated corner formation for sufficiently high kinetic undercooling in finite time. Stability analysis in Chapman and King [5] showed that all wave numbers are unstable. Thus it seems impossible for a global solution to exist. We believe that the techniques developed in this paper are also useful in studying the linear stability of the Saffman-Taylor fingers with symmetric or antisymmetric disturbances.
6. Appendix A: Properties of the function P (ξ)
We look into some properties of P (ξ) which is defined by (2.36) and (2.47). The lemma follows from the above equation.
Lemma 6.2. Re P (ξ) increases monotonically on the imaginary ξ axis from −ib to 0 where 0 < b < min{1, γ}.
Proof. Using (2.36) and (2.47), we obtain for ξ = iη
The lemma follows from the above equation.
Lemma 6.3. There exists a constant R independent of ǫ so that for |ξ| ≥ R, Re P (t) increases with decreasing s along any ray r = {t : t = ξ − se iϕ , 0 < s < ∞, 0 ≤ ϕ < π 2 } in R from ξ to ξ − ∞e iϕ and C 1 |t − 2i| −2 ≤ | Proof. Using (2.36) and (2.47), we obtain for |ξ| → ∞, P (ξ) ∼ −i log ξ ; hence the lemma follows.
Corollary 6.4. On line segment r u1 with decreasing s, Re P increases with d ds Re P (t(s)) > C |t(s)−2i| 2 > 0 for constant C independent of ǫ and λ when the latter is restricted to a compact subset of (0, 1).
Proof. This follows very simply from the previous lemma.
Lemma 6.5. There exists a constant R independent of ǫ so that for |ξ| ≥ R, Re P (t) increases with increasing s along any arc r = {t : t = |ξ|e is , π/2 < s < 3π/2} in R .
Proof. Using (2.36) and (2.47), we obtain for |ξ| → ∞, P (ξ) ∼ −i log ξ ; hence the lemma follows. Lemma 6.6. For λ in a compact subset of (0, 1) and for R independent of ǫ, consider the line segment t = iν 1 − ν 1 − se iφ , 0 ≤ s ≤ R with ν 1 > 0. Then, there exists real ν 1 , φ sufficiently small in absolute value and depending only on R so that on this line segment
where C is independent of ǫ.
