A graphical representation of the multivariate analysis of variance (MANOVA) is proposed. This representation, termed a "MANOVAMAP," shows the magnitude of MANOVA model effects and their statistical significance in an easily interpreted statistical graphic. The use and construction of MANOVAMAPs is discussed for an empirical example, and is compared with both a traditional MANOVA analysis of the data, and a traditional graphical analysis based upon centroid plots.
Introduction
The multivariate analysis of variance (MANOVA) model (see, for example, Bray & Maxwell 1985; Hand & Taylor 1987; Mardia, Kent & Bibby 1982 ) is a powerful and versatile marketing research technique. As a straightforward generalization of the analysis of variance (ANOVA), MANOVA allows the marketing researcher to test hypotheses involving differences in means of a set of p continuous dependent variables. Mean differences in these p variables can be tested across levels of S categorical independent variables (design factors). Thus, MANOVA is appropriate whenever group differences on a set of criterion variables, rather than a single criterion variable, must be considered.
However, MANOVA is a relatively underutilized marketing research technique. Most marketing research textbooks at the MBA level provide no mention of MANOVA. Those that do either simply note that MANOVA programs exist as generalizations of ANOVA (Green, Tull & Albaum 1988, p. 484; Zikmund 1989, p.712) , or consider the technique "beyond the scope of this book" (Lehmann 1989, p 491) . Malhotra (1993, p. 540) refers to MANOVA as "another procedure which is also only rarely used."
A search of the PsychLIT Database (1974 Database ( -1993 identified 771 articles from 1973 to 1992 with either "MANOVA" or "Multivariate Analysis of Variance" in the document title or abstract. As this was not a full-text search, it underestimates the number of articles which use MANOVA. However, the search results are still useful for comparative purposes. Table 1 groups the 771 articles into four 5-year categories of publication year, and within each category presents the percentage of MANOVA articles found in various broad disciplines. The chisquare statistic for this crosstabulation is significant (p<.002), indicating the distributions vary by publication year.
The primary difference is between the earliest five year publication period (relatively less Psychology and relatively more Education articles using MANOVA) and the later five year periods. Interestingly, only 3.37% of all articles (16 out of 771) in the PsychLIT data base appeared in Marketing Journals.
-----Insert Table 1 here -----Of course, the PsychLIT database does contain more psychology and education journals than business journals. For a fairer comparison, Table 2 presents a list of journals in which 10 or more articles citing MANOVA in the abstract or title appeared during the years [1973] [1974] [1975] [1976] [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] , as well as the number of times MANOVA articles were cited in abstracts or titles of Marketing journals. MANOVA appears to be a much more popular technique in the major empirical Psychology journals than it is in the major empirical Marketing journals.
-----Insert Table 2 here -----Why is this the case? One hypothesis is that marketing problems are not well suited to MANOVA methodology. Table 3 summarizes 44 articles contained in the Journal of Marketing Research from 1988 -1992 that use ANOVA methodology. Since ten of these articles used MANOVA, the abstract/title search clearly undercounts the prevalence of MANOVA methodology. Perhaps MANOVA is not quite as neglected as marketing research textbooks suggest. Further, as we discuss next, Table 3 provides evidence that many marketing research problems are in fact well suited to MANOVA methodology.
-----Insert Table 3 here ----- Table 3 is not intended as a critique of the application of ANOVA methodology in marketing research (i.e., LaTour & Miniard 1983) , but as indication of situations where MANOVA methodology may potentially be applied. We identify four categories of potential uses of MANOVA (Bray & Maxwell 1985; Hand & Taylor 1987) .
First, MANOVA can be used to control the overall alpha level when there are multiple univariate ANOVAs. In Table 3 , 28 of 44 studies could potentially have used MANOVA to control the alpha level before performing multiple univariate ANOVAs (and 9 studies did use MANOVA for this purpose). Second, as noted by LaTour & Miniard (1983) , when there are within-group factors with three or more levels, the MANOVA approach to repeated measures is superior to the univariate (mixed-model ANOVA) approach. This is because of the difficulty of satisfying the restrictive homogeneity assumptions regarding the variance-covariance matrix of the repeated dependent variables that are required for the univariate approach (McCall & Appelbaum 1973) . LaTour and Miniard's admonition to avoid the univariate approach to repeated measures has apparently been well taken by marketing researchers -only 3 of 44 studies in Table 3 used the univariate approach to repeated measures (two used the multivariate approach). Further, those that did either had small sample sizes (i.e. Kardes & Kalyanaram 1992) or many repeated dependent variables (i.e. Ratneshwar & Shocker 1991) , two situations where the univariate approach to repeated measures does offer some advantages over the multivariate approach.
A third potential application of MANOVA is constructing composite variables which maximize group differences. Here, the focus is on creating a linear combination of dependent variables. The third column of Table   3 shows the number of dependent variables collected versus analyzed in each study. In 18 of 44 articles, in order to increase measure reliability, a set of dependent variables was averaged into an overall scale, typically following a sufficiently large coefficient alpha. However, Dillon, Mulani and Frederick (1989) note that the first few principal components do not necessarily contain the most information about group structure. Thus, it is possible that by combining dependent variables into an overall scale, information about group differences is obscured in the process. In most studies listed in Table 3 , there were sound theoretical reasons for combining dependent variables; however, the marketing researcher should be open to the possibility that a MANOVA might reveal that group differences on a set of items in a Likert scale might be multidimensional.
The final potential application of MANOVA is to investigate multidimensional patterns of group differences on a set of dependent variables. As this application of MANOVA typically uses a graphical "perceptual map" of group centroids to represent results, it may be characterized as an "exploratory" application of MANOVA, whereas the first three applications are "confirmatory" applications. Perhaps because the primarily emphasis in the studies listed in Table 3 was theory testing, only 1 of 44 applications used MANOVA for this purpose. Madden, Allen & Twible (1988) used canonical discriminant analysis (equivalent to a single-factor MANOVA) to provide a plot of group centroids in a subspace into which vectors for dependent variables were projected. However, such graphical representation potentially could have been applied in 29 of the 44 applications. While we characterize this as an exploratory application of MANOVA, it is also useful as a device for interpreting results of MANOVA performed in confirmatory applications.
Note that other multivariate techniques besides MANOVA (i.e. canonical discriminant analysis, factor analysis, mutidimensional scaling, canonical correlation) can also be used to investigate multidimensional patterns of group differences on a set of dependent variables. However, MANOVA offers a number of advantages over other techniques. First, as a direct generalization of univariate ANOVA, MANOVA is the most appropriate multivariate technique for experimental design problems, such as the majority of studies reported in Table 3 .
While MANOVA can be formulated in terms of canonical correlation, there is no clear advantage to doing so when the researcher is primarily interested in interpreting group differences within the framework of a particular experimental or quasi-experimental design. Second, unlike canonical discriminant analysis, which is simply a single-factor MANOVA, differences on multiple design factors and their interactions can be investigated. Third, unlike factor analysis, MANOVA defines a subspace which explicitly maximizes group differences. Finally, unlike multidimensional scaling, MANOVA provides detailed tests of statistical signifcance of the nature and dimensionality of group differences.
Overview of this Paper
The goal of this paper is to introduce and develop the "MANOVAMAP" (e.g., look ahead to Figure 3) as a graphical representation which is intended to facilitate the interpretation and presentation of MANOVA results.
Graphical representation has been proposed as a way of facilitating the interpretation of multivariate analysis in general (e.g. Everitt 1978; Barnett 1981; Gnanadesikan 1977) and of MANOVA results in particular (Ahrens & Lauter 1974; Dillon, Frederick & Tangpanichdee 1982; Gnanadesikan 1977; Novak & Cramer 1987) . The MANOVAMAP allows the researcher to investigate multidimensional patterns of group differences on a set of dependent variables (i.e., MANOVA application number four from Table 3). A MANOVAMAP is a graphical representation of the magnitude of a given MANOVA effect, as measured in a low-dimensional subspace of the p dependent variables. Effect size (i.e, "variance explained") is measured with the eta-squared statistic (see, for example Cohen 1988, p. 280) . The MANOVAMAP traces a trajectory indicating directions in the subspace corresponding to minimum and maximum eta-square. Bootstrap methodology is used to identify a 95% confidence interval in the MANOVAMAP . A MANOVAMAP thus represents a boundary tracing the magnitude of eta-squared for a MANOVA effect, along with within upper and lower confidence limits of this boundary. Thus, the MANOVAMAP also relates to alpha control, application number one from Table 3 .
We begin by presenting results of a standard MANOVA analysis for a market segmentation problem.
Next we discuss centroid plots, which are a standard multivariate graphical representation of MANOVA results (e.g. Overall & Klett 1972) , and provide a graphical representation based upon a generalization of this approach.
MANOVMAPs are then introduced and shown to provide a complementary representation to centroid plots. We demonstrate that MANOVAMAPs present information about the overall magnitudes of MANOVA model effects in a graphical, easily understood manner.
Standard MANOVA Analysis

The Data
For illustrative purposes, we consider data from a mail questionnaire survey of a random sample of 622 households in the Columbus, Ohio metropolitan area conducted in the mid 1970's. The survey concerns attitudes toward fast food restaurants.
1 As dependent variables, we consider how interested a respondent is in visiting each of seven restaurants for dinner, measured on a six-point rating scale. In addition, five between group design 1 Used by permission of Wendy's International, Inc. The raw data are available through Churchill (1991) . This example was selected to illustrate MANOVAMAP methodology, and should not be used for strategic interpretation of the fast-food market. factors are used: three demographic segmentation schemes -Age (7 segments), Household Income (7 segments), and Education (5 segments) -and two psychographic segmentation schemes -usage situation (5 segments) and attitudes toward fast food (3 segments) 2 . A total of 474 respondents who had nonmissing data on all seven dependent variables and five design factors were used in the analysis. Table 4 presents standardized segment means for each scheme on the seven restaurant variables. Positive means indicate greater interest in visiting a restaurant.
-----Insert Table 4 Here -----
Results of MANOVA Analysis
Ignoring and Eliminating Tests. The 5 Usage Situation segments were created using SAS PROC FASTCLUS (SAS Institute Inc., 1992) to cluster respondents using their scores on 6 Varimax rotated factors obtained from a Principal Components Analysis of 18 items specifying usage situations for fast food restaurants. The 3 Attitude segments were created using FASTCLUS to cluster respondents using 6 factor scores from 16 items specifying various attitudes toward fast food restaurants. The number of segments was determined by observing plateaus in incremental gains in R-squared values for differing number of clusters. Brief descriptions of the segments follow, characterized by the items with the highest loading on the factors for which a segment's mean was relatively high.
Usage Situation
(1) "family dinners" (eat with family, for supper or dinner, when too busy to cook, weekends, weekdays, lunch) (2) "heavy snackers" (eat for breakfast, mid afternoon snack, by myself, evening snack) (3) "order to go" (buy food to go, to eat in the card, don't eat in their dining room) (4) "out with friends" (eat with friends, when get taste for something special, after a show or evening out, evening snack) (5) "eat on the road" (weekends, traveling away from home, during a shopping trip)
Attitudes
(1) "atmosphere" (atmosphere is important to me, decor is important, fast food ok on weekends, all fast food burgers taste the same) (2) "kids rule" (hard to agree where to eat, kids decide where to eat, kids don't like to eat where we do) (3) "fast food lovers" (go to fast food more than full serve, usually go to fast food restaurants) model effects that are either first (ignoring) or last (eliminating) in this nested sequence. Table 5 presents results for a series of these ignoring and eliminating tests.
----Insert Table 5 here -----A distinction between ignoring and eliminating tests is necessary and important whenever there is nonorthogonality (unequal cell sizes) in the MANOVA design, a situation which is to be expected in most marketing research field surveys and laboratory experiments. The ignoring tests in Table 5 consider each main effect by itself. The hypothesis SSCP matrix that is tested is for a main effect positioned first in the model. On the other hand, the eliminating tests in Table 5 consider each main effect, adjusting for all four other main effects.
These tests use the hypothesis SSCP matrix for a main effect positioned last in the sequence of main effects.
Since there are 188 d.f. combining all two-way interactions, and not enough degrees of freedom to test a full factorial model, each possible two-way interaction was separately tested, in a model which also included all five main effects. Only the one interaction effect reported at the bottom of Table 5 (household income by attitude segments) was statistically significant. Residuals from the model with five main effects plus one interaction term defined the error SSCP matrix for all tests reported in Table 5 . The η 2 values in Table 5 may appear to be small. However, a number of authors (Morrison, 1973; Rosenthal & Rubin, 1979 , 1982 Abelson, 1985; Novak & MacEvoy 1990) argue that a low proportion of variance explained does not necessarily mean a practically small magnitude of effect. Cohen's (1988) guidelines for population values of η 2 can be used to gauge the magnitude of effects (since we use the sample value, our estimates will be slightly inflated): .01 is a "small" effect, .059 a "medium" effect, and .138 a "large" effect.
Test Statistics.
(i.e., independent variables). Model effects significant at p<.05 are flagged with an asterisk. For each of the dependent variables, η 2 is obtained as:
with SS H the hypothesis sum-of-squares for a model effect and SS E the error sum-of-squares.
As η 2 provides the percent variance in a dependent variable explained by a model effect, the squared canonical correlation similarly provides the percent variance in a canonical variate explained by a model effect.
The squared canonical correlations are obtained as:
where λ i are eigenvalues of HE -1
, with H the hypothesis SSCP matrix and E the error SSCP matrix. Note that if one were to use the i th canonical variate which maximized a given MANOVA model effect as the dependent variable in a univariate ANOVA problem, the η 2 for this ANOVA problem would be identical to the squared canonical correlation in Table 5 .
Interpreting MANOVA Results. Bray & Maxwell (1985, p. 40) note that an early approach to interpreting MANOVA results (Cramer & Bock 1966 ) is to follow significant MANOVAs with univariate ANOVA tests. All five multivariate ignoring tests are significant, so that the univariate tests in Table 5 , together with group means in Table 4 , can be used to interpret group differences. Eliminating tests may be considered in a similar manner. We note that household income is no longer significant, once we adjust for the other four segmentation schemes. Not surprisingly, the magnitude of eliminating effects is smaller than ignoring tests.
Based upon the eliminating tests, several conclusions can be drawn. To list a few, age is related to interest in visiting McDonalds or Burger King for dinner, but not any of the other restaurants; income has no main effect on interest in visiting any of the restaurants for dinner; education is related to interest in visiting McDonald's, Wendy's, Steak and Ale, and White Castle. Typically, a researcher would follow the significant overall ANOVA results by post hoc multiple comparison tests, to identify significant pairwise differences among market segments.
Since our interest is primarily in illustrating the MANOVA analysis, we skip this step.
By this point, the reader may have concluded that by inspecting Tables 4 and 5 , it is quite difficult to come up with a coherent description of the nature of segment differences on the seven restaurant variables. The researcher must laboriously inspect the means in Table 4 in hopes of detecting patterns. Table 5 is equally complex. Since the univariate analysis does not take into account correlations among the dependent variables,
we have no information on how to combine the information into an overall picture of segment differences on all variables considered simultaneously.
Other approaches to interpreting significant MANOVAs have been proposed, for example within-cell correlations of the seven dependent variables with each canonical variate. These correlations can be used to interpret the canonical variates. Unfortunately, there are a total of 14 different significant canonical variates in Table 5 that must be so interpreted. In addition, parameter estimates could be obtained for each model effect on these 14 canonical variates. These parameter estimates could be used to interpret the nature of differences among levels of each model effect. Note that this would not really facilitate interpretation, since it would produce a version of Table 4 with fourteen rather than seven columns! While tabular presentation of these correlations and parameter estimates is unlikely to prove illuminating, the graphical representation of correlations and parameter estimates discussed in the next section does facilitate interpretation of the MANOVA results.
A Generalization of a Standard Graphical Approach
A useful and long-established aid in the interpretation of a single-factor MANOVA is a plot of group centroids in canonical space (e.g. Bock & Haggard 1968; Overall & Klett 1972; Hoffman & Batra 1991; Madden, Allen & Twible 1988) . Plotting group centroids may be applied equally well to main effects in a multifactor MANOVA. The dimensionality of the space in which the groups are plotted depends on both the number of groups and the number of variables. It is the smaller of the number of degrees of freedom between groups and the number of variables. For such a plot to be useful, there must be at least three groups; one can then see at a glance which groups are closest together and which are furthest apart. Such plots are most useful when the dimensionality of the space is low (e.g., one, two, or three dimensions). This is frequently not the case in practice, but one may circumvent this difficulty by choosing to plot centroids in a space whose dimensionality is determined by a significance test.
In the present application, Table 5 suggests a model containing five main effects plus a household income by attitude segment interaction. A MANOVA of the lumped hypothesis SSCP matrix for all five main effects plus this one interaction resulted in only two canonical variates significant at α<.05. This suggests that the five main effects plus interaction can be well represented in a common two-dimensional space, with the two significant canonical variates, z 1 and z 2 , serving as axes of the space.
We generalize the commonly used practice of centroid plotting by plotting parameter estimates from a series of MANOVA models fit to canonical variates z 1 and z 2 . To obtain a graphical representation, z 1 and z 2 are used as axes, and parameter estimates are plotted with respect to these axes. Directions through the map can be interpreted by these projections of the dependent variable vectors. The length of each vector corresponds to the variance explained in the corresponding dependent variable by the two canonical variates (i.e., the squared multiple correlation of the dependent variable with the two canonical variates).
The closer the length of the vector is to 1, the better the fit of the dependent variable in the map. We first interpret the dependent variable vectors, and then the plots of parameters. 
Intention of dining at White Castle and Steak and Ale correlate .72 in the sample. Mr. Kelly Collins, a marketing supervisor at White Castle headquarters in Columbus, Ohio suggested the following explanation for this high correlation. In the mid 1970's, White Castle and Steak and Ale were both considered to be unique restaurants in the Columbus market. White Castle burgers are cooked differently and taste differently than those at other fast food restaurants. Further, the decor of the buildings is purposely kept old-fashioned, with a castle motif. Steak and Ale, on the other hand, had an English Inn decor with a medieval flair. The restaurants were dark, with candles and servers dressed in medieval period costumes. The medieval theme ties in with the castle theme of White Castle. The other steak and fast food restaurants in the survey were much more traditional, typical restaurants. Thus, White Castle and Steak and Ale both share the attribute of uniqueness. Similar joint maps of segment centroids and multiple behavioral variables are routinely used in marketing, (Johnson, 1971; Huber & Holbrook, 1979; Shocker, Stewart and Zahorik, 1990; Dillon, Frederick & Tangpanichdee, 1985) and can be generated using PCA, other variants of factor analysis, discriminant analysis, multidimensional scaling or correspondence analysis (Hoffman & Franke, 1986; Hoffman & de Leeuw, 1992) .
These plots are more useful for comparing individual segments, rather than evaluating overall segmentation 5 These parameter plots are directly related to plots of group centroids in MANOVA (see Appelbaum 1974; Appelbaum & Cramer 1976) . Parameter estimates from an ignoring model, such as models B through F, correspond to weighted marginal means, while parameter estimates from the model A correspond to unweighted marginal means. The difference between weighted,μ i.... (W) , and unweighted,μ i.... (U) , marginal means for the i th level of age can be seen below:
where ŷ ijklm are estimates from model (A). In the present example, there are 3676 potential combinations of the five design factors; however, there are only 474 households with nonmissing data in the sample. Therefore, we have an incomplete factorial design. In this case, parameter estimates in model (A) correspond to unweighted marginal means that correspond to the complete rather than incomplete factorial design. These marginal means may easily be obtained by using model (A) to generate values ŷ for every possible combination of design factors.
schemes. Thus, although such plots are quite helpful in determining the multivariate nature of segment differences, the plots do not permit identification of which segmentation schemes are "best" in an overall sense.
Figure 1 provides a graphical representation of Table 4 . The graphical representation allows the nature of group differences to be much more easily grasped. However, note the caveat that short of drawing confidence ellipses around centroids (which would make the plots hopelessly difficult to read!) significant pair-wise differences among segments cannot be directly observed. Nevertheless, we can still speak descriptively about differences between market segments.
For example, the oldest segment (segment A7 in Figure 1a ) is much less likely to frequent any of the five fast food restaurants in the map. By comparing parameter estimates from models A and B (i.e., the open vs. solid circles in Figure 1a) , we see that this difference remains even after adjusting for all other demographic factors.
Similarly, Figure 1d shows that usage situation segments 2 and 4 are attractive targets for Wendys, Burger King, and McDonalds, while Figure 1c shows that the three segments with the highest education (E3, E4, E5) are most likely to visit Steak & Ale and White Castle. Although adjusting for other segmentation schemes reduces the magnitude of parameter estimates, it does not affect the basic interpretation. Thus, the marketing researcher has some evidence that differences in group means are not likely to be affected in peculiar ways by adjusting for other segmentation schemes (e.g., no "masking effects" are present). Note, however, that interaction effects are possible, and are not represented in Figure 1 .
As noted, Figure 1 graphically represents Table 4 . However, neither Table 4 nor Figure 1 provide information on the overall magnitude of effect for each segmentation scheme. Therefore, we also need a complementary graphical representation of Table 5 . Such a representation is provided by the MANOVAMAP.
The MANOVAMAP Main Effects.
Interpreting the MANOVAMAP. Figure 3 shows MANOVAMAPs for the ignoring and eliminating main effects in Table 5 . Construction of MANOVAMAPs is described in detail in Appendix A. MANOVAMAPs are interpreted as follows. Consider Figure 3a for the ignoring Age effect. The solid curved boundary line defines the magnitude of the Age effect, on all variables which lie in the two-dimensional subspace. The distance from the origin to the boundary corresponds to η 2 (i.e, "variance explained") on a particular linear combination of axis variables z 1 and z 2 . The dependent variables projected into the subspace provide a guide to interpreting linear combinations of the axis variables. The magnitude of η 2 for all linear combinations of axis variables is traced by the solid boundary line.
The variance explained for a MANOVA effect will be maximized on the dependent variable that is most coincident with the major axis of the boundary. Thus, the ignoring Age effect in Figure 3a is maximized roughly in the direction of McDonalds, Burger King and Wendys; it is minimized in the direction of White Castle and Steak & Ale. While Figure 3b shows that the magnitude of the Age effect is reduced by adjusting for the other segmentation effects, it is still largest for the "Big Three" fast food restaurants. We can immediately see that Age is an important segmentation basis for these three restaurants, but is not as important for Steak & Ale or White
Castle.
-----Insert Figure 3 -----
The outer and inner dashed boundaries in Figure 3 specify 95% bootstrapped confidence intervals for the η 2 boundary (see Appendix B for details), thus graphically representing confidence intervals for η 2 for specific dependent variables located in the map. As an example, suppose one were to extend the Wendys vector in Figure 3g outward from the origin, and measure where the vector intersected the lower and upper boundaries in the MANOVAMAP (using the scale on the horizonal and vertical axes). Then, distances marked off along the Wendys vector would correspond to lower and upper limits of the confidence interval for η 2 for the ignoring effect of Usage Situation.
If the lower boundary contains zero, then the η 2 boundary is not plotted at this point. This allows the MANOVAMAP to be used to determine if a model effect is significant for a specific linear combination of axis variables. For example, Figure 3g indicates that usage situation differences are significant for Big Three but not for Minor Two restaurants. This is because the confidence interval for η 2 for the Big Three restaurants does not include zero, while the confidence intervals for the Minor Two restaurants does include zero.
The confidence intervals around the η 2 boundary provide useful information for the marketing researcher.
For example, Table 5 suggests that both the ignoring and eliminating tests of Usage Situation are unidimensional, since only the first canonical variate for this effect is statistically significant. However, Figures 3g and 3h show that there are significant differences among Usage Situation segments on some, but not all, variables contained in the two-dimensional subspace defined by z 1 and z 2 . From a practical point of view, the dimensionality of Usage Situation differences is fractional, and this fraction is represented by the boundary confidence intervals.
What does fractional dimensionality imply? Consider an example. From Table 5 , we know that Usage Situation differences are unidimensional, in that once we find the canonical variate which maximizes Usage Situation differences, the differences on all canonical variates orthogonal to this maximal composite will be nonsignificant. However, that certainly does not mean that there is only one variable on which Usage Situation differences are statistically significant, but rather that there are not two uncorrelated variables that both have significant differences. There may be a set of correlated variables which all have significant Usage Situation differences (for example, from Table 5 , we see that McDonalds, Burger King and Wendys all have significant Usage Situation differences). The bootstrapped confidence intervals help identify such sets of correlated variables.
MANOVAMAPs can be used to identify MANOVA effects which are maximized by different subsets of dependent variables. In the segmentation context, this will identify segmentation schemes which are useful for different purposes. For example, boundaries for age ( Figure 3a ) and household income (Figure 3c ) are complementary, in that they are maximized along different directions in the subspace. While age differences are maximized for the Big Three restaurants and minimized for the Minor Two, the pattern for household income is reversed. Education (Figure 3e ), on the other hand, exhibits a more circular boundary line, and is equally useful for predicting the likelihood of dining in Big Three and Minor Two restaurants.
Figure 3 describes how a main effect changes after other main effects are also considered. In discussing Table 5 we noted that the magnitude of eliminating effects was smaller than ignoring effects. on the other hand, are more robust; significant attitude segment differences remain on all five restaurants.
Interpreting Interaction Effects
Now, let us return to the multivariate interaction noted in Table 5 . The MANOVA MAP (Figure 3k ) shows where the Attitude-by-Income interaction effects are greatest -roughly in the up-down direction corresponding to preference for White Castle/Steak & Ale. However, multivariate tests of simple effects show that while Income differences are significant (p=.025) within the second attitude segment ("kids rule"), they are not significant (p=.590) within the first attitude segment ("atmosphere") nor the third segment (p=.137, "fast food lovers").
Given the tests of simple effects, Figure 2 can be used to interpret the multivariate interaction. McDonalds. Note that since there is a significant interaction, the main effect for household income is misleading.
In this case, it is crucial that the interaction of attitude segments with household income be considered.
Additional Issues
Last, we consider several other issues that may arise with MANOVAMAPs. A more challenging question is what to do with higher order interactions. Consider the problem of representing the three-way interaction of 7 income segments, 7 age segments, and 3 attitude segments (72 degrees-of-freedom). The graphical interpretation of this MANOVA interaction would be quite cumbersome (as would any interpretation). The MANOVAMAP could, however, show the overall eta-squared boundary for the 3-way interaction, so that we could see in, general, the variables on which the three-way interaction was greatest. Perhaps the 3-way interaction would only be significant along one dimension of the canonical space. In that case, traditional plots of cell means could be used to interpret the three-way interaction.
Another approach would be to use single degree-of-freedom contrasts for the ordinal independent variables (age and income) (see Novak 1984, pp. 193-203 would also be used to test interactions of the within-group factor with between-group factors. In other situations, such as our restaurant example, the same question is asked from a variety of perspectives, and one is not particularly interested in testing differences among the means of the dependent variables as a within-group factor. For all of these situations, MANOVAMAPs and centroid plots can be used to graphically portray MANOVA results.
Discussion and Conclusions
MANOVAMAPs are a multivariate graphical representation of variance explained. However, since variance explained measures are routinely criticized (Novak, de Leeuw & MacEvoy, 1992; O'Grady, 1982; Sechrest & Yeaton, 1982; Rosenthal & Rubin, 1982 LaTour, 1981a LaTour, , 1981b Morrison, 1973; Levin, 1967) , some potential limitations must be addressed. Most of the criticisms leveled at variance explained measures are much more serious for applications across studies than for the within study comparisons typically made among alternative market segmentation schemes. These criticisms concern generalizability, nonorthogonality, reliability, and interpretability.
Generalization is impossible for levels not included in a fixed-effects ANOVA model; LaTour (1981a) notes that a different categorization might produce very different results -a larger or smaller variance explained.
However, in the segmentation context, when comparing a fixed number of segmentation schemes, η 2 can certainly be used to draw within-study comparisons. It may be that a better segmentation scheme exists, but at least we have identified the best of the current lot.
Nonorthogonality creates some difficulties. With unequal segment sizes, the definition of sum-of-squares depends upon the joint probability distribution of segment counts. Unless a nested sequence of eliminating/ignoring tests is used (Cramer & Appelbaum, 1980) , variance-explained measures will not partition variance. In itself, this does not preclude construction of MANOVAMAPs, nor their interpretation, as seen by Further problems involve reliability of the consumer behavior variables (LaTour, 1981; O'Grady, 1982; Sechrest & Yeaton, 1982) . Unreliability affects error variance and decreases effect size, but is not likely to affect observed differences in cell means. Although this argues for using contrasts on cell means, rather than variance explained, as an effect size measure (see for example, Novak & Cramer, 1987) , this issue is again much more critical for across-study comparisons than for within-study comparisons of alternative segmentation schemes.
Variance-explained measures have some interpretational difficulties. As we have already noted, η 2 is intuitively "too small." In addition, overall measures such as η 2 are nonspecific, and one may need to look at single degreeof-freedom contrasts, such as linear or quadratic terms, to interpret the nature of segment differences (Levin, 1967) . Boundaries for such contrasts can be represented in a MANOVAMAP. A further difficulty noted by Novak, de Leeuw & MacEvoy (1992) is that when attention is directed to forming an optimal target segment -as opposed to overall evaluation of all segments within a segmentation scheme -general measures of variance explained may be misleading. Lastly, one must remember that MANOVAMAPs are an approximation. Low-dimensional plots such as Figure 3 will not necessarily be able to accurately capture 100% of the detail in Table 5 . Of course, this is a limitation of any low dimensional graphical representation.
Besides standard techniques already mentioned (discriminant analysis, etc.), our approach bears Finally, while we have illustrated MANOVAMAPs in the context of a market segmentation problem, they are applicable to any MANOVA problem. MANOVAMAPs provide an easily grasped overview of the overall magnitude of model effects, dependent variables on which such effects are greatest, and the statistical significance of these effects. By using MANOVAMAPs (such as Figure 3 ) in complement with traditional centroid plots (such as Figures 1 and 2) , the marketing researcher is more prepared to tackle the interpretation and presentation of MANOVA results.
Appendix A
There are three stages to constructing MANOVAMAPs: 1) define axis variables for plotting, 2) define a reduced model matrix to specify relevant segmentation effects, and 3) transform contrasts on projected cell means into measures of variance explained. We outline each in turn 6 .
Axis variables.
In our application, we defined axis variables which optimally represented combined (lumped) effects of all segmentation schemes. In general, let B be the between-group covariance matrix corresponding to the set of effects we wish to represent in the MANOVAMAP. For example, in our application B was the pooled covariance matrix for all five main effects plus one interaction term.
The standard two-matrix eigenvalue problem, 
Reduced model matrix.
Z from expression (A2) is an n-by-q matrix containing standardized scores of n individuals on q axis variables (where q will typically equal two), and Z is a k-by-q matrix of k cell means on these axis variables. A cell is defined by the cross-classification of S design factors, where k s is the number of levels of the s th factor, so Following Bock (1963) , the MANOVA model is specified as:
where K is a reduced model matrix 7 . However, in nonorthogonal MANOVA, parameter estimates Θ will be correlated unless K is orthogonal in the metric N, with N a k-by-k diagonal matrix of cell counts. The standard solution is to transform the problem to one of orthogonality of parameters via the transformation Γ = (T') -1 Θ so that:
where: (TK'NKT') = I (K*'NKK*) = I The overparameterized MANOVA model is E(Z ) = AU, where A is a k-by-k + (k + >k) model matrix containing zero/one indicators of segmentation effects, which applies to an k + -by-q matrix U of MANOVA parameters. One way to solve the system of simultaneous equations is to reparameterize the model by estimating j≤k linear functions of the k + parameters (Bock, 1975; Cramer, 1976) . A simple factorization of A allows us to reformulate the problem in terms of a k-by-j reduced model matrix K, and an j-by-q matrix Θ containing linear functions of the MANOVA parameters: E(Z ) = K(LU) = KΘ. the intercept, 16 columns for the combined main effects of Household Income, Education, Usage Situation, and Attitudes, and lastly six columns for age. Now, K * s will contain columns 18-23 of K * .
Contrasts on perpendicular projections.
Let C represent a 2xM matrix of M two-dimensional unit length vectors, which define linear combinations of axis variables. The C matrix used here contained M=360 unit length vectors specified by sines and cosines of angles from 1 to 360 degrees, at 1 degree intervals. Projections of cell means on these vectors are:
and parameter estimates on the M vectors are:
Since K * is orthogonal in the metric N, the sum-of-squares of estimates in the m th column of Γ p = [γ p(im) ] over all rows i corresponding to the s th design factor (i.e., the set of parameters correspond to the effect being tested),
provides the between group sums-of-squares for design factor s on the m th unit length vector in C:
and η 2 for the m th linear combination is:
where: SSP m = Σ i* (γ p(im) ) 2 , (where i* is a row of Γ p not corresponding to the s th design factor)
Then, for the m th unit length vector, c m = {c 1m , c 2m }, we identify a point on the boundary as:
Appendix B
Bootstrapped confidence intervals. The upper and lower confidence interval boundaries are defined using the bootstrap (Efron, 1982) as follows. We can express a particular MANOVA model as:
with Y an n×p matrix containing dependent variables. Since X is fixed, Freedman (1981; see also Freedman & Peters 1984 , Brownstone 1992 has shown that we must bootstrap residuals, rather than the original dependent variables Y. Thus, we obtain predicted values in the above model as:
(B2) Ŷ = Xβ, and residuals as:
Then, we resample with replacement from E to obtain E j ; altogether, we obtain J such replicates. The bootstrapped dependent variables then become:
and bootstrapped canonical variates become:
using Q from expressions (A1) and (A2). Following the procedure described in Appendix A (equations A5 through A9), boundaries are obtained for each of the J resampled canonical variates. The standard deviation of J=100
replicates are used to define upper and lower confidence intervals. a Design: B) between-group factor, i.e., 3Bx2B is a 3-by-2 between-group factorial design W) within-group factor, i.e., 3Bx3W is a single between group factor with 3 levels, plus a 3-level within group factor (repeated measure)
b Potential MANOVA uses: 1) alpha control 2) wiithin-subjects ANOVA (repeated measures) 3) identify composite variable(s) which maximizes group differences 4) investigate pattern of group differences on a set of variables (centroid plots/MANOVAMAP) 
