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Introduction
Since important properties of any distribution are expressed in terms of the moments, it is natural to involve the moments when solving diverse inference problems. One of our goals is to show that the solution of some inference problems for complex stochastic models essentially depends on whether or not the distribution under study is, or is not, uniquely determined by the moments.
Suppose we want to use the two coefficients, skewness and kurtosis, of a distribution F . Imagine that F is non-unique by the moments. Then there will be infinitely many distributions, continuous and discrete, all with the same moments as F , hence the same skewness and kurtosis. A good reason to worry.
Let us emphasise that in this paper we are not dealing with the method of moments. We are interested in the uniqueness or non-uniqueness of distributions in terms of their moments. This is one of the aspects of the classical problem of moments. In general, in order to follow the method of moments it is necessary 1 the distribution to be uniquely determined by its moments. Otherwise, for non-unique distributions, the method of moments cannot work at all.
We describe briefly existing criteria for uniqueness and non-uniqueness and relate them to inference problems. We discuss topics such as identifying a distribution from known moments, measuring the difference between distributions with the same moments, asymmetry and identifiability of mixtures.
We follow the 'Questions-Answers' style which allows to clearly see the role in inference problems of the moment uniqueness or non-uniqueness of the distributions involved.
Moment Determinacy of Distributions. Some Criteria
Suppose that X is a random variable (r.v.) with distribution function (d.f.) F. We write X ∼ F and assume that all positive integer order moments are finite, i.e. m k = E[X k ] = x k dF (x), k = 1, 2, . . . are all in the interval (−∞, ∞). Thus the moment sequence {m k , k = 1, 2, . . .} of X, and F, is well-defined.
Assume that we know the whole moment sequence {m k } and want to establish if F obeys some useful property. We are interested in one of the classical questions originally discussed in works by P.L. Chebyshev and A.A. Markov and developed by T.J. Stieltjes: Is F the only d.f. with the moments {m k }? If "yes", we say that F is uniquely determined by its moments, or that F is M-determinate (M-det). If "no", F is non-unique in terms of the moments, or F is M-indeterminate (M-indet) in which case there must be at least one d.f., say G, such that: F = G, but m k (F ) = m k (G) for all k = 1, 2, . . .
Any distribution with finite moments is either M-det or M-indet. The criteria listed below contain workable conditions guaranteeing such a property.
Nowadays problems of moments and related topics form a well-developed branch of mathematics, see the classical books by Shohat and Tamarkin (1943) and Akhiezer (1965) . More recent sources are Landau (1987) and Stoyanov (1997) . There are many works on inference problems for which the moment determinacy is essential. Some relevant papers and books are included in our references list.
The criteria for uniqueness or non-uniqueness depend on the set of values of X, equivalently, on the support of the d.f., which can be a bounded interval (Hausdorff problem of moments), R + = [0, ∞) (Stieltjes problem of moments), or R 1 = (−∞, ∞) (Hamburger problem of moments).
Cramér Criterion. Let the moment generating function (m.g.f.) of X exist, i.e. the function M (t) = E[e tX ] is well-defined for all t ∈ (−t 0 , t 0 ) with some t 0 > 0. Then all moments of X are finite, and moreover, F is M-det.
In this case, when there is a m.g.f., we say that F has light tails. Hence, any light tailed d.f. is M-det. If there is no m.g.f., F has heavy tails. Still, we may have all m k finite and then either F is M-det, or F is M-indet.
Carleman Criterion. Suppose we know the moments m k = E[X k ] for all k = 1, 2, . . . For X in R 1 or R + , define the following Carleman quantity:
In both cases, the condition C = ∞ is sufficient for F to be M-det.
Note that the Carleman condition is expressed in terms of all moments (hence we have to know them, or at least their asymptotic behavior). In the case of a finite Carleman quantity, C < ∞, we may only suggest that F is M-indet. Pakes (2001) proved that if C < ∞ and there is a density f of F such that f > 0 and the function − ln f (e x ) is ultimately concave, then F is M-indet.
Krein Criterion. Let X ∼ F be a r.v. with finite moments and density f > 0. For X in R 1 or R + , define the logarithmic normalized integral, Krein quantity:
In both cases, the condition K < ∞ is sufficient for F to be M-indet.
The Krein condition is expressed in terms of the density, only assuming that all moments are finite (we do not need to know explicitly the moments). There are, however, distributions with positive densities and infinite Krein quantity. In order to make a conclusion about the moment determinacy, we need a condition which is called Lin condition, see Lin (1997) . It requires the density f to be symmetric, differentiable and the ratio L(x) = −x f (x)/f (x) to tend to infinity ultimately, i.e., for some x 0 > 0, L(x)
∞ for x 0 ≤ x → ∞. Two conditions, K[f ] = ∞ and the Lin condition, imply that the d.f. F is M-det.
Explicit Stieltjes Classes. While to apply the Carleman and Krein criteria is relatively easy, their proofs are quite sophisticated. We still can ask, how C = ∞ implies uniqueness, and why K < ∞ implies non-uniqueness? Such questions do not arise if we are able to construct a Stieltjes class, which is a parametrized family of different d.f.s, all having the same moments as a fixed d.f., say F . If F has density f , the Stieltjes class for F is defined as follows:
Here h is called a perturbation function: |h(x)| ≤ 1 for all x ∈ R 1 and the product f (x)h(x), x ∈ R 1 , has vanishing 'moments', x k f (x)h(x) dx = 0, k = 0, 1, 2, . . . If L 2 [f ] is the Hilbert space with 'weight function' f , then in this space the perturbation h is orthogonal to all polynomials; see Stoyanov (2004) .
If the perturbation h is a proper function, i.e. not identically zero, then for any ε ∈ [−1, 1], f ε is a density; f 0 = f. Denote by X ε ∼ F ε the corresponding r.v. and d.f., so F 0 = F and X 0 = X. Thus we have that F ε are different for different ε, however the moments are the same: E[X k ε ] = E[X k ] for k = 1, 2, . . .
Remark.
The non-triviality when dealing with distributions which are nonunique in terms of the moments is seen from the following result of C. Berg and co-authors (the exact references are given in Stoyanov (2000) ).
General Result: (C. Berg et al.) Suppose that F is a d.f. with all moments finite and such that F is M-indet. Then there are infinitely many absolutely continuous distributions and infinitely many discrete distributions, all are different and all have the same moments as F .
Given the Moment Sequence, What Is the Distribution?
Suppose that X ∼ F is a r.v. for which the moments are calculated and the moment sequence {m k , k = 1, 2, . . .} recorded. Then this sequence is the only information provided to us and we are asked to recognize, or identify F . We will see in the specific models below that sometimes it is possible to give a correct answer, but not always. We will make use of the criteria described in Section 2.
Question 1. We know that a r.v. X ∼ F has the following moment sequence:
Answer. We easily recognize that F = Exp(1), the exponential distribution with parameter 1, its density is e −x , x > 0. Since Exp has a m.g.f., hence a light tail, it follows by the Cramér criterion that Exp(1) is the only distribution with these moments. Indeed, if ξ is a r.v., ξ ∼ Exp(1), then E[ξ k ] = k!. We also say that Exp is M-det, and that ξ is M-det. The M-det property is valid for Exp(λ) for any λ.
Similarly we conclude that the Laplace distribution (double-exponential), its density is 1 2 e −|x| , x ∈ R 1 , is also M-det. And, e.g., M-det is any distribution with bounded support.
Question 2. Suppose X ∼ F has the following moments:
Answer. With the knowledge of the exponential distribution, we notice that {(2k)!} is the moment sequence of the square ξ 2 of the r.v. ξ ∼ Exp(1). In this case X = ξ 2 will have the density f (x) = 1 2 x −1/2 e − √
x , x > 0. Hence the d.f. F with this density is a 'candidate' to be the solution. Clearly, the r.v. X does not have a m.g.f., i.e. the tail is heavy; still all moments are finite. By using the Stirling formula for n! and its asymptotic as n → ∞, we find that in this case the Carleman condition is satisfied: C = ∞. Hence the moment sequence {(2k)!} comes from a distribution which is M-det. In other words, the
Question 3. What is F , if we know that X ∼ F has the moments:
Answer. These moments grow 'very' fast, there is no m.g.f., and, as in the previous question, the Cramér criterion does not work. Again, by using the Stirling formula we find that C < ∞, so the Carleman criterion also does not apply. We
We easily find that K[f ] < ∞ and conclude by the Krein criterion that the distribution with the moments {(3k)!} is M-indet. Referring to the above Berg's general result we infer that the d.f. F with density f (x) = 1 3 x −2/3 e −x 1/3 , x > 0 is only one possible answer out of infinitely many.
Another approach is to take this density f (x) = 1 3 x −2/3 e −x 1/3 , choose the following perturbation function h(x) = sin π 6 − √ 3 x 1/3 , x > 0, and write the Stieltjes class:
Clearly, the densities in this class are different, however they all have the same moments {(3k)!}. Open Question. How to construct a purely discrete distribution with the moment sequence {(3k)!, k = 1, 2, . . .}?
Answer. We easily guess that if η is a r.v., η ∼ N (0, 1), then X = η 3 has exactly the moments as given in (4). The density of η 3 is f (x) = 1 3 √ 2π x −2/3 exp[− 1 2 x 2/3 ] and hence the corresponding d.f. F is an answer to the above question. Is this the only possibility? Clearly, F does not have a m.g.f., so the Cramér criterion does not apply. Then we can check that C < ∞. Still no conclusion by the Carleman criterion. The next is to see that K[f ] < ∞, hence the Krein criterion tells that F is M-indet. In other words, there are infinitely many distributions with the same moments as in (4). We can write explicit Stieltjes classes, for details see Berg (1988) , Stoyanov (2004) or Stoyanov and Tolmatz (2005) .
Open Question. How to find a discrete distribution on R 1 whose moments are as in (4)?
Question 5. Suppose a r.v. X ∼ F has the following moments:
Answer. The numbers e k 2 /2 are well-known as being the moments of a r.v. X ∼ LN (0, 1), the lognormal distribution with parameters 0 and 1. Its density
This distribution is heavy tailed, so no m.g.f., the moments grow very fast and Cramér and Carleman criteria do not apply. However, we easily check that the Krein condition is satisfied:
Hence LN (0, 1) is M-indet. This fact is well-known; in an analytic form it was suggested by T.J. Stieltjes in 1894. Heyde (1963) described an infinite family, or, in our terminology, a Stieltjes class, of distributions all having the same moments as LN (0, 1).
Here is a remarkable case of an explicit family of purely discrete distributions with the same moments as LN (0, 1). Indeed, for any a > 0, define the r.v. Y a as follows:
where C is the normalizing constant. It can be shown that for any a > 0 we have E[Y k a ] = e k 2 /2 , the moments of LN (0, 1). This is called Chihara-Leipnik example, details and references can be seen in Stoyanov (1997) .
Hence, the correct answer to Question 5 should be: LN (0, 1) is only one possible choice; there are infinitely many other distributions, they are all different, but all have the same moments {e k 2 /2 }. Question 6. We have a r.v. X ∼ F such that for any real λ the moments are
where Φ is the standard normal d.f. What is F ? Answer. Since for λ = 0, Φ(0) = 1 2 , this is the case already discussed above in Question 5. The reader may suggest to consider a r.v. X λ ∼ G λ , where G λ is the logarithmic skew-normal distribution usually denoted by LSN (λ). If so, the density g λ and the moments m k (λ) of X λ are as follows:
Thus the moments of X λ are the ones in (6) and hence LSN (λ) is a 'candidate' as the answer to the question. One of the results in Lin and Stoyanov (2009) is that for any λ, K[g λ ] < ∞, implying by the Krein criterion that the distribution G λ is M-indet. Therefore the correct answer to Question 6 is that the logarithmic skew-normal distribution LSN (λ) is only one possibility; there are infinitely many other distributions, all with the same moments. In the paper cited above we have also given an explicit Stieltjes class.
Recall that in LSN (λ) the parameter λ regulates the two coefficients, skewness and kurtosis and the whole shape of the distribution G λ . As mentioned above, for any fixed λ, positive or negative, G λ is M-indet. What can we say about the determinacy of the limit of X λ as |λ| → ∞? It turns out that there is a difference. With a r.v. ζ ∼ N (0, 1), we have lim λ→∞ X λ = e |ζ| which is M-indet. However, lim λ→−∞ X λ = e −|ζ| which is a bounded r.v., hence M-det. For details see Lin and Stoyanov (2009) .
How Different Are Two M-indet Distributions?
Suppose we have a parametrized family, say {F ε , ε ∈ [−1, 1]}, of M-indet distributions all with the same moments as the 'centre' F 0 = F. Thus for any choice of ε 1 = ε 2 the two distributions F ε1 and F ε2 are moment-equivalent, however they are different. Now the question is: How much is the difference, or how to measure/calculate the difference between them?
We can exploit different metrics in the space of distributions. One natural possibility is to use the total variation distance |F ε1 − F ε2 | T V . If we take the maximum with respect to ε 1 and ε 2 , both in [−1, 1], we obtain a number which characterizes the whole family of moment-equivalent distributions.
For absolutely continuous distributions this approach was proposed and discussed in Stoyanov (2004) . Here are some details. Start with a d.f. F which is M-indet, use its density f and some perturbation h and write an explicit
Then for ε 1 = ε 2 the total variation distance between F ε1 and F ε2 is
and call D(f, h) an index of dissimilarity of the class S(f, h). We easily find that
The number D(f, h) can naturally be interpreted as the maximum error we make when choosing a distribution form the class S(f, h). Indeed, if we choose, say F 1 , but the true distribution is F −1 , the error we make is equal to D(f, h).
For any explicit Stieltjes class S(f, h) we can calculate its index of dissimilarity D(f, h). However, our main interest in the M-indet d.f. F, and/or its density f. Then, h can be chosen in many ways as soon as it satisfies the requirements to be a perturbation function, see Section 2. Clearly, a convex combination of perturbations is again a perturbation. For any choice of h, the index D(f, h) depends on h and there are good reasons to look for the perturbation h for which D(f, h) is maximum. Remark. Following the suggestion of one of the Referees we add here details of how, starting with a fixed M-indet distribution, to construct a perturbation h. In general, this is a difficult problem. One possibility is to consider this as a complex analysis problem. This approach was successfully followed by Ostrovska and Stoyanov (2005) , however the same idea can be used for distributions other than powers of the inverse Gaussian. The method developed in Stoyanov and Tolmatz (2005) is another possibility; see also the papers by Pakes (2007) and Lin and Stoyanov (2009) . The case of discrete M-indet distributions is even less studied. Besides the Chihara-Leipnik example given in Question 5 above, only a few more examples are available in the literature, see Stoyanov (1997) .
Asymmetric Distributions With Zero Odd Order Moments
Recall that a r.v. X ∼ F is symmetric with respect to zero if
This is equivalent to the relation F (−x) = 1 − F (x) for all x ∈ R 1 . If there is a density, say f , we have f (−x) = f (x) for all x. Easy Property: If X is symmetric and has finite moments, then the odd order moments are all equal to zero, i.e. m 2k−1 = E[X 2k−1 ] = 0 for k = 1, 2, . . .
Converse Question:
Suppose X is a r.v. with finite moments and we know that all odd order moments are zero. Is it true that X is symmetric?
Sometimes the answer is "yes", sometimes it is "not". The reader may guess that the moment determinacy will play a role. Here are two examples.
Example 1. Consider a r.v. θ ∼ Lap(1), this is Laplace distribution (or doubleexponential) with parameter 1. Its density is 1 2 e −|x| , x ∈ R 1 , all moments are finite and we have m 2k−1 = E[θ 2k−1 ] = 0, m 2k = E[θ 2k ] = (2k)! for k = 1, 2, . . . This distribution is symmetric. Notice, however, that Lap(1) is M-det; it is the only distribution with these moments. It is useful to see again the above Question 2 and the answer. The same inference can be made for Lap(λ) for any λ > 0, all odd order moments are zero, the others are as the above with some factors. However they are all M-det because there is a m.g.f. Moreover, they are all symmetric with respect to zero.
Example 2. Consider the following power (Box
It is easy to see that this r.v. Y is symmetric and has finite moments:
Suppose now that we are given only the moment sequence (7). What can we conclude about the 'unknown' distribution, say G, which is behind? We may suggest: the answer is G with the above density g. However, there is a trouble coming from the fact this G is M-indet. The latter follows from the Krein criterion. We can also write explicit Stieltjes classes either by modifying a little the construction in Question 3 or using the method described in Stoyanov and Tolmatz (2005) . The moment non-uniqueness of G implies that there are infinitely many distributions with the same moments as in (7), and, notice, their all odd order moments are equal to zero. Among them only one, the distribution of the cube of θ ∼ Lap (1), is symmetric. All others are non-symmetric.
Comment. If we have in our disposal empirical data of size n drawn from an unknown distribution F , we can use them and calculate the empirical kth order momentsm k,n for k = 1, 2, . . ., finitely many or more. Assume that available to us is a long series of these moments and we see that all odd order moments are equal, or 'very close', to zero:m 2k−1,n ≈ 0. Can we infer that the distribution F which is behind these data is symmetric? We can make a correct inference in both cases, when F is M-det and when it is M-indet. The above examples illustrate well this point.
Index of Asymmetry. Suppose that the distribution F on R 1 is such that it has finite moments, its odd order moments are equal to zero and it is M-indet. Let us think that we have written a Stieltjes class, say S(f, h), assuming f is the density of F and h is some proper perturbation. If we take F 0 = F to be the centre of this class, then F itself will be symmetric, however any other F ε will be asymmetric. Question: How much is the asymmetry of F ε ? In Section 4 we have considered the number D(f, h) as the index of dissimilarity within the class S(f, h). The way of defining D(f, h) and its meaning suggest to measure the asymmetry of F ε as its total variation distance from the centre F = F 0 . Hence we can adopt that the numbers A(f, h) = 1 2 D(f, h) and A * = 1 2 D * (f ) characterize the 'amount' of asymmetry. Specifically, A(f, h) will be the index of asymmetry within the Stieltjes class S(f, h), while A * will be the index of asymmetry of the M-indet F itself. If these indices are calculated for a specific case, we can make useful conclusions.
Identifiability of Mixtures and Moment Determinacy
Suppose that (X, θ) is a 2-dimensional random vector for which we know the conditional distribution of X|θ = t ∼ F (· | t) and the unconditional distribution of θ ∼ G called a mixing distribution. Then we find the mixture distribution H, the distribution of just X: H(·) = F (· | t)dG(t).
We are interested in the relationship between the distributions involved. In particular, for fixed F (· | t), how are the mixture H and the mixing G related to each other? Given mixing G, the mixture H is well-defined, it is unique. The converse question is about the mixing G given the mixture H. If there is only one mixing G, producing H, the mixture model is said to be identifiable. If, e.g., there are at least two mixing distributions, say G 1 = G 2 , both producing the same mixture H, we say that the mixture model is non-identifiable. Thus we want to know whether or not a specific mixture model is or is not identifiable.
Because of their importance in applications, mixture models have been intensively studied by many researchers. The reader can easily find a lot of references. We have included in our list of references only two papers, Sapatinas (1995) and Stoyanov and Lin (2011) , which are directly related to the discussion below.
Inference Problem for Mixture Models. Suppose that the family of conditionals {F (· | t)} is known to us and available are observations from the mixture H, i.e. on X. Can we identify, or estimate well, the mixing G? In general, if the mixture model is identifiable, we may suggest that this can be done. However, we guess that there is no chance if the model is non-identifiable. In what follows we are going to illustrate this phenomenon by relating the identifiability of a specific model to the moment determinacy of some distribution involved.
Specific Mixture Model. Consider the 2-dimensional model (X, θ), where X is a discrete r.v. with values in the set {0, 1, 2, . . .}, and θ is a r.v., θ ∼ G, with arbitrary d.f. G. Assume that we know that the conditional distribution of X|θ = t is a power series distribution (PSD):
Here A(t) = ∞ j=0 a j t j is the power series function and we assume that it has a radius of convergence ρ A ∈ (0, ∞). It is known that PSD includes popular distributions such as Binomial, Poisson, Negative-Binomial, Logarithmic, etc.
We want to answer the question: Is the above mixture model identifiable?
The answer will come after presenting some preliminary arguments. Assume first that θ ∼ G takes values in the interval (0, ρ A ). Then we find the mixture H: H = {h k , k = 0, 1, 2, . . .}, h k = P[X = k] = f (k | t)dG(t). The next step is to define a 'new' r.v.θ, wherẽ
We notice that all moments ofθ are finite and can be explicitly expressed in terms of {a k } and {h k } as follows:m k = E[θ k ] = a0 h0 h k a k , k = 1, 2, . . . We do not exploit this fact here, however the next statement shows that the moment determinacy ofG is decisive to infer identifiability or non-identifiability.
Since the power series function A is fixed, we see that the d.f.G is defined uniquely by G and vice versa, G is defined byG.
Statement. For the mixture model described above we have the following: 1. If G and A are such that the d.f.G is M-det, then G is the only distribution producing H. Hence the mixture model (X, θ) will be identifiable. 2. Otherwise, ifG is M-indet, the mixture model is non-identifiable. There are 'many' mixing G producing the same H.
As shown in Stoyanov and Lin (2011) , this statement allows to establish some general new results and also to provide different and transparent proofs of some known results. Let us consider a mixture model with different choices of the mixing distribution and clarify whether or not the model is identifiable.
Examples of Mixture Models. Consider (X, θ) such that
, k = 0, 1, 2, . . .
By using Formula 5.2.7.8 in Prudnikov et al. (1992) , we find explicitly the power series function:
This means that we can choose any mixing d.f. G with support R + or any its subset. Let us assume that G has density g and make two different choices. In each case we ask the question: Is the mixture model identifiable?
Case 1. Take a mixing G with the density g(t) = 2 3 t −1/3 e −t 2/3 , t > 0. The next is to analyse the 'new' densityg(t) = a0 h0 1 A(t) g(t). We can show that the d.f.G with this densityg is M-det. Hence the mixture model (X, θ) is identifiable.
Case 2. Suppose now that the mixing density is g(t) = 4 9 t −5/9 e −t 4/9 , t > 0. In this case the mixture model (X, θ) is non-identifiable. This follows from the fact that the 'new' densityg has a finite Krein quantity, K[g] < ∞, so the d.f.G is M-indet. If we wish, we can, e.g., write a Stieltjes class forG, by using its densitỹ g and some appropriate perturbation h. If, say S = {G ε , ε ∈ [−1, 1]}, then any member of this class defines a 'new' mixing G ε , and all these will produce the same mixture H. The trouble is obvious, for any sample of observations on X ∼ H, we do not know which of the many mixing d.f. we try to estimate.
Other Problems Involving Moment Determinacy
Besides the problems discussed above there are more problems which in one or another way involve the moment determinacy of some distributions. We give a brief account of some of them. We start with a fundamental result which usually is called a second central limit theorem. Briefly it is formulated as follows.
Fréchet-Shohat Theorem. Suppose that F n , n = 1, 2, . . . is an arbitrary sequence of d.f.s. Assume that for any n, F n has finite all integer order moments m k,n = x k dF n (x), k = 1, 2, . . . Assume further that m k,n → m k as n → ∞ for each k = 1, 2, . . .
Then: (a) {m k , k = 1, 2, . . .} is a moment sequence of some distribution, say F . (b) If F is M-det, then F n converges weakly to F as n → ∞.
Here is an equivalent form of this theorem: Let X n , n = 1, 2, . . . be a sequence of r.v.s with converging moments m k,n → m k as n → ∞ for k = 1, 2, . . . Then there is a r.v., say X, with the moment sequence {m k }. If X is M-det, we have that X n → X in distribution as n → ∞.
The importance of this theorem is obvious. Suppose for example, we find the limiting moments and check that the Carleman quantity for the moment sequence {m k } is equal infinity, hence there is only one d.f. F with these moments. To identify F is a difficult problem, even knowing that there is such a d.f. F and it is unique. Another possibility is to use the M-det limiting distribution F to build confidence intervals when estimating unknown parameters. And there are several stochastic problems for which the weak convergence is vital.
It is important to remember that there are problems whose solution requires to follow a specific limiting procedure. It may happen, however, that classical methods such as the powerful method of characteristic functions just do not work. At the same time, by using the Fréchet-Shohat theorem we can provide a short and elegant proof of some results. Here is an illustration.
Random Walk in Random Environment. Suppose that a particle D starts from a position x 0 ∈ (0, 1) and moves randomly, up with probability p, or down with probability q = 1 − p. The position X 1 of D in one unit-time is a random point in the sub-interval (x 0 , 1) if going up, and in the sub-interval (0, x 0 ) if going down. The motion continues independently according to the same rules. If X n is the position of D at time n, then X = (X n , n = 0, 1, 2, . . .) is a homogeneous Markov chain. Moreover, it is ergodic. One of the interesting questions is to find explicitly the ergodic distribution. It turns out that the efficient way (maybe the only way) to do this is to use the Fréchet-Shohat theorem. Indeed, we can show that E[X k n ] → m k as n → ∞ for k = 1, 2, . . . , where m k = p(p+1) . . . (p+k−1)/k!. These are the moments of some distribution in (0, 1), hence it is M-det. We easily recognize that m k is exactly the kth order moment of a r.v., say η, which follows beta distribution, with parameters p, q. Thus we conclude that in this model
This distribution, β(p, q), is the ergodic distribution of the Markov chain X. Details about the convergence of the moments, and essentially more, can be seen in Stoyanov and Pirinsky (2000) . The method of characteristic functions does not work here. The characteristic function of beta-distribution does not have a closed form, while the moments are explicitly known.
Extended variations of the above model and explicit ergodic distributions of Markov chains can be found in Pacheco-Gonzalez and Stoyanov (2008) . The Fréchet-Shohat theorem is well combined with some distributional equations. A variety of interesting limit results entirely based on the Fréchet-Shohat theorem can be found in DasGupta (2008) and Mahmoud (2008) .
Estimation of the Moments of a Distribution. It is well-known that if a d.f. F has finite moments which are of interest to us, we can use observations on X ∼ F and find estimators which, under some general conditions, are unbiased, consistent and asymptotically normal.
Suppose k * is a positive integer number and we want to estimate the first k * population moments, m 1 , . . . , m k * , however in a stronger probabilistic sense, not just in probability which is provided by the law of large numbers. Such a problem was discussed by Kagan and Nagaev (2001) by involving a type of complete a.s. convergence. Namely, ifm k,n = 1 n [X k 1 + . . . + X k n ] is the empirical kth order moment, the estimator of m k , how many moments k * can be estimated simultaneously and consistently in the sense that P max 1≤j≤k * |m j,n − m j | > ε → 0 as n → ∞?
It turns out, not too many, even if the sample size n is large. The answer is: we can estimate in this strong way not more than k * moments, where k * is the integer part of the number
ln n 2 ln ln n (1 + o (1)).
Here δ is an arbitrary 'small' positive number. In other words, the population moments m j can be consistently estimated uniformly in j, j = 1, 2, . . . , k * . It is also shown that there is no such a convergence for a larger number of moments, larger than k * . Details can be seen in Kagan and Nagaev (2001) . We have to tell here especially that all these results are established under a strong condition on the moments of F . It is assumed that for some constant C > 0 we have |m k | ≤ k!H k , k = 1, 2, . . . , or its variation, |m k | ≤ k!H k (1 + o(1)) as k → ∞. These are usually called Bernstein conditions and they imply that the characteristic function of F is analytic, which is equivalent to the existence of a m.g.f. Hence in this study the d.f. F satisfies the Cramér condition. Thus, F is M-det by the Cramér criterion. The existence of the m.g.f. is the strongest condition guaranteeing the moment determinacy. Since there are distributions which are M-det but do not have m.g.f.s, it would be interesting to clarify if the results in Kagan and Nagaev (2001) are valid under such a weaker assumption.
If the d.f. F has finite moments and F is M-indet, then it is nonsense to ask about estimating the moments.
Recovering and/or Bounding a Distribution by its Moments. Let us mention here a few more inference problems which involve explicitly or implicitly the requirement for some distributions to be M-det. The maximum entropy approach was successfully followed in a series of papers by Tagliani (2003) and Gzyl and Tagliani (2010a,b) , see also the references therein. In the Hausdorff case the distributions are M-det, however for distributions with support in R + , there is a requirement related to a Stieltjes problem of moments to have a unique solution.
In a series of papers, see Mnatsakanov and Hakobyan (2009) and Mnatsakanov (2011) and the references therein, the important practical problem was discussed: how to recover a distribution, or its density, by knowing the first n moments, theoretical or empirical. Such an inference problem is meaningful only if the distribution involved is M-det.
Other useful properties such as finding one-sided or two-sided bounds for a distribution in terms of the first n moments have been recently studied by Gavrilaidis and Athanassolis (2008a,b) , see also Rasz et al. (2006) . Not surprisingly, the moment uniqueness in any such a problem is essential.
Final Comments
There are more stochastic inference problems involving moment determinacy of distributions. Let us mentioned here two recent papers. Penson et al. (2010) show how Stieltjes classes of M-indet distributions arise when describing coherent states in quantum theory. Lasserre et al. (2006) exploit a new methodology for numerical pricing of exotic options by using the moments of some distributions. The M-det or M-indet property of the distributions is crucial.
All the problems discussed or briefly mentioned in this paper are interesting from theoretical point of view and related to applications. Works in this area are widely spread in mathematics and statistics literature. This rich area of research, called Moment Analysis of Distributions, is attractive for several reasons, to mention just three: (a) the arising mathematical problems are more than challenging; (b) this is a way to enhance the stochastics theory; (c) there are serious applications in areas such as econometrics, quantum theory, finance and natural sciences.
