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New proofs are given for an inequality of Lorentz and Zeller which is shown 
to imply other inequalities which may be useful in summability theory. 
1. TNTR~DUCTI~N 
Lorentz and Zeller [8] proved the inequality 
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and used it to obtain a new proof of a theorem of Hardy and H. Bohr. Their 
proof starts with a transformation of (1.1) to give 
m ::: n, and then they estimate the right hand side of (1.2). 
Whenever a problem dealing with sums of products of binomial coefficients 
arises, the sum should be translated into a hypergeometric function to see 
what the problem really is. For hypergeometric functions are just a canonical 
way of writing such sums and so two seemingly different sums can be identified 
if they contain the same factorials. Once this transformation has been done, 
there is a body of knowledge which has been developed in the past two 
hundred years which can be used to try to solve the problem. 
The sum (1. I) can be written as 
so (I. 1) is equivalent to 
2-2 ( 
---71, --II, -‘a - I 
. 1);:o: \;,o, 
- tt1 -- Y, ~- I? 1 * 
m, t1 =~ 0, 1 . . . . . (1.3) 
where 
(1.4) 
and (a), is the shifted factorial which can be defined by 
a(a -(- 1) .‘. (a -+ II - 1) = r(n + a)/&?), 
Wn = ) 1, 
n =- I,2 
II =-. 0. 
‘.“. (1.5) 
We will consider the more general inequality 
~-. 
3 F 2 t 
-171, -II, ---!Y 1 
. 1)20, rtl, I1 z ’ 0, I )..., 171 (1.6) ~- -- p, -- 11 - y 
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which is equivalent to 
m’~,~i(,,,~~~:B)jii,“:yj!k-;-2)1-o, 177,r7==0>1,... (1.7) 
and prove that these inequalities hold for 0 < a < /3, 0 < pi < y. 
A somewhat related, but easier, question was treated by Askey [I] and 
Bustoz [4]. Askey proved that 
,F,(-t7, -y - 1; --n - a; r) 3 0, 0 < r < (a + I)/(y + I), 
-l<a<y, (1.8) 
and Bustoz gave a direct proof that 
(1 - rt)y+l 
(1 - ty = iog.(r; 01, Y) t”. 
with g,(r; 01, y) > 0, 0 < r < (a + l)/(r + l), - 1 < a < y. The idea of 
using generating functions to change (1.6) to an equivalent problem is the 
crux of our proof and one of the proofs uses recurrence relations as in Askey’s 
proof of (1.8). 
2. MAIN THEOREM 
THEOREM 1. If 0 SI; u < min(p, 7) then the following results hold, 
mi~,~)~7n,~~B)(n_kiy)jk-i:-2) 20, /7?,iz=o,I ,..,) (2.1) 
3 F 2 i 
-n7, -t7, -ff - 1 
/3, ; 1 1 ;>o, 111, I7 = 
--M -17 
0, I )...) 
- - y 
(1 - rsp+l 
(1 - r)s+l(l - s)y+l (2.3) 
with h(m, 12; a, /3, 7) > 0, m, n = 0, I,.... 
The condition 01 < min@, 7) is a necessary condition for any of these 
results to hold. 
Remark. The 3F2 in (2.2) is assumed to terminate with min (m + I, 17 + 1) 
terms even if /I or y is an integer. 
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Proof. The equivalence of (2.1) and (2.2) is true when fi > -1, y > -1, 
for 
II - k r y k ~~ <Y -.-- 2 
I? -- k k ‘I 
~ (P + l>,n (Y -t l)n -]?I, -n, --‘i -- 1 -~ __ 
Ml ! I? ! 82 ( --nz - /3, ---!I - y 
; 1. 
1 (2.4) 
Multiply the right hand side of (2.4) by r”‘s”, sum on nr and n, and reverse 
the order of summation (i.e., sum last on k, the summation index of the 
$‘*) to obtain 
f (p + l)m (y i- l)n F ~- 171, --I?, --Y - 1 . 
WL.TL=O m! I1 ! 
3 2 




The two factors (1 - r)a-fi and (1 - s)pY have nonnegative power series 
coefficients when ,8 >: N and y ‘; CX. So to prove Theorem 1 it is sufficient 
to prove it when n m=- /3 = y. It is also sufficient to prove it when 0 < x < 1, 
for the case x y 0 is 
(I - rs) 2 -~ r -- 3 cr. 
___.__-. - ~ 1 := (1 r)(l -s) (1 - r)(l -s) 1 4. C y” 1 f s” -- 
11-l ?I=1 
and the case (Y ; I 1 can be reduced to the case 0 < (Y < 1 by 
(1 - rs)“+l (1 - rS)“-LaJ 1 (1 - rs)LaJ -__ 
(1 _ r)a+l(l ._ s)n4ml = ij _ r)hmLnj-bl (1 _ S)n-La]+1 . (1 - r)L*J (1 - s)Laj ' 
where 1~11 is the greatest integer less than or equal to 01. 
The most important step in the Lorentz-Zeller proof of (1.1) was the 
transformation ( 1.2). There are many transformations of hypergeometric 
functions dating back to Euler for the ordinary zFl and to Kummer for the 
3F2 . Kummer [7, p. 1721 stated the transformation 
F(e) T(d + e - a - b -- c) 
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See Hardy [6] for a simple proof. Thomae [9] obtained many other trans- 
formations, one of them being 
$2 ("'$ ; r(d) T(e) r(s) 1) = r(a) r(s f 6) r(s -t c) 3F2 i 
d - a, e - a, s 




where s = d + e - a - b - c. This can be obtained by iterating (2.6). 
Whipple [lo] gave a systematic treatment of this type of transformation and a 
summary of Whipple’s classification is given in Bailey [3]. Apply (2.7) to 
(2.2) when E = /3 = y with a = --01 -- 1 to obtain 
F 
( 
-ni, --II, --u - 1 
3 2 ; 1 
-nz - a(, --/I - oi 1 
l--m - cd) lyll ~ Lx) T(l - E) 
= r(--N - 1) r(l - 177 - !x) r(l - n - a) 
1 - 171 1 - II, 1 -- 01 
- SF2 (1 - m 1 Pd. 1 - I? - 131; li 
a(a + 1) 
(m + a)(n -t a) 3G i 
1 - n7,l - n, 1 - Dc _ 
I - n7 - a, 1 - 17 - a ’ 4. c.w 
The right hand side of (2.8) is clearly positive when 0 < a <: I, for 
(1 - E)~ > 0 and 
(1 - nz>k >O,k=O,l,..., m- 1, (1 - nh 
(1 - m - a)* 
(1 _ n _ a)k > 0, k = 0, I,..., n - 1 
and (1 - m)lc(l - n)k = 0 for k 3 m or k > n. 
Let m = 1 in (2.2) to obtain 
F 
( 
-1, -n, --01- 1 
l 1 
(01 + 1) n 
3 2 -1-/3,-n-- ; = l - (1 + /q(n + r) ’ 
Then let II -+ co to see that E < ,8 is a necessary condition. By symmetry 
a: < y is also necessary. 
This completes one proof of Theorem 1. The Lorentz-Zeller proof can 
be started by using the Kummer-Thomae-Whipple transformation formulas, 
since (1.2) is one of these formulas after a suitable limit has been taken in the 
hypergeometric function transformation. Details will not be given since it 
is clearly preferable to use the above proof which shows positivity by writing 
the sum as a new sum of strictly positive terms. 
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3. SECOND PROOF 
There is another proof which is worth giving for two reasons. First, it does 
not distinguish the cases 0 < Y < 1 from the other cases, and second, it 
gives an interesting absolutely monotonic function (one whose power series 
coefhcients are nonnegative). For simplicity we will only treat the case 
a: zz: p zz y. 
Form the generating function 
by Pfaff’s formula 
2Fl(Q, b; c; x) = (1 -- x)-” $,(a, (’ - b; c; -x/( 1 - n)). 
See [5, 2.1.4(22)]. So the problem reduces to showing that 
,F,(- 2 - 1, --I\: --/I2 -~ a: -r/y 1 - r)) 
is absolutely monotonic when I. ;-, 0. 
Using the contiguous relation [5, 2.8(35)] 
we get 
(m $ IY -L I)F,,,,,(r) = mF,,,(r) ‘- (a -1. I) ,F,(--oc, --“I; --in -- LY: -r/( I - r)). 
(3.1) 
It is clear that the coefficient of r” in ,F,(--.\, -n; -nz -~ !r; --r/(1 -~ r)) is 
nonnegative for 0 .< n < VI -/- 1. Let us denote $‘z(:~:;~:~$ ; 1) by fi,z,, and 
the coefficient of r” in the power series for .JI(--ci, --u; -m - a; -r/(1 - r)) 
by cm,, . Then (3.1) gives 
(m + 01 -t- I)(a + ~M~,,il,n = m(a t- l)nJ;T2,n + ((\: + 1) ~I!G,.~~. (3.2) 
Clearly fo,n > 0 and fn,” 2 0 for II = 0, l,.... Assume that h,k 2 0 for 
min(j, k) < n. If we can show that this implies ,fn+l,n+l 1.3 0 then (3.2) 
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implies jjf;n,n+l > 0, nz = II + 2, n + 3 ,..., and by symmetry, fn+l.nL >: 0, 
171 = II + 2, I? + 3,.... Then the proof continues by induction. But 
and both fn,n+l > 0 and c,,,+~ > 0, so.f,Lmt~,n+l 2 0. 
4. OPEN PROBLEMS AND RELATED RESULTS 
When O( = /3 > -1 the condition y ,., 0 is necessary. This follows from 
the special case ~1 == II :-: 1. This case gives the condition 
aTI 
’ - (p + I)(y + 1) a o 
which, when /3 > -1 and y > -1, is equivalent to 
It is reasonable to assume CX, p, y > - 1 but so far the cases when one or more 
of these numbers is negative have not been done. 
There have been a few results similar to Theorem 1 in the recent literature. 
Askey and Gasper [2] proved that 
i 
-k, -HI, --n 
SF2 (ak- tn - n - x)/2, (-k -- ttt - tt - n + I)/2 ; 1 
;? 0, 
01 3 (-5 + Y’i7)/2 (4.2) 
and that this inequality fails when li q = m = n L: 1, A -: (-5 + 417)/Z. 
The sum of the denominator parameters is of the of the same size as 
the sum of the numerator parameters and this is also the case in (2.2). 
This must have some significance, but exactly what is not clear. It is 
unlikely that a complete answer will ever be given to the question of the 
positivity of general 3F2)s, but these results, and the further results in Askey- 
Gasper [2] for 3Fz’s of a different nature, give some indication of the type of 
results that can be expected. It is likely that further problems of this type will 
arise, and a few methods now exist for treating them. 
NO@ added in proof: The last reference in the body of this paper is incorrect. It should 
refer to: R. ASKEY AND G. GASPER, Jacobi polynomial expansions of Jacobi polynomials 
with nonnegative coefficients, Proc. Cambridge Philos. Sot. 70 (1971), 243-255. 
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