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Preface
The Lieb-Liniger model describes the one-dimensional non-relativistic ultracold Bose gas.
Because of very low temperature of the system we can replace a real (often very elaborated)
potential by a simple contact (point-like) potential given by Dirac δ function. The model was
originally formulated as a problem of the one-dimensional quantum field theory (one space
dimension plus one time dimension). It turns out that the complete description of the model
is given by the so-called Bethe ansatz discovered by H. Bethe in 1931 during the studies of
the Heisenberg antiferromagnet. Moreover, by the coordinate Bethe ansatz, one reduces the
problem of the quantum field theory to the many-body quantum mechanical issue.
The analytical forms of the eigenvectors and eigenvalues contain the collection of N param-
eters called quasi-momenta which are strongly connected with the momenta of bosons. One
needs to remember that the quasi-momenta are not the same as momenta of particles. The ad-
ditional parameters are determined by the Bethe equations which appear when we impose the
periodic boundary conditions. The solutions (quasi-momenta) may be uniquely parametrized
by the collections of integer (half-integer) numbers in the case of odd (even) number of particles
N . It turns out that the ground and excited states have very simple graphical representation.
Elliott H. Lieb introduced the simple classification of the elementary excitations in the
Lieb-Liniger system. The elementary excitation spectrum was divided into a two types: I and
II. The Lieb’s type I excitations are well known and reproduce the Bogoliubov spectrum which
means that they correspond to the sound waves in the system. The problem appears when we
analyze the type II excitations. In the case of weak coupling limit there are various evidences
that the type II spectrum has the solitonic nature. The evidences are based on the comparison
between the spectrum of the type II excitation and the semi-classical soliton solutions. As for
now, no one checked if the dark soliton/density notch (repulsive case) reveals in probability
density profiles during the measurements of particles positions.
The first two chapters of the thesis present aforementioned knowledge in details. The main
purpose of the work is to show the emergence of the density notches in the course of mea-
surement of particle positions if the system is prepared in type II eigenstate. Using the ana-
lytical results of norms and form factors in the Lieb-Liniger system, we prepare an iterative
procedure which is perfect to numerical applications (chapter 3). The numerical simulations
are performed for the 8-particle system in the periodic box of the length L = 1 in weak
(c = 0.08 =⇒ γ = cLN = 0.01) and strong (c = 8 =⇒ γ = cLN = 1) interaction regimes. Our
results confirm the mean-field predictions (see the sections 2.5 and 4.2) for the case of weak
coupling. Moreover, we observe the density notch structure of probability density also in the
case of strong interaction regime (section 4.3). The considered states correspond to one and
two Lieb’s type II elementary excitations. It turns out that the number of the type II elemen-
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tary excitations is equal to the number of density notches. All the results are presented in the
chapter 4.
At the end we present a comprehensive appendices which may be useful for the reader to
understand all the issues appearing in the thesis.
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Chapter 1
The one-dimensional Bose gas with
contact interaction
1.1 Lieb-Liniger model in the second-quantized form
One-dimensional non-relativistic system of bosons may be described by the canonical quan-
tum Bose fields ΨˆH(z, t)1. These fields should satisfy following canonical equal-time commuta-
tion relations [1] [
ΨˆH(z, t), Ψˆ
†
H(x, t)
]
= δ(z − x), (1.1)[
ΨˆH(z, t), ΨˆH(x, t)
]
=
[
Ψˆ†H(z, t), Ψˆ
†
H(x, t)
]
= 0. (1.2)
If we consider interparticle interaction as a contact interaction2 with coupling constant c (we
consider only repulsive interactions which means c > 0) then the Hamiltonian has the following
form3 [1]
Hˆ =
∫
dz
[
∂zΨˆ
†(z)∂zΨˆ(z) + cΨˆ†(z)Ψˆ†(z)Ψˆ(z)Ψˆ(z)
]
, (1.3)
where the units have been chosen such that ~ = 2m = 1. Hamiltonian (1.3) is the energy
operator of the Lieb-Liniger model. Using the evolution equation for operators in the Heisenberg
picture i d
dt
Aˆ(t) =
[
Aˆ(t), Hˆ
]
one can obtain the equation of motion
i∂tΨˆH(z, t) = −∂2z ΨˆH(z, t) + 2cΨˆ†H(z, t)ΨˆH(z, t)ΨˆH(z, t), (1.4)
which is the so-called Non-linear Schro¨dinger (NLS) equation. Additionally, we define the Fock
vacuum |0〉 by the following relations
Ψˆ(z) |0〉 = 0, 〈0| Ψˆ†(z) = 0, z ∈ R,
|0〉† = 〈0| , 〈0|0〉 = 1. (1.5)
1Bose field ΨˆH(z, t) is a field in the Heisenberg picture. By definition: ΨˆH(z, t) = eiHˆtΨˆ(z)e−iHˆt, where Ψˆ(z)
and Hˆ are Bose field in the Schro¨dinger picture and the Hamiltonian of the system respectively.
2The discussion about the contact potential introduction is presented in Appendix A.
3It is known that in the second-quantized form the Hamiltonian is given by Hˆ =
∫
d3rΨˆ†(~r)
−~2
2m
∇2Ψˆ(~r)
+
1
2
∫
d3rd3r ′Ψˆ†(~r)Ψˆ†(~r ′)V (~r − ~r ′)Ψˆ(~r ′)Ψˆ(~r).
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It is possible to define two additional hermitian operators Nˆ (number of particles operator)
and Pˆ (total momentum operator)4
Nˆ =
∫
dzΨˆ†(z)Ψˆ(z), (1.6)
Pˆ = − i
2
∫
dz
[
Ψˆ†(z)∂zΨˆ(z)−
(
∂zΨˆ
†(z)
)
Ψˆ(z)
]
= i
∫
dz
(
∂zΨˆ
†(z)
)
Ψˆ(z), (1.7)
which are integrals of motion [
Hˆ, Nˆ
]
=
[
Hˆ, Pˆ
]
= 0. (1.8)
From the above equation one can see that number of particles is conserved.
1.2 The coordinate Bethe ansatz
In 1931, while studying the one-dimensional Heisenberg antiferromagnet, Hans Bethe dis-
covered a method capable of delivering the complete description of the solvable models (exact
eigenvalues and eigenvectors). It is the so-called Bethe ansatz . We will apply the Bethe ansatz
to solve Lieb-Liniger model in the first-quantized form5.
For this purpose, let us consider the common eigenfunctions (in a sector with a fixed number
of particles N ) |ψN (k1, . . . , kN )〉 of Hˆ, Pˆ and Nˆ
|ψN (k1, . . . , kN )〉 = 1√N !
∫
dN zΦN (z1, . . . , zN , k1, . . . , kN )Ψˆ†(z1) . . . Ψˆ†(zN ) |0〉, (1.9)
Hˆ |ψN 〉 = EN |ψN 〉 , Nˆ |ψN 〉 = N |ψN 〉 , Pˆ |ψN 〉 = PN |ψN 〉, (1.10)
where ΦN ({zi}, {kj}) is a symmetric function of all zj. Parameters k1, . . . , kN are called quasi-
momenta6. It turns out that ΦN ({zi}, {kj}) is an eigenfunction of both the quantum mechan-
ical Hamiltonian HˆN and the quantum mechanical momentum operator PˆN
HˆN =
N∑
j=1
(
− ∂
2
∂z2j
)
+ 2c
∑
N≥j>k≥1
δ(zj − zk), (1.11)
PˆN = −i
N∑
j=1
∂
∂zj
, (1.12)
HˆNΦN ({zi}, {kj}) = ENΦN ({zi}, {kj}), PˆNΦN ({zi}, {kj}) = PNΦN ({zi}, {kj}). (1.13)
Formulas (1.11) and (1.12) are called the first-quantized Lieb-Liniger model. To prove transition
from the second to first-quantized form one may consider the following expression
4Using the definition Ψˆ(z) =
∑
k
1√
V
eikzaˆk we obtain the following results:
Nˆ =
1
V
∑
k,q
∫
dzei(k−q)zaˆ†qaˆk =
∑
k
aˆ†kaˆk,
Pˆ = − i
2
1
V
∑
k,q
∫
dz
[
ikei(k−q)zaˆ†qaˆk + iqe
i(k−q)zaˆ†qaˆk
]
=
∑
k
kaˆ†kaˆk.
5The model of one-dimensional gas with contact interaction (via the δ-function potential) was solved by
Lieb and Liniger (they used Bethe ansatz method). Hence, the model is often called the Lieb-Liniger model [2].
6One uses the name quasi-momenta because of the strong connection of these parameters with the momenta
of particles. Despite many similarities quasi-momenta are not the same as momenta of particles. We discuss this
problem in the point 1.4.
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Pˆ |ψN (k1, . . . , kN )〉 (1.7),(1.9)= i√N !
∫
dxdN zΦN (z1, . . . , zN , k1, . . . , kN )
[
∂xΨˆ
†(x)
]
×
N∑
j=1
Ψˆ†(z1) . . .
[
Ψˆ(x), Ψˆ†(zj)
]
. . . Ψˆ†(zN ) |0〉 (1.1)=
(1.1)
=
i√N !
∫
dN zΦN (z1, . . . , zN , k1, . . . , kN )
N∑
j=1
Ψˆ†(z1) . . .
[
∂zjΨˆ
†(zj)
]
. . . Ψˆ†(zN ) |0〉.
Integrating by parts with respect to zj we prove that the action of (1.7) on (1.9) is equivalent
to the action of PˆN on ΦN (z1, . . . , zN , k1, . . . , kN )
Pˆ |ψN (k1, . . . , kN )〉 = 1√N !
∫
dN z
(
−i
N∑
j=1
∂
∂zj
ΦN (z1, . . . , zN , k1, . . . , kN )
)
Ψˆ†(z1) . . . Ψˆ†(zN ) |0〉.
(1.14)
In a similar way one can construct the quantum mechanical Hamiltonian.
Interaction in the Hamiltonian HˆN is repulsive if c > 0. Because of the symmetry of
ΦN (z1, . . . , zN , k1, . . . , kN ) in all zj one can choose the following domain T in the coordinate
space
T : z1 < z2 < . . . < zN−1 < zN . (1.15)
In this case7
HˆN T−→ Hˆ0N =
N∑
j=1
(
− ∂
2
∂z2j
)
, (1.16)
PˆN T−→ Pˆ0N = −i
N∑
j=1
∂
∂zj
, (1.17)
and ΦN (z1, . . . , zN , k1, . . . , kN ) is a common eigenfunction of both operators Hˆ0N (free Hamil-
tonian) and Pˆ0N
Hˆ0NΦN ({zi}, {kj}) = ENΦN ({zi}, {kj}), Pˆ0NΦN ({zi}, {kj}) = PNΦN ({zi}, {kj}). (1.18)
Let us consider the problem of boundary conditions. For this purpose, it is sufficient to
consider a system that contains only 2 particles. We introduce the centre-of-mass (Z) and the
relative (z) coordinates
Z =
z1 + z2
2
, z = z2 − z1, (1.19)
∂2
∂z21
+
∂2
∂z21
=
1
2
∂2
∂Z2
+ 2
∂2
∂z2
. (1.20)
The Schro¨dinger equation for relative motion has the following form
−2d
2φ
dz2
+ 2cδ(z)φ = Eφ. (1.21)
By integrating over small region (−ε, ε) one gets
−2
(
dφ
dz
∣∣∣∣
z=ε
− dφ
dz
∣∣∣∣
z=−ε
)
+ 2cφ(0) = 0. (1.22)
7The potential is equal to 0 in domain T .
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Using the obvious relation ∂
∂z
= 1
2
(
∂
∂z2
− ∂
∂z1
)
, the formula (1.22) may be rewritten as(
∂
∂z2
− ∂
∂z1
)
φ
∣∣∣∣
z2=z1+ε
−
(
∂
∂z2
− ∂
∂z1
)
φ
∣∣∣∣
z2=z1−ε
= 2cφ
∣∣∣∣
z2=z1
. (1.23)
Furthermore, from symmtery of φ in z1, z2(
∂
∂z2
− ∂
∂z1
)
φ
∣∣∣∣
z2=z1+ε
−
(
∂
∂z1
− ∂
∂z2
)
φ
∣∣∣∣
z2=z1+ε
= 2cφ
∣∣∣∣
z2=z1
, (1.24)
then (
∂
∂z2
− ∂
∂z1
)
φ
∣∣∣∣
z2=z1+ε
= cφ
∣∣∣∣
z2=z1
. (1.25)
In general, we can write the boundary conditions for the system as(
∂
∂zj+1
− ∂
∂zj
− c
)
ΦN ({zi}, {kj}) = 0, zj+1 = zj + ε. (1.26)
Formula (1.16) with boundary conditions (1.26) is equivalent to the relation HˆNΦN = ENΦN .
Reduction of the problem (1.11) - (1.13) to the problem of the Free Hamiltonian and the
Total Momentum (1.16), (1.17) in the domain (1.15) with the boundary conditions (1.26) allows
us to construct a solution ΦN in the following way. One can easily show that an eigenfunction
of the Hamiltonian Hˆ0N (HˆN in the domain T ) is proportional to the determinant of the N ×N
matrix
det [exp (ikjzs)] , (1.27)
where kj are arbitrary numbers (quasi-momenta). Due to antisymmetry in zs the determinant
depicted above is equal to zero on the boundary (zs = zs+1). The function which satisfies
equation Hˆ0NΦN = E0NΦN and the boundary conditions (1.26) may be written as
ΦN ({zl}, {kp}) = const
[ ∏
N≥j>s≥1
(
∂
∂zj
− ∂
∂zs
+ c
)]
det [exp (ikjzs)] . (1.28)
From alternation of derivatives ΦN is an eigenfunction of Hˆ0N so we need to prove that (1.28)
satisfies the boundary conditions. For this purpose, let us rewrite ΦN as
ΦN ({zl}, {kp}) =
(
∂
∂z2
− ∂
∂z1
+ c
)
Φ˜N ({zl}, {kp}), (1.29)
where
Φ˜N ({zl}, {kp}) = const
N∏
j=3
(
∂
∂zj
− ∂
∂z1
+ c
)(
∂
∂zj
− ∂
∂z2
+ c
)
×
∏
N≥j>s≥3
(
∂
∂zj
− ∂
∂zs
+ c
)
det [exp (ikjzs)] . (1.30)
One instantly notices that Φ˜N (z1, z2, . . . , zN , {kp}) = −Φ˜N (z2, z1, . . . , zN , {kp}) (antisymmetry
of determinant). Then Φ˜N = 0 if z1 = z2. Now, we can consider the boundary condition for
z1 = z2(
∂
∂z2
− ∂
∂z1
− c
)
ΦN ({zi}, {kj}) =
[(
∂
∂z2
− ∂
∂z1
)2
− c2
]
Φ˜N ({zi}, {kj}), (1.31)
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[(
∂
∂z2
− ∂
∂z1
)2
− c2
]
Φ˜N ({zi}, {kj}) = 0, z2 = z1 + ε. (1.32)
It is fulfilled because the left hand side of the equation (1.32) is antisymmetric in z1 ←→ z2
and hence, it is equal to zero when z2 −→ z1. The boundary conditions (1.26) for the other zj
can be verified similarly. Therefore, function (1.28) is an eigenfunction of the Hamiltonian HˆN
(1.11). We can rewrite the determinant as a sum over all the permutations pi ∈ SN
det [exp (ikjzs)] =
∑
pi∈SN
sgn (pi) exp
(
i
N∑
n=1
kpi(n)zn
)
. (1.33)
Hence, in the domain T one gets
ΦN ({zl}, {kp}) =
(
N !
∏
j>s
[
(kj − ks)2 + c2
])−1/2
×
∑
pi∈SN
[
sgn (pi) exp
(
i
N∑
n=1
kpi(n)zn
)∏
j>s
(
kpi(j) − kpi(s) − ic
)]
. (1.34)
To remove the restriction T (1.15) we introduce additional sign function8
ΦN ({zl}, {kp}) =
(
N !
∏
j>s
[
(kj − ks)2 + c2
])−1/2
×
∑
pi∈SN
[
sgn (pi) exp
(
i
N∑
n=1
kpi(n)zn
)∏
j>s
(
kpi(j) − kpi(s) − ic sign(zj − zs)
)]
, (1.35)
then ΦN ({zl}, {kp}) is valid for arbitrary values of z1, . . . , zN . One should also check if ΦN ({zl}, {kp})
given by (1.35) is symmetric with respect to exchange of any pair of zi, zj9. Using the permu-
tations σ, τ ∈ SN and defining pi = τσ we obtain
ΦN (σ{zl}, {kp}) ∼
∑
pi∈SN
[
sgn (pi) exp
(
i
N∑
n=1
kpi(n)zσ(n)
)∏
j>s
(
kpi(j) − kpi(s) − ic sign(zσ(j) − zσ(s))
)]
=
∑
τ∈SN
[
sgn (τσ) exp
(
i
N∑
n=1
kτ(σ(n))zσ(n)
)∏
j>s
(
kτ(σ(j)) − kτ(σ(s)) − ic sign(zσ(j) − zσ(s))
)]
=
∑
τ∈SN
sgn (τσ) exp(i N∑
n=1
kτ(n)zn
)
sgn (σ)
∏
σ(j)>σ(s)
(
kτ(σ(j)) − kτ(σ(s)) − ic sign(zσ(j) − zσ(s))
)
=
∑
τ∈SN
[
sgn (τ) exp
(
i
N∑
n=1
kτ(n)zn
)∏
j>s
(
kτ(j) − kτ(s) − ic sign(zj − zs)
)]
.
8After the modification the boundary conditions (1.26) are still fulfilled.
9It is required because system of bosons is considered.
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Therefore
ΦN (σ{zl}, {kp}) = ΦN ({zl}, {kp}), σ ∈ SN . (1.36)
The wave function (1.35) may be represented in two other forms [1]
ΦN ({zl}, {kp}) = (−i)
N (N−1)/2
√N !
[ ∏
N≥j>s≥1
sign(zj − zs)
]
×
∑
pi∈SN
[
sgn (pi) exp
(
i
N∑
n=1
kpi(n)zn
)
exp
(
i
2
∑
N≥j>s≥1
sign(zj − zs)θ(kpi(j) − kpi(s))
)]
, (1.37)
ΦN ({zl}, {kp}) =
∏
j>s
(kj − ks)√
N !
∏
j>s
[
(kj − ks)2 + c2
]
×
∑
pi∈SN
[
sgn (pi) exp
(
i
N∑
n=1
kpi(n)zn
)∏
j>s
(
1− ic sign(zj − zs)
kpi(j) − kpi(s)
)]
, (1.38)
where the scattering phase θ(k) is defined as follows
θ(k) = iln
(
ic+ k
ic− k
)
. (1.39)
In general, all the models solvable by Bethe ansatz method have the wave functions which can
be written in the form similar to (1.37) [1].
Let us consider the wave function given by (1.38) and permute the quasi-momenta ρ{kp},
where ρ ∈ SN .
ΦN ({zl}, ρ{kp}) =
∏
j>s
(kρ(j) − kρ(s))√
N !
∏
j>s
[(
kρ(j) − kρ(s)
)2
+ c2
]
×
∑
pi∈SN
[
sgn (pi) exp
(
i
N∑
n=1
kpi(ρ(n))zn
)∏
j>s
(
1− ic sign(zj − zs)
kpi(ρ(j)) − kpi(ρ(s))
)]
=
∏
j>s
(kρ(j) − kρ(s))√
N ! sgn2(ρ)
∏
j>s
[
(kj − ks)2 + c2
]
×
∑
pi∈SN

sgn (pi) exp
(
i
N∑
n=1
kpi(ρ(n))zn
)∏
j>s
(
kpi(ρ(j)) − kpi(ρ(s)) − ic sign(zj − zs)
)
sgn(pi)
∏
pi(j)>pi(s)
(
kpi(ρ(j)) − kpi(ρ(s))
)

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=∏
j>s
(kρ(j) − kρ(s))√
N !
∏
j>s
[
(kj − ks)2 + c2
] ∑
pi∈SN

exp
(
i
N∑
n=1
kpi(ρ(n))zn
)∏
j>s
(
kpi(ρ(j)) − kpi(ρ(s)) − ic sign(zj − zs)
)
∏
j>s
(
kρ(j) − kρ(s)
)

=
∑
pi∈SN

exp
(
i
N∑
n=1
kpi(ρ(n))zn
)∏
j>s
(
kpi(ρ(j)) − kpi(ρ(s)) − ic sign(zj − zs)
)
√
N !
∏
j>s
[
(kj − ks)2 + c2
]

(1.36)
=
∑
pi∈SN

exp
(
i
N∑
n=1
kpi(ρ(n))zn
)
sgn(ρ)
∏
j>s
(
kpi(j) − kpi(s) − ic sign(zj − zs)
)∏
j>s
(kj − kj)√
N !
∏
j>s
[
(kj − ks)2 + c2
]
sgn(pi)
∏
j>s
(
kpi(j) − kpi(s)
)

=
sgn(ρ)
∏
j>s
(kj − ks)√
N !
∏
j>s
[
(kj − ks)2 + c2
] ∑
pi∈SN
[
sgn (pi) exp
(
i
N∑
n=1
kpi(n)zn
)∏
j>s
(
1− ic sign(zj − zs)
kpi(j) − kpi(s)
)]
.
As we can see
ΦN ({zl}, ρ{kp}) = sgn(ρ)ΦN ({zl}, {kp}), ρ ∈ SN , (1.40)
then ΦN is an antisymmetric function of kj. Hence, ΦN = 0 for kj = kp, j 6= p. This result
looks as if that one-dimensional system of contact interacting bosons satisfies Pauli exclusion
principle. On first sight it looks very strange, however, it turns out that in n + 1 space-time
dimensions the theorem connecting spin and statistics is not valid if n < 310 [3]. However, in our
case, the above statement is not entirely accurate. One should distinguish the quasi-momenta
from the momenta of particles. In the next section 1.4, we show that quasi-momenta, although
strongly connected with momenta of particles, are only the parameters of the wave function.
The property (1.40) plays extremely important role in construction of the ground state (Dirac
sea).
Corresponding eigenvalues of operators Hˆ and Pˆ have the following forms
EN =
N∑
j=1
k2j , PN =
N∑
j=1
kj (1.41)
Considering ΦN in the whole coordinate space RN : −∞ < zj < ∞, j = 1, 2, . . . ,N one can
find the normalization condition [4]
∞∫
−∞
dN zΦ∗N (z1, . . . , zN , k1, . . . , kN )ΦN (z1, . . . , zN , q1, . . . , qN ) = (2pi)
N
N∏
j=1
δ(kj − qj), (1.42)
10It is known that the wave function ψ(. . . , ~ri, . . . , ~rj , . . .) = exp (iϕ)ψ(. . . , ~rj , . . . , ~ri, . . .), where in n + 1
space-time dimensions the phase ϕ ∈ {0,±pi} if n ≥ 3 and it is possible that ϕ ∈ [0, 2pi) if n < 3.
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where we assume
k1 < k2 < . . . < kN , q1 < q2 < . . . < qN . (1.43)
It can also be shown [4] that the completnes of the system of functions ΦN is given by the
following relation
∞∫
−∞
dNkΦ∗N (z1, . . . , zN , k1, . . . , kN )ΦN (y1, . . . , yN , k1, . . . , kN ) = (2pi)
N
N∏
j=1
δ(zj − yj), (1.44)
z1 < z2 < . . . < zN , y1 < y2 < . . . < yN . (1.45)
1.3 Periodic boundary conditions
Traditionally, we impose periodic boundary conditions on the wave functions by putting the
system into a periodic box of length L. Consequently, the wave function ΦN should satisfy the
following equation
ΦN (z1, . . . , zj + L, . . . , zN , k1, . . . , kN ) = ΦN (z1, . . . , zj, . . . , zN , k1, . . . , kN ), (1.46)
where j = 1, 2, . . . ,N . These stipulations give us a system of equations
exp (ikjL) = −
N∏
s=1
kj − ks + ic
kj − ks − ic , j = 1, 2, . . . ,N , (1.47)
called Bethe equations, which gives us permitted values of quasi-momenta kj.
Theorem 1. All the solutions kj of the Bethe system of equations (for c > 0) are real
numbers.
Proof: We instantly notice that
|exp (ikL)| ≤ 1, for Im(k) ≥ 0, |exp (ikL)| ≥ 1, for Im(k) ≤ 0, (1.48)∣∣∣∣k + ick − ic
∣∣∣∣ ≤ 1, for Im(k) ≤ 0, ∣∣∣∣k + ick − ic
∣∣∣∣ ≥ 1, for Im(k) ≥ 0, (1.49)
and define kmax, kmin ∈ {kj} such that
Im(kmax) ≥ Im(kj), Im(kmin) ≤ Im(kj), j = 1, 2, . . . ,N . (1.50)
Hence, one can write11
|exp (ikmaxL)| =
∣∣∣∣∣
N∏
s=1
kmax − ks + ic
kmax − ks − ic
∣∣∣∣∣ ≥ 1 =⇒ Im(kmax) ≤ 0, (1.51)
|exp (ikminL)| =
∣∣∣∣∣
N∏
s=1
kmin − ks + ic
kmin − ks − ic
∣∣∣∣∣ ≤ 1 =⇒ Im(kmin) ≥ 0. (1.52)
11It is obvious that Im(kmax − kj) ≥ 0, Im(kmin − kj) ≤ 0 for j = 1, 2, . . . ,N .
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From (1.50) we obtain
0 ≥ Im(kmax) ≥ Im(kj) ≥ Im(kmin) ≥ 0, j = 1, 2, . . . ,N , (1.53)
then
Im(kj) = 0, j = 1, 2, . . . ,N . (1.54)
The fact that quantities kj (for c > 0 - the case of repulsion interaction) are real numbers
is consistent with the aforementioned connection between quasi-momenta and momenta of
particles. Considering the spectrum of energy one obtains
EN =
N∑
j=1
k2j ≥ 0, kj ∈ R for c > 0. (1.55)
Thus, in the case of repulsive interactions, the system consist of elementary particles only.
Otherwise, if c < 0 (attraction), there also exist bound states12.
The system of Bethe equations (1.47) can be rewritten into logarithmic form. One notices
that
ln
(
−
N∏
s=1
kj − ks + ic
kj − ks − ic
)
= ln
 N∏
s=1
s 6=j
kj − ks + ic
kj − ks − ic
 = N∑
s=1
s 6=j
ln
(
kj − ks + ic
kj − ks − ic
)
=
N∑
s=1
ln
(
kj − ks + ic
kj − ks − ic
)
− ln (−1) =
N∑
s=1
ln
(
kj − ks + ic
kj − ks − ic
)
− ipi,
where we have the scattering phase (1.39)
θ(k) = iln
(
k + ic
k − ic
)
+ pi = iln
(
ic+ k
ic− k
)
= −θ(−k). (1.56)
Hence
ln
(
−
N∏
s=1
kj − ks + ic
kj − ks − ic
)
=
N∑
s=1
[
ln
(
kj − ks + ic
kj − ks − ic
)
− ipi
]
+ (N − 1)ipi
= −
N∑
s=1
iθ(kj − ks) + (N − 1)ipi.
Finally, one obtains
kjL +
N∑
s=1
θ(kj − ks) = 2pi
(
nj +
N − 1
2
)
= 2piIj, j = 1, 2, . . . ,N , (1.57)
where {nj} is an arbitrary set of different13 integers. In the case of repulsive interaction (c > 0)
θ(k) = 2 arctan
(
k
c
)
, c > 0, (1.58)
12It means that, in the case of attractive interactions, it is possible to find more elaborated structures
(molecules) in the system.
13From antisymmetry of ΦN (1.40) solutions kj must be a different numbers.
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therefore
kjL +
N∑
s=1
2 arctan
(
kj − ks
c
)
= 2pi
(
nj +
N − 1
2
)
= 2piIj, j = 1, 2, . . . ,N . (1.59)
It is obvious that
Ij =
(
nj +
N − 1
2
)
=
{
integer if N is odd
half−integer if N is even , j = 1, 2, . . . ,N . (1.60)
Let us sum equation (1.59) over all j
N∑
j=1
kjL +
N∑
j=1
N∑
s=1
2 arctan
(
kj − ks
c
)
= 2pi
N∑
j=1
Ij.
Because of antisymmetry of arctan (k), one can easily show that
N∑
j=1
N∑
s=1
arctan
(
kj − ks
c
)
= −
N∑
j=1
N∑
s=1
arctan
(
ks − kj
c
)
= −
N∑
s=1
N∑
j=1
arctan
(
ks − kj
c
)
= 0,
then
PN =
N∑
j=1
kj =
2pi
L
N∑
j=1
Ij. (1.61)
The analysis presented above revealed that the solutions of Bethe equations (1.59) can be
parametrized by a set of numbers {Ij}. Nevertheless, we still don’t know if solutions exist.
Moreover, we need to know if two different sets of numbers {Ij} can give the same solutions
(the question of uniqueness of parametrization).
Theorem 2. The solutions of the Bethe equations (1.59) exist and can be uniquely parametrized
by a set of integer (half-integer) numbers {Ij}.
Proof: In order to prove this statement we construct an action S connected with Bethe equa-
tions (1.57) by a variational principle14
S =
1
2
L
N∑
j=1
k2j − 2pi
N∑
j=1
Ijkj + 1
2
N∑
j=1
N∑
s=1
 kj−ks∫
0
θ(µ)dµ
 . (1.62)
The equations (1.57) are the extremum conditions for an action depicted above. Our purpose is
to prove that an action is convex15. If so, we need to show that the matrix of second derivatives
∂2S/∂kj∂ks is positive defined, which means that all its eigenvalues are positive. One obtains
∂2S
∂kj∂ks
= δjs
[
L +
N∑
m=1
K(kj, km)
]
−K(kj, ks), (1.63)
14Bethe equations (1.57) can be obtained from a variational principle δS/δkj = 0. The action (1.62) was
introduced by C.N. Yang and C.P. Yang [5], [1].
15Convexity of action implies the existence of one, unique minimum.
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where
K(k, q) =
2c
c2 + (k − q)2 . (1.64)
Hence ∑
j,s
∂2S
∂kj∂ks
vjvs =
N∑
j=1
Lv2j +
N∑
j>s=1
K(kj, ks)(vj − vs)2 ≥ L
N∑
j=1
v2j > 0, (1.65)
for any real vector vj ∈ R. Therefore, we proved Theorem 2. In the literature, formula (1.63) is
the so-called Gaudin matrix Gjs [6], [7], [8]
Gjs({k}N ) = δjs
[
L +
N∑
m=1
K(kj, km)
]
−K(kj, ks). (1.66)
We have another noteworthy property of the solutions:
Theorem 3. If Ij > Is (Ij = Is), then kj > ks (kj = ks).
Proof: By subtracting the s-th equation (1.57) from the j-th equation one gets
L(kj − ks) +
N∑
m=1
[θ(kj − km)− θ(ks − km)] = 2pi(Ij − Is). (1.67)
Examining the function θ we find
d
dk
θ(k) =
2c
c2 + k2
> 0, θ(k2) > θ(k1) for k2 > k1, θ(±∞) = ±pi, (1.68)
so the thesis is obvious.
We note that if Ij = Is for j 6= s, the wave function ΦN is equal to zero due to the
antisymmetry with respect to exchange of any pair of kj, ks. Therefore, one has to take into
account only Ij 6= Is (for j 6= s).
1.4 The problem of quasi-momenta
In the section 1.2 we obtained the eigenfunctions and the eigenvalues of the Lieb-Liniger
model. The form of eigenvalues
EN =
N∑
j=1
k2j , PN =
N∑
j=1
kj, (1.69)
suggests that quasi-momenta k1, . . . , kN are strongly connected with momenta of particles.
Furthermore, in the previous section we have proven that if we impose periodic boundary
conditions (for repulsive interaction - c > 0) kj are real numbers (Theorem 1 ). Now, we show
that the connection is slightly misleading. For this purpose, it is sufficient to consider a system
with infinite coupling constant c → ∞. In this case, it is obvious that the wave function Ψ
should satisfy the following boundary conditions
Ψ
∣∣
zi=zj
= 0, for all i 6= j. (1.70)
The wave function which satisfies (1.16)-(1.18) with above conditions has the following form
ΨF ({zj}, {ks}) ∼ det
[
eikjzs
]
. (1.71)
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Above wave function, given by a Slater determinant, is antisymmetric with respect to exchange
of any pair of zi, zj, so it is appropriate for fermions. The wave function for bosons must be
symmetric under interchange of two particle coordinates. It turns out, that the wave function
which has this symmetry is given by
ΨB({zj}, {ks}) ∼ det
[
eikjzs
] ∏
1≤p<l≤N
sign(zl − zp). (1.72)
On the first sight, it is sufficient to take an absolute value of (1.71). However, |ΨF | is also
symmetric with respect to exchange of any pair of quasi-momenta ki, kj, which is not consistent
with (1.40)16.
Now, let us consider the 2-particle system. In this case one gets unnormalized wave func-
tions17
ΨF (z1, z2, k1, k2) = e
i(k1z1+k2z2) − ei(k2z1+k1z2), (1.73)
ΨB(z1, z2, k1, k2) = sign(z2 − z1)
[
ei(k1z1+k2z2) − ei(k2z1+k1z2)] . (1.74)
Taking the Fourier transformation of (1.73) we get
Ψ˜F (p1, p2, k1, k2) =
1
4pi2
∞∫
−∞
∞∫
−∞
dz1dz2e
−i(p1z1+p2z2) [ei(k1z1+k2z2) − ei(k2z1+k1z2)] =
= δ(k1 − p1)δ(k2 − p2)− δ(k1 − p2)δ(k2 − p1). (1.75)
This result indicates that, in the case of free fermions, parameters kj are exactly the same
as momenta of particles pj. The statement becomes obvious when we look at the probability
density of the system (Figure 1.1.).
Figure 1.1. Probability density in momentum space for two non-interacting fermions in 1D.
16One easily notices that ΨB satisfies the condition (1.40).
17In our considerations the normalization factor is irrelevant.
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Plot presented above shows explicitly that the probability of finding two particles in our system
is non-zero only if {p1 = k1, p2 = k2} or equivalently {p1 = k2, p2 = k1}.
In the case of Bose system, the wave function (1.74) contains a sign function which can be
rewritten using the Heaviside step function Θ
sign(z) = 1− 2Θ(−z). (1.76)
Moreover, we notice that Θ has very useful integral representation [9], [10]
Θ(z) =
1
2pii
lim
ε→0+
∞∫
−∞
dτ
1
τ − iεe
izτ . (1.77)
Therefore, Fourier transformation of ΨB has the following form
Ψ˜B(p1, p2, k1, k2) =
1
4pi2
∞∫
−∞
∞∫
−∞
dz1dz2e
−i(p1z1+p2z2) [ei(k1z1+k2z2) − ei(k2z1+k1z2)]
− 1
4pi3i
lim
ε→0+
∞∫
−∞
∞∫
−∞
∞∫
−∞
dτdz1dz2
1
τ − iεe
i(z1−z2)τe−i(p1z1+p2z2)
[
ei(k1z1+k2z2) − ei(k2z1+k1z2)] =
= Ψ˜F (p1, p2, k1, k2) +
i
pi
δ(k1 + k2 − p1 − p2)
[
1
p1 − k1 −
1
p1 − k2
]
. (1.78)
One easily notices that in the case of Bose system, the wave function Ψ˜B(p1, p2, k1, k2) is non-
zero for infinitely many points (p1, p2) located on the line p1 + p2 = k1 + k2. Consequently, for
2-particle Bose system with c =∞, the form of the probability density (depicted in the Figure
1.2.) has a distinctly different structure than two peaks presented in the Figure 1.1.
Figure 1.2. Probability density in momentum space for two bosons in 1D with coupling constant c =∞.
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We instantly see that there is non-zero probability of finding two particles with the momenta
p1, p2 which satisfy relation p1 + p2 = k1 + k2. It is noteworthy that the maxima of probability
density are located at {p1 = k1, p2 = k2} and {p1 = k2, p2 = k1}. We expect the same behavior
of probability density for an arbitrary coupling constant c.
The results obtained above, show clearly that parameters kj are not exactly the same as the
momenta of particles for considered Bose system. The latter are not good quantum numbers.
On the other hand, the positions of the distribution maxima and the form of eigenvalues (1.69)
inform us that there exists a strong connection between parameters kj and the momenta of
particles pj. To emphasize the similarities we call the parameters kj quasi-momenta.
1.5 The states parametrization
Owing to above analysis we have sufficient knowledge to find an easy recipe of the construc-
tion of different states of energy. Firstly, let us assume that we are looking for the ground state
of energy for the problem with coupling constant c > 018. From the Theorem 1 we know that
the solutions kj, of Bethe equations, are real numbers. Then
EN =
N∑
j=1
k2j ≥ 0, kj ∈ R for c > 0. (1.79)
Now, if one consider an infinite interactions c→∞ then terms in (1.59) consist arctan
(
kj−ks
c
)
vanish. In this case Bethe equations are solvable analytically - each equation becomes the fol-
lowing equality
kj =
2pi
L
Ij. (1.80)
Therefore
lim
c→∞
EN =
4pi2
L2
N∑
j=1
I2j . (1.81)
Secondly, from the Theorem 3 and antisymmetry of wave function in {kj} we know that the so-
lutions of Bethe equations must be different. Moreover, the solutions are uniquely parametrized
by a set {Ij} (Theorem 2 ) and satisfy the relation Ij > Is (Ij = Is) ⇐⇒ kj > ks (kj = ks)
(Theorem 3 ). If so, the problem of energy minimization is reduced to the problem of choosing
a set of different integers (half-integers) which gives the lowest value of the sum presented in
the equation (1.81). It is obvious that the following collection fulfills these conditions
CNg =
{ {−N−1
2
,−N−3
2
, . . . ,−1, 0, 1, . . . , N−3
2
, N−1
2
}
if N is odd{−N−1
2
,−N−3
2
, . . . ,−1
2
, 1
2
, . . . , N−3
2
, N−1
2
}
if N is even , (1.82)
where lower index g means ground state and the upper index informs us about the number of
particles in the considered system. From obvious reasons, these considerations are valid also for
the systems with finite coupling constant c. It is noteworthy that the ground state of energy
has the momentum (1.61) equal to zero.
18It should be mentioned that in the case of the system with coupling constant c < 0 the solutions of the
Bethe equations have non-zero imaginary parts. Accordingly, the investigation of the ground state of energy, in
the systems with attractive interactions, is not as straightforward as in the case of repulsive interactions c > 0.
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In general, one can solve Bethe equations (1.59), for an arbitrary coupling constant c, numeri-
cally. In the Figure 1.3., we present the solutions (quasi-momenta) as a functions of c (forN = 9)
in the case of ground state of energy given by the collection C9g = {−4,−3,−2,−1, 0, 1, 2, 3, 4}.
We observe that, in the limit c → 0+, the solutions converge to zero. In order to write this
property in formal way, we define solutions which are positive (negative) for c > 0 as k+j (k
−
s ).
Therefore
lim
c→0+
k+j = 0
+, lim
c→0+
k−s = 0
−. (1.83)
Consequently, in the non-interacting limit c→ 0+
lim
c→0+
EgN = 0
+, (1.84)
where the upper index g means ground state. It should be mentioned that, if the energy of
the ground state for quantum non-interacting system is equal to zero then all the momenta
(not only quasi-momenta) of particles must be equal to 0. Due to the Heisenberg uncertainty
principle, all the positions of particles must be totally blurred19. This situation corresponds to
the Bose-Einstein condensation in T = 0K. Although, the Bose-Einstein condensation does not
occur in one-dimensional systems, the ground state of a single particle system is macroscopically
occupied in the limit T → 0K (see Appendix B)20.
10 20 30 40 50 60 70 80 90 100
c
-8 π
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quasi-momenta
Figure 1.3. The solutions of Bethe equations as a functions of coupling constant c, for the ground state of energy
which is given by the collection C9g = {−4,−3,−2,−1, 0, 1, 2, 3, 4} (N = 9 particles). Length of the system L = 1
has been taken in calculations. We instantly notice that, as expected, values of quasi-momenta converge to the
asymptotes defined by the relation kj = 2piC9g (j), where C9g (j) is the j-th element of the set C9g21.
19In other words, the position of wave packet that describes an individual particle (atom) becomes completely
uncertain.
20Considering the case of periodic box (described in details in Appendix B), we see that the probability of
finding M ≤ N particles in the ground state (B.28) in the temperature T = 0K is equal to 0 if M < N and
equal to 1 if M = N . This result confirms the correctness of the limit (1.84).
21The order of elements in the set is established as the order from left to right. For instance: C9g (1) = −4,
C9g (3) = −2, C9g (6) = 1, C9g (9) = 4.
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We already know how to parametrize the ground state. All the possible excitations can
be described as a composition of two types of elementary excitations (the types are precisely
discussed in chapter 2). Hence, it is sufficient to consider only the case of elementary excitations.
However, we will focus not only on the process of elementary excitations, but we will also
introduce the general notation.
Let us take the set CNg which defines the ground state for N particle Lieb-Liniger system.
To create elementary excitation one of the N elements of the collection CNg has to be shifted
beyond the Fermi surface22. In Figure 1.4. we present five different elementary excitations in
the case of N = 9 particles.
Figure 1.4. Five different elementary excitations in the integers representation for the case of 9-particle system.
The starting point is the collection C9g . Excitations are generated by replacing one of the components of C9g by
the other, with a value not belonging to the set C9g . We have selected the following elementary excitations: 1.
(4→ 5), 2. (−4→ −5), 3. (0→ 5), 4. (−2→ 11), 5. (−1→ −6).
We have generated the following sets which parametrize elementary excitations in 9-particle
Lieb-Liniger system 
C9e [4→ 5] = {−4,−3,−2,−1, 0, 1, 2, 3, 5},
C9e [−4→ −5] = {−5,−3,−2,−1, 0, 1, 2, 3, 5},
C9e [0→ 5] = {−4,−3,−2,−1, 1, 2, 3, 4, 5},
C9e [−2→ 11] = {−4,−3,−1, 0, 1, 2, 3, 4, 11},
C9e [−1→ −6] = {−6,−4,−3,−2, 0, 1, 2, 3, 4},
(1.85)
where the lower indices e means excited state. In order to complement our notation, we have in-
troduced new type of bracket [. . .] which tells us how many elementary excitations we performed
22In our problem, the Fermi surface is defined by the maximal and minimal values of quasi-momenta (Fermi
quasi-momenta) in the ground state of energy (uniquely given by CNg ). These quasi-momenta correspond to
the first and the last element of the set CNg . For example, in the case of C9g , the absolute value of Fermi quasi-
momentum |kF | corresponds to the number 4. Although, our considerations are based not on the momenta but
on the quasi-momenta, we use the names Fermi surface and Fermi quasi-momenta, because of the character of
the problem. In this context, the reader should treat the names as a mental shortcut.
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and which element is (elements are) replaced and by what number (numbers). For instance,
one can parametrize an excitation generated by 3 elementary excitations in 9-particle system23
by
C9e [1→ 7, 3→ −11, −2→ 13] = {−11,−4,−3,−1, 0, 2, 4, 7, 13},
where we keep ascending order of elements adopted before. One instantly sees that above
collection can be generated in 6 different equivalent ways. It is obvious because we can write
the numbers from the collection {1, 3,−2} in 6 different orders
{1, 3,−2}, {1,−2, 3}, {3, 1,−2}, {3,−2, 1}, {−2, 3, 1}, {−2, 1, 3}.
In general, each parametrization of M elementary excitations can be generated in M! ways.
Because these ways are equivalent it is convenient to use a shorter and more transparent nota-
tion24: CNe [M], where [M≤ N ] means the excitation composed ofM elementary excitations25.
It should be mentioned that, in practice, the full information about the process of excitation is
a non-issue. The most important thing is the form of the final state.
The last thing we should discuss about the notation is how to write the j-th element of
the collection corresponding to the k elementary excitations. In general, considered element
can be written as CNe [k](j). For example, we present a few elements of the collection C9e [3] =
{−11,−4,−3,−1, 0, 2, 4, 7, 13}
C9e [3](2) = −4,
C9e [3](4) = −1,
C9e [3](5) = 0,
C9e [3](7) = 4,
C9e [3](9) = 13.
At the end of this section let us analyze the degeneration of the excited states. For this
purpose, let us consider first two excitations presented in the Figure 1.4. It is straightforward
that, the character of this two excitations should be the same. The first collection (with the shift
4→ 5) corresponds to the lowest possible excitation from the position of the highest, positive
quasi-momentum in the ground state (Fermi quasi-momentum kF ). On the other hand, the
second collection (with the shift −4→ −5) corresponds to the lowest possible excitation from
the lowest, negative quasi-momentum in the ground state (Fermi quasi-momentum −kF ). Since,
the energy functional (1.79) does not distinguish the signs of quasi-momenta, one expects that
the energies of the states parametrized by the collections 1. (4→ 5) and 2. (−4→ −5) should
be the same. Indeed, quasi-momenta obtained from numerical solutions of Bethe equations
have the same absolute values in this two cases. It should be mentioned that these 2 states have
opposite total momenta.
23From the construction of the eigenstates in our model, it is obvious that the number of quasi-momenta is
equal to the number of particles in the system N .
24The only important information is contained in the final form of the collection.
25Using this shorter notation we lose the information about the elements which are shifted but we gain a lot
of space. In order to preserve the information about shifted elements one can write [{. . .}], where the collection
{. . .} consists of shifted elements from CNg . It is clear that in this case, number of {. . .} components correspond
to the number of elementary excitations.
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In general, if we have two different sets CN and DN parametrizing the solutions of Bethe
equations, and if CN (j) = −DN (j) for all j’s, then the energies of the states parametrized by
CN and DN are exactly the same. Total momenta of these states are opposite - the absolute
values are equal but the signs are opposite.
One should notice that, we cannot reverse above statement: the opposite total momenta of
two different states does not imply the same values of their energies. The example is shown
below (L = 1 and c = 1 have been taken in calculations){
C9e [2] = {−4,−3,−2,−1, 0, 1, 3, 5, 8}, P C9 = 14pi, EC9 = 937.441,
D9e [2] = {−5,−4,−3,−2,−1, 0, 1, 2, 5}, PD9 = −14pi, ED9 = 438.415.
(1.86)
1.6 The thermodynamic limit at zero temperature
The thermodynamic limit is defined as follows
N →∞, L→∞, ρ = N
L
= const <∞. (1.87)
We know that, in the Lieb-Liniger model, the state of the lowest energy in the case of fixed
number of particles (located in the periodic box) at zero temperature is given by the solutions
of the Bethe equations (1.59) parametrized by the collection (1.82). From the formula (1.67) we
see that in the thermodynamic limit the separation of the solutions kj’s is kj+1− kj = O(L−1).
The solutions fill the symmetric interval [−Q,Q], where
Q = lim kN . (1.88)
The above limit means the thermodynamic limit. From the Theorem 3 one can define the
density of states in the quasi-momentum space D(k) (in the ground state) in the following way
[1]
D(kj) = lim
1
L(kj+1 − kj) > 0. (1.89)
In thermodynamic limit we see that, we can replace the difference of the scattering phase
functions θ which appears in the equation (1.67) by the first term in a Taylor expansion (because
kj+1 − kj is of the order O(L−1)) [11]. Hence,
L(kj+1 − kj) + (kj+1 − kj)
N∑
m=1
d
dk
θ(kj − km) = 2pi, (1.90)
where d
dk
θ(k) = 2c
c2+k2
. Because LD(k)dk is the number of states in the interval (k, k + dk) and
1
L
N∑
m=1
d
dk
θ(kj − km) = 1
L
N∑
m=1
K(kj, km) =
Q∫
−Q
K(kj, µ)D(µ)dµ, (1.91)
N = L
Q∫
−Q
D(µ)dµ, (1.92)
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equation (1.90) may be rewritten as
D(k)− 1
2pi
Q∫
−Q
K(k, µ)D(µ)dµ =
1
2pi
. (1.93)
The formula (1.93) was firstly obtained by E.H. Lieb [2]. It can be shown that there exists
unique solution of (1.93) [1], [2]. In the case of c→∞
D(k) =
1
2pi
, |k| ≤ Q,
D(k) = 0, |k| > Q.
(1.94)
1.7 Summary
In the first chapter we have introduced the reader to the subject of one-dimensional system
of bosons interacting via contact potential (Lieb-Liniger model). Firstly, we have presented the
hamiltonian of the model in the second-quantized form (1.3). Secondly, we have rewritten our
problem in the first-quantized form, also showing that, the Lieb-Liniger model given in the
formalism of the quantum field theory can be presented as the problem of many-body quantum
mechanics. It turns out that, the problem has an exact solution given by Bethe ansatz which has
been shown step by step in section 1.2. The solution and its properties were precisely discussed
as well.
The wave functions (1.35), (1.37), (1.38) and eigenvalues (1.41) contain parameters kj (quasi-
momenta). At first glance it seems that, the quasi-momenta are exactly the same as the mo-
menta of particles. In the section 1.4, using the 2-particle example, we have explained the
differences and the similarities between the quasi-momenta and the momenta of particles.
In the section 1.3, imposing periodic boundary conditions, we have derived the Bethe equa-
tions (1.59). Moreover, the section contains three extremely important theorems concerning the
solutions of Bethe equations. The importance of the theorems emerges when we investigate the
parametrization of the ground and the excited states of energy (section 1.5). It turns out that,
one can easily parametrize arbitrary state of energy by the collection of integers (half-integers)26
for odd (even) number of particles.
The first chapter was complemented with a short discussion about the thermodynamic limit
in the considered model (section 1.6). The discussion will be repeatedly used in the next chapter.
26At this point, it should be noted that, we have restricted our discussion to the case of repulsive interactions
(c > 0).
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Chapter 2
Dark Soliton solution
2.1 Simple classification of excitations
In the first chapter we discussed exact solutions and the nature of eigenstates of the Lieb-
Liniger model. Now, we will present the two types of excitations in this system. It is convenient
to regard an excitation spectrum as a double spectrum of elementary boson excitations. One
of the spectra is given by the Bogoliubov’s perturbation theory (quite acurrately for weak
interactions) [12]. The second spectrum exists only for |p| ≤ piρ, where p and ρ = N /L are
momentum and density of the system.
In the section 1.5 we presented how to easily parametrize arbitrary excited state. Let us
consider again elementary excitation from the state q (|q| < kF ) to a state κ (|κ| > kF ). For
convenience, we choose the case of Tonks-Girardeau limit1 γ = c
ρ
→ ∞ [13], [12], [11]. It is
obvious that in this case, the energy and momentum of this excitation have the following forms
 = κ2 − q2,
p = κ− q. (2.1)
One instantly sees that, every excitation is given by two parameters. Therefore, there is no
unique curve (p). If we consider only low-lying excitations the problem of elementary excita-
tions classification can be divided into two types:
Type I : excitation from q = kF to κ > kF (or q = −kF to κ < −kF ). This type of
excitations corresponds to the following values of energy and momentum
1 = κ
2 − k2F ,
p = κ− kF , κ > kF ,
p = κ+ kF , κ < −kF ,
(2.2)
1(p) = p
2 + 2kF |p|. (2.3)
Type II : excitation from 0 < q < kF to κ = kF+2pi/L (or−kF < q < 0 to κ = −kF−2pi/L).
In this case the energy and momentum of excitation are given by
2 = (kF + 2pi/L)
2 − q2,
p = kF + 2pi/L− q, 0 < q < kF ,
p = −kF − 2pi/L− q, 0 > q > −kF ,
(2.4)
1In the Tonks-Girardeau limit γ = cρ →∞ the solutions of the Bethe equations take an easy form kj = 2piL Ij .
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2(p) = 2kF |p| − p2 + 4|p|pi
L
. (2.5)
In the system with large number of particles kF +2pi/L ≈ kF and kF = piρ (cause kF = 2piL N−12 ),
then
1(p) = p
2 + 2piρ|p|, (2.6)
2(p) = 2piρ|p| − p2. (2.7)
In the case of the type I excitation −∞ < p < ∞, while for the type II −piρ ≤ p ≤ piρ.
In order to supplement these excitations we add two other (the so-called umklapp excitations):
from q = −kF to κ = kF + 2pi/L and q = kF to κ = −kF − 2pi/L which energies and momenta
are 4pi2ρ/L and ±2piρ, respectively [12].
One can carry out these excitations arbitrary number of times getting as many types of
different momenta as we want. For instance, let us consider excitation of the type I of momentum
p given by a shift from q = kF to κ = kF + p. The momentum and energy of this excitation
are equal to p and 1(p) = 2kFp+ p2. Two excitations of the momentum p means two shifts of
two quasiparticles: from q1 = kF , q2 = kF − 2pi/L to κ1 = kF + p, κ2 = kF − 2pi/L + p. The
momentum of the final state is 2p while the energy is equal to 21(p)− 4ppi/L ≈ 21(p). Hence,
one can treat each of these elementary excitations as bosons [12].
It turns out that, any combination of multiple excitations of the type I (or II) is in one to
one correspondence with exactly one true state of the system which momentum is exactly equal
to the sum of the momenta of the elementary excitations. The energy of the true state is the
sum of the energies of the elementary excitations plus the terms of order O(N−1) (if the order
of excitations is less than N ) [12].
2.2 General analysis of the type I excitations - „particle”
states
Let us now consider the situation where our initial state is parametrized by the collection
(N -particle ground state)
CNg =
{
−N − 1
2
,−N − 3
2
, . . . ,
N − 1
2
}
. (2.8)
Now, we create an excitation by adding one particle (N → N + 1 particles) with, for instance,
positive momentum [14]. Now, the collection which parametrizes the state is given by
DN+11 =
{
−N
2
,−N − 2
2
, . . . ,
N
2
,
N
2
+M
}
, (2.9)
where M is positive (half-)integer number. In this case, the total momentum of the system is
equal to
p =
2pi
L
M, (2.10)
By inserting a particle to the system, we caused the change of the values of all the quasi-
momenta: if in the initial state we have the following quasi-momenta {k1, . . . , kN}, then in the
final (excited) state we have {k′1, . . . , k′N , q}. It should be mentioned that q 6= p.
27
At this point, we want to calculate the following difference ∆kj = k′j−kj, which will inform
us about the excitation influence on the value of single quasi-momentum. For this purpose let
us subtract the Bethe equations (1.59) for the initial and final states
∆kjL + θ(k
′
j − q) +
N∑
m=1
[
θ(k′j − k′m)− θ(kj − km)
]
= 2pi
(DN+11 (j)− CNg (j)) = −pi, (2.11)
therefore
∆kjL = −pi − θ(k′j − q)−
N∑
m=1
[
θ(k′j − k′m)− θ(kj − km)
]
. (2.12)
The difference ∆kj is of the order O(L−1), then we can expand θ function to the same order
on the left and right hand side in (2.12)
θ(k′j − k′m) = θ(kj − km) + [∆kj −∆km]K(kj, km). (2.13)
Hence
∆kjL = −pi − θ(kj − q)−
N∑
m=1
K(kj, km) [∆kj −∆km]. (2.14)
Collecting the terms as follows
∆kj
(
1 +
1
L
N∑
m=1
K(kj, km)
)
= − 1
L
[pi + θ(kj − q)] + 1
L
N∑
m=1
K(kj, km)∆km, (2.15)
and using the equations (1.91) and (1.93), we can obtain the following integral equation in the
thermodynamic limit
2pi∆kD(k)L = −pi − θ(k − q) + L
Q∫
−Q
K(k, µ)D(µ)∆µdµ, (2.16)
or equivalently
∆kL = −pi − θ(k − q) + L
Q∫
−Q
K(k, µ)D(µ) [∆µ−∆k] dµ. (2.17)
Defining now [12]
k′j = kj +
ωj
L
, ∆kj =
ωj
L
, ∆k =
ω(k)
L
, (2.18)
we may rewrite equations (2.16) and (2.17) in the following way
2piω(k)D(k) = −pi − θ(k − q) +
Q∫
−Q
K(k, µ)D(µ)ω(µ)dµ. (2.19)
ω(k) = −pi − θ(k − q) +
Q∫
−Q
K(k, µ)D(µ) [ω(µ)− ω(k)] dµ. (2.20)
If we define a new quantity
J (k) ≡ ω(k)D(k), (2.21)
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then the formula (2.19) takes the compact form
2piJ (k) = −pi − θ(k − q) +
Q∫
−Q
K(k, µ)J (µ)dµ. (2.22)
The momentum of the final state is equal to
p =
N∑
m=1
k′m + q =
N∑
m=1
(
km +
ωm
L
)
+ q = q +
Q∫
−Q
J (µ)dµ, (2.23)
because
N∑
m=1
km = 0,
N∑
m=1
ωm
L
=
Q∫
−Q
J (µ)dµ. (2.24)
In the same way we can find the energy of the considered elementary excitation
1 =
N∑
m=1
k′2m + q
2 − EN+10 =
N∑
m=1
(
k′2m − k2m
)
+ q2 − µch =
=
N∑
m=1
(
2km∆km + (∆km)
2
)
+ q2 − µch = −µch + q2 + 2
Q∫
−Q
µJ (µ)dµ, (2.25)
where EN+10 is the energy of the N + 1-particle ground state
EN+10 =
N∑
m=1
k2m + µch. (2.26)
The quantity µch is the chemical potential. It should be mentioned that, we have neglected the
term (∆km)2 because it vanishes in the thermodynamic limit.
Because the quantity pi+θ(k−q) is positive definite, the formula (2.22) has a negative unique
solution [12], [2]. By a definition (2.21) one notices that since J (k) < 0 and D(k) > 0, ω(k) < 0
[12]. Therefore, inserting the particle to the system (associated with quasi-momentum q > kF ,
where kF is the Fermi quasi-momentum of the N -particle system), decreases all quasi-momenta
associated with the initial state.
To obtain the dispersion relation 1(p) one has to solve integral equation (2.22) which is the
Fredholm equation of the second kind. It can be done numerically, for example by the method
of Neumann series [15]. Let us now consider the limits γ = 0 (free particles) and γ = ∞ (the
second case, the Tonks-Girardeau limit, was discussed in the previous section)
K(k, q) =
2ργ
ρ2γ2 + (k − µ)2 , limγ→0
k 6=µ
K(k, q) = 0,
θ(k − q) = 2arctan
(
k − q
ργ
)
, lim
γ→0
θ(k − q) q>k= −pi,
(2.27)
hence
lim
γ→0
1(p) = −µch + p2, lim
γ→∞
1(p) = −µch + p2 + 2piρ|p|. (2.28)
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It can be also shown that for γ 6= 0 and for large p the dispersion relation may be obtained
by Laurent series expansion of θ(k − q) for large q. In this case [12]
J (k) ≈ −2γρ
q
D(k), p ≈ q − 2γρ
2
q
, (2.29)
1(p) ≈ −µch + p2 + 4γρ2, p
ρ
>> γ <∞. (2.30)
Below we present the results of numerical calculations from [12]
Figure 2.1. The dispersion relation for different values of γ = c/ρ in the case of the type I excitation. Plot a)
presents the case of small momenta. Excitation spectrum for large momenta is depicted in plot b) [12].
The insertion of a particle to the system corresponds to the type I excitation. The excitation
can be identified with the Bogoliubov excitation - a sound wave [14], [16] (see also the appendix
D.8).
2.3 General analysis of the type II excitations - „hole”
states
Instead of inserting a particle to the system, let us now remove a particle from the system in
the ground state. In this reversed problem, we create a hole changing the N -particle problem
to the N − 1-particle problem [14]. Corresponding collection parametrizing our new final state
is
DN−12 =
{
−N − 2
2
,−N − 4
2
, . . . ,−N − 2− 2M
2
,−N + 2− 2M
2
, . . . ,
N − 2
2
}
. (2.31)
The hole causes the following change of momentum
p =
2pi
L
M. (2.32)
By the same algebraic manipulation as before (see previous section) one can easily derive the
following equations
2piJ (k) = pi + θ(k − q) +
Q∫
−Q
K(k, µ)J (µ)dµ, (2.33)
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p = −q +
Q∫
−Q
J (µ)dµ, (2.34)
2 = µch − q2 + 2
Q∫
−Q
µJ (µ)dµ, (2.35)
where q < kF is the quasi-momentum of the hole (kF is the Fermi quasi-momentum before
removing the particle).
One notes that J (k) is positive definite (here we can consider the case of γ = ∞). In the
limit q = kF = Q quantities p and 2 vanish. Both p and 2 increase when q decreases. The
limit q = 0 corresponds to the momentum p equal to piρ [12]. It is noteworthy that the slopes
of both dispersion relations 1(p) and 2(p) are equal at p = 0.
In the Figure 2.2. we present dispersion relation of the type II excitation (for different values
of γ parameter) and its comparison with the energy spectrum in the case of the type I excitation
obtained by E. H. Lieb in [12]
Figure 2.2. Plot a) presents the type II excitation spectrum (which exists up to |p| = ρpi) for different values of γ
parameter. Two limiting cases: γ = 0 and γ =∞ correspond to 2(p) = 0 and 2(p) = 2piρ|p| − p2, respectively.
The comparision of the types I (curve number 1), II (curve number 2) and Bogoliubov (dashed curve number
3) excitation spectra for γ = 0.787 are presented in the plot b). The Bogoliubov’s spectrum almost perfectly
coincides with the curve of the type I excitation [12].
The hole creation corresponds to the type II excitation. It is believed that the nature
of these excitations is solitonic (these are not sound waves) [14], [16]. It can be shown that
dispersion relations for the type II excitations and dark soliton dispersion relation in semi-
classical limit agree very well [16]. Increasing the interaction c we are breaking down the limit
31
of weak interactions. In this case we can ask if the considered excitations still have the solitonic
nature (we try to answer the question in the chapter 4). As for now, the analysis of the Lieb’s
type II excitations were mainly based on the semi-classical results but it has not been shown that
dark soliton density profiles reveals during the particle detection process. The main purpose of
our work is to check the emergence of dark solitons during the measurement of particles positions
in the system prepared in type II eigenstates using the computer simulations (chapters 3 and
4) [17].
2.4 Solitons in the Lieb-Liniger model
In the first chapter we have considered the closed system in the sense that it cannot ex-
change particles with reservoir. Let us now expand these considerations to the grand canonical
ensemble. In this case the hamiltonian operator takes the form
Hˆµch = Hˆ− µchNˆ, (2.36)
where the operators Hˆ and Nˆ are given by (1.3) and (1.6), respectively. In this approach the
Non-linear Schro¨dinger (NLS) equation (1.4) is given by
i∂tΨˆH(z, t) = −∂2z ΨˆH(z, t)− µchΨˆH(z, t) + 2cΨˆ†H(z, t)ΨˆH(z, t)ΨˆH(z, t). (2.37)
Although, there is no Bose-Einstein condensation in the one-dimensional interacting Bose
systems, in the limit of weak interactions almost all particles occupy the ground state of single
particle system (has nearly zero momenta, see appendix B). In this limit the quantum Bose
field operator ΨˆH(z, t) can be treated semi-classically (ΨˆH(z, t) → Ψ(z, t)) then the formula
(2.37) takes the form of the Gross-Pitaevskii equation [18], [16]
i∂tΨ(z, t) = −∂2zΨ(z, t)− µchΨ(z, t) + 2c|Ψ(z, t)|2Ψ(z, t). (2.38)
T. Tsuzuki showed that above equation has one-soliton (dark soliton) solution [18], [16]. It
should be mentioned that N -soliton solution was found afterwards by V. E. Zakharov and A.
B. Shabat [19], [16]. The dark soliton solution, obtained by T. Tsuzuki may be written as [16]
Ψcls (z, t) =
√√√√µch
2c
(
1− β cosh−2
[√
βµch
2
(z − vt)
])
×exp
±i arcsin

√
β tanh
[√
βµch
2
(z − vt)
]
√
1− β cosh−2
[√
βµch
2
(z − vt)
]

, (2.39)
where v is the velocity of soliton and
β = 1− v
2
v2s
, vs ≡
√
2µch, s =
v
vs
. (2.40)
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We instantly notice that the soliton solution disappears when |v| ≥ vs, where vs is the speed of
sound2 in our system. One can also easily check the asymptotic forms of Ψcls (z, t)
Ψcls (z, t)→
√
µch
2c
exp
[
±i arcsin
(√
β
)]
, z →∞,
Ψcls (z, t)→
√
µch
2c
exp
[
∓i arcsin
(√
β
)]
, z → −∞.
(2.41)
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Figure 2.3. Plots present probability density |Ψcls |2 (a)) and wave function Ψcls (b)) for various values of s2 and
„+” sign chosen in the equation (2.39). Time t = 0, coupling constant c = 0.5 and chemical potential µch = 1
are chosen. Real part of Ψcls is presented by continous curve while the dashed curve represents imaginary part.
In the case of v = vs ⇐⇒ s = 1 we obtain constant solution
Ψcl0 (z, t, s = 1) =
√
µch
2c
. (2.42)
Defining the soliton energy Es(v) = Es(s) as the difference between the energies calculated in
the states (2.39) and (2.42) one obtains [18], [16]
Es(v) =
1
3c
(
2µch − v2
)3/2
=
(2µch)
3/2
3c
(
1− s2)3/2. (2.43)
Proceeding as in [16] we calculate the canonical momentum of a soliton Ps(v)
Ps(v)
def
=
∫
1
v
dEs(v)
dv
dv
(2.43)
=
µch
c
(
A− s
√
1− s2 − arcsin(s)
)
, (2.44)
where the constant A
A =
pi
2
for v ≥ 0,
A = −pi
2
for v < 0.
(2.45)
was chosen to obtain a correspondence with the type II excitations. It can be shown that
ρ = µch/2c [18]3. Then, indeed, the restriction of Ps(v) is
|Ps(v)| ≤ piµch
2c
= piρ ≡ pc. (2.46)
2Comparing the equation (D.100) with our units where m = 12 it is clear that vs =
√
2ρg0 =
√
2µch.
3Specifically, it can be shown that µch = ρg0, where in our case g0 = 2c.
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It is convenient to introduce rescaled momentum and energy
ps =
Ps
2ρ
, |ps| ≤ pi
2
, (2.47)
εs =
3Es
4ρCph
, (2.48)
where Cph is the velocity of phonons. In the limit of weak interactions Cph reduces to
Cph '
√
2µch. (2.49)
We immediately see that, in this limit
εs(s = 0) = 1. (2.50)
Using a standard definition of the local current density (in our units ~ = 2m = 1)
J(z, t) = −i
(
ψ∗
∂ψ
∂z
− ψ∂ψ
∗
∂z
)
, (2.51)
one may obtain the total momentum associated with the soliton (2.39) in the following way
Πs =
1
2
∫
dzJ
(
z, t;ψ = ψcls
) (2.39)
= −µch
c
s
(
1− s2)1/2, (2.52)
where the following subsidiary condition was used [16]
lim
|z|→∞
J(z, t) = 0. (2.53)
One instantly see that the momenta (2.44) and (2.52) are not equal. It is believed that this
disagreement is caused by the subsidiary condition (2.53) [16] .
Let us now look at the momentum (2.34) and energy (2.35) for the case of the Lieb’s type
II excitations4. Rescaling the quantities as above and using the following relations
Q∫
−Q
J (µ)dµ = Q
1∫
−1
J (x)dx,
Q∫
−Q
µJ (µ)dµ = Q2
1∫
−1
xJ (x)dx, Q ←→ vs, q = Qs,
we obtain (for 0 ≤ s < 1)
ps,II =
Q
2ρ
−s+ 1∫
−1
J (x, s)dx
, (2.54)
εs,II =
3Q2
4ρCph
µch
Q2 − s
2 + 2
1∫
−1
xJ (x, s)dx
, (2.55)
J (x, s) = 1
2
+
λ
pi
1∫
−1
J (y, s)
λ2 + (x− y)2 dy −
1
pi
arctan
(
s− x
λ
)
, (2.56)
λ =
c
Q , (2.57)
4Detailed analysis of the Lieb’s excitations is presented in sections 2.2 and 2.3.
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where we have used the formulas (2.33), (1.64) and (1.58) (for c > 0). Here, we recall that the
type II excitation means the elementary excitation from the state with quasi-momentum Qs to
the state with quasi-momentum Q5. The process causes shift of all the quasi-momenta, which
is represented by the function J (x, s). From the equations (2.54) and (2.56) it may be shown
that [16]
|ps,II | ≤ pi
2
, (2.58)
which is consistent with (2.47).
In the case of infinitely strong interactions (λ→∞, see (2.57)) one gets [16]
J (x, s) = 1
2
, (2.59)
p∞s,II(s) =
pi
2
(1− s), (2.60)
ε∞s,II(s) =
3pi
8
(1− s2). (2.61)
We notice that ε∞s,II(s = 0) = 3pi/8 ≈ 1.18 > εs(s = 0) = 1.
Our purpose is to consider weak interaction limit (λ→ 0). Fortunately, a singularity which
appears in this limit in the kernel of integral in the equation (2.56) does not break the availability
of correct asymptotic (λ→ 0) solution. The problem was firstly solved by M. Kac and H. Pollard
[20]. The solution in the limit of weak interactions has the following form [16], [20], [21]
J (x) = 1
λ
1∫
−1
D(x, y)f(y)dy, (2.62)
while the inverse kernel D(x, y) takes the form
D(x, y) = 1
2pi
ln
(
1− xy + (1− x2)1/2(1− y2)1/2
1− xy − (1− x2)1/2(1− y2)1/2
)
, (2.63)
and the inhomogeneous part of (2.56), the function f(x), in the λ→ 0 limit is given by
f(x) '
{
1, s ≤ x ≤ 1,
0, −1 ≤ x ≤ s. (2.64)
Hence the solution of (2.56) takes the following form [16]
J (x, s) = 1
λ
[
x− s
2pi
ln
(
1− sx+ (1− s2)1/2(1− x2)1/2
1− sx− (1− s2)1/2(1− y2)1/2
)
+
(
1
2
− 1
pi
arcsins
)
(1− x2)1/2
]
. (2.65)
Knowing that in the considered limit Q ' √2µch ' Cph one obtain exactly the same results as
in the case of classical mean-field method6
ps,II = ps, εs,II = εs. (2.66)
5The ground state of energy consists of all possible quasi-momenta q from the range |q| ≤ Q.
6We need to substitute the formula (2.65) into the equations (2.54) and (2.55).
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Therefore, because above relations agree, it is believed that the Lieb’s type II excitations may
be identified with the soliton (2.39) obtained by T. Tsuzuki from semi-classical version of NLS
equation (2.38). The solutions J (x, s) for relatively strong interactions have to be obtained
by an iterative methods. In the figure 2.4. b) we present the numerical results presented in
[16]. Moreover, M. Ishikawa and H. Takayama have also showed numerically that the disper-
sion relation of the semi-classical soliton agrees with the excitation spectrum of Lieb’s type II
excitations even for relatively strong interactions (see figure 2.4. a)). It should be mentioned
that the spectrum of the solution of NLS equation (2.38) was firstly obtained in [22].
Figure 2.4. Plot a) presents a renormalized dispersion relations of the NLS soliton (solid line) and Lieb’s type
II excitations: relatively small interactions (thin lines), strong coupling limit - eqs. (2.60), (2.61) - (chain line).
The dispersion of NLS soliton with A = 0 and −1 ≤ s < 0 - eq. (2.44) - (broken line). Numerically obtained
solutions of J (x, s) = j(x, s) for s = 0.7, and different values of λ are depicted in plot b). The asymptotic
solution (2.65) is presented by solid line, thin lines represent different values of λ parameter. The chain line
corresponds to λ → ∞ (J (x, s) = 1/2). The scaling of the functions was taken such that they coincide with
each other at x = 0.8 [16].
The results suggest that the type II excitation corresponds to a dark soliton. In the chapter
4 we show that the statement is true, indeed [17].
2.5 Mean-field solitons with periodic boundary condi-
tions
We have imposed a periodic boundary conditions on our Lieb-Liniger system. It means that
we are considering the system of N identical bosons on a ring or in a toroidal trap. It is not
obvious how to obtain a stationary soliton solutions which satisfy the boundary conditions in
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the mean-field approach - the problem appears when we want to merge the ends of solution
together. The operation requires non-zero total momentum, which means the non-zero velocity
of soliton. Let us consider an easy solution (C.19) presented in appendix C.3. The mean-field
term in the Gross-Pitaevskii equation (C.8) |ψ|2 is time-dependent because the notch of the
soliton moves with the velocity v = q˙. In order to have a time-independent mean field potential
one needs to go to the moving frame of reference. In the case of our system we have to deal
with the same problem, but, because of the topology of the system, we should consider the
rotating frame of reference. It is easy to show that the corresponding unitary transformation
has the following form7
Uˆ = eit~ω·
~ˆL, (2.67)
where ~ˆL is the angular momentum operator and ~ω is the angular frequency.
Our system has a topology of a ring, therefore, we may write the coordinates of bosons as
an azimuthal angles θj = 2pi
zj
L
∈ [0, 2pi) and rewrite the Lieb-Liniger Hamiltonian (1.11) as
HˆθN = −
N∑
j=1
∂2
∂θ2j
+ 2c˜
∑
N≥j>k
δ(θj − θk), (2.68)
where we have taken the length and energy units as L
2pi
and 4pi
2~2
2mL2
, respectively. The coupling
constant c˜ is dimensionless because it is measured in units of 2pi~
2
2mL
. It turns out that c˜ 6= c,
which we discuss at the end of this section. In the rotating frame of reference the Lieb-Liniger
Hamiltonian takes the following form8 [23]
Hˆ(Ω) = HˆθN − 2ΩLˆ+ Ω2N , (2.69)
where
Lˆ ≡ −i
N∑
j=1
∂
∂θj
, (2.70)
is the angular momentum operator given in units of ~, the term Ω2N is a constant rotating
rigid-body energy which added to the Hamiltonian makes the system translationally invariant
and does not have an impact on the results [23]. Corresponding unitary transformation is given
by
UˆN (Ω) = eit2ΩLˆ, (2.71)
where the factor 2 (ω = 2Ω) appears because m = 1
2
is chosen. Let us see what will happen
with the time-dependent Gross-Pitaevskii equation in the rotating reference frame
7The transformation to the rotating frame in non-relativistic quantum mechanics may be obtained from the
translation operator U = exp
[
i ~ˆP · ~x(t)
]
with the position ~x(t) = ~vt and the velocity ~v = ~ω×~x. The substitution
leads to Uˆ = exp
[
it
(
~ω × ~ˆx
)
· ~ˆp
]
= exp
[
it~ω · ~ˆL
]
.
8While the wave function in rotating frame takes the form |ψ˜N 〉 = UˆN (Ω) |ψN 〉, the form of Hamiltonian
may be obtained from the evolution equation
i
∂
∂t
UˆN (Ω) |ψN 〉 = UˆN (Ω)i ∂
∂t
|ψN 〉+ i
(
∂
∂t
UˆN (Ω)
)
|ψN 〉
=
(
UˆN (Ω)HˆθN Uˆ†N (Ω)− 2ΩLˆ
)
UˆN (Ω) |ψN 〉 = Hˆ(Ω)UˆN (Ω) |ψN 〉.
One obtains the first two terms of the result (2.69) because
[
HˆθN , Lˆ
]
= 0.
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Uˆ(Ω)
[
− ∂
2
∂θ2
+ 2c˜N |ψ(θ, t)|2
]
Uˆ †(Ω)Uˆ(Ω) |ψ〉 = iUˆ(Ω) ∂
∂t
Uˆ †(Ω)Uˆ(Ω) |ψ〉 , Uˆ(Ω) = eit2Ω(−i∂θ),
[(
−i ∂
∂θ
− Ω
)2
− Ω2 + 2c˜N
∣∣∣ψ˜(θ)∣∣∣2] |ψ˜〉 = i ∂
∂t
|ψ˜〉. (2.72)
Let us define a dimensionless parameter
γ˜ =
c˜N
pi
. (2.73)
For very weak interaction (2cN ≤ O(1)), when the system of bosons may be treated as a
condensate, dynamical and static features can be described by the NLS equation (1.4) or Gross-
Pitaevskii equation (C.5) [23]. The time-independent Gross-Pitaevskii equation in the rotating
frame has the following form [23], [24]9[(
−i ∂
∂θ
− Ω
)2
+ 2piγ˜|ψ(θ)|2 − µch
]
ψ(θ) = 0, θ = 2pi
z
L
∈ [0, 2pi), (2.74)
where ψ(θ) is a wave function of one atom in the condensate. It turns out that above equation
has two types of solutions [23], [24], [25]: plane waves (PW)
ψ
(PW )
J (θ) =
1√
2pi
eiJθ, (2.75)
and the so-called soliton trains (ST)
ψ
(ST )
J,j (θ) =
√
ρj(θ)e
iϕJ,j(θ), (2.76)
where J ∈ Z is the phase-winding number, and j ∈ |Z| is the number of density notches in a
soliton train.
We would like to find analytical expressions for the amplitude
√
ρj(θ) and the phase ϕJ,j(θ).
For this purpose one substitutes the solution ψ(θ) =
√
ρ(θ)exp [iϕ(θ)] into (2.74) and separates
the real and imaginary parts getting
(ρ′)2
4ρ2
− ρ
′′
2ρ
+ (ϕ′)2 − 2Ωϕ′ + Ω2 + 2piγ˜ρ− µch = 0, (2.77)
ρϕ′′ + ρ′ϕ′ − Ωρ′ = 0, (2.78)
where ρ′ = dρ
dθ
and ϕ′ = dϕ
dθ
. The equation (2.78) can be integrated in the following way
y = ϕ′ =⇒ ρy′ + ρ′y − Ωρ′ = 0 =⇒ dy
dθ
=
1
ρ
dρ
dθ
(Ω− y) =⇒
∫
dy
Ω− y =
∫
1
ρ
dρ
dθ
dθ,
q =
1
ρ
=⇒ dq = −dρ
ρ2
= − 1
ρ2
dρ
dθ
dθ =⇒ 1
ρ
dρ
dθ
dθ = −dq
q
=⇒
∫
dy
Ω− y = −
∫
dq
q
,
9The equation (2.74) was obtained in the same way as in appendix C.1 - we only need to take into account
an additional integral of motion −2ΩLˆ+ Ω2N .
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ϕ′ = Ω +
W
ρ
, (2.79)
where W is an integration constant. Inserting above result into (2.77) one obtains
1
4
(ρ′)2 − 1
2
ρ′′ρ+W 2 + 2piγ˜ρ3 − µchρ2 = 0. (2.80)
Tricky substitution [24]
y = −1
4
(ρ′)2 −W 2 + piγ˜ρ3 − µchρ2, (2.81)
leads to the following observation
ρy′ − ρ′y = ρ′
(
1
4
(ρ′)2 − 1
2
ρ′′ρ+W 2 + 2piγ˜ρ3 − µchρ2
)
(2.80)
= 0 =⇒ y
′
y
=
ρ′
ρ
, (2.82)
y = V ρ, (2.83)
where V is an integration constant. Hence, by the integration of formula (2.80) we get
−1
4
(ρ′)2 + piγ˜ρ3 − µchρ2 − V ρ−W 2 = 0. (2.84)
The solution of above differential equation takes the following form [23], [24]
√
ρj(θ) =

N (η)
√
1 + ηdn2
(
jK(m)(θ − θ0)
pi
∣∣∣∣m), γ˜ > 0,
N (η)
√
dn2
(
jK(m)(θ − θ0)
pi
∣∣∣∣m)− ηm′, γ˜ < 0,
(2.85)
where m is called the elliptic parameter of the Jacobi elliptic function dn [26] and j counts
the number of density notches. The so-called complementary elliptic parameter m′ satisfies the
relation m′ + m = 1. Both of elliptic parameters are real numbers belonging to the interval
m,m′ ∈ [0, 1] [26]. From the relation ∫ 2pi
0
ρ(θ)dθ = 1 one obtains the normalization constant
[23], [24]
N (η) =

√
K(m)
2pi [K(m) + ηE(m)]
, γ˜ > 0,√
K(m)
2pi [E(m)− ηm′K(m)] , γ˜ < 0.
(2.86)
K(m) and E(m) are complete elliptic integrals of the first and the second kinds, respectively
[26]. It is convenient to define the following functions [23], [24]
f ≡
{
+
[
pi2γ˜ − 2j2K2(m) + 2j2K(m)E(m)], γ˜ > 0,
− [pi2γ˜ − 2j2K2(m) + 2j2K(m)E(m)], γ˜ < 0, (2.87)
h ≡
{
+
[
pi2γ˜ − 2j2K2(m) + 2j2K(m)E(m) + 2j2mK2(m)], γ˜ > 0,
− [pi2γ˜ − 2j2K2(m) + 2j2K(m)E(m) + 2j2mK2(m)], γ˜ < 0, (2.88)
g ≡ pi2γ˜ + 2j2K(m)E(m), (2.89)
S ≡ sign(J − Ω) =
{
+1, Ω < J,
−1, Ω > J. (2.90)
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Substituting the solution (2.85) into (2.80) we determine the depth of density notches [23], [24]
η =
{
−2j2K2(m)/g ∈ [−1, 0], γ˜ > 0,
g/
[
2j2m′K2(m)
] ∈ [0, 1], γ˜ < 0. (2.91)
By the connection of equations (2.84) - (2.91) one gets [23], [24]
µch =
3
2
γ˜ +
(
j
pi
)2 [
3K(m)E(m)− (2−m)K2(m)] , (2.92)
W ≡ S
2pi4|γ˜|
√
fgh
2
. (2.93)
It should be mentioned that in the calculations we need to remember about the following
boundary conditions
ρ(θ + 2pi)− ρ(θ) = 0, (2.94)
ϕ(θ + 2pi)− ϕ(θ) = 2piJ, J = 0,±1,±2, . . . , (2.95)
where J is the previously mentioned phase winding number.
Let us now concentrate on the equation (2.79). To find the solution ϕ(θ) one has to calculate
∫
dθ
ρj(θ)
=

2pi [K(m) + ηE(m)]
K(m)
∫
dθ
1 + ηdn2
(
jK(m)(θ−θ0)
pi
∣∣∣m) , γ˜ > 0,
2pi [E(m)− ηm′K(m)]
K(m)
∫
dθ
dn2
(
jK(m)(θ−θ0)
pi
∣∣∣m)− ηm′ , γ˜ < 0.
(2.96)
It can be shown that [26]
dn2(u|m) = 1−msn2(u|m),
∫ [
1− ξsn2(u|m)]−1 du = Π(ξ;u|m), (2.97)
where Π(ξ;u|m) is an elliptic integral of the third kind [26]. Therefore, using definitions pre-
sented above and simple algebra, we obtain
∫
dθ
ρj(θ)
=

2pi4γ˜
jK(m)f
Π
(
ξ;
jK(m)(θ − θ0)
pi
∣∣∣∣m), ξ = −2j2mK2(m)f , γ˜ > 0,
− 2pi
4γ˜
jK(m)f
Π
(
ξ;
jK(m)(θ − θ0)
pi
∣∣∣∣m), ξ = 2j2mK2(m)f , γ˜ < 0,
(2.98)
which, with the relation (2.93), leads to
ϕJ,j(θ) = Ωθ +
S
jK(m)
√
gh
2f
Π
(
ξ;
jK(m)(θ − θ0)
pi
∣∣∣∣m) . (2.99)
Last thing we need to consider is the connection between angular momentum obtained from
Bethe ansatz (a good quantum number)
LN =
L
2pi
PN =
N∑
j=1
Ij, (2.100)
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and the average angular momentum of mean-field solutions [23]
〈LN 〉 ≡ N
2pi∫
0
ψ∗
(
−i ∂
∂θ
)
ψdθ. (2.101)
Our purpose is to find the solution for which LN = 〈LN 〉. It turns out that we obtain [23]
〈LN 〉PW
N = J, (2.102)
for the plane wave state (2.75) and
〈LN 〉ST
N = Ω +
S
pi3γ˜
√
fgh
2
, (2.103)
for the soliton-train state (2.76). Assuming that 〈LN 〉 = LN one may write a phase (2.99) as
ϕJ,j(θ) =
(
LN
N −
S
pi3γ˜
√
fgh
2
)
θ +
S
jK(m)
√
gh
2f
Π
(
ξ;
jK(m)(θ − θ0)
pi
∣∣∣∣m) , (2.104)
because
Ω =
LN
N −
S
pi3γ˜
√
fgh
2
. (2.105)
It is clear now that the elliptic parameter m ∈ [0, 1] may be obtained from the boundary
condition for the phase (2.95) if we set the values of LN , J and j. It should be mentioned that
the parameter θ0 ∈ [0, 2pi), which appears in our solutions, is supposed to be a manifestation of
the spontaneous symmetry breaking which occurs during the localization of the quantum dark
soliton [23]. Our numerical results (see chapter 4) confirm the supposition.
Considering now only dark soliton solutions γ˜ > 0, we instantly see that soliton-train
solution (2.85), (2.99) converges to the plane wave solution in the limit η → 0. On the other
hand, the limit η → −1 corresponds to the black soliton(-train) solution. Because η → −1 is
equivalent to f → 0, the eliptic parameter m for black soliton(-train) solutions may be easily
established from the equation f = 0. The gray soliton(-train) appears for −1 < η < 0 [23].
We are particularly interested in the soliton-train solutions. Detailed analysis of mean-field
solutions executed in [23] shows that the ST solutions lie between two parabolic curves on the
(Ω, γ˜)-parameter plane, where the curves correspond to two different phase winding numbers
J , J ′ and intersect at consecutive values of Ω = Ωnodes(|J − J ′|). There is one more interesting
restriction |J − J ′| = j. Otherwise, we obtain only the plane wave solution for J ∈ Z. One
observes that the soliton-train solution combines continuously two plane wave solutions which
angular momenta per particle (2.102) differ by |J − J ′| = j, where j is the number of density
notches.
The last thing we need to consider is the energy functional in the case of the angle space
θ ∈ [0, 2pi). We want to obtain the relation between the main parts of the two following energy
functionals
E[ψ(z), ψ∗(z), c] = N
L∫
0
dz
[|∂zψ(z)|2 + c(N − 1)|ψ(z)|4], (2.106)
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E˜[ψ(θ), ψ∗(θ), c˜ ] = N
2pi∫
0
dθ
[|∂θψ(θ)|2 + c˜(N − 1)|ψ(θ)|4]. (2.107)
Knowing that z = θ
2pi
L and from the normalization relations
L∫
0
dz|ψ(z)|2 =
2pi∫
0
dθ|ψ(θ)|2 = 1, (2.108)
we notice that
∂
∂θ
=
L
2pi
∂
∂z
, dθ =
2pi
L
dz, ψ(θ)←→
√
L
2pi
ψ(z). (2.109)
Therefore one obtains
E˜[ψ(θ), ψ∗(θ), c˜ ] = N
2pi∫
0
dθ
[|∂θψ(θ)|2 + c˜(N − 1)|ψ(θ)|4]
=
2pi
L
N
L∫
0
dz
[(
L
2pi
)3
|∂zψ(z)|2 + c˜
(
L
2pi
)2
(N − 1)|ψ(z)|4
]
= N
(
L
2pi
)2 L∫
0
dz
[
|∂zψ(z)|2 + 2pic˜
L
(N − 1)|ψ(z)|4
]
.
Above result leads to the relations
E[ψ(z), ψ∗(z), c] =
(
2pi
L
)2
E˜[ψ(θ), ψ∗(θ), c˜ ]
∣∣∣∣∣
c˜= Lc
2pi
, (2.110)
c˜ =
Lc
2pi
. (2.111)
For the case of soliton train solution one gets∣∣∣∂θψ(ST )J,j (θ)∣∣∣2 (2.79)= [∂θ√ρj(θ)]2 + [√ρj(θ)(Ω + Wρj(θ)
)]2
. (2.112)
Hence, the energy obtained from Bethe ansatz (1.55) may be compared with
E(ST ) = N
(
2pi
L
)2 2pi∫
0
dθ
{[
∂θ
√
ρj(θ)
]2
+
[√
ρj(θ)
(
Ω +
W
ρj(θ)
)]2
+
Lc
2pi
(N − 1)
∣∣∣∣√ρj(θ)∣∣∣∣4
}
. (2.113)
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Chapter 3
The idea of numerical calculations
3.1 Analytical expressions of norms and form factors
It is well known fact that the Bethe state norm is given by Gaudin-Korepin formula [6],
[27], [28], [29]
〈{k}N | {k}N 〉 = cN
N∏
j>s=1
(kj − ks)2 + c2
(kj − ks)2 detN [G({k}N )]. (3.1)
We also recall the formula for the Gaudin matrix G
Gjs({k}N ) = δjs
[
L +
N∑
m=1
K(kj, km)
]
−K(kj, ks), (3.2)
where
K(k, µ) =
2c
c2 + (k − µ)2 . (3.3)
It should be noted that the entries of Gaudin matrix are simple analytical functions of quasi-
momenta.
For our purposes, we need to consider matrix elements of the field operators in Heisenberg
picture Ψˆ†H(z, t) and ΨˆH(z, t), between Bethe eigenstates 〈{µ}N |, |{k}N+1〉 or 〈{µ}N−1|, |{k}N 〉.
Using the translation, and time evolution relations1 one can write
〈{µ}N |Ψˆ†H(z, t)|{k}N−1〉 = ei(Eµ−Ek)te−i(Pµ−Pk)zF({µ}N , {k}N−1), (3.4)
〈{µ}N−1|ΨˆH(z, t)|{k}N 〉 = ei(Eµ−Ek)te−i(Pµ−Pk)zF({µ}N−1, {k}N ), (3.5)
where Eµ, Ek, Pµ, Pk are the total energies and total momenta of Bethe eigenstates
〈{µ}N |Ψˆ†H(z, t)|{k}N−1〉 : Eµ =
N∑
j=1
µ2j , Ek =
N−1∑
j=1
k2j , Pµ =
N∑
j=1
µj, Pk =
N−1∑
j=1
kj,
〈{µ}N−1|ΨˆH(z, t)|{k}N 〉 : Eµ =
N−1∑
j=1
µ2j , Ek =
N∑
j=1
k2j , Pµ =
N−1∑
j=1
µj, Pk =
N∑
j=1
kj.
(3.6)
1It is known that the shift and time evolution of operator Aˆ are given by the following relations:
Aˆ(z) = Tˆ †(z − z0)Aˆ(z0)Tˆ (z − z0), where the translation operator Tˆ (z − z0) = eiPˆ(z−z0),
Aˆ(t) = Uˆ†(t− t0)Aˆ(t0)Uˆ(t− t0), where the evolution operator Uˆ(t− t0) = e−iHˆ(t−t0).
Therefore, in our case:
〈{µ}N |Ψˆ†H(z, t)|{k}N−1〉 = 〈{µ}N |e−iPˆzeiHˆtΨˆ†H(0, 0)e−iHˆteiPˆz|{k}N−1〉,
〈{µ}N−1|ΨˆH(z, t)|{k}N 〉 = 〈{µ}N−1|e−iPˆzeiHˆtΨˆH(0, 0)e−iHˆteiPˆz|{k}N 〉.
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The field operator form factors
F({µ}N , {k}N−1) = 〈{µ}N |Ψˆ†H(0, 0)|{k}N−1〉 ,
F({µ}N−1, {k}N ) = 〈{µ}N−1|ΨˆH(0, 0)|{k}N 〉 ,
F∗({µ}N , {k}N−1) = F({k}N−1, {µ}N ),
(3.7)
are calculated in [6], [30]
F({µ}N−1, {k}N ) = −i
√
c
( ∏
N−1≥j>s≥1
g(µj, µs)
)( ∏
N≥j>s≥1
g(ks, kj)
)
×
( N∏
j=1
N∏
s=1
h(kj, ks)
)(N−1∏
j=1
d(µj)
)( N∏
s=1
d(ks)
)
Mi({k}), (3.8)
in which
g(k, µ) =
ic
k − µ, h(k, µ) =
k − µ+ ic
ic
, d(k) = eikL/2, (3.9)
Mi({k}) = iN−1c2(N−1)
( N∏
a>b
(ka − kb)
)(N−1∏
a>b
(µb − µa)
)
( N∏
a=1
N−1∏
b=1
(ka − µb)
) detN−1Ujs. (3.10)
The matrix Ujs entries are the functions of quasi-momenta of both eigenstates and are purely
real if c > 0 (repulsive Bose gas) [6]
Ujs({k}N , {µ}N−1) = δjs
i
(
V +j − V −j
)
+
N−1∏
a=1
(µa − kj)
N∏
a6=j
(ka − kj)
(K(kj, ks)−K(kN , js)), (3.11)
where
V ±j =
N−1∏
a=1
(µa − kj ± ic)
N∏
a=j
(ka − kj ± ic)
. (3.12)
Considering the following N -particle density matrix
ρ(z1, . . . , zN , t) = 〈{k}N |Ψˆ†H(z1, t) . . . Ψˆ†H(zN , t)ΨˆH(zN , t) . . . ΨˆH(z1, t)|{k}N 〉, (3.13)
we can put M-particle identity operator
1ˆM =
∑
{µ}M
|{µ}M〉 〈{µ}M|
〈{µ}M|{µ}M〉 , (3.14)
between each pair of the field operators (whereM is the proper number of particles). Therefore,
using the relations (3.4) and (3.5) we obtain
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ρ(z1, . . . , zN , t) =
∑
{µ}N−1,...,{µ}1
{λ}N−1,...,{λ}1
ζ
({zj}, t, {E{α}s}, {P{α}s}) 〈{µ}1|Ψˆ†H(zN , t)ΨˆH(zN , t)|{λ}1〉
×F({k}N , {µ}N−1) . . .F({µ}2, {µ}1)F({λ}1, {λ}2) . . .F({λ}N−1, {k}N )〈{µ}N−1|{µ}N−1〉 . . . 〈{µ}1|{µ}1〉 〈{λ}1|{λ}1〉 . . . 〈{λ}N−1|{λ}N−1〉 , (3.15)
where
ζ
({zj}, t, {E{α}s}, {P{α}s}) = ei(E{λ}1−E{µ}1)te−i(P{λ}N−1−P{µ}N−1)z1
×
N−2∏
p=1
e
−i
(
P{µ}p+1+P{λ}p−P{µ}p−P{λ}p+1
)
zN−p (3.16)
The general formula (3.15) is very complicated. Fortunately, it is possible to prepare the
iterative procedure which uses the results presented in this section. The method is perfect to
numerical applications [17].
3.2 The iterative procedure
Let us now consider the N -particle system and measure all the particles not simultaneously,
but step by step. In this case, we want to get to know the probability density of finding the
particle in every step. The one-particle density matrix in the first step may be written in the
following form
ρ1(z1, t) =
〈{k}N |Ψˆ†H(z1, t)ΨˆH(z1, t)|{k}N 〉
〈{k}N |{k}N 〉
=
∑
{µ}N−1
〈{k}N |Ψˆ†H(z1, t)|{µ}N−1〉√〈{k}N |{k}N 〉 〈{µ}N−1|{µ}N−1〉 〈{µ}N−1|ΨˆH(z1, t)|{k}N 〉√〈{k}N |{k}N 〉 〈{µ}N−1|{µ}N−1〉 . (3.17)
Rewriting an initial state in normalized form
|ψ0〉 = |{k}N 〉√〈{k}N |{k}N 〉 , (3.18)
we notice that the N − 1-particle state |ψ1〉 has the following form
|ψ1〉 ≡ ΨˆH(z1, t)√N |ψ0〉 =
1√N
∑
{µ}N−1
|{µ}N−1〉 〈{µ}N−1|ΨˆH(z1, t)|{k}N 〉
〈{µ}N−1|{µ}N−1〉
√〈{k}N |{k}N 〉
=
1√N
∑
{µ}N−1
ei(E{µ}N−1−E{k}N )te−i(P{µ}N−1−P{k}N )z1
|{µ}N−1〉 F({µ}N−1, {k}N )
〈{µ}N−1|{µ}N−1〉
√〈{k}N |{k}N 〉 . (3.19)
Hence
ρ1(z1, t) = 〈ψ1|ψ1〉 = 1N 〈ψ0|Ψˆ
†
H(z1, t)ΨˆH(z1, t)|ψ0〉
=
1
N
∑
{µ}N−1
|F({µ}N−1, {k}N )|2
〈{µ}N−1|{µ}N−1〉 〈{k}N |{k}N 〉 = const. (3.20)
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One instantly sees that, in the first step the probability density of finding one particle in the
system has to be uniform.
Defining [17]
Γ(z1, t, {µ}N−1) ≡ Λ ({µ}N−1, {k}N , z1, t)F({µ}N−1, {k}N )√N 〈{µ}N−1|{µ}N−1〉 〈{k}N |{k}N 〉 , (3.21)
where
Λ ({µ}N , {λ}M, zj, t) ≡ ei(E{µ}N−E{λ}M)te−i(P{µ}N−P{λ}M)zj , (3.22)
we obtain compact form of |ψ1〉 and ρ1(z1, t)
|ψ1〉 =
∑
{µ}N−1
|{µ}N−1〉√〈{µ}N−1|{µ}N−1〉Γ(z1, t, {µ}N−1), (3.23)
ρ1(z1, t) =
∑
{µ}N−1
|Γ(z1, t, {µ}N−1)|2. (3.24)
Let us now consider the second particle. The state of the system after second measurement
(N − 2-particle state) is given by
|ψ2〉 ≡ ΨˆH(z2, t)√N − 1 |ψ1〉 =
1√N − 1
∑
{µ}N−2
|{µ}N−2〉√〈{µ}N−2|{µ}N−2〉
×
∑
{µ}N−1
〈{µ}N−2|ΨˆH(z2, t)|{µ}N−1〉√〈{µ}N−2|{µ}N−2〉 〈{µ}N−1|{µ}N−1〉Γ(z1, t, {µ}N−1)
=
∑
{µ}N−2
|{µ}N−2〉√〈{µ}N−2|{µ}N−2〉
×
∑
{µ}N−1
Λ ({µ}N−2, {µ}N−1, z2, t)F({µ}N−2, {µ}N−1)√N − 1√〈{µ}N−2|{µ}N−2〉 〈{µ}N−1|{µ}N−1〉Γ(z1, t, {µ}N−1)
=
∑
{µ}N−2
|{µ}N−2〉√〈{µ}N−2|{µ}N−2〉Γ(z1, z2, t, {µ}N−2), (3.25)
while
Γ(z1, z2, t, {µ}N−2)
≡
∑
{µ}N−1
Λ ({µ}N−2, {µ}N−1, z2, t)F({µ}N−2, {µ}N−1)√N − 1√〈{µ}N−2|{µ}N−2〉 〈{µ}N−1|{µ}N−1〉Γ(z1, t, {µ}N−1). (3.26)
Probability density in the second step has exactly the same form as before (3.24) [17]
ρ2(z2, t) = ρ02
∑
{µ}N−2
|Γ(z1, z2, t, {µ}N−2)|2, (3.27)
where ρ02 is normalization factor and z1 is fixed2.
2One should remember that the procedure is iterative. Therefore, another measured particles have fixed
coordinate positions and subsequent probability densities are one-particle.
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After two steps, we notice that the procedure is given by a simple prescription [17]
|ψj〉 = ΨˆH(zj, t)√N + 1− j |ψj−1〉 =
∑
{µ}N−j
|{µ}N−j〉√〈{µ}N−j|{µ}N−j〉Γ(z1, . . . , zj, t, {µ}N−j), (3.28)
Γ(z1, . . . , zj, t, {µ}N−j)
≡
∑
{µ}N−j+1
Λ ({µ}N−j, {µ}N−j+1, zj, t)F({µ}N−j, {µ}N−j+1)Γ(z1, . . . , zj−1, t, {µ}N−j+1)√N − j + 1√〈{µ}N−j|{µ}N−j〉 〈{µ}N−j+1|{µ}N−j+1〉 ,
(3.29)
ρj(zj, t) = ρ0j
∑
{µ}N−j
|Γ(z1, . . . , zj, t, {µ}N−j)|2, (3.30)
where ρ0j is normalization factor for j-th probability density.
The last step in the procedure is quite different. After N − 1 steps our state is given by
|ψN−1〉 =
∑
{µ}1
|{µ}1〉√〈{µ}1|{µ}1〉Γ(z1, . . . , zN−1, t, {µ}1), (3.31)
where Γ(z1, . . . , zN−1, t, {µ}1) is known. The last state may be calculated in the following way
|ψN 〉 = ΨˆH(zN , t) |ψN−1〉 = e−iPˆ zN eiHˆtΨˆH(0, 0)e−iHˆteiPˆ zN |ψN−1〉
= e−iPˆ zN eiHˆt
∑
{µ}1
e−iE{µ}1 teiP{µ}1zN ΨˆH(0, 0) |{µ}1〉√〈{µ}1|{µ}1〉 Γ(z1, . . . , zN−1, t, {µ}1), (3.32)
then using the equation (3.3) from [30] one gets
ΨˆH(0, 0) |{µ}1〉 = −i
√
c a(µ)
 1∏
m=1
m6=l
f(µl, µm)
 |0〉 = −i√c e−iLµ/2 |0〉, (3.33)
where we have used the fact that
1∏
m=1
m 6=l
f(µl, µm) = 1, a(µ) = e
−iLµ/2. (3.34)
Therefore we obtain
|ψN 〉 = −i
√
c e−iLµ/2e−iPˆ zN eiHˆt |0〉
∑
{µ}1
e−iE{µ}1 teiP{µ}1zN√〈{µ}1|{µ}1〉 Γ(z1, . . . , zN−1, t, {µ}1)
= −i√c
∑
{µ}1
e−iE{µ}1 teiP{µ}1 (zN−L/2) |0〉√〈{µ}1|{µ}1〉 Γ(z1, . . . , zN−1, t, {µ}1), (3.35)
which leads to
ρN (zN , t) = ρ0N 〈ψN |ψN 〉 = ρ0N c
∑
{µ}1,{λ}1
Λ ({λ}1, {µ}1, zN − L/2, t)√〈{µ}1|{µ}1〉 〈{λ}1|{λ}1〉
×Γ∗(z1, . . . , zN−1, t, {λ}1)Γ(z1, . . . , zN−1, t, {µ}1). (3.36)
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3.3 The indispensable cut offs
In our iterative method we have to perform a summations over all possible eigenstates
|{µ}M〉 for M = 1, . . . ,N − 1. Unfortunately, there is infinite number of states |{µ}M〉 for
each M. In numerical calculations one has to restrict to the relevant elements of the sums
only. Fortunately, interesting states are very close energetically to the ground state of the
energy (P gN = 0, E
g
N = 0). Therefore, we believe that it is sufficient to restrict our Hilbert
space to the states whose absolute values of total momentum |PM| and single quasi-momentum
|kj|, j = 1, . . . ,M, are not bigger than a few Fermi quasi-momentum kF (see also [17]). At the
level of the first step of our iterative procedure, it means that the normalized form factors
F ({µ}N−1, {k}N ) = F({µ}N−1, {k}N )√〈{µ}N−1|{µ}N−1〉√〈{k}N |{k}N 〉 , (3.37)
decay very quickly with the increase of energy of the state |{µ}N−1〉, if the state |{k}N 〉 is very
close to the ground state of energy. The Hilbert space cut off just eliminates the form factors
whose contribution to the sum is negligible. Because of the structure of our procedure (the
values of F ({µ}N−1, {k}N ) play an important role in every step of calculations), we believe
that our results will be converged.
It turns out, that in our computer simulations, the case of strong interactions (c = 8, N = 8,
L = 1 =⇒ γ = c
ρ
= 1) is the most difficult. In this regime, for N = 8 we have truncated the
sums to the states parametrized by the collections {I1, . . . , IM},M = 1, . . . ,N − 1, where{
−9 ≤ Ij ≤ 9, M odd,
−19
2
≤ Ij ≤ 192 , M even,
(3.38)
and restricted to the values of the single quasi-momenta and the total momentum of the states
contained in the Table 3.1. a). The weak interactions regime is far simpler because using ex-
actly the same collections as in the case of strong interactions (3.38) we easily obtain much
higher cut offs for quasi-momenta and the total momentum of the states in terms of the Fermi
momentum (Table 3.1. b)). The comparison of numerical results presented in the Tables 3.1.
a) and b) shows clearly that the summations in the case of weak interactions consist of the states
Table 3.1. The maximal values of the single quasi-momentum kj and the total momentum P of the M-
particle states in the truncated summation. The values of the Fermi quasi-momenta kF and the number of states
for M = 1, . . . , 7 are presented too. Table a) contains data for the case of strong interactions (c = 8, N = 8,
L = 1 =⇒ γ = c/ρ = 1), b) presents data for the case of weak interactions (c = 0.08, N = 8, L = 1 =⇒ γ
= c/ρ = 0.01).
a)
M kF |kj|/kF ≤ |P |/kF ≤ number of elements
7 8.8005 4.9577 5.7117 26080
6 7.7328 6.2739 5.6878 17572
5 6.5742 7.2545 5.7344 5124
4 5.2965 9.0047 7.1178 4845
3 3.8524 14.0478 39.1434 969
2 2.1538 27.2559 52.5118 190
1 0 18pikF 18pikF 19
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b)
M kF |kj|/kF ≤ |P |/kF ≤ number of elements
7 1.0573 36.2848 47.5414 26080
6 0.9372 47.4582 46.9295 17572
5 0.8054 54.9944 46.8079 5124
4 0.6581 77.3797 305.5188 4845
3 0.4883 103.9397 308.8193 969
2 0.2819 201.5983 401.1966 190
1 0 18pikF 18pikF 19
which are much more „distant” (in the sense of energy and total momentum) from the initial
state than in the case of relatively strong interactions.
In order to calculate the reduced single-particle density ρ1(z), we choose only the normalized
form factors whose absolute values are not smaller than α|Fmax|, where |Fmax| is the maximal
absolute value of the collected normalized form factors. It turns out that the number of relevant
elements in the case of strong interactions is much bigger than in the case of weak interactions.
The α parameter was determined by the analysis of the integrals of the single particle prob-
ability densities
∫ L
0
ρ1(z)dz. For the case of strong interactions (c = 8) we have established
αs = 10
−3 which causes the deviation of
∫ L
0
ρ1(z)dz from 1 of the order 10−4. In the case
of weak coupling (c = 0.08) one can easily obtain the deviation of the order 10−6 - we have
taken3 αw = 10−4. The described cut off was executed in every step of all simulations with
parameter αs (αw) for strong (weak) interactions [17]. In the Figures 3.1. a) and b) we present
histograms of the absolute values of normalized form factors |F ({µ}7, {k}8)| for two different
initial states corresponding to one (a)) and two (b)) hole excitations with different coupling
constants (c = 0.08 and c = 8).
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Figure 3.1. a) The distributions of |F ({µ}7, {k1}8)| for weak (c = 0.08) and strong (c = 8) interactions in the
case of one hole excited state {k1}8 parametrized by the collection C81 sol = C8g
[
1
2 → 92
]
=
{− 72 , . . . ,− 12 , 32 , . . . ,
9
2
}
. The same kind of distributions but for different state {k2}8 was presented in plot b). The state {k2}8
corresponds to two hole excitation and is given by C82 sol = C8g
[− 12 → − 92 , 12 → 92] = {− 92 , . . . ,− 32 , 32 , . . . , 92}.
Because of the character of the excitation, we will call the state {k2}8 as symmetric.
3The indices „s” and „w” corresponds to the strong and weak interactions, respectively.
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We immediately see that, the maxima of distributions for strong interactions are much closer
to the max {|F ({µ}7, {k}8)|} than in the case of weak coupling. This indicates that, for a strong
coupling, we need to take into account a few times more elements in every step of simulations
which causes a very significant increase of the computer simulation time.
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Chapter 4
The numerical results
4.1 Preliminary information
Analyzed system is given by the Lieb-Liniger Hamiltonian (1.3), where the box length L = 1
and the number of particles N = 8. In our computer simulations we have considered several
low-lying excited states belonging to the branch of the Lieb’s type II excitations for two differ-
ent coupling constants c = 0.08 (γ = c/ρ = 0.01) and c = 8 (γ = c/ρ = 1), which correspond
to weak and strong interaction regimes, respectively. Furthermore, we have chosen t = 0. Our
purpose is to show that the Lieb’s type II excitations have dark solitonic nature. In the next
sections we present the emergence of dark solitons in the course of measurements of particle
positions. The considered initial states may be divided into single and double soliton states
which are parametrized by the following collections:
Single soliton states:
C8,(black)1 sol = C8g
[
1
2
→ 9
2
]
=
{
−7
2
, . . . ,−1
2
,
3
2
, . . . ,
9
2
}
, P
8,(black)
1 sol =
8pi
L
,
C8,(gray1)1 sol = C8g
[
−1
2
→ 9
2
]
=
{
−7
2
, . . . ,−3
2
,
1
2
, . . . ,
9
2
}
, P
8,(gray1)
1 sol =
10pi
L
,
C8,(gray2)1 sol = C8g
[
−3
2
→ 9
2
]
=
{
−7
2
, . . . ,−5
2
,−1
2
, . . . ,
9
2
}
, P
8,(gray2)
1 sol =
12pi
L
,
C8,(gray3)1 sol = C8g
[
−5
2
→ 9
2
]
=
{
−7
2
,−3
2
, . . . ,
9
2
}
, P
8,(gray3)
1 sol =
14pi
L
,
C8PW = C8g
[
−7
2
→ 9
2
]
=
{
−5
2
, . . . ,
9
2
}
, P 8PW =
16pi
L
.
(4.1)
We expect that the collection C8,(black)1 sol corresponds to the single black soliton state because the
corresponding mean-field soultion with the average particle momentum P 8,(black)1 sol /N = piL reveals
black soliton profile. Similarly we expect that the collections C8,(gray1)1 sol , C8,(gray2)1 sol and C8,(gray3)1 sol
should generate single gray soliton states, where the density notches are expected to be the
shallower, the bigger total momentum. The highest possible one hole excitation of the Lieb’s
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type II spectrum, which is parametrized by the set C8PW , reduces to the plane wave (PW ) state
and is called an umklapp excitation. All the states parametrized in (4.1) have been analyzed
in our simulations for the case of weak interactions (c = 0.08). In the case of strong coupling
(c = 8), we have considered only the one hole excited state generated by C8,(black)1 sol .
Double soliton states:
C8,(sym)2 sol = C8g
[
−1
2
→ −9
2
,
1
2
→ 9
2
]
=
{
−9
2
, . . . ,−3
2
,
3
2
, . . . ,
9
2
}
, P
8,(sym)
2 sol = 0,
C8,(ns1)2 sol = C8g
[
−1
2
→ 9
2
,
1
2
→ 11
2
]
=
{
−7
2
, . . . ,−3
2
,
3
2
, . . . ,
11
2
}
, P
8,(ns1)
2 sol =
20pi
L
,
C8,(ns2)2 sol = C8g
[
1
2
→ 9
2
,
3
2
→ 11
2
]
=
{
−7
2
, . . . ,−1
2
,
5
2
, . . . ,
11
2
}
, P
8,(ns2)
2 sol =
16pi
L
.
(4.2)
All of the above collections are supposed to be parametrizations of double soliton states, which
we verify for the case of weak interactions by the numerical simulations in the next section. For
strong interactions, time of computer simulations is very long. Therefore, we have chosen only
one of the states form (4.2) - the symmetric state generated by C8,(sym)2 sol . The upper index „ns”
means the „non-symmetrical” two hole excitations.
The localization of dark solitons is a manifestation of the spontaneous symmetry breaking
where the position of the notch localizes at any value from z0 ∈ [0,L = 1). Therefore, we expect
that in every computer simulation the position of soliton will be different. All the simulations
provide 8 positions of measured particles which allows us to prepare a histogram. Obviously, the
number of particles is very small, hence we perform 104 simulations and using the periodicity
of the system (a ring topology) we may easily shift the particle positions so that the position of
the anticipated soliton is always the same on a ring [17] (z0 = L/2(L/4) for the single (double)
soliton case). The observation allows us to examine the histogram consisting of 8 · 104 counts.
At this point the following question arises: how to determine the position of dark soliton
(density notch) in a single simulation? We propose two methods: treating the minimum of the
last probability densities (for the 8th particle) as a position of a dark soliton (density notch)
[17] and the calculation of the center of mass reflection (see appendix E). It turns out that the
first proposition is better (results are much closer to the mean-field predictions) but we present
the results obtained using both methods for the purpose of comparison.
Additionally, we analyze the changes of conditional probability density for a choice of j-th
particle provided the previous (j−1) particles have been already measured. We observe various
behavior of the system during the process of density notches localization (see the discussion
about anticipated double soliton states for weak interaction regime).
4.2 Weak interaction regime
The calculations in the weak coupling regime were performed for N = 8, L = 1, c = 0.08, i.e.
γ = 0.01. For every considered state we present the final results obtained from 104 simulations.
The numerical results obtained for all the considered states are presented below (see also [17]).
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Single black soliton parametrized by C8,(black)1 sol
In the Figure 4.1. we present the changes of conditional probability density for a choice
of j-th particle provided the previous (j − 1) particles have been already measured for four
randomly chosen simulations (a)-d)). We also show the mean-field solution corresponding to
the state given by C8,(black)1 sol , i.e. dark soliton solution related to the average particle momentum
equal to P 8,(black)1 sol /N .
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Figure 4.1. Numerically obtained subsequent conditional probability densities (3.30) for four accidentally chosen
simulations. As expected, the probability density for the measurement of the first particle is uniform. The density
profiles which correspond to the measurement of the last particle (8th) are distinctly similar to the corresponding
mean-field solution. The positions of successively measured particles: a) {0.642, 0.819, 0.623, 0.715, 0.904, 0.902,
0.786, 0.854}, b) {0.682, 0.669, 0.459, 0.479, 0.503, 0.598, 0.393, 0.491}, c) {0.072, 0.878, 0.138, 0.250, 0.047, 0.850,
0.037, 0.972}, d) {0.208, 0.497, 0.231, 0.313, 0.386, 0.454, 0.376, 0.436}, where the order from left to right corre-
sponds to the order of the particle measurement.
We immediately see, that the obtained results agree surprisingly well with our expectations.
Exactly the same one can say about the normalized histograms created from the measured
positions of the particles. As we mentioned, in order to prepare histograms we had to shift the
positions of particles in every single simulation. For this purpose, we had to find the soliton
positions in all the simulations. It was done in two different ways: using the algorithm described
in the appendix E and finding the positions of minima of the last conditional probability
densities. Histograms obtained using the first (second) method are presented in the Figure 4.2.
a) (b)). The histograms were prepared both from all the measured particles and the last (8th)
measured particles in every single simulation. In the latter case we took the positions obtained
from the last steps of the simulations. As always we compare the obtained results with the
mean-field solution.
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Figure 4.2. Histograms obtained using the two methods of the soliton position determination: calculation as in
appendix E (plot a)) and finding the minimum of the last (8th) probability density plot (b)). Blue (red) lines
represent the normalized histograms obtained from all the measured particles (last particles) in every single
simulation. The agreement between the mean field solution and the histogram obtained from the 8th particle
positions in b) is amazingly good. We suppose that, the deviations between blue curves and the mean-field
solution in b) are caused by a small number of particles N . Moreover, we notice that the method proposed in
appendix E gives the results that significantly deviate from our expectation, see a).
Single gray soliton parametrized by C8,(gray1)1 sol , C8,(gray2)1 sol , C8,(gray3)1 sol and C8PW
As previously we show the changes of the conditional probability density (3.30) - two ran-
domly chosen simulations for each of the considered states. The results presented in the Figures
4.3. a)-f) confirm our conjectures about the behavior of the depth of the density notches dur-
ing the increase of the total momentum. Moreover, the probability densities for 8th particle
and mean-field predictions are with excellent agreement, again. Also the expectations for the
umklapp (plane wave) excitation are confirmed well (Figure 4.3. g) and h)).
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Figure 4.3. Changes of the conditional probability density in the course of measurements of particle positions
for the states generated by the collections C8,(gray1)1 sol (a) and b)), C8,(gray2)1 sol (c) and d)), C8,(gray3)1 sol (e) and f)) and
C8PW (g) and h)). The numerical results agree with the mean-field predictions. As we expected, the depth of
density notches is the shallower, the total momentum is closer to N 2piL . Furthermore, the computer simulations
show that the umklapp (plane wave) excitation corresponds to nearly uniform distributions - note that vertical
scale in g) and h) is different than in the other panels. The positions of successively measured particles are: a)
{0.010, 0.839, 0.629, 0.073, 0.810, 0.927, 0.634, 0.045}, b) {0.010, 0.384, 0.254, 0.246, 0.331, 0.131, 0.263, 0.388}, c)
{0.010, 0.790, 0.445, 0.996, 0.566, 0.875, 0.699, 0.604}, d) {0.010, 0.549, 0.088, 0.482, 0.386, 0.462, 0.302, 0.439}, e)
{0.010, 0.912, 0.035, 0.962, 0.394, 0.320, 0.315, 0.157}, f) {0.010, 0.449, 0.689, 0.744, 0.830, 0.605, 0.362, 0.735}, g)
{0.010, 0.707, 0.553, 0.099, 0.723, 0.692, 0.841, 0.346} and h) {0.010, 0.949, 0.372, 0.960, 0.241, 0.611, 0.394, 0.604}.
The position of the first particle in every single simulation was chosen as z1 = 0.010 which does not break the
generality of our results.
The histograms representing averaged particle densities for the states, corresponding to gray
soliton mean-field solutions are depicted in Figures 4.4. a)-f). The averaged densities obtained
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Figure 4.4. The averaged particle densities for the states corresponding to C8,(gray1)1 sol (a) and b)), C8,(gray2)1 sol (c) and
d)), C8,(gray3)1 sol (e) and f)), where the position of soliton in every simulations is determined by calculation of the
center of mass relfection (a), c) and e)), see appendix E, and by a minimum of the last conditional probability
densities (b), d) and f)).
from the positions of 8th particles (where the soliton position in every single simulation is
established based on the minimum of the 8th conditional probability density) agree very well
with the mean-field profiles.
Double soliton parametrized by C8,(sym)2 sol , C8,(ns1)2 sol and C8,(ns2)2 sol
The last part of the weak interactions examination is devoted to double soliton states.
The analysis of numerical data has been carried out in the way analogous to the case of a
single soliton. There is only one difference - the method described in appendix E is unusable
in this case. Furthermore, the centering of single histograms on the position of center of mass
is not effective method too. Therefore, the only method we use in the double soliton case
is to find the minima of the 8th conditional probability densities. Figures 4.5. a)-f) present
the changes of the conditional probability density in the course of measurement of particle
positions for the 3 double soliton states described in (4.2). It turns out that shapes of the
probability densities for the last particle (8th) are almost identical in these three cases but the
processes of solitons localization are distinctly different. In the symmetric case C8,(sym)2 sol notches
of conditional probability densities are deeper and deeper in every subsequent step. For the
initial state parametrized by C8,(ns2)2 sol we observe that the 2nd conditional densities have deeper
notches than third conditional densities and very close to the 4th densities. The most strange
behavior of the conditional densities we obtain for the state C8,(ns1)2 sol . It turns out that in this
case the conditional probability densities are nearly uniform up to the 4th measurement when
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distinct density notches reveal after the measurement of the third particle. The histograms are
depicted in the Figures 4.6. a)-c).
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Figure 4.5. Changes of conditional probability densities for a choice of the j-th particle provided (j − 1)
particles have been measured for three states corresponding to C8,(sym)2 sol (a) and b)), C8,(ns2)2 sol (c) and d))
and C8,(ns1)2 sol (e) and f)). As we expected, the first two states correspond to the double black soliton excita-
tions - the numerical results are with almost excellent agreement with mean-field (m-f) predictions. The 8th
densities for the third state C8,(ns1)2 sol also look like double black soliton state. It is easy to see that in this
case the system needs 3 particles to be measured in order to make up a „decision” about the soliton lo-
calization. The positions of measured particles are: a) {0.554, 0.212, 0.145, 0.647, 0.210, 0.810, 0.817, 0.332}, b)
{0.045, 0.937, 0.877, 0.980, 0.390, 0.046, 0.391, 0.972}, c) {0.669, 0.013, 0.402, 0.340, 0.462, 0.828, 0.375, 0.891}, d)
{0.349, 0.754, 0.039, 0.674, 0.255, 0.277, 0.267, 0.242}, e) {0.005, 0.838, 0.581, 0.019, 0.853, 0.389, 0.934, 0.471} and
f) {0.005, 0.417, 0.896, 0.840, 0.336, 0.022, 0.098, 0.330}.
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Figure 4.6. Histograms obtained on the basis of all particles (blue curves) and on the basis of the last (8th)
particle measured in each realisation of the detection process corresponding to 3 eigenstates defined by C8,(sym)2 sol
(a)), C8,(ns2)2 sol (b)) and C8,(ns1)2 sol (c)). The mean-field predictions fit very well to the density profiles obtained from
the 8th particles positions in all the cases.
4.3 Strong interaction regime
In the strong interaction case, we also consider N = 8 - particle system closed in the pe-
riodic box with the length L = 1. The coupling constant in this case is equal to c = 8 which
means that γ = 1. For both considered states C8,(black)1 sol and C8,(sym)2 sol , see (4.1) and (4.2), we have
performed 104 computer simulations (see also [17]).
Single density notch parametrized by C8,(black)1 sol
In the Figures 4.7. a)-d) we present 4 examples how the conditional probability density
changes in the course of measurements. Figures 4.8. a) and b) show the histograms obtained
using two methods described earlier. The numerical results confirm that the considered state,
which is generated by the collection C8,(black)1 sol , corresponds to the single density notch in the
probability density. That is the notches appears also in the strong coupling regime. Moreover,
the density notches are narrower than in the case of weak interactions but much wider than the
corresponding healing length ξ = 1/8. The observation is similar to the results obtained in [7],
where the notch in the reduced single particle probability density is created by the superposition
58
of the Lieb’s type II eigenstates. We also notice that the conditional probability density profiles
are not as regular as in the case of the weak coupling regime but the density notches are totally
„black”.
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Figure 4.7. The conditional probability density changes in the course of measurement of particle positions for 4
randomly chosen simulations in the case of strong interactions, c = 8, where the initial state is parametrized by
C8,(black)1 sol , see (4.1). The first particle position was taken at z1 = 0.005 in all the simulations. All the positions of
particles obtained in presented cases have the following values a) {0.005, 0.655, 0.813, 0.787, 0.613, 0.055, 0.027, 0.130},
b) {0.005, 0.239, 0.848, 0.628, 0.717, 0.939, 0.148, 0.637}, c) {0.005, 0.088, 0.898, 0.205, 0.473, 0.211, 0.438, 0.755} and
c) {0.005, 0.156, 0.709, 0.906, 0.552, 0.621, 0.894, 0.636}.
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Figure 4.8. Histograms which represent the averaged probability densities for the state given by C8,(black)1 sol ob-
tained using two methods: a) calculation of density notch position as in appendix E, b) finding a position of
density notch formed in the last (8th) conditional probability density. We present the histograms obtained both
from the positions of all the particles (blue line) and the 8th measured particles (red line). In the histogram
b) we compare the results with the curve that represents mean over all the 8th conditional probability densities.
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We instantly see that the method of finding the dark soliton position proposed in appendix
E gives the histogram which is distinctly different from the 8th density profiles in every single
simulations. The profile presented in the Figure 4.8. a) is much wider than the histogram b).
Corresponding healing length ξ = 1/8 is much closer to the width of histogram b) than his-
togram a). Nevertheless, we need to remember that the healing length corresponds to the case
of weak interactions. Hence, in the strong coupling regime ξ may be treated only as a width
scale but not as a precise prediction.
Double density notch parametrized by C8,(sym)2 sol
The last analyzed state, corresponding to C8,(sym)2 sol , see (4.2), has a double notch structure,
even in the strong coupling regime which may be inferred from the numerical results presented
in the Figures 4.9. a)-d) and 4.10. a). The first four plots (Figure 4.9. a)-d)) show the conditional
probability density changes after the measurement of particle positions for 4 accidentally chosen
simulations. Figure 4.10. a) depicts histograms obtained from all the simulations, where the
notch positions were determined by the minima of the last (8th) conditional probability densities
in every single simulation.
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Figure 4.9. Changes of the conditional probability densities for 4 randomly chosen simulations for strong interac-
tions, where the initial state is parametrized by C8,(sym)2 sol , see (4.2). Despite large irregularities of the probability
density profiles, without a shadow of a doubt, we observe two density notches in the last (8th) probability den-
sities. The positions of the successively measured particles in presented simulations have the following values:
a) {0.007, 0.662, 0.170, 0.123, 0.534, 0.577, 0.950, 0.163}, b) {0.007, 0.137, 0.156, 0.612, 0.854, 0.590, 0.451, 0.960},
c) {0.007, 0.259, 0.092, 0.207, 0.668, 0.896, 0.590, 0.024}, d) {0.007, 0.239, 0.293, 0.174, 0.950, 0.110, 0.611, 0.184}.
It turns out that, in contrast to the weak coupling case, the distances between the two notches
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∆z are not the same in all the simulations. The differences in ∆z are very noticeable and their
distribution is presented in the Figures 4.11. a) and b) in the form of histograms. Because of
the ring topology of the system, the distance between two solitons cannot be larger that L/2.
It should be mentioned that 200 out of the 104 simulations have led to results where a single
very wide notch or very irregular profile has formed in the 8th conditional probability density.
Such 200 cases are not taken into account in the histograms presented in the Figures 4.11. a)
and b). Figure 4.12. shows two examples (a) and b)) of the omitted cases.
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Figure 4.10. The averaged probability densities obtained from all and the 8th measured particles, where the
initial state was parametrized by the collection C8,(sym)2 sol . We observe that only the one of two notches is clearly
visible. The other density notch is much wider and shallower. It is caused by the fluctuations of the relative
distance between the two minima of the last conditional probability densities. The positions of density notches
are established as a two main minima of the last (8th) conditional probability densities. The deeper one is
shifted to the position z0 = 0.25. The results obtained for 8th particles converge to the mean over all the 8th
conditional probability densities.
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Figure 4.11. The distribution of the relative distances between two density notches measured as a difference
between the positions of the left and right density notches in every realization of detection process (where the
deeper notch is treated as the left notch) a). Because of the ring topology of the system, the distances cannot
be larger that L/2 = 0.5. The corresponding histogram is presented in the plot b).
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Figure 4.12. Two of 200 results, where the last (8th) conditional probability densities cannot be identified as a
profiles consisting of two nothes. The shapes of the last conditional probability densities may be caused by „un-
lucky” values of the positions of the measured particles: a) {0.007, 0.397, 0.002, 0.942, 0.684, 0.043, 0.142, 0.624},
b) {0.007, 0.962, 0.527, 0.174, 0.773, 0.261, 0.099, 0.772}. It is noticeable that the first a few measurements cause
the appearance of two shallow density notches but the last measurements give the positions which are very close
to the positions of the notches. Finally, the profiles of the 8th conditional probability densities become very
different from a typical case. We believe that the situation is caused by a very small number of particles in our
system and the effect would not be observed if N  8.
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Recapitulation
The one-dimensional system of ultracold non-relativistic bosons which interact via point-like
contact potential (the Lieb-Liniger model) has the analytical solution given by the Bethe ansatz
method. Traditionally, one imposes a periodic boundary conditions changing the topology of the
system to a ring topology (section 1.3). The complete description of the solution is presented
in chapter 1 and is complemented by the discussion about quasi-momenta (section 1.4) and
thermodynamic limit (section 1.6).
The analysis of elementary excitations shows that we can divide them into two types (I
and II) which satisfy different dispersion relations (section 2.1). It turns out that the Lieb’s
type I excitation corresponds to sound waves (Bogoliubov spectrum) in the system and may
be presented as particle insertion in the termodynamic limit (section 2.2). The second type
corresponds to the so-called „hole” states because, in thermodynamic limit, it may be described
as removal of one particle from the system (section 2.3) - „hole” creation. It turns out that
the dispersion relation of the Lieb’s type II excitation is very similar to the dispersion relation
obtained for dark soliton in the semi-classical description of the Lieb-Liniger model (section
2.4). This result suggests that the type II excitation may have solitonic nature. It is also shown
that the soliton solutions may be obtained in the mean-field approach. The solutions are given
in terms of the Jacobi functions and appear stationary in the rotating frame of reference (section
2.5). Notwithstanding, it has not been shown in the literature that measurements of positions
of particles reveal dark soliton density profiles if the system is prepared in a type II eigenstate.
Using the analytical results of norms and form factors, which we remind in the section 3.1,
we have developed the iterative procedure (section 3.2). The procedure allows us to examine
subsequent conditional probability densities for a choice of j-th particle provided the previous
(j − 1) particles have been already measured, during the detection process. As expected, we
observed that the probability density for a measurement of the first particle in the system is
uniform. We have also showed that the detection process induces breaking of the translational
symmetry and emergence of dark solitons (density notches) which localize at different positions
in space in different realizations (see the results presented in sections 4.2 and 4.3).
Performed numerical simulations confirm the mean-field predictions amazingly well even
for as small particle number as N = 8. The last conditional density profiles coincide with
corresponding mean-field solutions for all the considered states (section 4.2). It turns out that
the processes of the density notches localization strongly depends on the form of initial state
(see the discussion about the results obtained for double soliton states in the case of weak
interactions).
In the strong interaction regime (see the section 4.3), the results also reveal one (or two)
density notch(es) structure. The width of the notches is smaller than in the case of weak
63
interactions but greater than corresponding healing length (ξ = 0.125). Moreover, in the case
of strong coupling we observe that the relative distance between density notches (in the case of
two-hole excitation) changes in every realization of the detection process (see the Figures 4.9.
- 4.11.).
Our computer simulations show that the Lieb’s type II eigenstates have the dark solitonic
nature, indeed. The results suggest that the main structure (i.e. the presence of density notches)
of the probability density profiles survive also for the case of strong interaction regime.
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Appendix A
The contact potential
Considering interactions between neutral molecules in gases we can introduce Lenard-Jones
potential [31]
V (r) = 4D
[(σ
r
)12
−
(σ
r
)6]
, (A.1)
which approximates electron repulsion (r−12) and dipole-dipole attraction (−r−6).
Figure A.1. The Lenard-Jones potential approximates interparticle interactions in gases.
The potential vanish as r−6, so in the case of dilute gases the mean interparticle separation is
much larger than the effective range of the potential r0 - the system with short-range potential.
Let us now write time-independent Schro¨dinger equation for 2 atoms - only relative motion(
− ~
2
2µ
∇2~r + V (~r)
)
ψ(~r) = Erψ(~r), (A.2)
where µ is the reduced mass. Taking Er = ~
2k2
2µ
we get
(∇2~r + k2)ψ(~r) = 2µ~2 V (~r)ψ(~r), (A.3)
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which has the following solution
ψ(~r) = ψ0(~r)− 2µ
4pi~2
∫
d3r′
eik|~r−~r
′|
|~r − ~r ′|V (~r
′)ψ(~r ′), (A.4)
where we have used the Green’s function obtained for the Helmholtz equation [32], [33]
G(~r − ~r ′) = − e
ik|~r−~r ′|
4pi|~r − ~r ′| . (A.5)
The asymptotic solution analysis (ψ(~r →∞)) leads to
|~r − ~r ′| =
√
r2 − 2~r · ~r ′ + r′2 ≈ r − rˆ · ~r ′ (r  r′),
ψ(~r) ≈ ψ0(~r) +Ak(rˆ)e
ikr
r
, (A.6)
where
Ak(rˆ) = − 2µ
4pi~2
∫
d3r′eikrˆ·~r
′
V (~r ′)ψ(~r ′), (A.7)
is the so-called scattering amplitude [32], [33]. In the limit k → 0 we obtain
Ak→0(rˆ) = − 2µ
4pi~2
∫
d3r′V (~r ′)ψ(~r ′) = −a, (A.8)
where a will be called scattering length. The above limit corresponds to ultracold atomic
systems. We instantly see that in this case the scattered wave is spherically symmetric inde-
pendently of the symmetry of V (r). Furthermore, one can show (by a partial waves expansion)
that, if the scattering amplitude is a number then, the scattering occurs only if an eigenvalue
of the angular momentum l is equal to 0 - only s-wave scattering is allowed.
The relations (A.6) and (A.8) tell us that all the information about the interaction is included
in the scattering length a, which is given by the integral (A.8). Therefore, instead of real,
elaborated potential V (~r) we can use simple unphysical potential V ′(~r) which reproduces the
value of scattering length a. If so, then the following equality have to be satisfied∫
d3r′V (~r ′)ψ(~r ′) =
∫
d3r′V ′(~r ′)ψ(~r ′). (A.9)
The easiest choice is the contact potential, proportional to the Dirac delta
V (~r1 − ~r2) = 4pi~
2a
m
δ(~r1 − ~r2), (A.10)
where the constant was established using a Born approximation (ψ(~r) = ψ0(~r) = ei
~k·~r) and
assuming equal masses of particles. The contact potential is unphysical but reproduces all
physical properties of ultracold, dilute systems. Because of its simplicity, one almost always
uses the potential in the form (A.10) instead of very complicated physical potential [32], [33].
The wave function may have singularities for |~r1 − ~r2| = r = 0. This situation reveals
the artificiality of our potential because δ(r)r−ε, ε > 0 is divergent for r = 0. Fortunately,
one can regularize the potential getting rid of divergences order by order. The most popular
regularization is based on the introduction of the contact pseudopotential
V (~r) =
4pi~2a
m
δ(~r)
∂
∂r
r, (A.11)
which regularizes the first order of wave function singularities (1/r) [32], [33]. Above problem
does not occur in one-dimensional systems, hence the proper potential, in the Lieb-Liniger
model, has the form (A.10).
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Appendix B
Bose-Einstein condensation
It is well known that a mean number of bosons 〈ni〉 occupying i-th state of energy Ei in the
grand canonical ensemble description is given by the following formula [32], [33], [34]
〈ni〉 = 1
e(Ei−µch)/kBT − 1 , (B.1)
where above result has a sense only if µch < E0 (E0 is the energy of the ground state). It is
obvious that, if µch → E0 then 〈n0〉 → ∞1.
Let us now consider the system of non-interacting bosons with mass m in a periodic box
with a volume Ld, where d is the dimension of the considered space. Additionally, we assume
that the mean number of particles in the box is equal to 〈N〉d. The energy levels for one particle
have the following form
E~i =
2~2pi2
mL2
d∑
j=1
i2j =
2~2pi2
mL2
i2, ij ∈ Z, E0 = 0. (B.2)
If the temperature of the system T multiplied by kB is much larger than the energy difference
between occupied states, then the sum over ~i may be approximated by the integral. Hence
〈N〉d =
∑
~i
〈n~i〉 =
∑
~i
1
e(E~i−µch)/kBT − 1 ≈
∫
ddi
e(E~i−µch)/kBT − 1 =
∞∫
0
gd(E)dE
e(E−µch)/kBT − 1 , (B.3)
where gd(E) is the energy density of states which contains complete information about the
system we need [32]. In order to derive the quantity we should notice that [35]
ddi = di1 . . . did = Sd−1id−1di, Sd−1 =
2pi
d
2
Γ
(
d
2
) , S0 = 1, (B.4)
where Sn is the surface of n-dimensional sphere with unit radius and Γ(z) is the so-called
Gamma function [26]. Therefore
id−1 =
(
mL2E
2~2pi2
) d−1
2
,
di
dE
=
1
2
(
2~2pi2E
mL2
)− 1
2
, ddi = Sd−1id−1
di
dE
dE, (B.5)
gd(E) =
1
Γ
(
d
2
) (mL2
2pi~2
) d
2
E
d
2
−1. (B.6)
1In this case, the ground state of energy must be neglected in thermodynamic description.
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Knowing that [26]
Γ
(
1
2
)
=
√
pi, Γ (1) = 1, Γ
(
3
2
)
=
√
pi
2
, (B.7)
we obtain
g1(E) =
√
mL√
2~
E−
1
2 , g2(E) =
mL2
2~2pi
, g3(E) =
m
3
2L3√
2~3pi2
E
1
2 . (B.8)
In order to calculate the integral (B.3) we expand (B.1) in geometric series
1
e(E−µch)/kBT − 1 =
∞∑
l=1
e−l(E−µch)/kBT . (B.9)
Finally, one gets
〈N〉1
L
=
(
mpikBT
2~2
) 1
2
∞∑
l=1
elµch/kBT
l1/2
, (B.10)
〈N〉2
L2
=
mkBT
2~2pi
∞∑
l=1
elµch/kBT
l
, (B.11)
〈N〉3
L3
=
(
mkBT
2~2pi
) 3
2
∞∑
l=1
elµch/kBT
l3/2
. (B.12)
Analyzing above equations, one sees that if the particle density 〈N〉d /Ld is a constant quan-
tity, then the chemical potential µch must increase when the temperature T decreases. In our
considerations µch < E0 = 0, therefore we may expect a phase transition if µch = E0 = 0 for
finite temperature Tc > 0. Taking µch = 0 in the formulas (B.10)-(B.12) and assuming finite
non-zero temperature one obtains
〈N〉1
L
=
(
mpikBT
2~2
) 1
2
∞∑
l=1
1
l1/2
=∞,
∞∑
l=1
1
l1/2
=∞, (B.13)
〈N〉2
L2
=
mkBT
2~2pi
∞∑
l=1
1
l
=∞,
∞∑
l=1
1
l
=∞, (B.14)
〈N〉3
L3
=
(
mkBT
2~2pi
) 3
2
∞∑
l=1
1
l3/2
=
(
mkBT
2~2pi
) 3
2
ζ
(
3
2
)
<∞, (B.15)
where the Riemann zeta function [26]
ζ(s) =
∞∑
l=1
1
ls
, ζ
(
3
2
)
≈ 2.612. (B.16)
We instantly see that, there are no finite temperatures for which the phase transition occurs
in the case of one and two-dimensional systems. The situation is quite different in the 3-
dimensional case. The critical temperature Tc satisfies the relation
〈N〉3
L3
=
(
mkBTc
2~2pi
) 3
2
ζ
(
3
2
)
. (B.17)
70
Further decreasing of temperature does not impact on the value of µch which remains zero. The
equation (B.15) for T < Tc describes the mean number of bosons in excited states [32]
〈Ne〉3
L3
=
(
mkBT
2~2pi
) 3
2
ζ
(
3
2
)
. (B.18)
Hence, the mean number of bosons in the single particle ground state of energy (for T < Tc) is
given by
〈n0〉3 = 〈N〉3 − 〈Ne〉3 = 〈N〉3
[
1−
(
T
Tc
) 3
2
]
. (B.19)
The phase transition may be realized maintaining constant temperature and increasing the
density. At some point, the particles inserted to the system will occupy only the ground state of
energy. In real systems the particle density cannot be arbitrarily increased. For a large densities
the interactions between particles will be dominated by 3-particle interactions. It leads to the
molecules creations which causes the loss of atoms from the trap [32]. The fact that, we have
to consider only small densities implies extremely small values of Tc2.
Considering a thermal wavelength [32]
λc =
√
2~2pi
mkBTc
, (B.20)
〈N〉3
L3
=
1
λ3c
ζ
(
3
2
)
, (B.21)
we see that the phase transition occurs when the de Broglie wavelength of the particle with a
mass m and energy kBTc
λdB =
√
2~2pi2
mkBTc
=
√
piλc, (B.22)
becomes comparable with the mean separation between atoms in the system.
The Bose-Einstein condensation leads to the situation when the ground state is macroscopi-
cally occupied. In the case of the system of bosons closed in a periodic box, the state corresponds
to the momentum equal to zero. Therefore, if T < Tc macroscopic fraction of bosons have a
zero eigenvalue of the momentum. Because of Heisenberg uncertainty relation, the positions of
bosons are totally uncertain. It means that there are no particle accumulation in a certain area
of coordinate space.
It is noteworthy that, we have obtained the condition for the critical temperature Tc using
the classical assumption that the energy kBT is much larger than the difference between energy
levels (B.2). Therefore we see that, the Bose-Einstein condensation is high-temperature effect.
It turns out that, in real systems the condensation occurs even when kB is thousands times
larger than the distance between energy levels [32].
Aforementioned lack of condensation in one and two-dimensional systems does not mean
that the quantum state with the Bose-Einsten condensate properties does not exist. It is possible
to observe a macroscopic ground state occupation in lower dimensions but in thermodynamic
limit one has to reach T = 0.
2Therefore, the experimental realization of Bose-Einstein condensation is extremely difficult.
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It should be mentioned that, the Bose-Einstein condensation also exists in two-dimensions
if we put our system into the harmonic trap. Although, in the one-dimensional case we cannot
reach the Bose-Einstein condensation, it is possible to obtain a significant fraction of atoms
occupying the single particle ground state of energy (for finite systems - not in thermodynamic
limit) [32], [36]. The situation was observed experimentally.
For finite, closed systems with fixed number of particles N we need to use a canonical
ensemble description3 which is very difficult in the case of periodic box. The situation is slightly
better if we use a harmonic trap for which Ej = j~ω (in contrast to the situation of periodic
box Ej ∼ j2). Considering non-interacting bosons we need to remember about their non-
distinguishability. Therefore, in our case the partition function takes the form (index h means
harmonic trap) [32]
Zh =
∞∑
i1=0
ξi1
∞∑
i2=i1
ξi2 . . .
∞∑
iN=iN−1
ξiN =
N∏
n=1
1
1− ξn , ξ = exp
(
− ~ω
kBT
)
, (B.23)
where we have used an obvious relation
∞∑
i=k
ai =
ak
1− a, 0 ≤ a < 1. (B.24)
The probability of finding M≤ N particles in a ground state E0 is then given by
Ph(M) = Z−1h
∞∑
i1=1
ξi1
∞∑
i2=i1
ξi2 . . .
∞∑
iN−M=iN−M−1
ξiN−M = ξN−M
N∏
n=N−M+1
(1− ξn). (B.25)
Hence, the mean number of particles in the ground state of energy may be written as
〈n0〉h =
N∑
M=0
MPh(M). (B.26)
In the case of periodic box one has to calculate the following quantities
Zbox =
∞∑
i1=0
χi
2
1
∞∑
i2=i1
χi
2
2 . . .
∞∑
iN=iN−1
χi
2
N , χ = exp
(
− 2~
2pi2
mL2kBT
)
, (B.27)
Pbox(M) = Z−1box
∞∑
i1=1
χi
2
1
∞∑
i2=i1
χi
2
2 . . .
∞∑
iN−M=iN−M−1
χi
2
N−M , (B.28)
〈n0〉box =
N∑
M=0
MPbox(M). (B.29)
Above analysis allows us to consider zero temperature limit T → 0 for finite closed systems
consisting of N bosons. We see that if T = 0 both of probabilities Ph(M) and Pbox(M) are
equal to zero if M < N . Therefore, if the system is finite and closed, all bosons occupy the
single particle ground state in T = 0.
3In the canonical ensemble approach, the system contains fixed number of particles N and can exchange
the energy with reservoir which has a temperature T . It can be proven [34] that, the probability of a single
microstate {n0, n1, . . .} is given by
ρ = Z−1exp (−E/kBT ),
where
∞∑
j=1
nj = N , E =
∞∑
j=1
njEj and Z is the partition function.
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Appendix C
The Gross-Pitaevskii equation
C.1 Derivation of the Gross-Pitaevskii equation
It is well known fact that, the wave function for ideal Bose-Einstein condensate is given
by the product of a one-particle wave functions φ which (as for now) correspond to the single
particle ground state
ψ(~r1, . . . , ~rN ) = φ(~r1) . . . φ(~rN). (C.1)
Let us now turn on the contact interactions between atoms in the system V (~r−~r ′) = g0δ(~r−~r ′).
It is obvious that in this case the state (C.1) is only an approximation of the real eigenstate of
the considered system. We may ask now: how to choose a one-particle wave function φ to obtain
the N -particle state ψ given by (C.1) which is the best approximation of our real eigenstate in
the presence of interactions. For this purpose, we need to minimize the functional of energy of
the system [32], [33]
E [φ, φ∗] = 〈ψ|Hˆ|ψ〉 = N
∫
d3r
[
~2
2m
|∇φ(~r)|2 + U(~r) |φ(~r)|2 + g0
2
(N − 1) |φ(~r)|4
]
, (C.2)
where U(~r) is an external potential of a trap. We need to also remember about the normalization
condition ∫
d3r |φ(~r)|2 = 1, (C.3)
which causes that, using the method of Lagrange multipliers, we have to minimize the functional
X [φ, φ∗] = E [φ, φ∗]− µchN
∫
d3r |φ(~r)|2, (C.4)
where µch is a Lagrange multiplier. By the variation with respect to φ∗ (or φ) one easily obtains
the Gross-Pitaevskii equation [32], [33]
− ~
2
2m
∇2φ(~r) + U(~r)φ(~r) + g0(N − 1) |φ(~r)|2 φ(~r) = µchφ(~r). (C.5)
If we have a huge number of atoms in the system, one may approximate N − 1 ≈ N .
The Gross-Pitaevskii equation (C.5) describes behavior of atoms which feel other atoms as
an additional mean-field potential proportional to the density of atomic cloud g0N |φ(~r)|2 [32],
[33]. Because our N -particle state ψ has the product form of one-particle states φ, we see that
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in this description all the atoms behave in exactly the same way. It turns out that if we multiply
the formula (C.5) by φ∗(~r) and integrate it over d3r in the result∫
d3r
[
~2
2m
φ∗(~r)∇2φ(~r) + U(~r) |φ(~r)|2 + g0N |φ(~r)|4
]
=
∂E
∂N = µch, (C.6)
we obtain the chemical potential1. Hence, we have got the interpretation of the Lagrange
multiplier µch.
Minimization of the functional
X =
t2∫
t1
dt
{
ih
2
[
〈φ| d
dt
|φ〉 −
(
d
dt
〈φ|
)
|φ〉
]
− E [φ(t), φ∗(t)]
}
, (C.7)
with fixed φ(t1) and φ(t2) leads us to the time-dependent Gross-Pitaevskii equation [32], [33]
i~
∂φ(~r, t)
∂t
= − ~
2
2m
∇2φ(~r, t) + U(~r)φ(~r, t) + g0N |φ(~r, t)|2 φ(~r, t). (C.8)
C.2 Gaussian and Thomas-Fermi approximations
In the case of harmonic trap potential U(~r) = mω2r2/2, we may introduce natural units of
energy ~ω and length
√
~/mω. The quantity
√
~/mω corresponds to the size of the ground
state of a single particle in the harmonic trap [32], [33]. The Gross-Pitaevskii equation (C.5) in
the natural units takes the form2
−1
2
∇2φ(~r) + U(~r)φ(~r) + g0N |φ(~r)|2 φ(~r) = µchφ(~r), (C.9)
where µch is given in ~ω units, and g0 = 4pia
√
mω/~. Neglecting the interactions (g0 → 0) one
easily obtain the following solution [32], [33]
φ(~r) =
e−r
2/2σ2
pi3/4σ3/2
. (C.10)
Such a Gaussian function has one free parameter σ which may be used as variational parameter
in the case of small but non-zero interactions g0 6= 0. Substituting (C.10) into (C.2) one obtains
E[φ, φ∗] = E[σ] =
3
4σ2
+
3
4
σ2 +
χ
2σ3
, χ = Na
√
2mω
pi~
= N g0√
8pi3
. (C.11)
First two terms of E[σ] correspond to the kinetic energy (∼ σ−2) and the potential energy of
the trap (∼ σ2), respectively. The last term of E[σ] is proportional to the density of atoms
(∼ N /σ3) and corresponds to the energy of interpatricle interactions [32], [33].
The energy functional E[σ] in the case of attractive interactions (a < 0 =⇒ χ < 0) has
a global minimum E[σ0 = 0] = −∞ for all χ. Hence, our atomic cloud may collapse to the
point3. If |χ| is not too large then the kinetic energy may compensate the negative contribution
1The aforementioned approximation N − 1 ≈ N has been taken in the calculation.
2We need to remember that
[|φ|2] = [length]−3.
3In this case atoms feel the short-range part of real potential and our description (which uses the contact
pseudopotential) breaks down. It should be mentioned that the collapse does not occur in one-dimensional
systems [32].
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from the energy of interparticle interactions. The compensation can lead to the appearance of
local minimum - collapse does not have to happen. The critical value χc may be found from
the system of equations: dE/dσ = 0, d2E/dσ2 = 0 - inflection point. Knowing that χ ∼ N one
can estimate the maximal number of atoms for which collapse does not occur.
Minimization of E[σ] in the case of repulsive interactions (a > 0) leads to
σ50 = σ0 + χ, σ0 > 0. (C.12)
When χ 1 we obtain the solution corresponds to the non-interacting system σ0 = 1. For χ
1 one gets σ0 ≈ χ1/5 ∼ N 1/5. The last result means that the spatial breadth of the probability
density |φ|2 rises with the number of atoms N . The dependence is caused by repulsive character
of interparticle interactions. We instantly see that, for χ  1 the kinetic energy behaves as
∼ N−2/5 and the trap potential energy as ∼ N 2/5. To satisfy the relation χ = N g0/
√
8pi3  1,
we need to have very large number of atoms N because the coupling constant g0 is small.
Therefore, the kinetic energy becomes negligibly small compared with the other contributions
to the energy. This means that the ground state is achieved by a balance between interparticle
repulsion and the trap potential [32], [33].
The interparticle repulsion (a > 0) causes that the spatial breadth of the one-particle
probability density |φ|2 is much larger than the range of ground state of a single particle in
harmonic potential. Let us now define the radius of the Bose-Einstein condensate R. For a large
number of particles the following relation is satisfied
R 
√
~
mω
. (C.13)
Hence, the ratio of kinetic energy Ek and harmonic potential energy Eh
Ek
Eh
≈
~2
mR2
mω2R2 =
(
~
mωR2
)2
 1. (C.14)
It allows us to omit the term ∇2φ in the Gross-Pitaevskii equation (C.5)4
1
2
mω2r2φ(~r) + g0N |φ(~r)|2 φ(~r) ≈ µchφ(~r). (C.15)
The above equation has the following solution
φ(~r) =
√
µch − 12mω2r2
N g0 , µch =
~ω
2
(
15
Na√
~/mω
)2/5
, (C.16)
where the value of chemical potential µch was established from the normalization condition
(C.3). We immediately see that, if Na  √~/mω, then µch  ~ω which means that the
chemical potential is much larger than the difference between energy levels of a single particle
in a harmonic potential. Energy of the condensate may be found by integration the formula
(C.6)
E
N =
5
7
µch, (C.17)
which clearly shows that one cannot identify µch with the energy per one atom [32], [33].
4The equation (C.15) may be rewritten as
µch =
1
2mω
2r2 + g0N|φ(~r)|2 = const,
which means that the energy associated with the insertion of one particle to the system (µch) does not depend
on the position in the atomic cloud ~r .
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C.3 The soliton solution
In comparison with the Schro¨dinger equation, the Gross-Pitaevskii equation consists of one
additional non-linear term g0N |φ(~r)|2 φ(~r). The term allows to stop the wave-packet spreading
which is caused by the dispersion relation E ∼ p2 obtained from the linear Schro¨dinger equation.
Therefore, it is possible to obtain solutions which propagate without shape changes.
Let us analyze one-dimensional situation without a trap potential. In this case we may solve
the Gross-Pitaevskii equation analytically. There are two possibilities:
Dark soliton solution
For the repulsive interactions g0 > 0 (scattering length a > 0) the time-dependent Gross-
Pitaevskii equation without a trap potential in one dimension takes the form
i~
∂φ(z, t)
∂t
= − ~
2
2m
∂2
∂z2
φ(z, t) + g0N |φ(z, t)|2 φ(z, t), (C.18)
has the following so-called dark soliton solution [32], [33]
φ(z, t) = eiµcht/~
√
ρ0
[
i
q˙
vs
+
√
1− q˙
2
v2s
tanh
(
z − q
ξ
√
1− q˙
2
v2s
)]
, (C.19)
where ρ0 is the density of the condensate far away from z = q, µch = ρ0g0 is the chemical
potential, vs =
√
ρ0g0/m is the propagation velocity of long-wave length disturbances (speed
of sound), ξ = ~/√mρ0g0 is the healing length. We instantly see that, the soliton position is
given by q(t) = q˙t+ q(t = 0) and its depth depends on the value of q˙/vs. The modulus square
of the dark soliton wave function is presented in the Figure C.1.
Figure C.1. The density of probability |φ(z)|2 corresponding to the dark soliton solution (C.19).
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Moreover, the width of the soliton depends on the velocity of the soliton q˙ in the following way
ξq˙ =
ξ√
1− q˙2
v2s
, (C.20)
which is equal to the healing length ξ for q˙ = 0. When q˙ = vs the width ξq˙=vs = 0 and the dark
soliton disappears. On the other hand, we obtain a black soliton solution (stationary solution)
if q˙ = 0
φ(z, t) = eiµcht/~
√
ρ0tanh
(
z − q
ξ
)
. (C.21)
Let us now analyze how the phase of the wave function varies along the soliton. In this case
we need to know the two following limits
φ(z →∞, 0)→ √ρ0
[
i q˙
vs
+
√
1− q˙2
v2s
]
,
φ(z → −∞, 0)→ √ρ0
[
i q˙
vs
−
√
1− q˙2
v2s
]
.
(C.22)
The wave function (C.19) may be rewritten as
φ(z, t) =
√
ρ(z, t)eiϕ(z,t), (C.23)
where ϕ(z, t) is the phase of the wave function φ(z, t). Hence, the change of the phase for q˙ ≥ 0
is given by
∆φ = ϕ(∞, t)− ϕ(−∞, t) = arctan
(
q˙√
v2s − q˙2
)
−
[
pi − arctan
(
q˙√
v2s − q˙2
)]
= 2arctan
(
q˙√
v2s − q˙2
)
− pi. (C.24)
It means that the probability density current flows in the opposite direction to the dark soliton
motion [32].
In higher dimensions the soliton solutions are unstable - small disturbances cause the
breakup of the soliton into a vortices. In order to obtain a stable soliton in 3D one needs
to squeeze a trap in two transverse directions so that the energy of excitations in these direc-
tions will be greater than the kinetic energy associated with the soliton [32].
Bright soliton solution
In the case of attractive interactions (g0 < 0) the time-dependent Gross-Pitaevskii equation
without a trap potential (C.18) in 1D has the solution corresponding to the so-called bright
soliton
φ(z, t) =
1√|g0| αcosh [α(z − q˙t)]eiq˙ze−i(q˙2−α2)t/2, (C.25)
where α is an arbitrary constant which allows us to normalize above wave function to the
desired number of atoms. Because of the attractive interparticle interaction, atoms creating the
wave packet stick together without the presence of a trap. The bright soliton solution does not
change the shape during the evolution [32].
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Appendix D
A linearization of the Gross-Pitaevskii
equation
It is obvious that the time-dependent Gross-Pitaevskii equation (C.8) may be solved analyt-
ically or, if it is not possible, numerically. In the result one may obtain the stationary solutions
for which it is necessary to ask about their dynamical stability - the question is if any small dis-
turbance will not cause the change of the nature of solution from stationary to non-stationary
during the evolution in time. For this purpose we need to linearize the Gross-Pitaevskii equation
[32], [33].
D.1 Small disturbance δφ
Let us assume that φ0 is the stationary solution of the Gross-Pitaevskii equation
− ~
2
2m
∇2φ0 + U0(~r)φ0 + g0N |φ0|2 φ0 = µchφ0. (D.1)
Small disturbance of, for example, trap potential1
U(~r, t) = U0(~r) + δU(~r, t) (D.2)
may cause the small disturbance of the solution
φ = φ0 + δφ. (D.3)
Because the stationary state evolution is trivial
i~
∂φ0(~r, t)
∂t
= µchφ0(~r, t) =⇒ φ0(~r, t) = e−iµcht/~φ0(~r, 0), (D.4)
we put into the time-dependent Gross-Pitaevski equation the function of the form e−iµcht/~φ0(~r, t)
which allows us to get rid of the trivial phase evolution of stationary solution
i~
∂φ(~r, t)
∂t
= − ~
2
2m
∇2φ(~r, t) + U(~r, t)φ(~r, t) + g0N |φ(~r, t)|2 φ(~r, t)− µchφ(~r, t). (D.5)
1It does not matter if δU = 0 - from the dynamical stability point of view, we are only interested in the
evolution of δφ.
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Using the decompositions (D.2) and (D.3) one obtains
i~
∂δφ
∂t
=
[
− ~
2
2m
∇2 + U0 − µch
]
δφ+ 2g0Nφ∗0φ0δφ+ g0Nφ20δφ∗ + δUφ0 +O
(
δU2, δφ2). (D.6)
Because of the independence of δφ and δφ∗ we need to have the second equation obtained by
linearization of the evolution equation for φ∗. Finally, one gets [32], [33]
i~
∂
∂t
(
δφ
δφ∗
)
= LGP
(
δφ
δφ∗
)
+
(
S
−S∗
)
, (D.7)
where
S(~r, t) = δU(~r, t)φ0(~r), (D.8)
LGP =
(
HGP + g0N|φ0|2 g0Nφ20
−g0Nφ∗20 −H∗GP − g0N|φ0|2
)
, (D.9)
HGP = − ~
2
2m
∇2 + U0(~r) + g0N |φ0|2 − µch. (D.10)
The system of equations (D.7) is the so-called Bogoliubov-de Gennes equations. HGP will be
called the Gross-Pitaevskii hamiltonian2.
The operator LGP is time-independent hence, it is convenient to decompose (δφ, δφ∗) in
the basis of LGP eigensates. Unfortunately, it turns out that LGP is non-diagonalizable - the
collection of all LGP eigenstates does not span all space3 [32], [33].
D.2 A brief reminder of diagonalization
Diagonalizable (not necessarily hermitian) matrix4 M may be transformed (by similarity
transformation TMT−1) into the following form [32], [33]
M =
∑
i
λi |ψRi 〉 〈ψLi |, (D.11)
where |ψRi 〉 and 〈ψLi | are right and left eigenvectors of M which satisfy the following relations
M |ψRi 〉 = λi |ψRi 〉 , 〈ψLi |M = λi 〈ψLi | (D.12)
M † |ψLi 〉 = λ∗i |ψLi 〉 , 〈ψRi |M † = λ∗i 〈ψRi | , 〈ψLi |ψRj 〉 = δij. (D.13)
The vector |ψLi 〉 is the so-called the adjoint vector of |ψRi 〉. An identity operator may be written
as
1ˆ =
∑
i
|ψRi 〉 〈ψLi | , 1ˆ2 = 1ˆ. (D.14)
Non-diagonalizable matrix J cannot be presented in diagonal form. By similarity transfor-
mation it can be reduced into the Jordan canonical form [37]
J =
 J1 . . .
Jp
 , where Ji =

λi 1
λi
. . .
. . . 1
λi
 (D.15)
2Usually H∗GP = HGP . The differences may appear for instance in the presence of magnetic field.
3In fact, one vector is missing at least.
4A sufficient condition of diagonalizability of M matrix is the normality condition
[
M†,M
]
= 0.
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D.3 Small orthogonal disturbance δφ⊥
Let us now split δφ into a part along and orthogonal to the φ0 [32], [33]
δφ(~r, t) = η(t)φ0(~r) + δφ⊥(~r, t). (D.16)
From the normalization condition of φ = φ0 + δφ one obtains∫
d3r (φ0 + δφ) (φ
∗
0 + δφ
∗) =
∫
d3r
(|φ0|2 + δφφ∗0 + φ0δφ∗)+O (δφ2)
= 1 +
∫
d3r
(
η|φ0|2 + η∗|φ0|2 + φ0δφ∗⊥ + δφ⊥φ∗0
)
+O (δφ2) = 1
Because δφ⊥ is orthogonal to φ0 we get5
η(t) + η∗(t) = 0 =⇒ <(η) = 0. (D.17)
The time-dependent parameter η(t) as a small (in the sense of absolute value), purely imaginary
number may be interpreted as a phase change of the stationary solution φ0
φ(~r, t) = [1 + η(t)]φ0(~r) + δφ⊥(~r, t) ≈ eη(t)φ0(~r) + δφ⊥(~r, t). (D.18)
If we multiply the system of equations (D.7) by the matrix
Qˆ =
(
Qˆ 0
0 Qˆ∗
)
, Qˆ = 1− |φ0〉 〈φ0|, (D.19)
one gets
i~
∂
∂t
Qˆ
(
ηφ0 + δφ⊥
η∗φ∗0 + δφ
∗
⊥
)
= i~
∂
∂t
(
δφ⊥
δφ∗⊥
)
= QˆLGP
(
ηφ0 + δφ⊥
η∗φ∗0 + δφ
∗
⊥
)
+ Qˆ
(
S
−S∗
)
= QˆLGP
[
Qˆ+ 1ˆ− Qˆ
]( ηφ0 + δφ⊥
η∗φ∗0 + δφ
∗
⊥
)
+
(
S⊥
−S∗⊥
)
,
where
S⊥ = QˆS. (D.20)
Let us now calculate the term
LGP
[
1ˆ− Qˆ
]( ηφ0 + δφ⊥
η∗φ∗0 + δφ
∗
⊥
)
=
(
HGP + g0N|φ0|2 g0Nφ20
−g0Nφ∗20 −H∗GP − g0N|φ0|2
)(
ηφ0
η∗φ∗0
)
=
(
ηHGPφ0 + (η + η
∗)g0N|φ0|2φ0
−η∗H∗GPφ∗0 − (η + η∗)g0N|φ0|2φ∗0
)
= 0,
where we used the relations (D.1), (D.17). Therefore
QˆLGP
[
Qˆ+ 1ˆ− Qˆ
]( δφ
δφ∗
)
= QˆLGP Qˆ
(
δφ
δφ∗
)
. (D.21)
5We have neglected the terms O (δφ2).
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Defining now6
L = QˆLGP Qˆ =
(
HGP + g0N Qˆ|φ0|2Qˆ g0N Qˆφ20Qˆ∗
−g0N Qˆ∗φ∗20 Qˆ −H∗GP − g0N Qˆ∗|φ0|2Qˆ∗
)
, (D.22)
and using the following obvious relation
LQˆ = QˆLGP Qˆ2 = QˆLGP Qˆ = L, (D.23)
we obtain the system of evolution equations for a small orthogonal disturbances (δφ⊥, δφ∗⊥)
i~
∂
∂t
(
δφ⊥
δφ∗⊥
)
= L
(
δφ⊥
δφ∗⊥
)
+
(
S⊥
−S∗⊥
)
. (D.24)
It turns out that L operator is fully diagonalizable. The decomposition (D.16) is, in fact,
an extraction of the relevant part of δφ [32], [33].
D.4 Symmetries of L
It is easy to show that L has two follwing symmetries
σxLσx = −L∗, σx =
(
0 1
1 0
)
, (D.25)
σzLσz = L†, σz =
(
1 0
0 −1
)
. (D.26)
Let us consider right and left eigenvector of L which correspond to an eigenvalue En
L |ψRn 〉 = En |ψRn 〉 , 〈ψLn | L = En 〈ψLn |. (D.27)
We will show that symmetries (D.25) and (D.26) imply the existence of left and right eigenvec-
tors to eigenvalues {E∗n,−En,−E∗n} [32], [33]
L |ψRn,∗〉 = E∗n |ψRn,∗〉 , 〈ψLn,∗| L = E∗n 〈ψLn,∗|, (D.28)
L |ψRn,−〉 = −En |ψRn,−〉 , 〈ψLn,−| L = −En 〈ψLn,−|, (D.29)
L |ψRn,−,∗〉 = −E∗n |ψRn,−,∗〉 , 〈ψLn,−,∗| L = −E∗n 〈ψLn,−,∗|. (D.30)
Using the relations (D.26) and (D.27) one gets(〈ψLn | L)† = L† |ψLn 〉 = σzLσz |ψLn 〉 = E∗n |ψLn 〉 =⇒ Lσz |ψLn 〉 = E∗nσz |ψLn 〉. (D.31)
Hence, from the symmetry (D.26)
|ψRn,∗〉 ∼ σz |ψLn 〉, (D.32)
is the right eigenvector of L corresponds to an eigenvalue E∗n. Similarly, from the same symmetry
L |ψRn 〉 = En |ψRn 〉 =⇒ σzL†σz |ψRn 〉 = En |ψRn 〉 =⇒ 〈ψRn |σzL = E∗n 〈ψRn |σz. (D.33)
6We have used the fact that QˆHGP Qˆ = (1− |φ0〉 〈φ0|)HGP (1− |φ0〉 〈φ0|) (D.1)= HGP .
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Therefore
|ψLn,∗〉 ∼ σz |ψRn 〉, (D.34)
is the left eigenvector of L corresponds to an eigenvalue E∗n. Moreover, from the relations (D.25)
and (D.27) we obtain
L∗ |ψR∗n 〉 = E∗n |ψR∗n 〉 =⇒ Lσx |ψR∗n 〉 = −E∗nσx |ψR∗n 〉, (D.35)
so there exists the right eigenvector of L corresponds to an eigenvalue −E∗n
|ψRn,−,∗〉 ∼ σx |ψR∗n 〉. (D.36)
By proceeding in a similar way one gets
L |ψRn,∗〉 = E∗n |ψRn,∗〉
(D.25)
=⇒ Lσx |ψR∗n,∗〉 = −Enσx |ψR∗n,∗〉, (D.37)
|ψRn,−〉 ∼ σx |ψR∗n,∗〉, (D.38)
L |ψRn,−〉 = −En |ψRn,−〉
(D.26)
=⇒ 〈ψRn,−|σzL = −E∗n 〈ψRn,−|σz, (D.39)
|ψLn,−,∗〉 ∼ σz |ψRn,−〉, (D.40)
L |ψRn,−,∗〉 = −E∗n |ψRn,−,∗〉
(D.26)
=⇒ 〈ψRn,−,∗|σzL = −En 〈ψRn,−,∗|σz, (D.41)
|ψLn,−〉 ∼ σz |ψRn,−,∗〉. (D.42)
The calculations presented above show that in the general case (complex eigenvalues of L
for which =(En) 6= 0, <(En) 6= 0), we need only two eigenvectors (for example: |ψRn 〉 , |ψRn,∗〉)
to find all the eigenvectors which correspond to the family of eigenvalues {En, E∗n,−En,−E∗n}.
It should be mentioned that in the case of purely real or purely imaginary eigenvalues, the
families will consist of two elements because either E∗n = En or E
∗
n = −En [32], [33].
D.5 Diagonalization of L
For the purpose of diagonalization of L we need to find vectors adjoint to right eigenvectors
of L. Assuming that [32], [33]
〈ψLn |ψRn 〉
(D.32)
= 〈ψRn,∗|σz|ψRn 〉 6= 0, (D.43)
we may determine the normalization of |ψRn 〉 and |ψRn,∗〉 so that
〈ψRn,∗|σz|ψRn 〉 = 1. (D.44)
From the symmetry of L operator one sees that for arbitrary states |ψj〉 , |ψp〉 the matrix
element 〈ψj|σz|ψp〉 is time-independent
i~
∂
∂t
〈ψj|σz|ψp〉 =
(
i~
∂
∂t
〈ψj|
)
σz |ψp〉+ 〈ψj|σz
(
i~
∂
∂t
|ψp〉
)
= −〈ψj|L†σz|ψp〉+ 〈ψj|σzL|ψp〉 = 0, (D.45)
where we have used the relations (D.24) and (D.26). If now the states |ψj〉 , |ψp〉 are right
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eigenvectors |ψRm〉 , |ψRn 〉, then
(−E∗m + En) 〈ψRm|σz|ψRn 〉 = 0, (D.46)
which means that if E∗m 6= En, then the matrix element 〈ψRm|σz|ψRn 〉 = 0. Otherwise 〈ψRm|σz|ψRn 〉
does not have to be equal to zero - the case (D.43).
If |ψRn 〉 and |ψRn,∗〉 satisfy the relation (D.44), then we obtain a full set of right and left
eigenvectors creating mutually adjoint pairs of vectors by choosing
|ψLn 〉 = σz |ψRn,∗〉 , |ψLn,∗〉 = σz |ψRn 〉, (D.47)
|ψRn,−〉 = σx |ψR∗n,∗〉 , |ψLn,−〉 = −σzσx |ψR∗n 〉, (D.48)
|ψRn,−,∗〉 = σx |ψR∗n 〉 , |ψLn,−,∗〉 = −σzσx |ψR∗n,∗〉. (D.49)
It is easy to show that the right eigenvectors are orthogonal to the left eigenvectors if they
correspond to different eigenvectors. One may consider for instance 〈ψLm,−|ψRn,−〉
i~
∂
∂t
〈ψLm,−|ψRn,−〉 = −i~
∂
∂t
〈ψR∗m |σxσzσx|ψRn,∗〉 = 〈ψR∗m |L†σxσzσx|ψRn,∗〉 − 〈ψR∗m |σxσzσxL|ψRn,∗〉
= 〈ψR∗m |L†σxσzσx|ψRn,∗〉 − 〈ψR∗m |
(
(L∗)†)∗ σxσzσx|ψRn,∗〉 = 0, (D.50)
which means that
(−E∗m + E∗n) 〈ψLm,−|ψRn,−〉 = 0 =⇒ 〈ψLm,−|ψRn,−〉 = 0 if m 6= n. (D.51)
Complex eigenvalues of L for which =(En) 6= 0 and <(En) 6= 0 create the family of eigen-
values {En, E∗n,−En,−E∗n}. There also exist two additional eigenvectors which correspond to
an eigenvalue which is equal to zero [32], [33](
φ0
0
)
,
(
0
φ∗0
)
, (D.52)
which are orthogonal to the vector (
δφ⊥
δφ∗⊥
)
. (D.53)
The operator L in diagonal form may be presented as
L =
∑
n
(
En |ψRn 〉 〈ψLn |+ E∗n |ψRn,∗〉 〈ψLn,∗| − En |ψRn,−〉 〈ψLn,−| − E∗n |ψRn,−,∗〉 〈ψLn,−,∗|
)
. (D.54)
It turns out that operators L and LGP have an identical spectrum. Considering an eigen-
vector [32], [33]
|ψRn 〉GP =
(
|uRn 〉GP
|vRn 〉GP
)
, (D.55)
which corresponds to non-zero eigenvalue En and using the results from the part D.3 one obtains
LGP |ψRn 〉GP = En |ψRn 〉GP =⇒ QˆLGP
[
Qˆ+ 1ˆ− Qˆ
]
|ψRn 〉GP = EnQˆ |ψRn 〉GP , (D.56)
QˆLGP
[
Qˆ+ 1ˆ− Qˆ
]
|ψRn 〉GP = QˆLGP Qˆ |ψRn 〉GP = LQˆ |ψRn 〉GP = EnQˆ |ψRn 〉GP , (D.57)
if the following relation is satisfied
LGP
[
1ˆ− Qˆ
]
|ψRn 〉GP = 0, (D.58)
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LGP
[
1ˆ− Qˆ
]
|ψRn 〉GP = LGP
(
|φ0〉
− |φ∗0〉
)
〈φ0|uRn 〉GP
+LGP
(
0
|φ∗0〉
)(〈φ0|uRn 〉GP + 〈φ∗0|vRn 〉GP ). (D.59)
The operator LGP has not two but only one eigenvector corresponding to an eigenvalue equal
to zero
LGP
(
|φ0〉
− |φ∗0〉
)
= 0. (D.60)
Lack of one eigenvector to zero eigenvalue makes LGP non-diagonalizable. Because of the rela-
tion (D.60) and the symmetry (D.26) we get[
LGP
(
|φ0〉
− |φ∗0〉
)]†
= (〈φ0| , −〈φ∗0|)σzLGPσz = 0,
(〈φ0| , −〈φ∗0|)σzLGPσ2z |ψRn 〉GP = En (〈φ0| , 〈φ∗0|)
(
|uRn 〉GP
|vRn 〉GP
)
= 0.
We have assumed that En 6= 0 which implies
〈φ0|uRn 〉GP + 〈φ∗0|vRn 〉GP = 0. (D.61)
Hence, the relation (D.58) is satisfied indeed.
The expression (D.57) shows that the eigenvectors of L which correspond to non-zero eigen-
values may be obtained from the eigenvectors of LGP in the following way
|ψRn 〉 = Qˆ |ψRn 〉GP =
(
Qˆ |uRn 〉GP
Qˆ∗ |vRn 〉GP
)
=
(
|uRn 〉
|vRn 〉
)
. (D.62)
D.6 The evolution in time
Let us now rewrite an orthogonal disturbance in the right eigenvectors basis(
|δφ⊥〉
|δφ∗⊥〉
)
=
∑
n
(|ψRn 〉 bn + |ψRn,∗〉 cn + |ψRn,−〉 dn + |ψRn,−,∗〉 en). (D.63)
By the projection on the left eigenvectors 〈ψLn | and 〈ψLn,∗| one obtains
bn = 〈ψLn |
(
|δφ⊥〉
|δφ∗⊥〉
)
= 〈uRn,∗|δφ⊥〉 − 〈vRn,∗|δφ∗⊥〉 =
[
〈ψLn,−,∗|
(
|δφ⊥〉
|δφ∗⊥〉
)]∗
= e∗n, (D.64)
cn = 〈ψLn,∗|
(
|δφ⊥〉
|δφ∗⊥〉
)
= 〈uRn |δφ⊥〉 − 〈vRn |δφ∗⊥〉 =
[
〈ψLn,−|
(
|δφ⊥〉
|δφ∗⊥〉
)]∗
= d∗n, (D.65)
where we have used the fact that
|ψLn 〉
(D.47)
= σz |ψRn,∗〉 =
(
|uRn,∗〉
− |vRn,∗〉
)
, |ψLn,∗〉
(D.47)
= σz |ψRn 〉 =
(
|uRn 〉
− |vRn 〉
)
, (D.66)
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|ψLn,−,∗〉
(D.49)
= −σzσx |ψR∗n,∗〉 =
(
− |vR∗n,∗〉
|uR∗n,∗〉
)
, |ψLn,∗〉
(D.48)
= −σzσx |ψR∗n 〉 =
(
− |vR∗n 〉
|uR∗n 〉
)
. (D.67)
Putting the relation (D.63) into the evolution equation (D.24) and calculating projections
onto left eigenvalues we get
i~
∂bn
∂t
= Enbn + Sn, Sn = 〈uRn,∗|S⊥〉+ 〈vRn,∗|S∗⊥〉, (D.68)
i~
∂cn
∂t
= E∗ncn + Sn,∗, Sn = 〈uRn |S⊥〉+ 〈vRn |S∗⊥〉. (D.69)
The solutions take the following forms
bn(t) = e
−iEnt/~
[
1
i~
∫
dτSn(τ)e
iEnτ/~ + const
]
, (D.70)
cn(t) = e
−iE∗nt/~
[
1
i~
∫
dτSn,∗(τ)eiE
∗
nτ/~ + const
]
. (D.71)
Therefore, it is obvious that the solution φ0 of the Gross-Pitaevskii equation is dynamically
stable if =(En) = 0 for all eigenvalues.
D.7 The case of real eigenvalues
Let us now consider the case when all eigenvalues of L are real numbers (see also [32], [33]).
From the symmetry (D.25) we see that if an eigenvector corresponding to En 6= 0 exists
L |ψRn 〉 = En |ψRn 〉, (D.72)
then |ψRn,−〉 also exists,
− (L |ψRn 〉)∗ = −En |ψR∗n 〉 =⇒ σxLσx |ψR∗n 〉 = −En |ψR∗n 〉. (D.73)
Therefore
|ψRn,−〉 = σx |ψR∗n 〉. (D.74)
The symmetry (D.26) allows us to rewrite (D.72) in the following way
σzL†σz |ψRn 〉 = En |ψRn 〉 =⇒ 〈ψRn |σzL = En 〈ψRn |σz, (D.75)
hence
|ψLn 〉 = σz |ψRn 〉. (D.76)
The vector 〈ψLn | is adjoint to the vector 〈ψRn | if it is possible to satisfy
〈ψLn |ψRn 〉 = 〈ψRn |σz|ψRn 〉 = 1. (D.77)
The matrix element 〈ψRn |σz|ψRn 〉 is purely real but we do not know if it is positive or negative.
Assuming that 〈ψRn |σz|ψRn 〉 > 0 we need to find an adjoint partner of |ψRn,−〉. From the relation
(D.77) one gets
〈ψRn,−|σz|ψRn,−〉 = 〈ψRn |σxσzσx|ψRn 〉 = −〈ψRn |σz|ψRn 〉 = −1, (D.78)
then we need to take
|ψLn,−〉 = −σz |ψRn,−〉. (D.79)
To recapitulate, the eigenvectors of L which correspond to real, non-zero eigenvalues may
be divided into two families [32], [33]:
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• The „+” family, which vectors
|ψRn 〉 =
(
un
vn
)
, (D.80)
may be normalized as follows
〈ψRn |σz|ψRn 〉 = 〈un|un〉 − 〈vn|vn〉 = 1. (D.81)
The left eigenvectors adjoint to right eigenvectors are given by
|ψLn 〉 = σz |ψRn 〉 =
(
un
−vn
)
. (D.82)
• Each eigenvector from the „+” family has a partner from the „−” family
|ψRn,−〉 =
(
un,−
vn,−
)
= σx |ψR∗n 〉 =
(
v∗n
u∗n
)
, (D.83)
which satisfies
〈ψRn,−|σz|ψRn,−〉 = 〈un,−|un,−〉 − 〈vn,−|vn,−〉 = −1. (D.84)
If so, then an adjoint vector to |ψRn,−〉 has the following form
|ψLn,−〉 = −σz |ψRn,−〉 =
(
−un,−
vn,−
)
=
(
−v∗n
u∗n
)
. (D.85)
The division into the „+” and „−” families involves only the eigenvectors and do not have
to be associated with the division of eigenvalues into positive and negative. It is possible to find
a vector from the „+” („−”) family which corresponds to a negative (positive) eigenvalue.
Remembering that L has two additional eigenvectors to an eigenvalue equal to zero(
φ0
0
)
,
(
0
φ∗0
)
, (D.86)
which are orthogonal to the vector (
δφ⊥
δφ∗⊥
)
, (D.87)
one may write an identity operator as
1ˆ =
(
|φ0〉
0
)
(〈φ0| , 0) +
(
0
|φ∗0〉
)
(0, 〈φ∗0|)
+
∑
n∈,,+′′
[(
|un〉
|vn〉
)
(〈un| , 〈−vn|) +
(
|v∗n〉
|u∗n〉
)
(〈−v∗n| , 〈u∗n|)
]
. (D.88)
Therefore, the solution of (D.24) expanded onto eigenvectors of L is given by(
δφ⊥(~r, t)
δφ∗⊥(~r, t)
)
=
∑
n∈,,+′′
[
bn(t)
(
un(~r)
vn(~r)
)
+ b∗n(t)
(
v∗n(~r)
u∗n(~r)
)]
, (D.89)
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where
bn(t) = (〈un| , 〈−vn|)
(
|δφ⊥(~r, t)〉
|δφ∗⊥(~r, t)〉
)
=
∫
d3r [u∗n(~r)δφ⊥(~r, t)− v∗n(~r)δφ∗⊥(~r, t)]. (D.90)
Above projection onto the „+” family eigenmodes leads to
i~
d
dt
bn(t) = Enbn(t) + Sn(t), (D.91)
where
Sn(t) =
∫
d3r [u∗n(~r)S⊥(~r, t)− v∗n(~r)S∗⊥(~r, t)]. (D.92)
The solution of (D.91) has the form similar to (D.70).
D.8 Interacting condensate in the box - Bogoliubov spec-
trum
Assuming that our system is closed in a cubic box which edges have the length equal to
L we may try to find the solution of linearized problem with periodic boundary conditions.
The solution of the stationary Gross-Pitaevskii equation corresponding to the ground state of
energy is the plane wave with zero momentum [32], [33]
φ0(~r) =
1
L3/2
, (D.93)
hence the chemical potential is equal to
µch = g0N|φ0(~r)|2 = ρ0g0, ρ0 = N
L3
. (D.94)
The system is symmetric under translations so one can search the solutions in the form of plane
waves (
uk(~r)
vk(~r)
)
=
(
Uk
Vk
)
ei
~k·~r
L3/2
, (D.95)
which means that L operator takes an easy form
L =
( ~2k2
2m
+ ρ0g0 ρ0g0
−ρ0g0 −
[
~2k2
2m
+ ρ0g0
] ), (D.96)
Eigenvalues which correspond to the „+” family and normalized (U2k − V 2k = 1) eigenvectors
are given by
Ek =
√
~2k2
2m
(
~2k2
2m
+ 2ρ0g0
)
, (D.97)
Uk + Vk =
(
~2k2
2m
~2k2
2m
+ 2ρ0g0
)1/4
, Uk − Vk =
(
~2k2
2m
+ 2ρ0g0
~2k2
2m
)1/4
. (D.98)
The spectrum (D.97) was firstly derived by Bogoliubov and has an extremely important phys-
ical consequences. For the case of non-interacting system g0 = 0, the spectrum reduces to the
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well known parabolic spectrum (for free particles). Let us consider two cases g0 > 0 and g0 < 0.
Replusive case g0 > 0:
If an excitation corresponds to small value of ~k such that ~2k2
2m
 2ρ0g0 the spectrum
becomes linear in k
Ek ≈ ~
√
ρ0g0
m
k, (D.99)
therefore a long-wave length excitations of the condensate may be treated as a sound waves
which propagate with the velocity
vs =
1
~
dEk
dk
=
√
ρ0g0
m
. (D.100)
Considering a particle with a mass M which moves through the condensate with the velocity
v one sees that the particle must feel the friction force, if it causes an excitation in the system.
The excitation corresponding to a wave vector ~k causes the change of particle momentum equal
to −~~k. Using the linear spectrum (D.99) and laws of conservation of momentum and energy
one obtains
Mv2
2
=
(Mv − ~k)2
2M
+ ~vsk =⇒ v = vs + ~k
2M
. (D.101)
Above result means that the particle cannot cause an excitation in the system if v < vs - the
particle with velocity less than vs does not feel the friction force. The described situation shows
clearly that the linear spectrum implies superfluidity in the condensate [32], [33].
Attractive case g0 < 0:
The attractive case corresponds to the negative value of the scattering length a. In this
situation the Bogoliubov spectrum may be complex valued. When =(Ek) 6= 0, the solutions are
dynamically unstable and the condensate collapses to the point. The stability condition has the
following form
~2k2
2m
+ 2ρ0g0 > 0, for k > 0, (D.102)
and it cannot be satisfied in the limit L→∞7. If size of the system is finite, then the spectrum
is discrete and energy gap between the ground state and first excited state corresponds to the
change of the wave vector which is equal to 2pi/L. Therfore, the stability condition may be
rewritten as
~2
2m
(
2pi
L
)2
≥ 2|g0|N
L3
, (D.103)
or, because g0 = 4pi~2a/m,
N|a|
L
≤ pi
4
. (D.104)
Hence, for fixed a in a stable condensate one cannot have more than piL/4|a| atoms. The
condition (D.103) means that the energy of interparticle interactions cannot be larger than
energy difference between the ground and first excited states [32], [33].
7In that case, we have continuous spectrum and k > 0, which breaks the stability condition, always exists.
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Appendix E
The calulation of a dark soliton
position
By imposing the periodic boundary conditions (1.46) we glue the ends of the one-dimensional
box of the length L = 1. The periodic box has the topology of the ring. In the Figure E.1. we
present the difference between the soliton solution in closed box and on a ring.
Figure E.1. Plot a) presents the density distribution of a soliton solution |ψs(z)|2 ∼ tanh2
(
z−1/2
ξ
)
for various
values of healing length ξ on a closed line segment [0,L]. The picture b) shows the situation when the ends of
the line segment were merged - the sketch of the periodic boundary conditions.
The dark soliton is a hole in density distribution in configuration space. Therefore, if we are
on a ring, the position of dark soliton should be opposite to the position of the center of mass.
In our procedure, described in section 3.2, we measure particles step by step obtaining
the collection of positions {z1, . . . zN}, where zj ∈ [0,L], for all j’s. Because the problem has
the topology of the ring, one can move to the 2-dimensional plane and associate the particle
positions zj with the angles αj in the following way
zj = Rαj, R =
2pi
L
, (E.1)
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where we choose clockwise orientation of angle which is measured from positive part of Y axis.
In the 2D plane, position zj corresponds to
(xj, yj) = (R sinαj, R cosαj) =
2pi
L
(sin[zjL/2pi], cos[zjL/2pi]). (E.2)
Hence, the center of mass position in the 2D space is given by
XCM =
1
Nm
N∑
j=1
xjm =
2pi
NL
N∑
j=1
sin
(
zjL
2pi
)
,
YCM =
1
Nm
N∑
j=1
yjm =
2pi
NL
N∑
j=1
cos
(
zjL
2pi
)
,
(E.3)
where m is the mass of particles.
In the next step, we need to find a constant rate of change A of a straight line y = Ax in
a plane. The line passes the center of the ring and the center of mass in 2D (XCM , YCM), and
obviously, the position of dark soliton on the ring. The rate of change A has the following form
A =
YCM
XCM
, ϑ = arctan (A), (E.4)
where the angle ϑ is measured from positive part of X axis with anti-clockwise orientation. We
notice that, in our case we should know only the absolute value of A and therefore, redefining
ϑ = arctan (|A|), one should consider four cases depicted in the Figure E.2. b)
 a)                                                      b)
Figure E.2. The sketch a) presents a dark soliton position on a ring as a reflection of the center of mass
position. Picture b) shows four cases of possible positions of (−XCM ,−YCM ) in 2-dimensional plane.
In order to find the position of dark soliton zs in one-dimensional box with the length L,
we need to find only the angle ϕ. There are four aforementioned cases:
case I): {
−XCM > 0,
−YCM > 0,
=⇒ ϕ = pi
2
− ϑ, (E.5)
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case II): {
−XCM > 0,
−YCM < 0,
=⇒ ϕ = pi
2
+ ϑ, (E.6)
case III): {
−XCM < 0,
−YCM < 0,
=⇒ ϕ = 3pi
2
− ϑ, (E.7)
case IV): {
−XCM < 0,
−YCM > 0,
=⇒ ϕ = 3pi
2
+ ϑ. (E.8)
The position of dark soliton in one-dimensional box, calculated as the reflection of the center
of mass position in two-dimensional space, will be obtained from the following formula
zs = Rϕ =
L
2pi
ϕ. (E.9)
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