This paper introduces cross-layer implementation with a multi-rate aware routing scheme and shows that SNR is an important information to use in a routing protocol. The existing routing protocol attempts to minimize the number of hops between source-destination pairs. We use a new metric definition to route the packets and to select the best available link along the path in a multi-rate protocol senario. The new metric is created with information coming from interlayer interaction between the routing layer and the MAC layer. We use SNR as an information about link quality. We show through simulation that for communications using muti-rate protocol in ad hoc networks, throughput is highly affected as soon as the route goes through low-rate link.
Introduction
Ad hoc wireless network are self organizing multi-hop wireless networks where all the nodes take part in the process of forwarding packets. Ad Hoc networks are very different from conventional computer networks. First, the radio resource is rare and time varying. Second, the network topology is mobile and the connectivity is unpredictable. Third architecture-based 802.11 WLAN, is further complicated due to the presence of hidden stations, exposed station, "capturing" phenomena, and so on. Fourth, many current and proposed wireless networking standards have this multi-rate capacity (802.11b, 802.11a, 802.11g, and HyperLan2). The interaction between these phenomena make the behavior of ad hoc network very complex to predict and are really different from wired network architecture. The aim of Cross-Layer concept is to improve the performance of all layers and share key information between these layers. The goal of this technique is to take benefit of informations about the channel quality to develop a more powerful routing technique. The inter-layer interaction will be managed by the network status. The network status will act as information repository and it will give on demand to each layer, the information about other layers. The inter-layer interaction enables us to use the information on the channel to define a new cost metric in ad hoc network as a function of link quality. Our proposed schemes use a cross-layer interaction between MAC and network layer. The objective is to create a new QoS cost metric (cf Fig. 1 ). The proposed metric is a function of SNR (Signal Noise Ratio) and of the number of hops. 
Related Work
In [BAR04] the authors proposed a new network metric the medium Time Metric (MTM), which is derived from a general theoretical model of the reachable throughput in multi-rate ad hoc wireless networks. The MTM avoids using the long range link favored by shortest path routing in favor of shorter, higher throughput, more reliable links. In [GCNB03] the authors propose a new power-aware routing technique for wireless ad hoc networks (PARO) where all nodes are located within the maximum transmission range of each other. PARO uses a packet forwarding technique where immediate nodes can elect to be redirector on behalf of sourcedestination pairs with the goal of reducing the overall transmission power needed to deliver packet in the network, thus, increasing the operational lifetime of network devices. In [DACM02] the authors show that the minimum hop path generally contains links which exhibit low reliability. In [DRWT97] and [HLT02] the authors present routing protocols which are based on signal stability rather then on only a shortest path in order to provide increased path reliability. Based on the IEEE 802.11 protocol, the Receiver Based Auto Rate (RBAR) protocol was presented in [GHBOl] . RBAR allows the receiving node to select the rate. This is accomplished by using the SNR or the RTS packet to choose the most appropriate rate and to communicate that rate to the sender using the CTS packets. This allows much faster adaptation to the changing channel conditions than ARF, but requires some modifications to the 802.11 standard. The Opportunistic Auto Rate (OAR) protocol which is presented in [BSK02] , operates using the same receiver based approach, but allows high-rate multipacket burst to take advantage of the coherence time of good channel conditions. The bursts also dramatically reduce the overhead at high rates by smoothing the cost of contention period and RTS CTS frames over several packets.
IEEE 802.11 MAC Layer Approach
The IEEE 802.11 technology is a good platform to implement single-hop ad hoc network because of its extreme simplicity. But in a multi-hop ad hoc networks environment, the IEEE 802.11 protocol works inefficiently. There are two main effects that reduce the *effiency* of the protocol. First the 802.11b standard extends the 802.11 standard by introducing a higher-speed Physical Layer in the 2.4 Ghz band still guaranteeing the interoperability with 802.11 cards. The 802.11b standard enables multi-rate transmission at 11 Mbps and 5.5 Mbps in addition to 1 Mbps and 2 Mbps. To ensure the interoperability, each WLAN defines a basic rate set that contains the data transfer rate that must be used by all the stations in a WLAN. The overhead due to the use of the basic rate between all the stations in a WLAN is very important and it affects the throughput.
• Tctr is the time required to transmit all the control frame Tdr -Trts + • Tack is the time required to transmit MAC ACK frame which includes Physical header and MAC header.
• Tdata is the time required to transmit a MAC data frame which includes Physical header, MAC header, MAC payload
• Ts^ is the Slot Time.
• Tpayioad is the time required to transmit only the m bytes generated by the application; Tpayioad is therefore equal to m/data rate where However, even with large packet size (eg., m=1024 bytes) the bandwidth utilization is lower than 39% (cf Fig. 2 ). This theoretical analysis corresponds to the measurement of the actual throughput at the apphcation level. Two typical "applications" have been considered: FTP and CBR. The experimental results related to the UDP traffic are very close to the maximum throughput computed analytically. As expected, in the presence of TCP traffic the measured throughput is lower than the theoretical maximum throughput. Indeed, when using the TCP protocol overhead related to the TCP-ACK transmission has to be taken into account.
In the second graph (cf Fig. 3 ), qualnet simulations have been run for which one "CBR" application have been considered (packets size = 1024 bytes). The throughput has been studied as a function of the number of hops and for different available rate using the IEEE 802.11b protocol. We could see how the transmission throughput decreases as a function of the number of hops. Figure 3 . Throughput vs number of hop channel allocation technology. All of them are trying to improve the effective data rate given the specified bit error rate (BER). Due to the physical properties of communication channels, there is a direct relationship between the rate of communication and the quality of the channel required to support that communication reliably. Since the distance is one of the primary factor that determines wireless channel quality, there is an inherent trade-off between high transmission rate and effective transmission range. The SNR is a very interesting information to monitor because it reflects the link quality. In a multi-rate protocol, each available link may operate at a different rate. The most important challenge is to choose a good trade-off between the link quality and the number of hops. As a short link can operate at high rate, more hops are required to reach the destination. The Figure 4 and 5 show the Bit Error rate is represented as a function of SNR and the Throughput as a function of the SNR (cf Fig. 5 ). We can see the effect of the SNR on the transmission performance. But the distance of each link is the primary factor that determines channel quality. Long links have low quality, and thus operate at low rate (cf Fig. 4 ). Nevertheless, it is difficult to measure the link quality, so we propose to use the Smoothed value of Signal-to-Noise-Ratio since SNR could change dynamically with a high frequency due to electro-magnetic effect. This Smoothed SNR (SSNR) value can be computed as follows:
Effect of the SNR

ssnr -{\ -a) ^ oldsnr + a * cur^snr
where cur.snr and old.snr denote the value of the SNR on receipt of a packet and the previously computed ssnr, respectively. The constant value a is a filtering factor and it is set between 0.7 and 0.9 as a function of changing speed of the signal. Figure 5 . SNR Bits error rate as a function of Figure 6 . SNR Throughput as a function of
Network Layer Approach
Ad-Hoc networks require a highly adaptive routing scheme to deal with the frequent topology changes and low performance. In this paper, we propose a routing protocol that utilizes the ad hoc network characteristics to select the route which has a better compromize between the number of hops, the theoretical available bandwidth, and the stability of the route. This protocol is new because it uses the signal strength and SNR available at the MAC layer of an individual host as a route selection criteria. The trade-off between the number of hops and the SNR of each individual route defines a new network metric. The new metric available at the network layer allows to have a global overview of the best available path. In this protocol, a host initiates route discovery ondemand (only when a route is needed to send data). The source broadcasts a route-search packet which will be propagated to the destination, allowing the destination to choose a route and return a route reply. This paper describes an implementation of the AODV protocol based on a cross layer mechanism in which we use SNR information to obtain better routing techniques. To do so, we use SNR of each node to determine the route which will have globally the best SNR along the path. For this purpose we have added SNR information in each RREQ packet which is used as QoS in-0 1 2 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 formation. Each node that forwards these packets adds its own SNR information, thus updating the SNR of each link along the route. When the destination node receives the RREQ packet it directly has the information about the quality of the route. The destination node then determines the best route and replies by sending a RREP packet so that each node on the route can save the QoS information in its routing table. With a route decision mechanism, we take advantage of this QoS information, the route quality and the global throughput are improved. The RREQ and the RREP AODV frame carry the new extension field (cf Fig.  7) . Each host along the path picks back the new metric in the extension field of the RREQ frame. In the case of RREP frame, each host along the path reads the new metric value and stores it in its routing table. As we always find the link with the best SNR, we obtain a path with small transmission range but it may increase the number of hops. Consequently, the channel access overhead (e.g, backoff time) could be increased in proportion with the hop count. However it can reduce the link-level transmission time (^ Packet Size / Bandwidth), which is highly affected by the packet size. By reducing the transmission time, we can achieve a better throughput and always reduce the total energy consumption in the network wide. This protocol have been tested with ns-2 and is available. It is developed with the source code of AODV-UU [LN] with cross-layer extension [Gau04] .
Expected Result
In the first part of this paper we have presented different effects of SNR on link quality. First, the throughput and the SNR are directly correlated to the distance between the sender and the receiver (cf Fig. 9 ). Second, the throughput is directly correlated to the SNR (cf Fig. 8) .
A good link quality is defined by a good SNR. The SNR is a good indicator of the quality of service of the link. But it is more convenient to aggregate all SNR informations available on each link into one metric indicator for each path. We chose this new metric to find the best available path and to globally improve the network performance. Each link of the best path will have a low Bit Error Rate and the selected path has the best available throughput between the sender and the receiver. The measuring method of SNR helps us to have a good overview over the time of the SNR information and not just the SNR at a given selected time. It helps us to determine which link has a good stability over the time and which link has the lower probability to shutdown.
Future Works
The new challenge is to develop a mechanism to monitor the link quality in real-time during the communication. In this case when the quality of service of a Unk falls down, a mechanism should be implemented to find a new path. It will also be necessary to propose a trade-off between the number of hops and the quality of each link. It will not lead to select the best available route but to the selection of a route which presents the best compromise between the number of hops and the available data rate. This mechanism could help us to develop a new method of load-balancing because each node could monitor the number of path search demands and determine a trade-off not to be crossed.
Simulation Issues
We run simulations in order to test the performance and to validate crosslayer protocols We have written modules simulating a layered stack, which includes MAC layer and network layer. Each layer module communicates with the upper and the lower layer modules and each layer module communicates also with the other modules of the same layer in other stacks (see Fig. 1 ). Modules inside the stack are supposed to communicate with the cross-layer stack.
To simulate these communications, a design solution has been implemented. Small experience maybe hand maneged but for longer experiments, simulation should have to be automatically and dynamically run. So it is necessary to design dynamic and autonomic simulations, which are not easy. This part of the work is not completed yet.
Conclusion
In this paper, we started to investigate several cross-layer protocols and we have presented implementation of the AODV protocol which includes crosslayer extension. The concept of cross-layer provides a wide field of information exchange between layers. We focused on SNR which is a useful information to exchange because a low SNR level impacts throughput on the path. A low SNR level leads to a high bit error rate and consequently to a low link throughput. This protocol uses SNR information in the calculating of the network metric to choose the link with the best available quality (low bit error rate and high throughput). In wireless networks major criteria are the radio channel quality and the energy consumption. These elements cannot be only managed at a local level but have to be managed in a distributed way in the network. Consequently a new network metric has to be created, instead of looking only for the number of hops between the transmitter and the receiver. The quality of the radio channel along the route will also considered. In order to validate cross-layer methods it is necessary to run a lot of very long simulations in an autonomic and a dynamic way. This work is not completed yet. Nevertheless, cross-layer will probably lead to get very useful results about ad-hoc networks optimization. The design of dynamic and autonomic simulations may be of general use in order to solve a large set of problems.
