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OPTIMAL DENSITY FOR VALUES
OF GENERIC POLYNOMIAL MAPS
ANISH GHOSH, ALEXANDER GORODNIK, AND AMOS NEVO
Abstract. We establish that the optimal bound for the size of the small-
est integral solution of the Oppenheim Diophantine approximation problem
|Q(x)− ξ| < ǫ for a generic ternary form Q is |x| ≪ ǫ−1. We also establish
an optimal rate of density for the values of polynomials maps in a number
of other natural problems, including the values of linear forms restricted to
suitable quadratic surfaces, and the values of the polynomial map defined by
the generators of the ring of conjugation-invariant polynomials on M3(C).
These results are instances of a general approach that we develop, which
considers a rational affine algebraic subvariety of Euclidean space, invariant
and homogeneous under an action of a semisimple Lie group G. Given a
polynomial map F defined on the Euclidean space which is invariant under
a semisimple subgroup H of the acting group G, consider the family of its
translates F ◦ g by elements of the group. We study the restriction of these
polynomial functions to the integer points on the variety confined to a large
Euclidean ball. Our main results establish an explicit rate of density for their
values, for generic polynomials in the family. This problem has been exten-
sively studied before when the polynomials in question are linear, in the context
of classical Diophantine approximation, but very little was known about it for
polynomial of higher degree. We formulate a heuristic pigeonhole lower bound
for the density and an explicit upper bound for it, formulate a sufficient con-
dition for the coincidence of the lower and upper bounds, and in a number
of natural examples establish that they indeed match. Finally, we also estab-
lish a rate of density for values of homogeneous polynomials on homogeneous
projective varieties.
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1. Introduction and statement of main results
1.1. Introduction. The present paper is devoted to establishing effective rates of
density for values of generic polynomial maps computed at integral points. While
the case of linear maps is a subject of the classical theory of Diophantine approxi-
mation, very little is known about polynomial maps of higher degrees. The present
paper makes a systematic advance in this direction, including the derivation of some
optimal results, which have few, if any, precedents.
One of the simplest (non-linear) instances of the deterministic form of this ques-
tion is the quantitative density of values Q(x), x ∈ Zn, for irrational indefinite
quadratic forms Q. Given ξ ∈ R and ε > 0, one would like to establish existence of
x ∈ Zn satisfying |Q(x)− ξ| < ε with an explicit bound on the size of the vector x.
This question was studied in [5, 17, 26] (we refer to §1.2 below for a more elaborate
discussion). An analogous question can be asked for other polynomial maps. For
example, the density of values of linear maps on rational quadratic surfaces was
studied in [38] (see §1.3 below).
Let us formulate this problem more generally. Let X ⊂ An be an affine algebraic
variety defined over Q such that the set of its integral points X(Z) is Zariski dense
in X, and let F = (F1, . . . , Fm) : X→ Am be a polynomial map defined over R such
that F (X(R)) = Rm. Provided that F satisfies some irrationality assumptions, one
might hope to show that the set of values F (x), x ∈ X(Z), is dense in Rm. We
would like to explore quantitative aspects of the density of this set. To state our
question precisely, we fix an exponent κ > 0, and for ξ ∈ Rm and ε > 0, we consider
the system of inequalities
(1.1) ‖F (x)− ξ‖ < ε, ‖x‖ < ε−κ with x ∈ X(Z),
where ‖·‖ denotes the maximum norm. Analytic methods, which allow to establish
density of values, usually can be also used to show the existence of κ > 0 such that
this system of inequalities has solutions, but typically such κ is far from optimal.
Naturally, the system (1.1) cannot be solved for all ξ if the exponent κ is too small.
The lower bound κ is expected to obey can be gleaned from the following heuristic
argument.
Pigeonhole Heuristics. Suppose that the polynomial map F has degree d, and
for some a > 0 the following growth bound
|{x ∈ X(Z) : ‖x‖ < T }| ≪ T a
is satisfied for all sufficiently large T . Since the values F (x) with ‖x‖ < T lie in a
box of size O(T d), it is natural to expect that a fixed bounded set contains at most
O(T a−md) of these values. Then it follows from the pigeonhole principle that the
set of values could be dense at most on the scale O(T−(a−md)/m). Hence, in order
to have solutions in (1.1) for all ξ ∈ Rm and all sufficiently small ε, the exponent κ
must satisfy κ ≥ m/(a−md). This naturally leads to the following
OPTIMAL DENSITY FOR POLYNOMIAL MAPS 3
Question 1.1. Let a = lim infT→∞
log |{x∈X(Z): ‖x‖<T}|
log T , let F : X → Am be a
polynomial map of degree d < a/m, and κ > m/(a−md). Given ξ ∈ Rm, in which
cases does the system (1.1) have solutions for all sufficiently small ε?
An important source of motivation for the results we formulate below is the
classical case of linear maps F : Rn → Rm. In this case, for generic (namely almost
all) maps F it is in fact possible to obtain the optimal rate. Indeed, it follows from
the theory of inhomogeneous Diophantine approximation that when κ > m/(n−m),
for all ξ ∈ Rm and almost all linear maps F : Rn → Rm, the inequality
‖F (x)− ξ‖ < ‖x‖−1/κ
has infinitely many solutions x ∈ Zn. This result matches the a-priori lower bound
provided by the Pigeonhole Heuristics.
It is a natural but much more difficult challenge to produce non-linear examples
where the approximation property holds for all exponents κ > m/(a−md), and such
a result can be expected to give the optimal density rate for the distribution of the
polynomial values in question. Our paper provides a series of examples exhibiting
this property, including :
• quadratic forms,
• linear maps on quadratic surfaces,
• characteristic polynomial maps,
• Gram-matrix maps.
In all these instances, we show that for generic maps of this form, Question 1.1 is
answered positively. A common property of these examples, generalizing the case
of linear and quadratic maps mentioned already, is that the variety X is invariant
under an action of a linear algebraic group G ⊂ GLn. This allows us to consider a
family of maps
Fg := F ◦ g−1 : X→ Am, g ∈ G(R).
We shall prove that given an arbitrary ξ ∈ Rm, for almost all g ∈ G(R) the values
Fg(x), x ∈ X(Z), give a solution to (1.1) provided that κ > m/(a −md) and ε is
sufficiently small.
Let us note that while the lower bound on κ in Question 1.1 is expressed in terms
of geometric and arithmetic data (namely dimension, degree, and the growth rate
of the number of integral points), our proof relies on analytic estimates of certain
averaging operators which ultimately depends on spectral bounds for automorphic
representations, and also on the asymptotics of volume growth for balls in algebraic
groups. It is a remarkable fact that all these parameters match precisely and give
exactly the same exponent as predicted by the Pigeonhole Heuristics.
1.2. Quadratic forms. Let Q(x) =
∑n
i,j=1 aijxixj be a nondegenerate indefinite
quadratic form in n variables. The density of values in this case has been exten-
sively studied by both number-theoretic and ergodic-theoretic methods. It was
conjectured by Oppenheim in the 1920’s that if n ≥ 5 and Q is irrational (that is,
not proportional to a form with rational coefficients), then the set of values Q(x),
x ∈ Zn, is dense in R. This problem has a long history that we will not attempt
to discuss here in detail and we refer instead to [29] for a comprehensive survey.
Originally, it was approached by Fourier-analytic techniques such as the Hardy–
Littlewood Circle Method and its variants. For instance, Davenport and Heilbronn
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[13] proved the Oppenheim conjecture for non-degenerate indefinite diagonal qua-
dratic forms Q in n ≥ 5 variables, and Birch and Davenport [5] showed that in this
setting for κ > 2, the system of inequalities
(1.2) |Q(x)| < ε, ‖x‖ < ε−κ with x ∈ Zn\{0}
is solvable for all sufficiently small ε > 0. This still seems to be the best known
bound for diagonal forms, while based on the Pigeonhole Heuristics one might hope
to have existence of solutions when κ > 1/(n − 2) for non-degenerate forms Q in
n variables. In full generality, the Oppenheim conjecture was proved by Margulis
[28, 27], where it is shown that Q(Zn) is dense in R for all non-degenerate indefinite
irrational quadratic forms in n ≥ 3 variables. Margulis’ original proof was moti-
vated by Ragunathan’s observation that the Oppenheim conjecture would follow
from a result regarding orbit closures of certain subgroups of the orthogonal group
of Q acting on the space of unimodular lattices. This approach is topological in
nature so that it was not clear originally how to derive any quantitative density
estimates. Subsequently, more refined analytic techniques for addressing this prob-
lem have been developed by Bentkus and Go¨tze [4] and Go¨tze and Margulis [17].
In particular, it was established in [17] that for any κ > 12, the system (1.2) has
a solution for general non-degenerate indefinite irrational quadratic forms in n ≥ 5
variables. Moreover, it was shown in [17] that if Q additionally satisfies an explicit
Diophantine condition, then for κ > κ0(Q) > 1, the system
(1.3) |Q(x)− ξ| < ε, ‖x‖ < ε−κ with x ∈ Zn\{0}
is solvable for all ξ ∈ R and all sufficiently small ε > 0. It seems that the condition
n ≥ 5 is a natural barrier for applicability of the methods of [4, 17]. The case of
ternary quadratic forms Q was investigated by Lindenstrauss and Margulis [26].
They showed, in particular, that there exists κ > 0 such that for a non-degenerate
indefinite ternary quadratic form Q satisfying an explicit Diophantine condition,
the system
|Q(x)− ξ| < ε, ‖x‖ < exp(ε−κ) with x ∈ Z3\{0}
is solvable for all ξ ∈ R and all sufficiently small ε > 0. It is not known at present
whether it is possible to find a solution of |Q(x)− ξ| < ε with size O(ε−κ) for some
κ > 0, as in the case of quadratic forms in n ≥ 5 variables.
Let us first consider the case of generic forms in three variable, where we establish
the best-possible result for the rate of growth of solutions. In general, let us denote
by Q(p, q; ℓ) the set of real non-degenerate quadratic forms of signature (p, q) with
discriminant ℓ.
Theorem 1.2. Let ℓ ∈ R\{0}, ξ ∈ R, and κ > 1. Then for almost all Q ∈
Q(2, 1; ℓ), the system
|Q(x)− ξ| < ε, ‖x‖ < ε−κ with x ∈ Z3\{0}
has a solution for all ε ∈ (0, ε0(Q, ξ, κ)).
We note that in this setting m = 1, a = 3 and d = 2, so that the Pigeonhole
Heuristics (cf. Question 1.1) predicts density when κ > 1, and Theorem 1.2 es-
tablishes density when the rate κ is in this range. Our method can be applied to
quadratic forms in any number of variables, and we obtain solvability of (1.3) with
an explicit κ > 0, but this exponent is not optimal in general (cf. Theorem 1.7–1.8
below). After a conversation in June 2014 about a preliminary version of this paper
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in which Theorem 1.2 was proved, Athreya and Margulis [1] subsequently obtained
the same result for generic quadratic forms in three variables using the random
Minkowski theorem [30]. Their method is expected to eventually give optimal κ
in all dimensions, but it does not seems to apply, for example, to the problem of
establishing best-possible density estimates for linear forms on quadratic varieties,
which we will consider next.
Theorem 1.2 was first proved in 2014. Subsequently, a paper [15] by the first
author and Kelmer also dealt with this question using the method of the present
paper. Bourgain [7] obtained a uniform generic result for certain diagonal forms
using analytic techniques, and in [16] analogues of these results were obtained for
almost every quadratic form in three variables.
1.3. Linear maps on quadratic surfaces. We now turn to investigate the quan-
titative density of linear maps defined on quadratic surfaces. Let Q be a non-
degenerate indefinite rational quadratic form in n variables, k ∈ Q, and let
X = {Q = k}
be the corresponding quadratic surface. We fix a connected component X0 of the
surface X(R)\{0} that contains at least one integral point. Let F : Rn → Rm be a
rational linear map of full rank. We consider the set of values F (x), x ∈ X0 ∩ Zn.
In analogy with the Oppenheim conjecture, one expects that this set is dense in
Rm provided that F satisfies some basic geometric and Diophantine assumptions.
Results in this direction were proved by Sargent in [38], but while the argument of
[38] proves density, it does not allow us to deduce any quantitative bounds as in
(1.1). Here we establish such a bound for generic linear maps. Let G denote the
special orthogonal group of the quadratic form Q and G = G(R)0. We will consider
a family of linear maps Fg(x) = F (g
−1x) for g ∈ G, and establish the following
density estimate for their generic values, under suitable conditions, as follows.
Theorem 1.3. Assume that n ≥ 4, n = m+3, Q has signature (n− 1, 1), and the
form Q|F=0 is non-degenerate and indefinite. Let κ > m. Then given any ξ ∈ Rm,
for almost all g ∈ G, the system
(1.4) ‖Fg(x) − ξ‖ < ε, ‖x‖ < ε−κ with x ∈ X0 ∩ Zn,
has solutions for all ε ∈ (0, ε0(g, ξ, κ)).
Comparing this result with the Pigeonhole Heuristics (cf. Question 1.1), we
note that in this case a = n − 2 and d = 1, so that Theorem 1.3 establishes the
best possible quantitative density. Our method can be used to show that when
n −m > 3, the system (1.4) is also solvable for some κ > 0, but this exponent is
not optimal in general (cf. Theorem 1.7 below).
We also construct an example of a family of linear maps whose values fail to
satisfy the Pigeonhole Heuristics. Let n ≥ 4 and
X = {x21 + · · ·+ x2n−1 − x2n = 1}
be a quadratic surface. For 1 ≤ s ≤ n− 1, we consider a family of linear maps
Fα(x) = xn −
s∑
i=1
αixi, α = (α1, . . . , αs) ∈ Rs.
It is easy to check that for ‖α‖ > 1, the restriction Q|Fα=0 is a non-degenerate
indefinite form. Hence, it follows from [38] that for all such irrational α ∈ Rs, the
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set of values {Fα(x) : x ∈ X(Z)} is dense in the real line. For a given ξ ∈ R, we
investigate existence of integral solutions of the system
(1.5) |Fα(x)− ξ| < ε, ‖x‖ < ε−κ with x ∈ X(Z).
as ε → 0. A restriction on the exponent κ can be deduced from the Pigeonhole
Heuristics. We observe that the set Vε of values Fα(x) with x ∈ Zn satisfying
‖x‖ ≪ ε−κ lies in an interval of length O(ε−κ) and has cardinality O(ε−κ(s+1)).
Another bound on this cardinality can be obtained by using that the number of
x ∈ X(Z) satisfying ‖x‖ < T is O(T n−2). This gives the bound on the cardinality
O(ε−κ(n−2)) which is better than the previous bound when s > n− 3. One expects
that the cardinality of the intersection of Vε with a fixed interval is about O(ε
κ|Vε|).
Hence, if the approximation problem has a solution for all ξ in a bounded interval,
then we expect that εκ|Vε| ≫ ε−1, and
min(ε−κ(s+1), ε−κ(n−2))≫ ε−1−κ.
We conclude that one might expect existence of solutions (1.5) for all sufficiently
small ε only when
κ ≥
{
1
s , s ≤ n− 3,
1
n−3 , s > n− 3.
We shall show that when s ≤ n− 3, the values of the linear forms Fα with generic
α do not exhibit the quantitative density predicted by the Pigeonhole Heuristics.
Proposition 1.4. Let κs < 1/(s− 1) when s ≥ 2 and κ1 < 2, and ξ ∈ R\Z. Then
for almost all α = (α1, . . . , αs) ∈ Rs and sufficiently small ε > 0, the system
(1.6) |Fα(x)− ξ| < ε, ‖x‖ < ε−κs with x ∈ X(Z)
has no solutions.
For example, when n = 4, according to Theorem 1.3, the values of generic
linear forms on X(Z) are quantitatively dense with any κ > 1 (as predicted by
the Pigeonhole Heuristics), but according to Proposition 1.4 there exists a two-
dimensional family of linear forms (given by scalar multiples of Fα’s) whose values
on X(Z) are not quantitatively dense with any κ < 2.
1.4. Characteristic polynomial map. For a matrix x ∈ M3(C), we consider its
characteristic polynomial
det(tI − x) = t3 − F2(x)t2 − F1(x)t− F0(x).
Here F2(x) is the trace of the matrix x, F1 is the sum of the diagonal minors of
the matrix x, and F0(x) is the determinant of the matrix x. These polynomials
play an important role in classical Invariant Theory, as they generate the algebra
of conjugation invariant polynomials. Let ℓ ∈ Z\{0} and
X = {x ∈ M3(C) : det(x) = ℓ}
be the constant-determinant variety. We consider the polynomal map F = (F1, F2) :
X → C2. We observe that the variety X is invariant under the action of the group
G = SL3×SL3 defined by x 7→ g1xg−12 for g = (g1, g2) ∈ G. Therefore, we also have
a family of polynomial maps Fg(x) = F (g
−1
1 xg2) for g = (g1, g2) ∈ G(R). We can
now state the following best-possible density estimate on their generic values.
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Theorem 1.5. Let κ > 1. Then given any ξ ∈ R2, for almost all g = (g1, g2) ∈
G(R), the system
‖Fg(x) − ξ‖ < ε, ‖x‖ < ε−κ with x ∈ X(Z),
has solutions for all ε ∈ (0, ε0(g, ξ, κ)).
We remark that in this case m = 2, a = 6 and d = 2, so that the Pigeonhole
Heuristics also gives the range of exponents κ > 1 as in the theorem.
1.5. Gram-matrix map. Let Q be a non-degenerate indefinite quadratic form
in n ≥ 3 variables of signature (p, q). To simplify the exposition, we additionally
assume that p ≥ q and det(Q) = 1. We will also denote by Q the corresponding
bilinear form on Rn. Given vectors v1, . . . , vn ∈ Rn, the Gram matrix is defined by
FQ(v1, . . . , vn) = (Q(vi, vj))i,j=1,...,n .
A tuple of vectors (v1, . . . , vn) is called a unimodular frame if the vectors vi are
linearly independent, and the lattice generated by them has covolume one. The
collection of unimodular frames defines a hyper-surface X in Mn(C), and X(Z)
consists of unimodular frames with integral coordinates. We note that FQ defines
a surjective map from X(R) to Sym(p, q; 1), the set of real symmetric matrices
with signature (p, q) and determinant one. The distribution of the values FQ(x),
x ∈ X(Z), was studied in [21]. In particular, it follows from [21, Corollary 1.3] that if
Q is irrational, then this set of values is dense in Sym(p, q; 1). Here we consider the
problem of quantitative density in this setting. Since the points FQ(x), x ∈ X(Z),
are dense in a proper subvariety of Mn(R), the Pigeonhole Heuristics proposed
above has to be modified. We recall that it was shown in [21] that the number of
(v1, . . . , vn) ∈ X(Z) with ‖v1‖, . . . , ‖vn‖ < T such that FQ(v1, . . . , vn) is contained
in a fixed bounded domain in Sym(p, q; 1) is bounded byO(T (p−1)q) when p > q, and
by O(T (p−1)p logT ) when p = q. Since Sym(p, q; 1) has dimension (n− 1)(n+2)/2,
we expect that this set of values can be dense at most on the scale O(T−δ) with
δ < 2(p−1)q(n−1)(n+2) . Equivalently, density on this scale corresponds to solvability of the
system of inequalities
(1.7) ‖FQ(x)− ξ‖ < ε, ‖x‖ < ε−κ with x ∈ X(Z).
with κ > (n−1)(n+2)2(p−1)q . Our next result states that this best-possible rate can be
achieved for generic Gram matrix maps in dimension three.
Theorem 1.6. Let κ > 5 and ξ ∈ Sym(2, 1; 1). Then for almost all Q ∈ Q(2, 1; 1),
the system (1.7) has a solution for all ε ∈ (0, ε0(Q, ξ, κ)).
The results stated so far are distinguished by the fact that they establish a
density rate for polynomial values which matches the a-priori bound given by the
Pigeonhole Heuristics. We now note that these results all fit into a more abstract
setting, consisting of families of polynomial maps parametrized by actions of alge-
braic groups on homogeneous varieties, and we turn to formulate systematic general
results in this direction. We establish two results regarding the rate of density for
values of polynomials maps, the first for homogeneous affine varieties, and the sec-
ond for homogeneous projective varieties. We emphasize that the rates we establish
are given explicitly by data associated with the corresponding algebraic groups, the
variety and the polynomial. This dependence will be explicated in the proofs of
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the results stated below, together with a criterion for when the rate established
matches the bound given by the Pigeonhole Heuristics in the affine case.
1.6. General homogeneous varieties. Let X ⊂ An be an affine algebraic variety
defined over Q and equipped with a transitive action of a connected semisimple
algebraicQ-group G ⊂ GLn. Let X0 be a connected component of X such that X0∩
Zn 6= ∅. We note that G := G(R)0 acts transitively on the connected components
of X(R). Given a polynomial map F : X→ Am defined over R, we set Fg = F ◦ g−1
with g ∈ G. We assume that F is invariant under a connected semisimple algebraic
Q-subgroup H of G which is isotropic over R. We assume that H is Q-simple, and
H = H(R)0 is totally non-compact in G, that is, for all the projections πi : G→ Gi
to its simple factors, the closures of πi(H) are not compact. (This, in particular,
implies that G has no compact factors.)
In this setting, we prove:
Theorem 1.7. There exists κ > 0 such that given ξ ∈ Rm which is a regular value
of F : X0 → Rm, for almost all g ∈ G the system
‖Fg(x) − ξ‖ < ε, ‖x‖ < ε−κ with x ∈ X0 ∩ Zn
has solutions for all ε ∈ (0, ε0(g, ξ)).
Our second result concerns polynomial maps on projective varieties. Let G ⊂
GLn as before be a connected semisimple algebraic Q-group. We fix x0 ∈ Zn
such that the stabilizer of the line [x0] in the projective space P
n−1 is a parabolic
Q-subgroup of G. Then G[x0] ⊂ Pn−1 is a homogeneous projective variety of G.
We consider the corresponding cone X0 = Gx0 in R
n. Let F : Cn → Cm be a
polynomial map defined over R whose components are non-constant homogeneous
polynomials. We assume that F is invariant under a connected semisimple algebraic
Q-subgroup H of G which is isotropic over Q. As before, we also assume that H is
Q-simple, and H = H(R)0 is totally non-compact in G = G(R)0.
With these notations, we prove:
Theorem 1.8. There exists κ > 0 such that for almost all g ∈ G the system
‖Fg(x)‖ < ε, ‖x‖ < ε−κ with x ∈ X0 ∩ Zn
has solutions for all ε ∈ (0, ε0(g)).
We note that the proofs of Theorems 1.7 and 1.8 provide explicit bounds on the
exponent κ (see the formulas (5.4) and (5.9) in the proofs). However, in general
these bounds are weaker than the bounds predicted by the Pigeonhole Heuristics.
1.7. Outline of the proof. We briefly sketch the strategy of the proofs of the
above results. We shall show that a proof of existence of integral solutions of a
given size can be reduced to an investigation of certain shrinking target problems
on homogeneous spaces of algebraic groups. Thus, fix an algebraic variety X ⊂ An
which invariant under an action of an algebraic group G and a polynomial map F
on X. Consider a family of maps x 7→ F (g−1x) parametrised by g ∈ G(R). We
would like to establish a quantitative density of values F (g−1x), x ∈ X(Z), which
amounts to finding a solution to the inequality
(1.8) ‖F (g−1x)− ξ‖ < ε with x ∈ X(Z),
with an explicit bound on the size of x. We observe that the group Γ := G(Z) acts
on the set X(Z), and we look for solutions of this inequality of the form x = γx0
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for a fixed point x0 ∈ X(Z) and γ ∈ Γ. Now if we further assume that the map
F is invariant under a subgroup H of G := G(R), then one can show that the
original problem can be reformulated in terms of dynamics of the action of Γ on
the space Y := G/H . Namely, a solution of (1.8) can be constructed once we
establish existence of
(1.9) γ−1gH ∈ Tε with γ ∈ Γ,
where Tε are certain shrinking subsets of Y . A key ingredient in the solution
of the latter problem is the duality principle in homogeneous dynamics, namely
the reformulation of (1.9) in terms of dynamics of the action of H on the space
Z := Γ\G. This amounts to analysis of another shrinking target problem:
(1.10) Γgh ∈ Sε with h ∈ H,
where Sε are suitable shrinking subsets of Z. To establish solvability of (1.10) with
an explicit bound on h ∈ H , we investigate the behavior of the following averaging
operators
πZ(βt)f(z) =
1
mH(Ht)
∫
Ht
f(zh)dmH(h), z ∈ Z,
defined for functions f on Z and subsetsHt ofH , wheremH denotes a Haar measure
on H . The method that we use constitutes a variation of the method employed in
[14] to obtain upper bounds for rates of distribution of dense lattice orbits.
1.8. Structure of the paper. In the next section, we will investigate a general
shrinking target problem for group actions and relate this problem to estimates on
certain averaging operators. In Section 3, we review properties of unitary repre-
sentations of semisimple groups which will allow us to deduce quantitative mean
ergodic theorem for the averaging operators introduced in Section 2. Then in Sec-
tion 4, we discuss automorphic representation of orthogonal groups of indefinite
quadratic forms and establish temperedness of restrictions of these representations.
The general Theorems 1.7–1.8 are proved in Section 5, and Theorems 1.2–1.6 are
proved in Section 6. Finally, in Section 7, we give a proof of Proposition 1.4, which
is elementary and independent of the rest of the paper.
2. General shrinking target problems
In the present section we will establish a solution to a general shrinking target
problem that will appear in the proofs of our main results. Let H be a (non-
compact) locally compact second countable unimodular group acting (on the right)
on a standard probability space (Z, µZ), preserving the measure µZ . Fix a family
S = {Sε}ε∈(0,ε0) of shrinking measurable subsets of Z. We would like to estimate
the rate at which the H-orbits in Z visit the target subsets Sε. To make this
question precise, we fix a proper measurable function | · | : H → R+ on H , and
view it as a gauge that measures the size of elements in H . Then given κ > 0 and
z ∈ Z, we seek to find solutions for
(2.1) zh ∈ Sε, |h| < ε−κ with h ∈ H .
Our first result shows that (2.1) can be analyzed using suitable averaging operators.
We set
Ht = {h ∈ H : |h| < t}
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and consider a family of linear operators πZ(βt) : L
2(Z, µZ) → L2(Z, µZ) defined
by
πZ(βt)f(z) =
1
mH(Ht)
∫
Ht
f(zh)dmH(h), z ∈ Z,
where mH denotes a fixed choice of a Haar measure on H .
We make the following assumptions:
A1. (volume lower bound for the family Ht). The lim inf
b := lim inf
t→∞
logmH(Ht)
log t
is positive.
A2. (effective mean ergodic theorem). There exists θ > 0 such that for every
η > 0 and t ≥ tη,∥∥∥∥πZ(βt)f − ∫
Z
f dµZ
∥∥∥∥
L2(Z,µZ )
≪η mH(Ht)−θ+η ‖f‖L2(Z,µZ )
for all f ∈ L2(Z, µZ).
A3. (local dimension bound for targets). The lim sup
ζ := lim sup
ε→0+
log(µZ(Sε))
log ε
is finite.
Under the assumptions A1–A3, we prove:
Proposition 2.1. Let κ > ζ2θb . Then for almost all z ∈ Z and ε ∈ (0, ε0(z, κ)),
there exists h ∈ H satisfying
zh ∈ Sε and |h| < ε−κ.
Proof. Let
Z(t, ε) = {z ∈ Z : zHt ∩ Sε = ∅},
and let fε denote the characteristic function of the set Sε. Then πZ(βt)fε(z) = 0
for z ∈ Z(t, ε). Utilizing the effective mean ergodic theorem (Assumption A2), we
have for each given η > 0 and all sufficiently large t,∥∥∥∥πZ(βt)fε − ∫
Z
fε dµZ
∥∥∥∥
L2(Z,µZ )
≪η mH(Ht)−θ+η ‖fε‖L2(Z,µZ ) .
By integrating only on the subset Z(t, ε), this estimate implies that
(2.2) µZ(Z(t, ε))
1/2
(∫
Z
fε dµZ
)
≪η mH(Ht)−θ+η ‖fε‖L2(Z,µZ ).
Since ∫
Z
fε dµZ = µZ(Sε) and ‖fε‖L2(Z,µZ) = µZ(Sε)1/2,
we obtain the bound
µZ(Z(t, ε))≪η mH(Ht)−2(θ−η)µZ(Sε)−1
for all sufficiently large t. By Assumption A1, for all η > 0 and all sufficiently large
t, we have
mH(Ht)≫η tb−η,
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and by Assumption A3, for all η > 0 and all sufficiently small ε > 0,
µZ(Sε)≫η εζ+η.
Therefore, putting these estimates together,
µZ(Z(t, ε))≪η t−2(b−η)(θ−η)ε−(ζ+η).
Now we take ε = t−1/κ and set Z(t) := Z(t, t−1/κ). This gives the estimate
µZ(Z(t))≪η t(ζ+η)/κ−2(b−η)(θ−η)
valid for all η > 0, t > tη, and ε ∈ (0, εη). Since κ > ζ2θb , we can choose η sufficiently
small to obtain that for some exponent σ > 0 and all sufficiently large t,
µZ(Z(t))≪ t−σ.
In particular, we conclude that
∞∑
n=1
µZ(Z(2
n)) <∞,
and by the Borel–Cantelli Lemma, almost every point z ∈ Z eventually avoids the
sets Z(2n). Equivalently, for almost every z ∈ Z, there exists n0(z) ∈ N such that
zH2n ∩ S2−n/κ 6= ∅ for all n ≥ n0(z).
Hence, we have shown that for almost every z ∈ Z and n ≥ n0(z), there exists
h ∈ H such that
(2.3) zh ∈ S2−n/κ and |h| < 2n.
Given ε ∈ (0, 1), choose n such that 2−n/κ ≤ ε < 2−(n−1)/κ. Then (2.3) implies
that for almost every z ∈ Z and ε ∈ (0, ε0(z, κ)),
zh ∈ Sε and |h| < 2ε−κ.
It also follows that for any κ′ > κ and sufficiently small ε,
zh ∈ Sε and |h| < ε−κ
′
.
This completes the proof. 
Our next result concerns shrinking targets for lattice actions on homogeneous
spaces. Let G be a (non-compact) locally compact second countable unimodular
group, H a closed unimodular subgroup of G, and Γ be a lattice subgroup of G.
We consider the action of Γ on the homogeneous space Y := G/H and investigate
the following shrinking target problem. Let | · | : G → R+ be a proper measur-
able function on G and T = {Tε}ε∈(0,ε0) a family of relatively compact shrinking
measurable subsets of Y . Given κ > 0 and y ∈ Y , we seek to find solutions to
(2.4) γ−1y ∈ Tε, |γ| < ε−κ with γ ∈ Γ.
Without loss of generality, we may assume that the subsets Tε are of the form
Tε = S˜εH
for some relatively compact shrinking measurable subsets S˜ε of G.
We fix Haar measures mG on G. Then Z = Γ \ G is equipped with a finite
G-invariant measure mZ satisfying∫
G
f(g) dmG(g) =
∫
Z
(∑
γ∈Γ
f(γg)
)
dmZ(Γg) for f ∈ Cc(G).
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We note that mZ is not necessarily a probability measure, and its total mass is
equal to the Haar measure of a fundamental domain of Γ in G which we denote by
V (Γ). Thus mZ(Z) = V (Γ). We denote by µZ the probability measure mZ/V (Γ).
We shall make the following assumptions:
A3′. (local dimension bound for targets). The lim sup
ζ := lim sup
ε→0+
log(mG(S˜ε))
log ε
is finite.
A4. (coarse admissibility of | · |). For every relatively compact set Ω ⊂ G, there
exists c1(Ω) = c1 > 0 such that
|ω1gω2| ≤ c1|g| for all ω1, ω2 ∈ Ω and g ∈ G.
Under the assumptions A1, A2, A3′ and A4, we prove:
Proposition 2.2. Let κ > ζ2θb . Then for almost all g ∈ G and ε ∈ (0, ε0(g, κ)),
there exists γ ∈ Γ satisfying
γ−1gH ∈ Tε and |γ| < ε−κ.
Proof. Let Sε = ΓS˜ε. We note that the sets S˜ε are contained in a fixed relatively
compact subset of G that we denote by Ω. We observe that since the intersection
of the lattice Γ with the relatively compact set Ω · Ω−1 is finite and has at most,
say, N(Ω) elements, the map g 7→ Γg is at most N(Ω)-to-1 on Ω, and it follows that
µZ(Sε) = V (Γ)
−1mZ(Sε) ≥ V (Γ)−1N(Ω)−1mG(S˜ε).
In particular, we conclude that the sets Sε satisfy Condition A3. We apply Propo-
sition 2.1 to the action of H on Z and the targets Sε ⊂ Z to deduce that for almost
all g ∈ G and ε ∈ (0, ε0(g, κ)), there exists h ∈ H satisfying
Γgh ∈ Sε and |h| < ε−κ.
It follows that there exists γ ∈ Γ such that γ−1gh ∈ S˜ε. In particular this implies
that
γ−1gH ∈ S˜εH = Tε.
Since γ ∈ ghS˜−1ε ⊂ ghΩ−1, it also follows from Condition A4 that there exists
c = c(g,Ω) > 0 such that |γ| ≤ c|h|. Hence, we have shown that for almost all
g ∈ G and ε ∈ (0, ε0(g, κ)), there exists γ ∈ Γ satisfying
γ−1gH ∈ Tε and |γ| < c ε−κ.
This also implies that for any κ′ > κ and sufficiently small ε, we have |γ| < ε−κ′ .
This proves the proposition. 
3. Unitary representations and ergodic theorems
A crucial ingredient of our arguments is a general mean ergodic theorems for
the actions of semisimple Lie groups [34, 18, 19] that we now recall. Let H be a
connected semisimple Lie group with finite centre. We fix a Haar measure mH on
H . We say that a unitary representation π : H → U(H) of H is Lp-integrable if
for all vectors v, w in a dense subspace of H, the matrix coefficients 〈π(h)v, w〉,
h ∈ H , are in Lp(H). We also say that the representation is Lp+-integrable if it is
Lq-integrable for all q > p.
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We recall that a large class of unitary representations of H arising from actions
on homogeneous spaces are known to be Lp-integrable. Let G be a connected
semisimple algebraic Q-group. We set G = G(R)0, Γ = G(Z) ∩ G, and consider
the space Z = Γ\G equipped with the probability Haar measure µZ . Let H be
a connected Q-simple algebraic subgroup of G defined over Q and H = H(R)0.
The following theorem is a consequence of property τ , namely the uniform spectral
gap property for automorphic representations, which is proved in full generality by
Clozel [10], combined with the functorial properties of the automorphic spectrum,
established by Burger and Sarnak [8]. We refer to [39] and [11] for an exposition of
these results.
Theorem 3.1. There exists p = p(H) ≥ 2 such that given any closed H-invariant
subspace H of L2(Z, µZ) that does not contain any non-zero H-invariant vectors,
the unitary representation of H on H is Lp-integrable.
To elucidate Theorem 3.1, note that according to [8, Th. 1.1(a)], the representa-
tion of H on H is weakly contained in the set of automorphic representations. Since
H is Q-simple, its simply connected cover H˜ is obtained by restriction of scalars from
an absolutely simple simply connected algebraic group M defined over a number
field K. Then
H = H(R)0 ≃ H˜(R) =
∏
v∈V∞
M(Kv),
where the product is taken over all Archimedean completions ofK. According to [10,
Th. 3.1], the automorphic representations of simple factorsM(Kv) are isolated from
the trivial representations. This implies that the representation H is Lp integrable
for some p ≥ 2 where the integrability exponent is determined by bounds on the
automorphic spectrum of M.
The important additional feature of the uniformity of the integrability exponent
will not play a role in the applications that we discuss here. We note however that
this feature can be used to establish existence of integral solutions of (1.1) satisfying
additional congruence conditions, with a uniform bound κ controlling their rate of
growth.
It follows from the Moore Ergodicity Theorem [32] that in many cases the sub-
space H in Theorem 3.1 can be taken to be H = L20(Z, µZ), namely, the space of
L2-integrable functions on Z satisfying
∫
Z
f dµZ = 0. We say that the group H is
totally non-compact in G if for the projections πi : G → Gi to its simple factors,
the closures of πi(H) are not compact. (This, in particular, implies that G has no
non-trivial compact factors.) It follows from [32] that if H is totally non-compact,
then given any unitary representation π : G → U(H), the sets of H-invariant and
G-invariant vectors coincide. Hence, we obtain the following corollary.
Corollary 3.2. Under the foregoing assumptions on H and G, suppose in addition
that H is totally non-compact in G. Then there exists p = p(H) ≥ 2 such that the
unitary representation of H on L20(Z, µZ) is L
p-integrable.
Let us consider a measure-preserving action ofH on a standard probability space
(Z, µZ). For a measurable subset B ⊂ H with 0 < mH(B) < ∞, we define the
averaging operator
πZ(β)f(z) =
1
mH(B)
∫
B
f(zh)dmH(h), z ∈ Z,
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for f ∈ L2(Z, µZ). We recall the following mean ergodic theorem (see [19, Th. 4.5]):
Theorem 3.3. Let H be a closed H-invariant subspace of L2(Z, µZ) such that the
corresponding unitary represenation of H on H is Lp+-integrable. Then for all
f ∈ H,
‖πZ(β)f‖L2(Z,µZ ) ≪η mH(B)
− 1
2ne(p)
+η ‖f‖L2(Z,µZ ), η > 0,
where ne(p) is defined as ne(p) = 1 when p = 2 and as the least even integer ≥ p/2
when p > 2.
An important role in our considerations is also played by the notion of weak
containment of unitary representations. We say that a unitary representation π1 of
H is weakly contained in a unitary representation π2 of H if every diagonal matrix
coefficient 〈π1(h)v, v〉 for the representation π1 can be approximated uniformly on
compact subsets of H by finite sums of diagonal matrix coefficient 〈π2(h)wi, wi〉 for
the representation π2. We refer to [3, App. F] for an extensive discussion of the
weak containment property. We denote by λH the regular representation of H on
L2(H). For a closed subgroup H0 of H ,
• if π1 is weakly contained in π2, then π1|H0 is weakly contained in π2|H0 ,
• λH |H0 is weakly contained in the regular representation λH0 .
A unitary representation π of H is called tempered if it is weakly contained in the
regular representation λH . According to [12], in our set-up a unitary representation
is tempered if and only if it is L2+-integrable.
We list several examples of Lp-integrable and tempered unitary representations
that will play a role in our arguments:
(i) Let G be a connected simple Lie group with finite centre of rank ≥ 2. Then
there exists a uniform p ≥ 2 such that any unitary representation of G
without G-invariant vectors is Lp-integrable. In particular, forG = SLn(R),
n ≥ 3, such representations are known to be L2(n−1)+ integrable.
(ii) Let G = SL3(R) and H = SOQ(R)
0 ⊂ G for a ternary non-degenerate
indefinite quadratic form Q. Then for any unitary representation π of G
without G-invariant vectors, the representation π|H is tempered.
(iii) Let G = SL3(R) × SL3(R) and H ≃ SL3(R) be the diagonal subgroup of
G. Then for any unitary representation π of G without invariant vectors
for the SL3(R)-factors of G, the representation π|H is tempered.
(iv) Let G = SOQ(R)
0 where Q is a non-degenerate rational quadratic form in
n ≥ 4 variables of signature (n − 1, 1). Let H be a closed subgroup of G
such that H ≃ SO(2, 1)0. We consider the unitary representation π of G
on L20(Γ\G) for a congruence subgroup Γ of G. Then the restriction π|H is
tempered.
(i) follows from [25, 35, 36], (ii) and (iii) are observed in [14, Sec. 4], and (iv)
will be proved in the next section.
4. Automorphic representations of orthogonal groups
Let Q be a non-degenerate rational quadratic form in n variables of signature
(n − 1, 1), n ≥ 4. We denote by G = SOQ ⊂ GLn the special orthogonal group
of Q and set G = G(R)0. Let H be any closed subgroup of G which satisfies
H ≃ SO(2, 1)0. We fix a congruence subgroup Γ of G. Our aim is to analyse the
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unitary representation arising from the action of H on L20(Γ\G). In this section,
we prove:
Proposition 4.1. For n ≥ 4, the unitary representation of H on L20(Γ\G) is
tempered.
Proof. Let π denote the unitary representation of G on L20(Γ\G). We consider its
direct integral decomposition π =
∫ ⊕
πz into irreducible representations πz of G.
We shall use the properties of unitary representations reviewed in Section 3. It
is sufficient to show that the representation π|H is L2+-integrable. We note that
π|H is Lp-integrable provided that πz |H is Lp-integrable for almost all z. Hence,
it remains to verify that for the representations πz , which appear in the direct
integral decomposition of π, the restrictions πz |H are L2+-integrable. When πz is a
tempered representation of G, it is weakly contained in the regular representation
λG. Also πz |H is weakly contained in λG|H , and λG|H is weakly contained in
λH . Hence, we conclude that in this case the restriction πz|H is tempered and,
in particular, L2+-integrable. Now it remains to analyse the restrictions πz |H for
non-tempered representations πz.
There exists a Cartan involution of G which defines a Cartan involution of H
(see, for instance, [33, p. 53]). Let K be the corresponding maximal compact
subgroup of G. Then KH = K ∩ H is a maximal compact subgroup of H . We
choose a Cartan subgroup A of H . Since G has rank one, A is also a Cartan
subgroup of G. We have Cartan decompositions
G = KA+K and H = KHA
+KH .
Let a = Lie(A). The adjoint action of a on the Lie algebra of G has exactly one
simple root α of multiplicity n− 2. We fix X0 ∈ a such that α(X0) = 1. This gives
the identification of a ≃ R which follows the standard convention that the half-sum
of positive roots corresponds to ρn−1 :=
n−2
2 . With this normalisation the Haar
measure on H is given by
(4.1)
∫
H
f dmH =
∫
KH×R+×KH
f(k1 exp(tX0)k2) sinh(t)dk1dtdk2, f ∈ Cc(H).
We now recall some facts from the classification of the irreducible unitary rep-
resentations of G ≃ SO(n− 1, 1)0 [22, 24, 40, 2]. It is known that all non-tempered
irreducible representations of G are given by the complementary series representa-
tions J(ω, s) which are constructed as follows. Let P =MAN be a proper parabolic
subgroup of G. For s ∈ C, we define a character of A by χs(exp(tX0)) = est. Given
an irreducible finite-dimensional representation ω of M and s ∈ C with Re(s) > 0,
we construct the unitary representation of G which is induced from the representa-
tion σ⊗χs of P . Then J(ω, s) is the unique irreducible quotient of this representa-
tion. All non-tempered irreducible unitary represenations of G ≃ SO(n− 1, 1)0 are
of this form J(ω, s) with s ∈ I(σ) for an interval I(σ) ⊂ (0, ρn−1]. When σ = 1M
is the trivial representation of M , the interval is I(1M ) = (0, ρn−1]. This gives the
spherical complementary series representations of G. When σ 6= 1M , we always
have I(σ) ⊂ (0, ρn−1−1] (see, for instance, [24, Prop. 49–50]). The K-finite matrix
coefficients F of the representations J(ω, s) satisfy the bound
(4.2) |F (k1 exp(tX0)k2)| ≪F,ε e(s−ρn−1+ε)t k1, k2 ∈ K and t ∈ R+
for all ε > 0 (see [9] or [23, p. 253]).
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Let us consider the case when πz appearing in the decomposition of π is a non-
tempered spherical irreducible representation of G. While (4.2) gives allows for
arbitrarily slow decay when s → ρn−1, it was shown in [8, Thm. 1.2(a)] that
when n ≥ 4, the complementary series representations J(1M , s) which appear in
the decomposition of L20(Γ\G) must have s ≤ ρn−1− 12 . Hence, we deduce that for
all K-finite matrix coefficients F of πz, we have the bound
|F (k1 exp(tX0)k2)| ≪F,ε e(−1/2+ε)t for k1, k2 ∈ K and t ∈ R+.
In view of (4.1), it follows that F |H are in L2+η(H) for all η > 0. Thus, πz |H is
L2+-integrable, as required.
Now suppose that πz is non-tempered non-spherical irreducible representation
of G. Then πz can be identified with J(ω, s) with s ≤ ρn−1− 1. Hence, all K-finite
matrix coefficients F of πz satisfy
|F (k1 exp(tX0)k2)| ≪F,ε e(−1+ε)t for k1, k2 ∈ K and t ∈ R+.
Then it follows that F |H are in L2+η(H) for all η > 0 (in fact, in L1+η(H) for η >
0), and πz|H is L2+-integrable. This completes the proof that the representation
π|H =
∫ ⊕
(πz |H) is tempered. 
5. Proofs of Theorems 1.7–1.8
Proof of Theorem 1.7. We recall that X0 denotes a fixed connected component of
X(R) such that X0 ∩ Zn 6= ∅. We fix x0 ∈ X0 ∩ Zn. Since X(R) consists of finitely
many open (and closed) orbits of G = G(R)0 (see [37, §3.2]), we have X0 = Gx0.
Moreover, we recall that the map g 7→ gx0, g ∈ G, is a submersion. We pick
g0 ∈ G such that F (g−10 x0) = ξ and F is a submersion at g−10 x0. Then the map
G→ Rm : g 7→ F (g−1x0) is also a submersion at g0. Using a canonical coordinate
system for this submersion in a neighbourhood of g0, one can construct a collection
of compact shrinking subsets S˜ε, ε ∈ (0, ε0) of G such that
(5.1) ‖F (s−1x0)− ξ‖ < ε for all s ∈ S˜ε,
and
(5.2) mG(S˜ε)≫ εm for all ε ∈ (0, ε0) .
Since G is a connected semisimple Q-group, the subgroup Γ = G(Z)∩G is a lattice
in G (see [37, §4.6]). We apply Proposition 2.2 to the action of Γ on the space
Y = G/H , where H = H(R)0, and the function | · | being given by a norm on
Mn(R). It remains to verify Conditions A1, A2, A3
′, A4. Condition A3′ with
ζ = m is immediate from (5.2), and Condition A4 is straightforward to check for
norms.
When H is a connected semisimple Lie group, the asymptotics of the volume of
the norm balls Ht = {h ∈ H ; ‖h‖ < t} can be computed explicitly (see [21, Sec. 7],
[31], [20, Sec. 6]):
mH(Ht) ∼ c tb(log t)b
′−1 as t→∞,
with c > 0, b ∈ Q+ and b′ ∈ N. The exponent b is positive when H is non-compact
(equivalently, when H is isotropic over R). This verifies Condition A1.
We also note that the exponent b can be computed explicitly in terms of the
root data of H (see [20, eq. (1.10)]). We will need explicit estimates for b in the
next section. If we fix a Cartan subgroup A of H with a set of simple roots ∆ and
OPTIMAL DENSITY FOR POLYNOMIAL MAPS 17
suppose the action of A on Rn has a unique highest weight λ, then the exponent b
can computed as follows. We write
λ =
∏
α∈∆
αmα and ρ2 =
∏
α∈∆
αnα ,
where ρ2 denotes the product of positive roots. Then
(5.3) b = max
{
nα
mα
: α ∈ ∆
}
.
To verify Condition A2, we consider the unitary representation πZ of G acting on
L20(Z, µZ), where Z = Γ\G. Recall that H is assumed Q-simple, and H is assumed
totally non-compact in G. It follows from Corollary 3.2 that the restriction πZ |H is
an Lp-integrable representation of H . Hence, by Theorem 3.3, the action of H on
L20(Z, µZ) satisfies a quantitative mean ergodic theorem, which verifies Condition
A2 with some exponent θ > 0. Hence, we conclude that Proposition 2.2 applies in
this setting, and yields that for κ satisfying
(5.4) κ >
m
2θb
,
for almost all g ∈ G and ε ∈ (0, ε0(g, κ)), there exists γ ∈ Γ such that
γ−1gH ∈ S˜εH and ‖γ‖ < ε−κ.
Since F is invariant under H , it follows from (5.1) that ‖F (g−1γx0) − ξ‖ < ε.
Hence, we conclude that x = γx0 ∈ X0 ∩ Zn gives a solution of
‖F (g−1x)− ξ‖ < ε and ‖x‖ < n‖x0‖ ε−κ.
Then for every κ′ > κ and sufficiently small ε, we obtain
‖F (g−1x)− ξ‖ < ε and ‖x‖ < ε−κ′ .
This completes the proof. 
Proof of Theorem 1.8. We recall that the stabiliser of the line [x0] in G is assumed
to be a parabolic Q-subgroup of G. We refer to [6, §III.1-2] for properties of rational
parabolic subgroups and basic facts from reduction theory. Without loss of gener-
ality, we may assume that P is a standard rational parabolic subgroup. Namely,
it is defined as follows. Let T be a maximal Q-split torus of G and ∆ = ∆(G,T)
denote a set of (restricted) simple roots on T (for the action of T on the Lie algebra
of G). For a proper subset I of ∆, we have P = NZG(TI), where N is the unipo-
tent radical of P, and TI is a connected component of ∩α∈Iker(α). For a suitable
choice of Cartan involution, there exists a Levi subgroup L defined over Q which is
invariant under this involution. We denote by K the maximal compact subgroup
of G(R) corresponding to this involution. Let S be the split center of L over Q and
M = ∩χ∈X(L)ker(χ2). We set
N = N(R), A = S(R)0, M = M(R).
Then we have the decompositions
(5.5) P(R) = NMA and G(R) = NMAK.
For s ∈ R, we define
As = {a ∈ A : α(a) > es for all α ∈ ∆\I}.
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For a fixed compact Ω ⊂ NM0 with non-empty interior, we define the Siegel sets
Σ(s) = ΩAsK
0
The Haar measure on G(R) with respect to the decomposition (5.5) is given by∫
G(R)
f dmG(R) =
∫
N×M×A×K
f(nmak) dmN (n)dmM (m)∆P (a
−1)dmA(a)dmK(k)
for f ∈ Cc(G(R)), where m∗ denotes the Haar measures on the factors, and
∆P (a) = det(Ad(a)|Lie(N)) =
∏
α∈∆\I
αmα
for some positive integers mα. This implies that for some ζ > 0, we have the bound
mG(Σ(s))≫ e−ζs.
We set Γ = G(Z) ∩G and Z = Γ\G, and consider the projections of the Siegel sets
Sδ = ΓΣ(− log δ) ⊂ Z.
Since the set {γ ∈ Γ : Σ(s) ∩ γΣ(s)} is finite, it follow that the projection map
G→ Z : g 7→ Γg restricted to Σ(s) is uniformly finite-to-one. This implies that
µZ(Sδ)≫ δζ .
We apply Proposition 2.1 to the action of H = H(R)0 on the space Z. Condition
A3 for the sets Sδ has just been verified, and Conditions A1 and A2 have been
verified in the proof of Theorem 1.7. Hence, by Proposition 2.1, when κ > ζ/(2θb),
for almost all g ∈ G and δ ∈ (0, δ0(g, κ)), there exists h ∈ H such that
Γgh ∈ Sδ and ‖h‖ < δ−κ.
This implies that there exists γ ∈ Γ such that γgh ∈ Σ(− log δ).
For g = nma ∈ P , we have g−1x0 = e−λ(a)x0 for a character λ of A. Since [x0] is
stabilised by P, it follows that it is a highest weight vector with respect to the root
system ∆. In particular, λ must be dominant, so that λ =
∑
α∈∆ nαα for some
nα ≥ 0. Hence, it follows that there exists c > 0 such that
‖r−1x0‖ ≪ δc for r ∈ Σ(− log δ).
We conclude that the elements γ and h that we have constructed satisfy
(5.6) ‖h−1g−1γ−1x0‖ ≪ δc.
This implies that x = γ−1x0 ∈ X0 ∩ Zn satisfies
(5.7) ‖x‖ ≤ n2‖g‖‖h‖‖h−1g−1x‖ ≪g δ−(κ−c).
Let d := min(deg(F1), . . . , deg(Fm)) ≥ 1. Then since the components Fi of the
map F are homogeneous, it follows from (5.6) that
(5.8) ‖Fg(x)‖ = ‖F (h−1g−1γ−1x0)‖ ≪g δcd.
Hence, combining (5.7) and (5.8), we conclude that when κ > ζ/(2θb), for almost
all g ∈ G, there exists c1, c2 > 0 such that for all sufficiently small δ > 0, the system
‖Fg(x)‖ < c1 δcd, ‖x‖ < c2 δ−(κ−c)
has a solution x ∈ X0 ∩ Zn. Equivalently, when
(5.9) κ′ =
κ− c
cd
>
ζ − 2θbc
2θbcd
,
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for almost all g ∈ G, c3 = c3(g) > 0, and ε ∈ (0, ε0(g, κ′)), there exists x ∈ X0 ∩Zn
satisfying
‖Fg(x)‖ < ε and ‖x‖ < c2 ε−κ
′
.
Then for every κ′′ > κ′ and sufficiently small ε, we obtain
‖F (g−1x)− ξ‖ < ε and ‖x‖ < ε−κ′′ .
This proves the theorem. 
6. Proof of Theorems 1.2–1.6
Proof of Theorem 1.2. We observe that this result fits the setting of Theorems 1.7–
1.8 with G = SL3 and H = SOQ0 for a fixed rational indefinite quadratic form
Q0 ∈ Q(2, 1; ℓ).
Since every Q ∈ Q(2, 1; ℓ) is of the form Q(x) = Q0(g−1x) for some g ∈ SL3(R),
it is sufficient to show that for almost all g ∈ SL3(R) and ε ∈ (0, ε0(g, ξ, κ)), there
exists x ∈ Z3 such that
(6.1) |Q0(g−1x)− ξ| < ε and ‖x‖ < ε−κ.
We analyse the cases ξ = 0 and ξ 6= 0 separately. In both cases, we consider the
action of H = SOQ0(R)
0 on the space Z = SL3(Z)\SL3(R). The corresponding
unitary representation of H on L20(Z) is well-known to be tempered (see Section 3),
so that the mean ergodic theorem (Condition A2) holds with θ = 1/2. The volume
growth of the norm balls Ht in H can be computed using the formula (5.3). The
Cartan subgroup of H is conjugate to {ct = diag(et, e−t, 1) : t ∈ R}. There is a
single positive root α : ct 7→ et and the highest weight λ : ct 7→ et is the same, so
that the volume growth exponent is b = 1. This verifies Condition A1 with b = 1.
Suppose that ξ 6= 0. Then it is a regular value of the map Q0. Hence, Theorem
1.7 implies that when κ > 1/(2θb) = 1, (6.1) is solvable for almost all g and all
sufficiently small ε > 0.
Suppose that ξ = 0. We apply Theorem 1.8 with G = SL3 and x0 = e1. The
maximal torus T of G consists of diagonal matrices in G. If we choose the simple
roots
α1 : a 7→ a1a−12 and α2 : a 7→ a2a−13 with a = diag(a1, a2, a3) ∈ T.
Then x0 is the highest weight vector for the representation of G on C
3. Its projective
stabiliser is the parabolic subgroup P =
 ∗ ∗ ∗0 ∗ ∗
0 ∗ ∗
, and we have the Iwasawa
decomposition
P(R) = NMA,
where
N =
 1 ∗ ∗0 1 0
0 0 1
 , M =
 1 0 00 ∗ ∗
0 ∗ ∗
 ,
A = {at = diag(e2t/3, e−t/3, e−t/3) : t ∈ R}.
Then
α1(at) = e
t,
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so that the Siegel sets Σ(s) are given by the condition {t > s}. We also compute
that
∆P (at) = e
2t.
Hence,
mG(Σ(s))≫ e−2s,
and ζ = 2. We observe that
at · x0 = e2t/3x0,
so that
‖a−1x0‖ ≤ e−2s/3 for a ∈ Σ(s),
and c = 2/3. We apply Theorem 1.8 to the polynomial map Q0. We have d =
deg(Q0) = 2. According to Theorem 1.8, when
κ >
ζ − 2θbc
2θbcd
= (2− 2/3)/(4/3) = 1,
the system (6.1) with ξ = 0 is solvable for almost all g and all sufficiently small
ε > 0. This completes the proof. 
Proof of Theorem 1.3. We recall (see [38, Lemma 2.2]) that the pair (Q,F ) can be
reduced to the canonical form
Q0(x1, . . . , xn) = Q
′
0(x1, . . . , xm) +Q
′′
0(xm+1, . . . , xn),
F0(x1, . . . , xn) = (x1, . . . , xm),
where Q′0 is a non-degenerate form in m variables, and Q
′′
0 is a diagonal non-
degenerate indefinite form. More precisely, there exist g1 ∈ GLn(R) and g2 ∈
GLm(R) such that
Q(x) = Q0(g
−1
1 x) and F (x) = g2F0(g
−1
1 x).
Let X0 = {Q0 = k}. It is easy to check directly that the map F0 : X0(R)\{0} → Rm
is a surjective submersion. The quadratic surface X0(R)\{0} is connected unless
it has signature (1, n − 1) or (n − 1, 1). In the later case, X0(R)\{0} has two
connected components which are determined by the sign of one of the coordinates
xi. Hence, we conclude that for connected components X
(i)
0 of X0(R)\{0}, the map
F0 : X
(i)
0 → Rm is also surjective submersion. Since the map x 7→ g1x defines a
diffeomorphism of X0(R)\{0} and X(R)\{0}, it follows that F : X(i) → Rm is a
surjective submersion on connected components X(i) of X(R)\{0}.
We demonstrate that this result fits into the framework of Theorem 1.7. Let
G = SOQ and H be the stabilizer of the map F in G. Then G and H are algebraic
Q-groups. The group H preserves the linear subspace V = {F = 0}. Since Q|V is
non-degenerate, it follows that H preserves the direct-sum orthogonal decomposition
V ⊕ V ⊥. Moreover, since the map F defines a coordinate system on V ⊥, it follows
that H acts trivially on V ⊥. Hence, we have an isomorphism H ≃ SOQ|V . In
particular, it follows that H is semisimple and H = H(R)0 ≃ SO(2, 1)0. We set
G = G(R)0 and Γ = G(Z) ∩G. According to Section 4, the representation of H on
L20(Γ\G) is tempered, so that the mean ergodic theorem (Condition A2) holds for
the action of H on Z = Γ\G with the exponent θ = 1/2. The volume growth of
the norm balls in H ≃ SO(2, 1)0 is the same as in the proof of Theorem 1.2 and is
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given by b = 1. This verifies Condition A1 with b = 1. We conclude that Theorem
1.7 applies to this setting and when κ > m/(2θb) = m, the system
‖Fg(x) − ξ‖ < ε, ‖x‖ < ε−κ with x ∈ X(Z)
is solvable for almost all g ∈ G and ε ∈ (0, ε0(g, ξ, κ)). This proves the theorem. 
Proof of Theorem 1.5. We observe that the group G = SL3 × SL3 naturally acts
on X by x 7→ g1xg−12 for (g1, g2) ∈ G. The action of G(R) on X(R) is transitive.
We denote by H ≃ SL3 the diagonal subgroup in G. Then the polynomial map
F = (F1, F2) is invariant under H.
We set
G = G(R) = G1 ×G2 = SL3(R)× SL3(R),
Γ = Γ1 × Γ2 = SL3(Z)× SL3(Z),
H = H(R) ≃ SL3(R).
Here H is the diagonal subgroup in G. We define a norm on G using its represen-
tation on M3(R): x 7→ g1xg−12 , g = (g1, g2) ∈ G. Namely,
‖g‖ = max{‖g1xg−12 ‖ : ‖x‖ = 1} .
The volume growth of the balls Ht defined by this norm can be computed using
(5.3). A Cartan subgroup of H ≃ SL3(R) consists of diagonal matrices with simple
roots α1 : a 7→ a1a−12 and α2 : a 7→ a2a−13 = a1a22. The product of positive roots is
ρ2 = α21α
2
2, and the highest weight is λ : a 7→ a1a−13 , so that λ = α1α2 = ρ. Hence,
according to (5.3), the volume growth exponent is given by b = 2. This verifies
Condition A1 with b = 2.
Given ξ = (ξ1, ξ2) ∈ R2, we set
xξ =
 0 0 ℓ1 0 ξ1
0 1 ξ2
 ∈ X(R).
Then F (xξ) = (ξ1, ξ2). In particular, it follows that the map F : X(R) → R2 is
onto and is a submersion. Let us choose x0 ∈ M3(Z) such that det(x0) = ℓ and
g0 ∈ SL3(R) such that xξ = g−10 x0. Then the map g 7→ F (g−1x0), g ∈ G1, is also
a submersion at g0. Hence, for sufficiently small ε > 0, we may define a family of
shrinking bounded neighbourhoods Oε of g0 such that
(6.2) ‖F (g−1x0)− ξ‖ < ε for g ∈ Oε,
and
(6.3) ε2 ≪ mG1(Oε)≪ ε2.
We also fix a compact subset Ω0 in SL3(R) with positive measure. Let
S˜ε = {(gh, h) : g ∈ Oε, h ∈ Ω0} ⊂ G and Sε = ΓS˜ε ⊂ Z.
It is easy to check using (6.3) that
mG(S˜ε)≫ ε2.
In particular, Condition A3′ with ζ = 2 holds. Furthermore, taking Ω0 and ε
sufficiently small, we may arrange that the factor map G → Γ\G is one-to-one on
S˜ε. In particular, we also have
(6.4) µZ(Sε)≫ ε2.
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Since the map F is H-invariant, it follows from (6.2) that
(6.5) ‖F (g−11 x0g2)− ξ‖ < ε for (g1, g2) ∈ S˜ε.
We consider the action of H on the space Z = Γ\G and try to proceed as in the
proof of Theorem 1.7. Note however that in the present case the representation of
H on L20(Z, µZ) is only L
4+-integrable. Indeed H is totally non-compact in G so
the constants are the only H-invariant functions in L2(Z, µZ), and H ∼= SL3(R)
has integrability exponent 4+. Then the mean ergodic theorem (Condition A2)
holds with θ = 1/4, and the previous argument would only imply existence of
approximation when κ > ζ2θb = 2. Nonetheless, we now turn to show that it is
possible to modify the proof of Theorem 1.7 to produce the desired result and treat
all κ > 1.
Let H = L2(Z, µZ). We consider the unitary representation πZ of G = G1 ×G2
on H. Let Hi, i = 1, 2, denote the closed G-invariant subspace of H consisting of
the Gi-invariant vectors. The unitary representation of G on (H1 +H2)⊥ has no
non-zero vectors invariant under either G1 or G2. Then it is known that of the
representation of the diagonal subgroup H acting on (H1 +H2)⊥ is tempered (see
Section 3). Hence, from Theorem 3.3 we obtain that for all η > 0,
‖πZ(βt)f‖L2(Z,µZ ) ≪η mH(Ht)−1/2+η‖f‖L2(Z,µZ ), f ∈ (H1 +H2)⊥.
Let H0i denote the orthogonal complement of constant functions in Hi. The repre-
sentation of H on H0i is L4+η-integrable for all η > 0 (see Section 3). In this case
Theorem 3.3 gives a weaker bound: for all η > 0,
‖πZ(βt)f‖L2(Z,µZ ) ≪η mH(Ht)−1/4+η‖f‖L2(Z,µZ), f ∈ H0i , with i = 1, 2.
We have the orthogonal G-invariant decomposition
H = 〈1〉 ⊕ H01 ⊕H02 ⊕ (H1 +H2)⊥.
Let fε denote the characteristic function of the subset Sε of Z. Combining the
above estimates, we obtain that for all η > 0,∥∥∥∥πZ(βt)fε − ∫
Z
fε dµZ
∥∥∥∥
L2(Z,µZ )
≪η mH(Ht)−1/2+η ‖fε‖L2(Z,µZ )
+mH(Ht)
−1/4+η
(∥∥∥f (1)ε ∥∥∥
L2(Z,µZ )
+
∥∥∥f (2)ε ∥∥∥
L2(Z,µZ)
)
,
where f
(i)
ε , i = 1, 2, denote the orthogonal projection of fε on the subspaces Hi.
We observe that these projections can be computed explicitly. We write
Z = Z1 × Z2 with Zi ≃ Γi\Gi.
Then µZ = µZ1 ⊗ µZ2 , where µZi denote the invariant probability measures on the
factors Zi. For (z1, z2) ∈ Z,
f (1)ε (z1, z2) =
∫
Z1
fε(z, z2) dµZ1(z) = µZ1({z ∈ Z1 : (z, z2) ∈ Sε}).
Writing z = Γ1g and z2 = Γ2g2, we observe that
{(g, g2) ∈ G1 ×G2 : Γ(g, g2) ∈ Sε} ⊂ Γ{(g, g2) ∈ G1 ×G2 : gg−12 ∈ Oε, g2 ∈ Ω0}.
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In particular, we obtain
µZ1({z ∈ Z1 : (z,Γ2g2) ∈ Sε})≪ mG1({g ∈ G1 : gg−12 ∈ Oε, g2 ∈ Ω0})
≤ mG1(Oε),
and
‖f (1)ε ‖L2(Z,µZ ) =
(∫
Z2
µZ1({z ∈ Z1 : (z, z2) ∈ Sε})2 dµZ2 (z2)
)1/2
≪ mG1(Oε)mG2(Ω0)1/2 ≪ mG1(Oε).
The L2-norm of the projection f
(2)
ε can be bounded similarly. Using these estimates,
we conclude that for any η > 0,∥∥∥∥πZ(βt)fε − ∫
Z
fε dµZ
∥∥∥∥
L2(Z,µZ )
≪ηmH(Ht)−1/2+ηmG1(Oε)1/2
+mH(Ht)
−1/4+ηmG1(Oε).
Next, we can carry our the argument exactly as in the proof of Proposition 2.1.
Using the estimates (6.3) and (6.4), we derive (as in (2.2)) the bound
µZ(Z(t, ε))
1/2 ≪η µZ(Sε)−1
(
mH(Ht)
−1/2+ηmG1(Oε)
1/2 +mH(Ht)
−1/4+ηmG1(Oε)
)
≪mH(Ht)−1/2+ηε−1 +mH(Ht)−1/4+η.
Since the volume growth exponent ofHt’s is given by b = 2, the proof of Proposition
2.1 works for ε = t−1/κ with any κ > 1. 
Proof of Theorem 1.6. We observe that by choosing an integral basis of R3, the
space of real unimodular frame in R3 can be identified with the group G = SL3(R).
Then the subset of integral frames is given by the lattice Γ = SL3(Z). Let
Q0(x) = −x21 − x22 + x3 and J = diag(−1,−1, 1).
The Gram matrix map for Q0 is given by
FQ0(u) =
tuJu for u ∈ G.
We claim that the map FQ0 : G → Q(2, 1; 1) is a submersion for all g ∈ G.
Indeed, since u 7→ g1u with g1 ∈ G defines a diffeomorphism of G, it is sufficient
to verify the claim when g = e, which can be checked by a direct computation.
Given ξ ∈ Sym(2, 1; 1), we take u0 ∈ G such that FQ0(u−10 ) = ξ. Since the map
u 7→ FQ0(u−1) is also a submersion, one can construct a collection of shrinking
subsets S˜ε, ε ∈ (0, ε0), such that
(6.6) ‖FQ0(s−1)− ξ‖ < ε for all s ∈ S˜ε,
and
(6.7) mG(S˜ε)≫ εζ for all ε ∈ (0, ε0),
where ζ = dim(Sym(2, 1; 1)) = 5. Let H = SOQ0(R)
0. We apply Proposition 2.2 to
the action of Γ on the space Y = G/H . In this case | · | is given by the max-norm on
M3(R), and Ht = {h ∈ H : ‖h‖ < t} is as in the proof of Theorem 1.2, so that the
volume growth exponent is b = 1. This verifies Condition A1 with b = 1. Condition
A3′ with ζ = 5 is verified by (6.7). As we discussed in Section 3, the representation
of H on L20(Γ\G) is tempered. Hence, the mean ergodic theorem (Condition A2)
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holds with θ = 1/2. We conclude from Proposition 2.2 that given any κ > ζ2θb = 5,
for almost all g ∈ G and ε ∈ (0, ε0(g, κ)), there exists γ ∈ Γ satisfying
γ−1gH ∈ S˜εH and ‖γ‖ < ε−κ.
Since thJh = J for h ∈ H , it follows from (6.6) that
‖t(g−1γ)J(g−1γ)− ξ‖ < ε.
Every Q ∈ Q(2, 1; 1) can be represented as Q(x) = Q0(g−1x) for some g ∈ G. Then
Q is represented by the matrix JQ =
tg−1Jg−1, and its Gram matrix map is
FQ(u) =
tuJQu =
t(g−1u)J(g−1u) for u ∈ G.
Hence, we conclude that the Theorem 1.6 holds for almost all Q ∈ Q(2, 1; 1). 
7. More on the Pigeonhole Heuristics
In this section, we prove Proposition 1.4 which constructs explicit family of
polynomial maps that fail to satisfy the Pigeonhole Heuristics. Recall that
X = {x21 + · · ·+ x2n−1 − x2n = 1}
with n ≥ 4, and
Fα(x) = xn −
s∑
i=1
αixi, α = (α1, . . . , αs) ∈ Rs.
with 1 ≤ s ≤ n− 1. We start the proof of Proposition 1.4 with a lemma:
Lemma 7.1. Let σs > s − 2 when s ≥ 2 and σ1 > −1/2. Then for every ξ ∈ R
and almost all α = (α1, . . . , αs) ∈ Rs, there exists c = c(ξ, α) > 0 such that∣∣∣∣∣∣z −
(
s∑
i=1
αixi + ξ
)2∣∣∣∣∣∣ ≥ c‖x‖σs
for all z ∈ Z and x = (x1, . . . , xs) ∈ Zs\{0} satisfying z ≥ ‖x‖2 − 1.
Proof. Excluding a subset (α1, . . . , αs) ∈ Rs of measure zero, we may assume that
z −
(
s∑
i=1
αixi + ξ
)2
6= 0 for all z ∈ Z and (x1, . . . , xs) ∈ Zs\{0}.
Indeed, when (x1, . . . , xs) 6= (0, . . . , 0), this inequality defines a complement of at
most two hyperplanes in Rs. Hence, it is sufficient to exclude a union of countably
many hyperplanes.
Let Ω be a compact domain in Rs. For z ∈ Z and x ∈ Zs\{0}, we define
A(z, x) =
α ∈ Ω :
∣∣∣∣∣∣z −
(
s∑
i=1
αixi + ξ
)2∣∣∣∣∣∣ < 1‖x‖σs
 .
We claim that almost all (α1, . . . , αs) ∈ Ω belong only to finitely many of the sets
A(z, x) with z ≥ ‖x‖2 − 1. Once this claim is proved, in view of the previous
paragraph, it will follow that for almost all (α1, . . . , αs) ∈ Ω,
min
z,x:z≥‖x‖2−1
∣∣∣∣∣∣z −
(
s∑
i=1
αixi + ξ
)2∣∣∣∣∣∣ ‖x‖σs > 0.
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This immediately implies the lemma for almost every (α1, . . . , αs) ∈ Ω. Exhausting
Rs be compact domains, we deduce that the lemma also holds for almost every
(α1, . . . , αs) ∈ Rs.
Now we proceed with the proof of the claim. We have to show that the lim sup
of the sets A(z, x) with z ∈ Z and x ∈ Zs\{0} satisfying z ≥ ‖x‖2 − 1 has measure
zero. By the Borel–Cantelli Lemma, it is sufficient to show that the sum of the
volumes of these sets is finite. We note that given x, we have A(z, x) 6= ∅ for at
most two z’s. Hence, it is sufficient to consider x with ‖x‖ ≥ 2. We use that
(7.1) vol(A(z, x))≪ 1‖x‖σs+1√z .
To prove (7.1), we suppose, for instance, that |x1| = ‖x‖. The set A(z, x) is defined
by the inequalities√
z − 1‖x‖σs <
∣∣∣∣∣
s∑
i=1
αixi + ξ
∣∣∣∣∣ <
√
z +
1
‖x‖σs .
This in particular implies that α1 is contained in a pair of intervals (depending on
α2, . . . , αs) of length
1
|x1|
(√
z +
1
‖x‖σs −
√
z − 1‖x‖σs
)
≪ 1‖x‖σs+1√z .
This bound implies (7.1).
Suppose that s = 1. In this case, we have to verify the claim for σ1 > −1/2, and
without loss of generality we may assume that σ1 < 0. For every x1, there are at
most O(|x1|−σs) values of z such that vol(A(z, x1)) 6= ∅. Hence, we obtain that∑
z,x1:|x1|≥2,z≥x21−1
vol(A(z, x1))≪
∑
x1 6=0
1
|x1|2σs+2 <∞
since σs > −1/2.
Suppose that s ≥ 2. In this case, σs > 0. For every x 6= 0, there are at most two
values of z such that vol(A(z, x)) 6= ∅. As above we obtain∑
z,x:‖x‖≥2,z≥‖x‖2−1
vol(A(z, x))≪
∑
x 6=0
1
‖x‖σs+2 <∞
since σs > s− 2. 
Proof of Proposition 1.4. We observe that since ξ /∈ Z, the system (1.6) does not
have solutions with (x1, . . . , xs) = (0, . . . , 0) when ε is sufficiently small. Hence, it
is sufficient to consider solutions satisfying (x1, . . . , xs) 6= (0, . . . , 0). We shall show
that the theorem holds on the set of α’s of full measure provided by Lemma 7.1.
Suppose that x ∈ Zn satisfies (1.6). Then
xn =
s∑
i=1
αixi + ξ +O(ε),
and it follows that
x21 + · · ·+ x2n−1 −
(
s∑
i=1
αixi + ξ
)2
= 1 +O(ε1−κs).
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Let z = x21 + · · ·+ x2n−1 − 1. Then z ≥ ‖(x1, . . . , xs)‖2 − 1, and we have∣∣∣∣∣∣z −
(
s∑
i=1
αixi + ξ
)2∣∣∣∣∣∣≪ ε1−κs .
On the other hand, Lemma 7.1 implies the lower bound∣∣∣∣∣∣z −
(
s∑
i=1
αixi + ξ
)2∣∣∣∣∣∣≫ εσsκs .
Hence, if integral solutions of (1.6) exist for all sufficiently small ε > 0, we must
have 1 − κs ≤ σsκs. Hence, κs ≥ 1/(σs + 1). We conclude that κ1 ≥ 2, and
κs ≥ 1/(s− 1) when s > 1. This proves the theorem. 
References
[1] J. Athreya and G. Margulis. In preparation.
[2] M. W. Baldoni Silva and D. Barbasch, The unitary spectrum for real rank one groups. Invent.
Math. 72 (1983), no. 1, 27–55.
[3] B. Bekka, P. de la Harpe, A. Valette, Kazhdan’s property (T). New Mathematical Mono-
graphs, 11. Cambridge University Press, Cambridge, 2008.
[4] V. Bentkus and F. Go¨tze, Lattice point problems and distribution of values of quadratic
forms, Ann. Math. 150 (1999), no. 3, 977–1027.
[5] B. J. Birch and H. Davenport, On a theorem of Davenport and Heilbronn. Acta Math. 100
(1958), 259–279.
[6] A. Borel and L. Ji, Compactifications of symmetric and locally symmetric spaces. Mathe-
matics: Theory & Applications. Birkhuser Boston, Inc., Boston, MA, 2006.
[7] J. Bourgain, A quantitative Oppenheim Theorem for generic diagonal quadratic forms,
arXiv:1604.02087.
[8] M. Burger and P. Sarnak, Ramanujan duals. II, Invent. Math. 106 (1991), 1–11.
[9] W. Casselman and D. Milicic, Asymptotic behavior of matrix coefficients of admissible rep-
resentations, Duke Math. J. 49 (1982), 869-930.
[10] L. Clozel, De´monstration de la conjecture τ , Invent. Math. 151 (2003), 297–328.
[11] L. Clozel, Spectral theory of automorphic forms. Automorphic forms and applications, pp.
43-93, IAS/Park City Math. Ser., 12, Amer. Math. Soc., Providence, RI, 2007.
[12] M. Cowling, U. Haagerup and R. Howe, Almost L2 matrix coefficients, J. Reine Angew.
Math. 387 (1988), 97–110.
[13] H. Davenport and H. Heilbronn, On indefinite quadratic forms in five variables, J. London
Math. Soc. 21 (1946), 185–193.
[14] A. Ghosh, A. Gorodnik and A. Nevo, Best possible rate of distribution of dense lattice orbits
on homogeneous varieties, J. Reine Angew. Math., DOI 10.1515/crelle-2016-0001.
[15] A. Ghosh and D. Kelmer, Shrinking targets for semisimple groups, arXiv:1512.05848.
[16] A. Ghosh and D. Kelmer, A quantitative Oppenheim theorem for generic ternary quadratic
forms, arXiv:1606.02388.
[17] F. Go¨tze and G. Margulis, Distribution of values of quadratic forms at integral points, arXiv:
1004.5123.
[18] A. Gorodnik and A. Nevo, The ergodic theory of lattice subgroups, Annals of Mathematics
Studies, 172. Princeton University Press, Princeton, NJ, 2010.
[19] A. Gorodnik and A. Nevo, Counting Lattice Points, J. Reine. Angew Math. 663 (2012),
127–176.
[20] A. Gorodnik, H. Oh, N. Shah, Integral points on symmetric varieties and Satake compacti-
fications, Amer. J. Math. 131 (2009), no. 1, 1–57.
[21] A. Gorodnik and B. Weiss, Distribution of lattice orbits on homogeneous varieties, Geom.
Funct. Anal. 17 (2007), no. 1, 58–115.
[22] T. Hirai, On irreducible representations of the Lorentz group of n?th order. Proc. Japan
Acad. 38 (1962), 258–262.
OPTIMAL DENSITY FOR POLYNOMIAL MAPS 27
[23] A. Knapp, Representation theory of semisimple groups. An overview based on examples,
Princeton University Press, Princeton, NJ, 2001.
[24] A. W. Knapp and E. M. Stein, Intertwining operators for semisimple groups, Ann. Math. 93
(1971), 489–578.
[25] J.-S. Li, The minimal decay of matrix coefficients for classical groups. Harmonic analysis in
China, 146–169, Math. Appl., 327, Kluwer Acad. Publ., Dordrecht, 1995.
[26] E. Lindenstrauss and G. Margulis, Effective estimates on indefinite ternary forms. Israel J.
Math. 203 (2014), 445–499.
[27] G. A. Margulis, Discrete subgroups and ergodic theory, Number theory, trace formulas and
discrete groups (Oslo, 1987), 1989, p. 377–398.
[28] G. A. Margulis, Formes quadratriques inde´finies et flots unipotents sur les espaces ho-
moge`nes, C. R. Acad. Sci. Paris Se´r. I Math. 304 (1987), no. 10, 249–253.
[29] G. Margulis, Oppenheim conjecture. Fields Medallists’ lectures, 272–327, World Sci. Ser. 20th
Century Math., 5, World Sci. Publ., River Edge, NJ, 1997.
[30] G. Margulis, Minkowski’s theorem for random lattices. Problemy Peredachi Informatsii 47
(2011), no. 4, 104–108; translation in Probl. Inf. Transm. 47 (2011), no. 4, 398–402.
[31] F. Maucourant, Homogeneous asymptotic limits of Haar measures of semisimple linear
groups and their lattices, Duke Math. J. 136 (2007), no. 2, 357–399.
[32] C. Moore, Ergodicity of flows on homogeneous spaces, Amer. J. Math. 88 (1966), 154–178.
[33] G. D. Mostow, Some new decomposition theorems for semi-simple groups, Mem. Amer. Math.
Soc. No. 14 (1955), 31–54.
[34] A. Nevo, Spectral transfer and pointwise ergodic theorems for semi-simple Kazhdan groups.
Math. Res. Lett. 5 (1998), no. 3, 305–325.
[35] H. Oh, Tempered subgroups and representations with minimal decay of matrix coefficients.
Bull. Soc. Math. France 126 (1998), no. 3, 355–380.
[36] H. Oh, Uniform pointwise bounds for matrix coefficients of unitary representations and ap-
plications to Kazhdan constants. Duke Math. J. 113 (2002), no. 1, 133–192.
[37] V. Platonov and A. Rapinchuk, Algebraic groups and number theory, Pure and Applied
Mathematics, 139. Academic Press, Inc., Boston, MA, 1994.
[38] O. Sargent, Density of values of linear maps on quadratic surfaces, Journal of Number Theory
143 (2014), 363–384.
[39] P. Sarnak, Notes on the generalized Ramanujan conjectures, In Harmonic analysis, the trace
formula, and Shimura varieties, volume 4 of Clay Math. Proc., 659–685. Amer. Math. Soc.,
Providence, RI, 2005.
[40] E. A. Thieleker, The unitary representations of the generalized Lorentz groups. Trans. Amer.
Math. Soc. 199 (1974), 327–367.
School of Mathematics, Tata Institute of Fundamental research, Mumbai, India
E-mail address: ghosh@math.tifr.res.in
School of Mathematics, University of Bristol, Bristol UK
E-mail address: a.gorodnik@bristol.ac.uk
Department of Mathematics, Technion IIT, Israel
E-mail address: anevo@tx.technion.ac.il
