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This thesis investigates the general properties of the eigenvalue spec-
trum for improved staggered quarks and underlying chiral symmetry
and SU(4) taste symmetry on it. Staggered fermion formalism is a
methodology of lattice gauge theory studying quantum chromody-
namics. Unfortunately, both chiral symmetry and taste symmetry are
not conserved exactly for staggered quarks on the lattice. However,
results of this work indicate that those symmetries are considerably
preserved and retain some continuum behaviors for the improved stag-
gered quarks such as HYP staggered quarks, Asqtad staggered quarks,
and HISQ staggered quarks. Numerical simulations in this thesis are
performed in quenched QCD approximation using HYP staggered
quarks.
Here, a new chirality operator and a new shift operator are intro-
duced. Unlike Golterman’s irreducible representations, new definitions
respect the same recursion relations as the continuum chirality opera-
tor γ5 and related with each other by chiral Ward identity of conserved
U(1)A axial symmetry of staggered fermion actions. Chirality of stag-
gered Dirac eigenmodes is measured by this new chirality operator,
by which the would-be zero modes are identified, and their correspon-
dence with topological charge via the index theorem is discussed.
By extending this standard chirality measurement, the transition
of chirality from an eigenmode to another is also studied by measuring
the matrix elements of the chirality operator and the shift operator
on the staggered Dirac eigenspace. This quantity is named leakage.
The chiral Ward identity ensures eight leakage elements of the chiral-
ity operator and the shift operator are identical, which holds within
numerical precision. Further investigation on the leakage reveals that
leakages for would-be zero modes and non-zero modes exhibit oppo-
site patterns so that one can discriminate them rigorously. Besides, the
leakage pattern for non-zero modes reveals the existence of the SU(4)
taste symmetry clearly, by which two barometers of the taste symme-
try breaking are measured. A machine learning analysis confirms the
universality of leakage patterns. As a byproduct of this research, the
renormalization of chirality is also discussed.
Keywords: quantum chromodynamics, lattice gauge theory,
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Chapter 1
Introduction
It is important to understand the low-lying eigenvalue spectrum of the
Dirac operator, which exhibits the topological Ward identity of the
Atiyah-Singer index theorem [1], the Banks-Casher relationship [2],
and the universality of the distribution of the near-zero modes for fixed
topological charge sectors [3, 4]. Study on the eigenvalue spectrum
of the Dirac operator is, by nature, highly non-perturbative. Hence,
numerical tools available in lattice gauge theory provide a perfect
playground to study on diverse properties of the Dirac eigenvalue
spectrum.
In lattice QCD, there are a number of ways to implement a dis-
crete version of the continuum Dirac operator on the lattice. Among
them, in this thesis one particular class of lattice fermions that are
widely used in lattice QCD community is discussed: improved stag-
1
gered quarks [5–7]. Here, the eigenvalue spectrum of staggered Dirac
operators in quenched QCD approximation is studied in order to show
that the small eigenvalues near zero modes reproduce the continuum
properties very closely, which was originally noticed in Refs. [8–10].
To reach this conclusion of Refs. [8–10], they performed a number of
tests including (1) the Atiya-Singer index theorem that describes the
chiral Ward identity relating the zero modes to the topological charge;
(2) the Banks-Casher relationship that relates the chiral condensate
to the density of eigenvalues at the zero mode; (3) the universality of
the small eigenvalue spectrum in the ε-regime that is predicted from
the random matrix theory. In addition, in Ref. [11,12], they used the
spectral flow method of Adams [13] to identify the zero modes from
the mixture with non-zero modes. The spectral flow method is robust
but highly expensive in a computational sense.
Here, a new advanced chirality operator [γ5 ⊗ 1] which respects
the continuum algebra of γ5 is introduced. It is shown that the matrix
elements of this chirality operator in the basis of Dirac eigenstates
are related to those of the shift operator [1 ⊗ ξ5] through the Ward
identity of the conserved U(1)A symmetry of staggered fermions. In
addition, a new concept of leakage pattern is introduced to distinguish
zero modes from non-zero modes. Using the leakage pattern of the
chirality and shift operators, it is possible to measure the zero modes
as reliably as the spectral flow method. Hence, it would be possible
2
to determine the topological charge Q using the leakage pattern with
much smaller computational cost than the spectral flow methods. The
determination of the ratio of renormalization constants, ZP×S/ZP×P
using the leakage pattern is also discussed.
This thesis is heavily based on Ref. [14]. Preliminary results of this




2.1 Lattice gauge theory 1
In the continuum Euclidean spacetime, the Lagrangian density for











where ψf (x) is the quark field of flavor f and mf is the mass of the
corresponding quark. γµ is Dirac spin matrix and Dµ is the covariant
derivative defined as
Dµ = ∂µ − igAµ(x) . (2.2)





aAaµ(x) is the gauge field where λ
a is the generator







ν − ∂νAaµ + gfabcAbµAcν) . (2.3)
However, QCD is amenable to perturbative approaches only at
high energies since the asymptotic freedom implies a growth of the
coupling constant g in the infrared. Lattice gauge theory provides
a non-perturbative method to study the low energy properties of
QCD [20]. QCD with the lattice gauge theory is called lattice QCD
or LQCD. The lattice regularization of QCD discretizes Euclidean
spacetime on a four dimensional hypercubic lattice with lattice spac-
ing a > 0. Quark fields ψ(x) and ψ̄(x) are placed on each site of the
lattice, and gauge field Aµ(x) on each link between two neighbor sites.





[ψ(x+ aµ̂)− ψ(x− aµ̂)] , (2.4)





Uµ(x)ψ(x+ aµ̂)− U †µ(x− aµ̂)ψ(x− aµ̂)
]
. (2.5)
2Here, ≈ means that the left-hand side is the expression in the continuum QCD,
and the right-hand side is the definition in the lattice QCD
5
Here, Uµ(x) is the gauge link given by
Uµ(x) = exp(iaAµ(x)) , (2.6)
which corresponds to Wilson line connecting x and x+µ̂ in the contin-
uum QCD. For a SU(3) gauge transformation Ω(x), Uµ(x) transforms
as follows:
U ′µ(x) = Ω(x)Uµ(x) Ω
†(x+ aµ̂) . (2.7)
Hence, we find that ψ̄(x)U±µ(x)ψ(x± aµ̂) is gauge invariant.
Noting that the trace of a product of Uµ(x) around any closed



















The gauge action Sg defined as Eq. (2.8) is called Wilson gauge action.
One can show that Sg reproduces the continuum Yang-Mills action in
the continuum limit a→ 0.
Now one can define a lattice Dirac operator from Eq. (2.5). How-
ever, a naive approach of γµDµ induces 2
4 equivalent fermion dou-
blers, which is so called the fermion doubling problem. Nielsen and
Ninomiya’s no-go theorem states that no lattice fermions has exact
continuum-like chiral symmetry without the fermion doublers [21].
There are several popular lattice fermion methods which apply differ-
6
ent strategies for dealing with this doubling problem, such as Wilson
fermions, staggered fermions, overlap fermions, domain-wall fermions,
and their variants. Wilson fermions decouple all doublers by introduc-
ing a Wilson term, but they violate the chiral symmetry. Staggered
fermions diagonalize the Dirac spin matrix, which reduces the num-
ber of doublers to 4 while preserving some chiral symmetry. Overlap
fermions and domain-wall fermions are also called Ginsparg-Wilson
fermions since they satisfy the Ginsparg-Wilson relation which re-
stores an exact chiral symmetry in the continuum limit without the
doublers. In theoretical sense, the Ginsparg-Wilson fermions would be
preferred. However, in practice they require much greater computa-
tional cost compared with Wilson fermions and staggered fermions.
Hence, one should choose a proper lattice fermions according to the
physics target.
2.2 Staggered fermions 3
Staggered fermions are one of the most popular lattice fermions. A
key concept of staggered fermions is the diagonalization of Dirac spin
matrix γµ, which allows to absorb spin degrees of freedom of quark
field into one component field.
Let us assume x is a discretized lattice coordinate and the lattice
spacing a = 1 for notational convenience. We define a local transfor-
3Most of discussions in this section are based on Ref. [18] and [19].
7
mation γx as







where x = (n0, n1, n2, n3) with nµ ∈ Z. It satisfies γ†xγx = 1. Quark
fields ψ(x) and ψ̄(x) transform via γx as
ψ′(x) = γx ψ(x) , (2.10)
ψ̄′(x) = ψ̄(x) γ†x . (2.11)
A crucial property of this transformation is that it diagonalizes the
Dirac spin matrix γµ as follows:
γ†x γµ γx±µ̂ = (−1)
∑




β(x± µ̂) = ηµ(x) ψ̄(x)αψ(x)α , (2.13)
where α, β are spin indices. Eq. (2.13) implies that the quark action
is diagonalized in spinor space. In other words, all spin components
of the quark field interact independently and contribute identically
to the action. It allows us to merge the four spin components of the
quark field ψα(x) into one component field χ(x).
8














Because of the sign alternation of ηµ(x) along each direction, it is
natural to consider 24 hypercube which has two lattice points {0, 1}
in each direction as the unit cell for the staggered fermion field. Thus,
we parameterize x in terms of 24 hypercube coordinate:
xA ≡ 2x+A , (2.15)
where A is the hypercube coordinate with Aµ ∈ {0, 1}. For staggered
fermions, and in this thesis, ‘hypercube’ simply means 24 hypercube.
The 16(= 24) degrees of freedom that comes from the hypercube
can be interpreted as four sets of four spin degrees of freedom. Re-
maining four degrees of freedom is called taste. In other words, a single
staggered fermion corresponds to four tastes of continuum fermions.
One can consider this extra four tastes as four flavors with a degener-
ated mass. To be precise, staggered fermions have a taste symmetry
of SU(4)L ⊗ SU(4)R ⊗ U(1)V in the continuum limit at a = 0 [22].
However, this symmetry breaks down to a subgroup of U(1)V⊗U(1)A
on the lattice with a 6= 0 [22, 23]. In this reason, we call it as taste
9
instead of flavor. It is important for staggered fermions to reduce the
breaking effect of the taste symmetry. In the meantime, the remain-
ing axial symmetry of U(1)A plays an important role in protecting
the quark mass from receiving an additive renormalization. Besides,
it does not have any axial anomaly.
The greatest advantage of staggered fermions is on the compu-
tational speed. By virtue of making use of the one component field
χ, the speed of a lattice simulation using staggered fermions is the
fastest compared with those using other popular lattice fermions such
as Wilson fermions, domain-wall fermions, and overlap fermions. Un-
like Wilson fermions for which chiral symmetry is completely broken,
staggered fermions preserve some chiral symmetry of the continuum.
A real concern for staggered fermions is how to deal with the unex-
pected taste symmetry and its breaking effect.
There are a number of improved versions of staggered fermions
such as HYP-smeared staggered fermions [5], asqtad improved stag-
gered fermions [24], and HISQ staggered fermions [7]. All discussions
in this thesis can be applied to any staggered fermion formalism re-
gardless of its improvement details. Hence, let us consider “staggered




2.3.1 Staggered bilinear operator
Let us consider γS ∈ {1, γµ, γµν , γµ5, γ5} as Dirac spin matrices satisfy-
ing Clifford algebra {γµ, γν} = 2δµν in Euclidean spacetime. Similarly,
we define 4 × 4 taste matrices ξT ∈ {1, ξµ, ξµν , ξµ5, ξ5} as satisfying
Clifford algebra {ξµ, ξν} = 2δµν in Euclidean spacetime. Then stag-
gered bilinear operators OS×T are defined by combinations of γS and
ξT in the following way:
OS×T (x) ≡ χ̄(xA)[γS ⊗ ξT ]ABχ(xB)
≡ χ̄(xA) (γS ⊗ ξT )AB U(xA, xB)χ(xB) , (2.16)
where χ(x) is the staggered quark field introduced in Eq. (2.14) and
the coordinate parameterization xA = 2x+A is defined in Eq. (2.15)
with hypercubic vectors Aµ, Bµ ∈ {0, 1}. In the second line,











U(xA, xB) ≡ PSU(3)
∑
p∈C




Here, PSU(3) represents the SU(3) projection, and C represents a com-
plete set of the shortest paths from xA to xB. V (x, y) represents a
(smeared) gauge link from x to y, which is the HYP-smeared fat
link [5, 6] for HYP staggered fermions, the Fat7 fat link [6, 25–27]
for asqtad or HISQ staggered fermions, and the thin gauge link for
unimproved staggered fermions.
2.3.2 Golterman’s irreducible representation
Golterman [28] proposed irreducible representations of quark bilinears




ρS×T (A) χ̄(xA)MS×T χ(xA) . (2.19)
Here, superscript G stands for Golterman. ρS×T (A) is a phase factor






(1− |Sµ − Tµ| ) + |Sµ − Tµ| D̃µ
]
χ(xA) , (2.20)
where Sµ and Tµ are 2




















Note that Sµ, Tµ ∈ {0, 1}. When Sµ = Tµ, the squared bracket in
Eq. (2.20) does nothing. On the other hand, when Sµ 6= Tµ, i.e.,
|Sµ−Tµ| = 1, the symmetric shift operator D̃µ is applied to the field.





Vµ(xA)χ(xA + µ̂) + V
†
µ (xA − µ̂)χ(xA − µ̂)
]
, (2.23)
where Vµ(x) is the (smeared) gauge link as in Eq. (2.18). Note that
the plus sign between two terms in the bracket is the only difference




3.1 Eigenvalues of Dirac operator
3.1.1 Eigenvalues of continuum Dirac operator
Let D be the continuum massless Dirac operator. D is anti-Hermitian,
so its eigenvalues are purely imaginary or zero:
D† = −D , (3.1)
D |uλ〉 = iλ |uλ〉 , (3.2)
where λ ∈ R represents an eigenvalue iλ, and |uλ〉 is the corresponding
eigenvector.
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Thanks to the chiral symmetry,
γ5D = −Dγ5 (3.3)
⇒ Dγ5 |uλ〉 = −iλγ5 |uλ〉 . (3.4)
Let us define |u−λ〉 ≡ γ5 |uλ〉, and then Eq. (3.4) implies D |u−λ〉 =
−iλ |u−λ〉. In other words, if there exists |uλ〉, then its parity partner
eigenstate |u−λ〉 with negative eigenvalue −iλ must exist accordingly
as a pair except for zero modes with λ = 0.
3.1.2 Eigenvalues of staggered Dirac operator
The massless Dirac operator (Ds) of staggered fermions — Remind
that in this thesis staggered fermions denote all (improved) stag-
gered fermion formalisms collectively — is anti-Hermitian: D†s = −Ds.
Hence, its eigenvalues are purely imaginary or zero as in the contin-
uum:
Ds |fsλ〉 = iλ |f sλ〉 , (3.5)
where λ ∈ R represents an eigenvalue iλ, and |fsλ〉 is the corresponding
eigenvector. Here, the superscript s represents staggered quarks.
In the meantime, the generator of U(1)A axial symmetry conserved
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for staggered fermions is given by
Γε(A,B, a, b) ≡ [γ5 ⊗ ξ5]AB;ab
= (γ5 ⊗ ξ5)AB · δab
= ε(A) · δAB · δab , (3.6)
where A and B are hypercubic indices and a and b are color indices.
The phase ε(A) is given by
ε(A) ≡ (−1)
∑4
µ=1 Aµ . (3.7)
Γε is often called “distance parity”. Under this U(1)A transformation,
the staggered Dirac operator transforms as follows:
ΓεDsΓε = D
†
s = −Ds , (3.8)
ΓεDs = −DsΓε . (3.9)
Applying the latter anti-commutativity to Eq. (3.5), we find that
DsΓε
∣∣fs+λ〉 = −iλΓε ∣∣fs+λ〉 . (3.10)
Hence, as in the continuum,
∣∣fs−λ〉 can be obtained from ∣∣f s+λ〉 through
16
Γε transformation as follows:
Γε
∣∣fs+λ〉 = e+iθ ∣∣fs−λ〉 ,
Γε
∣∣fs−λ〉 = e−iθ ∣∣fs+λ〉 , (3.11)
where θ is a real phase. If there exists an eigenvector of
∣∣fs+λ〉, there
must be a corresponding parity partner of
∣∣fs−λ〉 due to the exact
chiral symmetry Γε. In other words, this Ward identity of Eq. (3.11)
comes directly from the conserved U(1)A axial symmetry.
3.2 Quark condensates
3.2.1 Quark condensate in the continuum



















where ψf is the quark field in the continuum with flavor f , D is the
Dirac operator, m is the quark mass, x is the spacetime coordinate,
V is the volume, and Nf is the number of flavors with the same mass
m. The trace is a sum over spin and color.
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Reminding subsection 3.1.1, by spectral decomposition [4],





































where we adopt a normalization convention:
〈ua|ub〉 =
∫
d4x u†a(x)ub(x) = δab . (3.17)










− n+ + n−
mV
. (3.18)
Here, n+ and n− are the numbers of right-handed and left-handed
zero modes per flavor, respectively, so that their sum corresponds to
the number of total zero modes. Note that the zero mode contribution
behaves as a simple pole in the chiral limit (m→ 0).
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δ(λ− λn) , (3.21)
which is determined on a single gauge configuration with volume V .
Now let us average over a full ensemble of gauge field configurations
and take the limit of infinite volume (V → ∞). In that limit, the
spectral density ρ(λ) = 〈ρs(λ)〉 has a well defined (smooth and con-
tinuous) value as λ → 0. Then, we can define the chiral condensate
as








ρ(λ) = πρ(0) . (3.22)










to behave well in the chiral limit. Hence, in the numerical study on
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the lattice, it is important to identify the would-be zero modes which
correspond to the zero modes in the continuum limit, and remove
them in the calculation of quark condensates.
3.2.2 Calculation of quark condensates on the lattice
Staggered fermions have four tastes per flavor by construction [23].
Hence, quark condensate for staggered fermions is defined as









where χ represents staggered quark fields, Ds is the staggered Dirac
operator for a single valence flavor, V is the lattice volume, and Nt is
the number of tastes. 〈 〉U means an average over ensemble of gauge
field (U) configurations.
The trace of propagator in Eq. (3.23) can be measured on the
lattice by the following stochastic method.



















where x, y are representative indices which represent the spacetime























 0  0.002  0.004  0.006  0.008  0.01
Figure 3.1: Quark condensates for staggered quarks. The Result is
preliminary and unrenormalized bare. The measurement was done
on a MILC asqtad lattice ensemble at a ' 0.12 fm with ml/ms =
0.01/0.05 [24]. Valence quarks are HYP-smeared staggered fermions.
vector, which represents either Gaussian random numbers or U(1)







ξ†(x)ξ(y) = δxy , (3.27)
where Nξ is the number of the random vector samples. A preliminary
measurement result of the quark condensate is presented in Fig. 3.1
[15].
As in the continuum case discussed in the previous subsection,
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reminding subsection 3.1.2, the quark condensate of Eq. (3.23) can be
rewritten by the spectral decomposition as follows:




























is used. Separating out the zero mode contribution,






− ñ+ + ñ−
mvV Nt
, (3.30)
where mv is the valence quark mass, and ñ± are the numbers of
zero modes with P± =
1± Γε
2
projection, respectively. In the sec-
ond term of the right-hand side of Eq. (3.30), one can show that
ñ+ + ñ− = n+ + n−, which means that total number of zero modes
for staggered quarks is equal to that in the continuum [15]. Therefore,
Eq. (3.30) can be rewritten as
























As in the continuum, the subtracted quark condensate behaves better
than the original form as it approaches to the chiral limit (mv → 0).




In the continuum, the axial Ward identity is given by
∂µAµ(x) = 2mP (x)− 2Nfq(x) , (3.34)
in the Euclidean spacetime [29]. Here Aµ ≡ ψ̄γµγ5ψ is the axial vec-
tor current in the flavor singlet representation, P ≡ ψ̄γ5ψ is the cor-








topological charge density (or winding number density). Now the topo-
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= 〈uλ|u−λ〉 = 0 . (3.38)
Therefore, only zero modes with λ = 0 contribute to Q. For the zero




∣∣γ5∣∣uL0 〉 = −1 and 〈uR0 ∣∣γ5∣∣uR0 〉 = +1, where the
superscripts L,R represent left-handed and right-handed helicity, re-
spectively. Then, it is straightforward to derive the index theorem [1]:
Q = n− − n+ , (3.39)
where n+ and n− are the numbers of the right-handed and left-handed
zero modes, respectively.
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It is also possible to derive the index theorem from the transforma-
tion of the measure for the quark fields [29]. By a local transformation
U , the quark field ψ(x) transforms to ψ′(x) = U(x)ψ(x) and its mea-
sure Dψ transforms as Dψ′ = (detU)−1Dψ, where







δ4(x− y) , (3.41)
with indices n and m running over flavor and spin. Let us consider a
local chiral transformation U(x) = exp[iγ5α(x)t], where t is a Hermi-
tian matrix and α(x) is a real function of x. For this transformation,
Ū = U . When α(x) 1, we find that









A(x) ≡ −2 tr(γ5t)δ4(x− x) , (3.44)
is the anomaly function. Here, the trace runs over flavor and spin.
Let us consider a smooth function g(s) satisfying the following
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properties:
g(0) = 1 , g(∞) = 0 ,
sg′(s) = 0 at s = 0 and s =∞ . (3.45)














where M is a large mass so that Eq. (3.44) is recovered as M → ∞ .
Making use of δ4(x − y) 14×4 =
∑
λ
|uλ(x)〉 〈uλ(y)| for eigenvectors
















tλ 〈uλ(x)|γ5|uλ(x)〉 , (3.47)
where t |uλ〉 = tλ |uλ〉. Here, we assume [t,D] = 0. Since 〈uλ(x)|γ5|uλ(x)〉 =










where λ = 0± represent zero modes of positive(0+) and negative(0−)
chiralities, respectively.
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In the meantime, following the steps in Ref. [29], a direct expansion








For the special case of t = 1, combining Eqs. (3.48) and (3.49), we









= n− − n+ . (3.50)
3.3.2 Measurement of topological charge
On the lattice, the topological charge Q can be measured by a field-
theoretic simulation directly from the definition of Eq. (3.35). A naive
simplest calculation of Q is done by so called plaquette average which






















Squares inside of the bracket represent 1×1 Wilson loops (plaquettes)
around x, the black point at center, along with directions µ and ν. A
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plaquette average in Eq. (3.51) gets an O(a2) correction [30].
Based on this, improved versions of topological charge operators
are discussed in Ref. [31–35]. Let us define a clover leaf operator







Here, the sizes of the rectangular clover leaves in the bracket are m× n
(left) and n×m (right), respectively. Now we define an improved



















where (mi, ni) = (1, 1), (2, 2), (1, 2), (1, 3), (3, 3) for i = 1, · · · , 5 with














− 2c5 . (3.55)
Qimp with the parameter set in Eq. (3.55) removes both O(a2)





loop-improved operator Q(5Li), which is known to behaves better




In practice, regardless of the improvement on the operator, a direct
measurement of Q on a given gauge field configuration does not give
an integer value as expected by the index theorem of Eq. (3.39). It
is mainly because of ultraviolet(UV) fluctuations of the gauge field.
There are several approaches of filtering out these UV fluctuations,
such as cooling [34, 35], stout smearing [35], APE smearing [36, 37],
HYP smearing [5], and gradient flow [38–40]. The most up-to-date
status of these methods and their comparisons are given in Ref. [41].
In this thesis, APE smearing is chosen for its simplicity and efficiency.
In Figs. 3.2 and 3.3, examples of topological charge measurements
are presented. Here, the evaluation of topological charge is monitored
during 0 ∼ 30 iterations of APE smearing with α = 0.45 [42]. In the
plots, ‘Plaquette’ (red squares) represents the topological charge mea-
sured by the plaquette average as in Eq. (3.51) and ‘5Li’ (blue circles)
by the 5-loop-improved operator Q(5Li) defined in Eqs. (3.54) and
(3.55) with c5 =
1
20
. The results show that Q(5Li) operator converges
faster and give more correct answer (integer) than the naive plaquette
average method. In all cases, Q(5Li) requires less than 10 iterations
of APE smearing to get a reasonable integer value. In this thesis, all
numerical measurements of Q is obtained by Q(5Li) operator after
29



















(b) Q = −1
Figure 3.2: Measurements of topological charge Q as increasing the
number of APE smearing. Here, ‘Plaquette’ represents the plaquette


























(b) Q = −3
Figure 3.3: Measurements of topological charge Q as increasing the
number of APE smearing. The definitions of ‘plaquette’ and ‘5Li’ are





4.1 Calculation of eigenvalues and eigenvectors
4.1.1 Eigenvalues of D†sDs
Instead of calculating eigenvalues and eigenvectors of Ds directly, cal-
culating those of D†sDs has several advantages in practice. Reminding
of discussions in Subsection 3.1.2 and the eigenvalue equation of Ds
of Eq. (3.5), the eigenvalue equation of D†sDs is given by
D†sDs
∣∣gsλ2〉 = λ2 ∣∣gsλ2〉 . (4.1)
33
where the
∣∣gsλ2〉 state is a mixture of two eigenvectors: ∣∣fs+λ〉 and ∣∣fs−λ〉.
In other words, ∣∣gsλ2〉 = c1 ∣∣fs+λ〉+ c2 ∣∣fs−λ〉 , (4.2)
where ci are complex numbers and they satisfy the normalization con-
dition:
|c1|2 + |c2|2 = 1 . (4.3)
Since D†sDs is Hermitian, its eigenvalues and eigenvectors can be com-
puted by Lanczos algorithm [43]. Details on Lanczos and its improve-
ments are discussed in Subsection 4.1.2.
Why is λ2 preferred over iλ? The first reason is to use the even-
odd preconditioning [44], which makes Lanczos run on only even or
odd sites on the lattice. This leads to two benefits: one is that there
is a substantial gain in the speed of the code and the other is that
the code uses only half of the memory that is otherwise used. Details
on the even-odd preconditioning are described in Subsection 4.1.3.
The second reason is that it allows us to implement the polynomial
acceleration algorithms [45] into Lanczos easier, since the eigenvalues
of D†sDs are positive definite, and have a lower bound of λ
2 > 0.
Here, note that staggered fermions can have would-be zero modes
whose eigenvalues are small and positive (λ2 > 0) in rough gauge
configurations. In other words, there is no exact zero modes (λ = 0)
with staggered fermions on rough gauge configurations [46]. Details
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on our implementation of polynomial acceleration are described in
Subsection 4.1.2.
The Lanczos algorithm solves the eigenvalue equation of Eq. (4.1)
and obtains the solution
∣∣gsλ2〉 as well as the corresponding eigenvalue
λ2. To decompose
∣∣gsλ2〉 into ∣∣fs+λ〉 and ∣∣fs−λ〉, let us define projection
operators as
P+ = (Ds + iλ) , (4.4)
P− = (Ds − iλ) . (4.5)
P+ is the projection operator to select only the
∣∣f s+λ〉 component and
remove the
∣∣fs−λ〉 component, while P− works the opposite way. Hence,
applying P± to
∣∣gsλ2〉 give us the ∣∣fs±λ〉 components of ∣∣gsλ2〉:
∣∣∣f̃+〉 = P+ ∣∣gsλ2〉 , (4.6)∣∣∣f̃−〉 = P− ∣∣gsλ2〉 . (4.7)











Lanczos is a numerical algorithm to calculate eigenvalues and eigen-
vectors of a Hermitian matrix [43]. It transforms an n× n Hermitian
matrix H into tridiagonal matrix T through a unitary transformation
Q, which is represented by
T = Q†HQ . (4.10)
Here, columns of Q are composed of basis vectors of n-th Krylov
subspace Kn(H, b) generated by H and a starting vector b of our
choice. Each iteration of Lanczos computes a column of Q and T in
sequence. At the end, diagonalizing the tridiagonal matrix T yields
eigenvalues and eigenvectors of H.
In principle, Lanczos is a direct method that takes n iterations
to construct the n × n tridiagonal matrix T . However, since these
columns of T are computed in order, a sequence of m < n iterations
also constructs an m×m tridiagonal matrix T ′ which is a submatrix
of T . In practice, the real benefit of Lanczos is that eigenvalues of T ′
approximate some eigenvalues of T . As iteration continues and the size
of the submatrix T ′ increases, eigenvalues of T ′ converge to eigenvalues
of T . Their convergence condition is somewhat complicated. They
converge to the largest, the smallest, or the most sparse eigenvalue
first. The speed of convergence depends on the density of eigenvalues.
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The less dense, the faster they converge.
In this thesis, two popular improvement techniques of Lanczos are
implemented; (1) implicit restart [47] and (2) polynomial acceleration
with Chebyshev polynomial [48]. The implicit restart method gets rid
of converged eigenvalues in the middle of the Lanczos iteration. It
takes effect as if we restarted the Lanczos with a shifted matrix H ′
given by




where λi are eigenvalues we want to remove. Then H
′ is still Her-
mitian but does not have such eigenvalues λi. Hence, Lanczos with
H ′ converges to remaining eigenvalues faster. Besides, the implicitly
restarting procedure gives us a new submatrix, which has a reduced
dimension ((m− r)× (m− r)) by the number of eigenvalues we have
removed (r). Then we iterate Lanczos r times to refill the submatrix
to restore the structure of m×m matrix. Then we repeat the implicit
restart to obtain a new submatrix of (m − r) × (m − r), and so on.
It allows us to control the size of submatrix, the computational cost
and the memory usage while the submatrix T ′ contains (m−r) eigen-
modes more precise (much closer to the true eigenmodes of the full
matrix H) for each iteration.
A polynomial operation on a matrix changes the eigenvalue spec-
trum accordingly while retaining the eigenvectors. Since the polyno-
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mial of a Hermitian matrix is also Hermitian, Lanczos is still available
to calculate its eigenvalues and eigenvectors. By choosing a proper
polynomial, one can manipulate density of the eigenvalue spectrum
so that the convergences to the desired eigenvalues are accelerated.
Chebyshev polynomial is a popular choice for this purpose. Using the
Chebyshev polynomial, one can map the first region of eigenmodes of
no interest to [−1, 1], and map the second region of eigenmodes of our
interest to [−∞,−1]. Chebyshev polynomial bounds the first region to
[−1, 1] where the eigenvalues are enough dense to make the Lanczos
not converge. In addition, Chebyshev polynomial rapidly changes in
the second region such that it makes the density of eigenmodes enough
low to accelerate the convergence of Lanczos faster. To apply Cheby-
shev polynomial for D†sDs whose eigenvalues are λ
2 ≥ 0, one can set
the lower bound of the first region to a value somewhat greater than
the largest eigenvalue wanted. This strategy will not only suppress
high unwanted eigenmodes but also accelerate the speed of Lanczos
for the low eigenmodes of our interest.
In the meantime, numerical stability is essential for Lanczos algo-
rithm. Each Lanczos iteration generates Lanczos vectors, which are
column vectors of the unitary matrix Q in Eq. (4.10). After several
iterations, however, Lanczos vectors lose their orthogonality due to
gradual loss of numerical precision. This loss would induce spurious
ghost eigenvalues [49]. A straightforward prescription to the prob-
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lem is performing a reorthogonalization for every calculation of Lanc-
zos vectors. There are also alternative approaches to eliminate those
ghost eigenvalues without the reorthogonalization, such as Cullum-
Willoughby method [50, 51]. For numerical simulations in this thesis,
the full reorthogonalization is performed for each Lanczos iteration.
For a large scale simulation using Lanczos, Multi-Grid Lanczos [52]
and Block Lanczos [53] are also available in the market 1. Multi-Grid
Lanczos is also based on the implicit restart and Chebyshev accelera-
tion. Along with that, it reduces the memory requirement significantly
by compressing the eigenvectors using their local coherence [54]. It
constructs a spatially-blocked deflation subspace from some of the
lowest eigenvectors of Dirac operator. Then the coherence of eigen-
vectors allows us to represent other eigenvectors on this subspace and
run Lanczos with much less memory size. Meanwhile, Block Lanczos
utilizes the Split Grid method [53]. This algorithm deals with multi-
ple starting vectors for Lanczos, where the Split Grid method divides
the domain of the Dirac operator application into multiple smaller
domains so that each partial domain runs in parallel on a partial grid
(lattice) with a lower surface to volume ratio compared to that of
the full grid. Hence, one can optimize the off-node communication by
adjusting the block (grid) size.
1These methods are not applied in this work. This paragraph is only for refer-
ence.
39
A more substantial description of the Lanczos iteration method is
available in Appendix A.
4.1.3 Even-odd preconditioning and phase ambiguity
Even-odd preconditioning reorders a fermion field χ(x) so that even






where χe (χo) is the fermion field collection on even (odd) sites. On
this basis, the massless staggered Dirac operator Ds can be repre-





where Doe (Deo) relates even (odd) site fermion fields to odd (even)
site fermion fields. Since D†s = −Ds, one also find that D†oe = −Deo
and D†eo = −Doe.
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Hence, the eigenvalue equation of D†sDs (Eq. (4.1)) can be divided
into two eigenvalue equations as follows,
−DeoDoe |ge〉 = λ2 |ge〉 , (4.16)
−DoeDeo |go〉 = λ2 |go〉 , (4.17)
where
∣∣ge(o)〉 is the collection of even (odd) site components of ∣∣gsλ2〉.
Here, the superscript s and the subscript λ2 are omitted for nota-
tional simplicity. Now, multiplying Doe from the left on both sides of
Eq. (4.16) gives
−DoeDeo(Doe |ge〉) = λ2(Doe |ge〉) , (4.18)
which is identical to Eq. (4.17). Hence, we find that |go〉 = η Doe |ge〉
where η = reiα is an arbitrary complex number with r > 0 and
0 ≤ α < 2π. Here, r represents the scaling behavior and α repre-
sents a random phase. Since −DeoDoe(= D†oeDoe) is Hermitian and
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positive semi-definite, one can solve Eq. (4.16) using the Lanczos al-
gorithm introduced in Subsection 4.1.2. From the result of |ge〉, it is
straightforward to obtain the eigenvector





where η is a random complex number in general.
Now, let us apply the projection operator P+, defined in Eq. (4.4),
to
∣∣gsλ2〉. Using Eq. (4.16), we find that











Similarly, for the projection operator P− defined in Eq. (4.5), we find
that




Since η only appears in the overall factor for both cases, it gives
only the relative phase difference between the normalized eigenvec-
tors
∣∣fs±λ〉 defined in Eqs. (4.8) and (4.9).
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We can proceed further to obtain the eigenvectors
∣∣fs±λ〉. The norm
of
∣∣∣f̃+〉 is given by
〈
f̃+























∣∣fs±λ〉 indicate that the phase difference θ for Γε
transformation defined in Eq. (3.11) depends on the value of η.
For numerical simulations in this thesis, η is set to η = reiα = 1:
r = 1 and α = 0. Hence, the relative random phase between
∣∣fs±λ〉
states is removed by hand. Therefore, the phase θ defined in Eq. (3.11)
contains a bias from the choice of η = 1.
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)∗ 1 + iλ
1− iλ
· (−N2)
= −1 + iλ
1− iλ
= ei(π+2β) = eiθ , (4.28)
where β ≡ arctan(λ). From Eq. (3.11), we find that
θ = π + 2β . (4.29)
In Fig. 4.1, we measure the phase θ for hundreds of eigenvectors
on a gauge configuration with Q = −1. Here, red circles represent
numerical results and the blue line represents the prediction from the




 0  0.05  0.1  0.15  0.2
θ
λ
θ = π + 2 arctan(λ)
Figure 4.1: The phase θ as a function of λ. Red circle symbols represent
numerical results for θ. The blue line represents the prediction from
the theory. Here, we use a gauge configuration with Q = −1 for the
measurement.
prediction within numerical precision.
4.2 Eigenvalue spectrum: numerical results
In this section, numerical results of eigenvalue spectrum of staggered
Dirac operator are discussed. In Table 4.1, input parameters for this
study are given. The same parameter set is applied to all numerical
simulations in this thesis.
4.2.1 Eigenvalue spectrum for Q = 0 and Q = −1
An example of eigenvalue spectrum for Q = 0 is presented in Fig. 4.2.
Since Q = 0, it is not expected to find any zero modes for this gauge
configuration. In Fig. 4.2(a), eigenvalues of λ2 for eigenvectors
∣∣gsλ2〉
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Table 4.1: Input parameters for numerical study in quenched QCD.
For more details, refer to Ref. [9].
parameters values




a 0.077(1) fm [57]
1/a 2.6 GeV
valence quarks HYP staggered fermions [6, 58,59]
Nf Nf = 0 (quenched QCD)
defined in Eq. (4.1) are shown. Here, one observes eight-fold degener-
acy for non-zero eigenmodes due to the conserved U(1)A axial symme-
try. Note that λ2 = −λ1 and, in general, λ2n = −λ2n−1 for n > 0 and
n ∈ Z. In other words, λ2n is the parity partner of λ2n−1. For each
λi, there exists four-fold degeneracy due to approximate SU(4) taste
symmetry. This set of four degenerate eigenvalues is denoted quar-
tet. For each of these four-fold degenerate eigenvalues (for example
λ1, λ3, λ5, λ7 in Fig. 4.2(a)), there exists a parity partner eigenvalue
due to the U(1)A symmetry: λ2 = −λ1, λ4 = −λ3, λ6 = −λ5, and
λ8 = −λ7 (refer to Fig. 4.2(b)).
Let us turn to the Q = −1 example. Since Q = −1, it is expected
to observe four-fold would-be zero modes. Because the gauge configu-
rations are rough, one can observe not exact zero modes but would-be






















Figure 4.2: Eigenvalue spectrum of staggered Dirac operator on a
Q = 0 gauge configuration.
have on the gauge configuration with Q = −1. In Fig. 4.3(a) and
4.3(b), one can easily find a quartet of four-fold degenerate would-
be zero modes: λ1, λ2, λ3, λ4. In addition, thanks to the U(1)A chiral
Ward identity in Eq. (3.11), they satisfy λ2 = −λ1 and λ4 = −λ3. As
in the case of Q = 0, non-zero eigenmodes are eight-fold degenerate.























Figure 4.3: Eigenvalue spectrum of staggered Dirac operator on a
Q = −1 gauge configuration.
eight-fold degeneracy for non-zero modes are also observed in the case
of Q = −2 and Q = −3, which are presented in Subsection 4.2.2.
At this point, you might have already concluded that we can distin-
guish would-be zero modes of staggered quarks from non-zero modes
by counting the degeneracy of the eigenvalues [8,9,60]. This is true but





















Figure 4.4: The same as Fig. 4.2 except for Q = −2.
is that, on large lattices, the eigenvalues are so dense that it is not easy
to distinguish four-fold and eight-fold degeneracies in our eyes. Hence,
we need a significantly more robust method to identify would-be zero





















Figure 4.5: The same as Fig. 4.2 except for Q = −3.
4.2.2 Eigenvalue spectrum for Q = −2 and Q = −3
In Figs. 4.4 and 4.5, examples of the eigenvalue spectrums are pre-
sented for Q = −2 and Q = −3, respectively. Figs. 4.4(a) and 4.5(a)
show eigenvalues λ2 for eigenvectors
∣∣gsλ2〉 defined in Eq. (4.1). In
Fig. 4.4, one can find two sets of four-fold degenerate eigenstates:
{λ1, λ2, λ3, λ4} and {λ5, λ6, λ7, λ8}. Each of them indicates a quar-
tet of would-be zero modes. The number of quartets corresponds to
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the topological charge Q = −2, which corresponds to the index theo-
rem of Eq. (3.39) when all would-be zero modes are assumed to have
the same sign of chirality, i.e., n− = 0 and n+ = 2. Apart from the
would-be zero modes, non-zero modes are observed to be eight-fold
degenerate as in the cases of Q = 0 (Fig. 4.2) and Q = −1 (Fig. 4.3).
Similarly, in Fig. 4.5, one can find three quartets of would-be
zero modes with n− = 0 and n+ = 3 (Q = −3): {λ1, λ2, λ3, λ4},
{λ5, λ6, λ7, λ8}, and {λ9, λ10, λ11, λ12}. Because the number of quar-
tets equals the absolute value of the topological charge |Q| = 3, it is
possible to deduce that all the would-be zero modes have the same
sign of chirality in accordance with the index theorem of Eq. (3.39),
i.e., n− = 0 and n+ = 3. For non-zero modes, the pattern of eight-fold
degeneracy is observed as in other examples for Q = 0 in Fig. 4.2,





5.1 Chirality of staggered fermions
5.1.1 Chirality operator
In order to simplify the notation, let us introduce the following con-
vention for eigenvalue indices:
Ds |fj〉 = iλj |fj〉 , (5.1)
where |fj〉 = |fsλj 〉 which is defined in Eq. (3.5). Considering the rele-
vance with the continuum QCD with SU(4) flavor symmetry, a natu-
ral definition of chirality for staggered fermions is given by the taste
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singlet form:














where xA and [γ5⊗ 1] are defined in Eqs. (2.16)-(2.18), and λi and λj
represent eigenvalues of Ds. The phase (γ5 ⊗ 1) is given by
















































does not vanish only for
















= 4 δ AB η1(A) η2(A) η3(A) η4(A) , (5.6)
where Aµ = (Aµ + 1) % 2, and ηµ(A) = (−1)
∑
ν<µ Aν . Let us de-
fine η5(A) ≡ η1(A) η2(A) η3(A) η4(A), then this reduces to η5(A) =
(−1)A1+A3 . Hence,
(γ5 ⊗ 1)AB = δ AB η5(A) . (5.7)
Inserting this into Eq. (5.2) gives




† η5(A)U(xA, x A) f
s
λj
(x A) . (5.8)
Here, U(xA, x A) is called a distance-4 link since the minimum number
of links connecting A and A is four.
An important consequence of this definition of the chirality opera-
tor is that the following relationships hold as the continuum chirality
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operator γ5 does.
[γ5 ⊗ 1]2n+1 = [γ5 ⊗ 1] , (5.9)




















= 0 , (5.12)
where n ≥ 0 and n ∈ Z. A rigorous proof of Eqs. (5.9)-(5.12) is given
in Subsection 5.1.2.
In addition to the chirality operator Γ5 = [γ5 ⊗ 1], let us also
consider the following spin singlet operator [1⊗ ξ5]:














Ξ5 ≡ [1 ⊗ ξ5] is named as “(maximal) shift operator”. The phase



































4 γ5 . (5.16)
As before, this term survives only when (A1+B1)%2 = (A2+B2)%2 =











= 4 δ AB ζ1(A) ζ2(A) ζ3(A) ζ4(A) , (5.18)
where ζµ(A) = (−1)
∑
ν>µ Aν . Let us define ζ5(A) ≡ ζ1(A) ζ2(A) ζ3(A) ζ4(A),
then this reduces to ζ5(A) = (−1)A2+A4 . Therefore,
(1⊗ ξ5)AB = δ AB ζ5(A) . (5.19)





† ζ5(A) U(xA, x A) f
s
λj
(x A) . (5.20)
Here, U(xA, x A) is again a distance-4 link as in Eq. (5.8).
56
Shift operator also satisfies the recursion relations:
[1⊗ ξ5]2n+1 = [1⊗ ξ5] , (5.21)
[1⊗ ξ5]2n = [1⊗ 1] , (5.22)
where n ≥ 0 and n ∈ Z. Another good property inherent to our
definitions of the chirality operator and the shift operator is that the
conserved U(1)A axial symmetry transformation can be decomposed
into their product:
Γε ≡ [γ5 ⊗ ξ5]
= [γ5 ⊗ 1][1⊗ ξ5]
= [1⊗ ξ5][γ5 ⊗ 1] . (5.23)
One can show that the following relations also hold:
Γε[γ5 ⊗ 1] = [γ5 ⊗ 1]Γε = [1⊗ ξ5] , (5.24)
Γε[1⊗ ξ5] = [1⊗ ξ5]Γε = [γ5 ⊗ 1] . (5.25)
Eqs. (5.23)-(5.25) are Ward identities of the conserved U(1)A axial
symmetry for staggered fermions.
Our definition of the chirality operator is different from Golter-
man’s definition described in Subsection 2.3.2. As a true irreducible
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representation of the lattice rotational symmetry group [28, 61, 62],
Golterman’s definition of the chirality operator has been convention-
ally used such as in Refs. [8, 13, 46]. However, due to its complex-
ity, Golterman’s operator does not satisfy the recursion relations of
Eqs. (5.9)-(5.12) and the chiral Ward identities of Eqs. (5.23)-(5.25).




j ≡ Γ5(λi, λj) , (5.26)
|Γ5|ij ≡ |Γ5(λi, λj)| , (5.27)
(Ξ5)
i
j ≡ Ξ5(λi, λj) , (5.28)
|Ξ5|ij ≡ |Ξ5(λi, λj)| . (5.29)
5.1.2 Recursion relationships for chirality operators
In this subsection, the recursion relations of Eqs. (5.9)-(5.12) which
hold for the chirality operator and the shift operator are proved. Re-
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minding of the definition of the chirality operator,
〈
fsα
∣∣[γ5 ⊗ 1]∣∣fsβ〉 ≡∑
x
[fsα(xA)]











= δ AB η5(A) , (5.31)
U(xA, xB) = PSU(3)
∑
p∈C
V (xA, xp1)V (xp1 , xp2)V (xp2 , xp3)V (xp3 , xB)
 .
(5.32)
First, let us prove the following theorem.
Theorem 1.
[γ5 ⊗ 1][γ5 ⊗ 1] = [1⊗ 1] . (5.33)
Proof. The left-hand side is expressed as
[γ5 ⊗ 1]2AC =
∑
B








[δ AB η5(A) δ BC η5(B)][U(xA, xB)U(xB, xC)]
= δAC [U(xA, xĀ)U(xĀ, xA)] . (5.34)
In the last equality, η5(Ā) = η5(A) is used. Thanks to the SU(3)
projection in Eq. (5.32), U(xĀ, xA) = [U(xA, xĀ)]
† ∈ SU(3), which
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implies U(xA, xĀ)U(xĀ, xA) = 1. Therefore,
[γ5 ⊗ 1]2AC = δAC = [1⊗ 1]AC . (5.35)
(Q.E.D.)
Using theorem 1, it is straightforward to prove two recursion rela-
tionships:
[γ5 ⊗ 1]2n+1 =
(
[γ5 ⊗ 1]2
)n · [γ5 ⊗ 1] (5.36)
= ([1⊗ 1])n · [γ5 ⊗ 1] (5.37)
= [1⊗ 1] · [γ5 ⊗ 1] (5.38)
= [γ5 ⊗ 1] , (5.39)
and





= ([1⊗ 1])n (5.41)
= [1⊗ 1] . (5.42)













































































[1⊗ 1− γ52 ⊗ 1]
= 0 . (5.46)
5.1.3 Chirality measurement
Fig. 5.1 presents some measurement results of the chirality Γ5(λi, λi)

















































(d) Q = −3
Figure 5.1: Chirality measurements when Q = 0,−1,−2,−3. Cross
symbols represent measurement data and purple dashed lines repre-
sent theoretical expectations in the continuum QCD.
5.1(d) are measured on gauge configurations with different topological
charges(Q = 0,−1,−2,−3) so that they have different numbers of
would-be zero modes 1. In theory, we expect that zero modes have an
exact chirality of +1 or −1, while non-zero modes have no chirality
(zero). However, for staggered fermions chiral symmetry is somewhat
broken, so would-be zero modes do not have an exact chirality. Instead,
as Fig. 5.1 shows, they have chiralities less than 1. These magnitudes
1Usually, all would-be zero modes measured on a gauge configuration have
chiralities of the same sign
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of chirality mainly depend on improvements of Dirac operator and the
performance of smearing/cooling [8, 9], but the definition of chirality
operator also affects them. It is turned out that this loss of chirality
is related with the renormalization factors of the chirality operator
[γ5⊗1] and U(1)A symmetry transformation operator [γ5⊗ξ5]. Details
on the renormalization factor are discussed in Section 7.1.
In the results shown in Fig. 5.1, would-be zero modes have chiral-
ities around 0.8. It is somewhat smaller than the theory expectation
(+1), nonetheless, it is enough to determine their true chiralities (+1)
since non-zero modes have definitely negligible chiralities. Hence, one
can say that there is no would-be zero modes (n+ = 0, n− = 0)
in Fig. 5.1(a), there are four of right-handed zero modes (n+ = 4,
n− = 0) in Fig. 5.1(b), eight of right-handed (n+ = 8, n− = 0)
in Fig. 5.1(c), and twelve of right-handed (n+ = 12, n− = 0) in
Fig. 5.1(d). These observations indeed correspond to the index the-





In Fig. 5.2, examples of the chirality measurement when Q = 1
and Q = 2 are presented. In these examples, would-be zero modes
have chiralities around −0.8, which is somewhat deviated from the
theory expectation (−1) but again enough to determine their true
values (−1). Similarly with the previous examples when there are

























(b) Q = 2
Figure 5.2: Chirality measurements when Q = 1, 2. Details are same
with Fig. 5.1
there are four left-handed would-be zero modes (n+ = 0, n− = 4) in
Fig. 5.2(a) and eight left-handed (n+ = 0, n− = 8) in Fig. 5.2(b). And
they correspond to the index theorem.
5.2 Chiral Ward identity
5.2.1 Ward identities on eigenvalue spectrum
Combining Ward identities in Eq. (5.24) and Eq. (3.11), the following
Ward identities are obtained:
e+iθ[γ5 ⊗ 1] |f−i〉 = [1⊗ ξ5] |f+i〉 ,
e−iθ[γ5 ⊗ 1] |f+i〉 = [1⊗ ξ5] |f−i〉 , (5.47)
where |f±i〉 ≡
∣∣fs±λi〉. These Ward identities relate parity partner
eigenstates with eigenvalues ±λi through the chirality operator and
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the shift operator. Now, let us consider the spectral decompositions





j |fi〉 , (5.48)
(Γ5)
i
j = 〈fi|[γ5 ⊗ 1]|fj〉
= Γ5(λi, λj) , (5.49)
and





j |fi〉 , (5.50)
(Ξ5)
i
j = 〈fi|[1⊗ ξ5]|fj〉





j are matrix elements on staggered Dirac eigenspace.





gives the following equalities:
e−iθ Γ5(λi,+λj) = Ξ5(λi,−λj)
⇔ e−iθ(Γ5)i+j = (Ξ5)i−j
⇔ |Γ5|i+j = |Ξ5|i−j , (5.52)
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and
e+iθ Γ5(λi,−λj) = Ξ5(λi,+λj)
⇔ e+iθ(Γ5)i−j = (Ξ5)i+j
⇔ |Γ5|i−j = |Ξ5|i+j . (5.53)
In the meantime, applying Γε on both sides of Eq. (5.48) gives






iθ` |f−`〉 . (5.54)












All the results of Eqs. (5.52)-(5.57) can be summarized as
|Γ5|ij = |Ξ5|−ij = |Ξ5|
i
−j = |Γ5|−i−j (5.58)(




In addition, the Hermiticity of Γ5 and Ξ5 insures interchanging λi and
λj . This gives the final form of chiral Ward identities:
|Γ5|ij = |Ξ5|−ij = |Ξ5|
i
−j = |Γ5|−i−j








⇔ |Γ5(λi, λj)| = |Ξ5(−λi, λj)| = |Ξ5(λi,−λj)| = |Γ5(−λi,−λj)|




Another simple derivation is also described in Ref. [17].
5.2.2 Ward identities: numerical results
Tables 5.1 and 5.2 present numerical demonstrations of chiral Ward
identities in Eq. (5.60). The results indicate that the chiral Ward iden-
tities are valid within a numerical precision. In Table 5.1, λ1 and λ2
are would-be zero modes and they are parity partners of each other.
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parameter value
|Γ5(λ1, λ1) | 0.8238257
|Ξ5(λ2, λ1) | 0.8238257
|Ξ5(λ1, λ2) | 0.8238257
|Γ5(λ2, λ2) | 0.8238257
Table 5.1: Numerical results of the chiral Ward identity for diagonal
matrix elements. Here, λ2 = −λ1.
parameter value parameter value
|Γ5(λ75, λ70) | 0.5008622 |Γ5(λ70, λ75) | 0.5008622
|Ξ5(λ69, λ75) | 0.5008622 |Ξ5(λ75, λ69) | 0.5008622
|Ξ5(λ70, λ76) | 0.5008622 |Ξ5(λ76, λ70) | 0.5008622
|Γ5(λ69, λ76) | 0.5008622 |Γ5(λ76, λ69) | 0.5008622
Table 5.2: Numerical results of the chiral Ward identity for off-
diagonal matrix elements. Here, λ70 = −λ69, λ76 = −λ75.
Here, |Γ5(λ1, λ1) | represents the (diagonal) chirality of λ1. The ac-
cordance of four matrix elements in Table 5.1 implies that chirality of
λ1 can also be measured by other three matrix elements: |Ξ5(λ2, λ1) |,
|Ξ5(λ1, λ2) |, |Γ5(λ2, λ2) | . In the case of Table 5.2, λ75 and λ70 are
non-zero modes in a quartet, and λ69 = −λ70 and λ76 = −λ75 are par-
ity partners of them, respectively. Here, |Γ5(λ75, λ70) | represents an
amount of transition of λ70’s chirality to λ75 state — This leakage of
chirality is discussed in detail in Chapter 6. The fact that eight matrix
elements are identical in their magnitudes implies the four eigenstates
(λ69, λ70, λ75, λ76) are related with each others by the chiral Ward
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identity, which is a non-trivial result. More details on numerical evi-




6.1 Taste symmetry of staggered fermions
6.1.1 Taste symmetry in the continuum
In this subsection, staggered quark actions in the continuum at a =
0 are considered. As a → 0, the staggered fermion field χc(xA) is
mapped into the continuum fermion field ψcα;t(x), where α represents
a Dirac spinor index, c represents a color index, t = 1, 2, 3, 4 represents
a taste index. For a given eigenvalue λj , there remain four degrees of
freedom which come from the taste index. Accordingly for a given
eigenvalue λj , there are four degenerate eigenstates |fj,m〉 such that
Ds |fj,m〉 = iλj |fj,m〉 , (6.1)
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with m = 1, 2, 3, 4. The set of |fj,m〉 is called a quartet, where j is a
quartet index and m is a taste index which represents the four-fold
degeneracy for the eigenvalue λj .
Now, let us define a general form of the shift operator which cor-
responds to a generator of the SU(4) taste symmetry:
ΞF = [1⊗ ξF ] , (6.2)
ξF ∈ { ξ5, ξµ, ξµ5, ξµν } for µ 6= ν , (6.3)
where ξµ respects the Clifford algebra {ξµ, ξν} = 2δµν in the Euclidean
spacetime. If all the four eigenstates {|fj,m〉} are known for a certain










〈fj,m|ΞF |fj,m〉 = 0 . (6.4)
This is because the SU(4) group generators are traceless in the fun-
damental representation.
Let us consider the following quantity W1 in the continuum at
a = 0:
W1 ≡ 〈f`|ΞFDs|fn〉 , (6.5)
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where f are eigenvectors of Ds satisfying
Ds |fn〉 = iλn |fn〉 . (6.6)
Since the SU(4) taste symmetry is exactly conserved in the continuum,
[ΞF , Ds] = 0 . (6.7)
Hence, the following Ward identity holds:
W1 = 〈f`|ΞFDs|fn〉 = iλn 〈f`|ΞF |fn〉
= 〈f`|DsΞF |fn〉 = iλ` 〈f`|ΞF |fn〉 , (6.8)
which leads to
i(λ` − λn) · 〈f`|ΞF |fn〉 = 0 . (6.9)
Eq. (6.9) implies the following properties:
• If λ` 6= λn, (ΞF )`n = 〈f`|ΞF |fn〉 = 0. In other words, if eigen-
values of two eigenstates are different, there is no leakage of ΞF
between them.
• If λj ≡ λ` = λn, (ΞF )`n 6= 0 is possible. In other words, if two
eigenstates are degenerate, the leakage of ΞF between them is al-
lowed. Here, |f`〉 and |fn〉 are linear combinations of the quartet
{|fj,m〉} and they are orthogonal to each other by construction
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because Lanczos algorithm calculates orthogonal eigenvectors.
6.1.2 Taste symmetry breaking on eigenvalue spectrum
On the lattice at a 6= 0, the taste symmetry is broken by those terms
of order a2αns with n ≥ 1 which is explained in Ref. [22]. For instance,
the eigenvalue equation of Eq. (6.1) should be rewritten as
Ds |fj,m〉 = iλj,m |fj,m〉 . (6.10)
Here, λj,m 6= λj,m′ in general for m 6= m′, which reflects the taste
symmetry breaking effect at a 6= 0. However, the difference |λj,m −
λj,m′ | is not so large as discussed in Section 4.2. It is also expected
that other continuum properties described in Subsection 6.1.1 have
some small deviations on the lattice.













If the taste symmetry is exactly conserved, then T5 must vanish by
Eq. (6.4). Hence, a non-trivial value of T5 indicates size of taste sym-
metry breaking. In Table 6.1, T5 is measured on around 7500 num-
bers of quartets including both would-be zero mode quartets (j = 0)
and non-zero mode quartets (j > 0). The results show that |Re(T5)|
is of the order of a sub-percent level (∼ 10−3) per quartet, while
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Table 6.1: Numerical results for T5. The measurement is done on 292
gauge configurations with input parameters in Table 4.1. Nq repre-
sents the number of quartets used to obtain the statistical error. Here,
j = 0 represents would-be zero mode quartets, and j > 0 represents
non-zero mode quartets.
j |Re(T5)| | Im(T5)| Nq
j = 0 7.2(130)× 10−4 5.9(46)× 10−12 490













| l - j |
Figure 6.1: S5 as a function of |` − j|. Numerical values are given in
Table 6.2.
| Im(T5)| = 0 essentially. This indicates that the effect of taste sym-
metry breaking is very small.
Another direct barometer of the taste symmetry breaking is mon-
itoring the leakage S5 from one quartet (λ`) to another quartet (λj)














∣∣Ξ5∣∣fj,m′〉 | . (6.12)
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Table 6.2: Numerical results for S5. The leakages are measured be-
tween two different quartets (` 6= j and `, j ≥ 0). Np represents the
number of (`, j) pairs with ` 6= j.
|`− j| S5 Np
1 6.6(52)× 10−2 7185
2 3.0(18)× 10−2 6893
3 1.9(10)× 10−2 6601
4 1.5(7)× 10−2 6309
5 1.2(5)× 10−2 6017
The size of S5 indicates directly how much the taste symmetry is
broken at a 6= 0, because S5 = 0 in the continuum at a = 0. In
Fig. 6.1, S5 is measured as a function of |`− j| with `, j ≥ 0. Here,
|` − j| = 1 represents a pair of nearest neighbor quartets, |` − j| = 2
represents a pair of next to the nearest neighbor quartets, and so on.
The results show that the values of S5 are as big as their statistical
error. This means that this taste symmetry breaking effect gives just
a random noise to the physical signal (S5 = 0). For |`−j| = 1, it gives
a random noise of ≈ 7%, and for |`− j| = 2, it gives a random noise
of ≈ 3%. In this way, the random noise decreases as |`− j| increases.
The numerical values of S5 in Fig. 6.1 are presented in Table 6.2.
6.2 Leakage pattern and symmetry
The (|Γ5|ij)2 represents the leakage probability of the chirality operator
if i 6= j (or λi 6= λj). |Γ5|ij is called the leakage parameter for the
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Table 6.3: One to one mapping of a normal index i of the λi eigenstate
into a quartet index j and a taste index m for the λj,m. λi = λj,m.
Here, λ2n = −λ2n−1 and λ−j,m = −λ+j,m. The zero represents would-
be zero modes. The non-zero represents non-zero modes. Here, we
assume that |Q| = 1.
λi λj,m i j m mode
λ1 λ0,1 1 0 1 zero
λ2 λ0,2 2 0 2 zero
λ3 λ0,3 3 0 3 zero
λ4 λ0,4 4 0 4 zero
λ5 λ+1,1 5 +1 1 non-zero
λ7 λ+1,2 7 +1 2 non-zero
λ9 λ+1,3 9 +1 3 non-zero
λ11 λ+1,4 11 +1 4 non-zero
λ6 λ−1,1 6 −1 1 non-zero
λ8 λ−1,2 8 −1 2 non-zero
λ10 λ−1,3 10 −1 3 non-zero
λ12 λ−1,4 12 −1 4 non-zero
chirality operator. Similarly, |Ξ5|ij is called the leakage parameter for
the shift operator. By monitoring the leakage pattern, it is possible
to distinguish zero modes from non-zero modes, which is the main
subject of this section.
6.2.1 Quartet index
In this section, dual notations are used for eigenmodes; one is the
normal index i for λi, and the other is the quartet index j with taste
index m for λj,m . The normal index is convenient for the plots, ta-
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bles, and leakage patterns such as |Γ5|ab , while the quartet index is
convenient to explain the eigenstates classified by the taste symmetry
group. Examples of the one-to-one mapping from the normal index
system i to the quartet index system j,m are given in Table 6.3 for
the quartet index j = 0,±1 when |Q| = 1.
6.2.2 Leakage pattern of chirality and shift operators
In Fig. 6.2, leakage patterns of chirality operator and shift operator
for the would-be zero mode λ1 and its parity partner λ2 = −λ1 are
present. Here, Q = −1, it is expected to observe four-fold degenerate
would-be zero modes within a single quartet (quartet index j = 0):
lim
a→0
λi = 0 for i = 1, 2, 3, 4 . (6.13)
In the continuum limit (a = 0), the SU(4) taste symmetry becomes ex-
actly conserved, thus, would-be zero modes become exact zero modes.
However, at finite lattice spacing of a 6= 0, the gauge configuration is so
rough that would-be zero modes have non-zero eigenvalues: λ2 = −λ1,
λ4 = −λ3, and λ1 6= λ3 for λ1, λ3 > 0. Therefore, the size of the eigen-
value does not guarantee a zero mode as discussed in Section 4.2.
Fig. 6.2(a) shows the leakage pattern of |Γ5|i1 = |Γ5(λi, λ1)| =
| 〈fi|Γ5|f1〉 |. There is, in practice, no leakage to other eigenstates



















































(d) |Γ5|i2 = |Γ5(λi, λ2 = −λ1)|
Figure 6.2: Leakage pattern for would-be zero modes at Q = −1. Here,
the red bar represents leakage to λi=2n−1 > 0 with odd number i, and
the blue bar represents leakage to its parity partner λi=2n = −λ2n−1
with even number i .
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Table 6.4: Numerical values for leakage patterns from the λ1 eigenstate
to the λi eigenstate in Fig. 6.2. Here, j represents a quartet index for
the λi eigenstate.
j leakage value Ward id.
0 |Γ5|11 0.82382566818582 = |Ξ5|21
0 |Ξ5|21 0.82382566818581 = |Ξ5|12
0 |Ξ5|12 0.82382566818580 = |Γ5|22
0 |Γ5|22 0.82382566818579 = |Γ5|11
0 |Γ5|21 6.67× 10−4
0 |Γ5|31 1.34× 10−3
0 |Γ5|41 1.79× 10−3
+1 |Γ5|51 2.56× 10−2
−1 |Γ5|61 2.54× 10−2
+2 |Γ5|131 5.77× 10−3
−2 |Γ5|141 1.18× 10−2
and the rest is practically zero. In Fig. 6.2(b), 6.2(c), and 6.2(d),
the Ward identity of Eq. (5.60) is well respected: |Γ5|11 = |Ξ5|21 =
|Ξ5|12 = |Γ5|22. Refer to Table 6.4 for numerical details. The table also
shows that a typical size of the leakage between different would-be
zero modes in j = 0 quartet is of order 10−3 (e.g. |Γ5|31), which is not
visible in the figures. On the contrary, leakages into other quartets
(j = ±1,±2) are small but visible in the figures. The sizes of them
are of order 10−2 ∼ 10−3 (e.g. |Γ5|51).
Now let us switch to non-zero modes in the j = +1 quartet. Fig. 6.3



















































(d) |Ξ5|i6 = |Γ5(λi, λ6 = −λ5)|
Figure 6.3: Leakage pattern for non-zero modes at Q = −1.
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partner λ6 = −λ5. Even in the continuum limit (a = 0), λ5 6= 0 and
so it is a non-zero mode. Thanks to the approximate SU(4) taste
symmetry and the exact U(1)A axial symmetry, there is an eight-fold
degeneracy in the family of eight eigenstates composed of the j = +1
quartet to which λ5 belongs and j = −1 quartet (parity partners).
These eight-fold degenerate modes are grouped in the name of the
j = ±1 quartets in Fig. 6.3, which corresponds to a set of {λi} with
5 ≤ i ≤ 12.
Let us scrutinize the leakage pattern of the non-zero mode λ5 =
λj=+1,m=1. In Fig. 6.3(a), first, note that there is practically no leak-
age in the Γ5 chirality measurement from λ5 state into λ2n−1 state
with n > 0 and n ∈ Z. In short, |Γ5|2n−15 = |Γ5(λ2n−1, λ5)| ∼= 0.
This implies that the measurement of the chirality operator on the
non-zero mode with λ > 0 causes its leakage into only the parity
partner modes with λ < 0. In Fig. 6.3(a), second, note that the non-
trivial leakage goes to those eigenstates in the j = −1 quartet such
as {λ6, λ8, λ10, λ12} = {λj,m| j = −1, m = 1, 2, 3, 4}. In addition, the
Ward identity of Eqs. (5.60) is well respected within the numerical
precision in Fig. 6.3(a), 6.3(b), 6.3(c), and 6.3(d). Table 6.5 presents
numerical values of |Γ5|i5 in Fig. 6.3(a).
Let us examine the Γ5 = [γ5 ⊗ 1] leakage pattern for the j = +1
quartet of the non-zero modes {λ5, λ7, λ9, λ11}. In Fig. 6.4, the chiral-
ity measurement vanishes: (Γ5)
i
i = Γ5(λi, λi) = 0 for λi in the j = +1
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Table 6.5: Numerical values for data in Fig. 6.3.
j leakage value Ward identities
−1 |Γ5|65 0.110 = |Ξ5|55 = |Ξ5|66 = |Γ5|56
−1 |Γ5|85 0.452
= |Ξ5|75 = |Ξ5|86 = |Γ5|76
= |Γ5|58 = |Ξ5|57 = |Ξ5|68 = |Γ5|67
−1 |Γ5|105 0.334
= |Ξ5|95 = |Ξ5|106 = |Γ5|96
= |Γ5|510 = |Ξ5|59 = |Ξ5|610 = |Γ5|69
−1 |Γ5|125 0.601
= |Ξ5|115 = |Ξ5|126 = |Γ5|116
= |Γ5|512 = |Ξ5|511 = |Ξ5|612 = |Γ5|611
+1 |Γ5|55 2.05× 10−3 = |Ξ5|65 = |Ξ5|56 = |Γ5|66
+1 |Γ5|75 16.7× 10−3
= |Ξ5|85 = |Ξ5|76 = |Γ5|86
= |Γ5|57 = |Ξ5|58 = |Ξ5|67 = |Γ5|68
+1 |Γ5|95 25.6× 10−3
= |Ξ5|105 = |Ξ5|96 = |Γ5|106
= |Γ5|59 = |Ξ5|510 = |Ξ5|69 = |Γ5|610
+1 |Γ5|115 7.32× 10−3
= |Ξ5|125 = |Ξ5|116 = |Γ5|126
= |Γ5|511 = |Ξ5|512 = |Ξ5|611 = |Γ5|612
0 |Γ5|35 2.52× 10−2
0 |Γ5|45 3.43× 10−2
+2 |Γ5|135 1.02× 10−2


















































(d) |Γ5|i11 = |Γ5(λi, λ11)|
Figure 6.4: [γ5 ⊗ 1] leakage pattern for non-zero modes at Q = −1.
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Table 6.6: |Γ5|−1,m+1,m′ values in Fig. 6.4.
λi
λj
λ5 λ7 λ9 λ11
λ6 0.110 0.452 0.334 0.601
λ8 0.452 0.161 0.582 0.349
λ10 0.334 0.582 0.323 0.366
λ12 0.601 0.349 0.366 0.271
quartet of the non-zero modes. Instead, the Γ5 leakage for λ+1,m > 0
of the j = +1 quartet goes to the parity partners of λ−1,m′ < 0 of
the j = −1 quartet, and the leakage to other quartets such as j = ±2
is negligibly smaller than the leakage to the j = −1 quartet. The
numerical values of |Γ5|−1,m+1,m′ are summarized in Table 6.6.
Let us examine the Ξ5 = [1 ⊗ ξ5] leakage pattern for the j = +1
quartet of the non-zero modes: {λ5, λ7, λ9, λ11}. In Fig. 6.5, one can
conclude that the Ξ5 leakage from the j = +1 quartet to the j =
−1 quartet (parity partners) vanishes in practice. Since the leakage





Fig. 6.5 is just a mirror image of Fig. 6.4 by the conserved U(1)A
symmetry. As in the case of Γ5, the Ξ5 leakage from the j = +1






















































(d) |Ξ5|i11 = |Ξ5(λi, λ11)|
Figure 6.5: [1⊗ ξ5] leakage pattern for non-zero modes at Q = −1.
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than its leakage to itself (the j = +1 quartet).
Let us summarize the leakage pattern for would-be zero modes
and that for non-zero modes. For would-be zero modes,
1. In the chirality Γ5 = [γ5 ⊗ 1] measurement, an would-be zero
mode has practically no leakage to other eigenstates.
2. In the shift Ξ5 = [1⊗ ξ5] measurement, an would-be zero mode
with eigenvalue λ has a full (100%) leakage into its parity part-
ner mode with eigenvalue −λ, and no leakage into any other
eigenmodes.
For non-zero modes,
1. In the chirality Γ5 = [γ5⊗1] measurement, a non-zero mode with
eigenvalue λj,m has no leakage to its own quartet, but has leakage
only to the parity partner quartet of {λ−j,m′ |m′ = 1, 2, 3, 4}. It
has no leakage to any eigenmode which belongs to other quartets
such as ` 6= ±j quartets.
2. In the shift Ξ5 = [1 ⊗ ξ5] measurement, a non-zero mode with
eigenvalue λj,m has no leakage to its parity partner quartet at
all. On the contrary, it has leakage only to the eigenstates in
its own quartet {λj,m′ |m′ = 1, 2, 3, 4}. This comes directly from
the Ward identity. The Ξ5 leakage pattern is a mirror image
reflecting Γ5 by the mirror of Ward identity. It has no leakage
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to any eigenmode which belongs to other quartet such as ` 6= ±j
quartets.
It is also good to remember that thanks to the conserved U(1)A sym-
metry the leakage pattern of |Γ5|−j,m`,m′ is identical to that of |Ξ5|
+j,m
`,m′ by
the Ward identity. Subsection 6.2.3 provides more examples to demon-
strate that our claim on the leakage pattern for zero modes holds valid
in general. And Subsection 6.2.4 provides more examples to demon-
strate that our claim on the leakage pattern for non-zero modes holds
valid in general. Numerical studies on hundreds of gauge configura-
tions were performed in order to check the above leakage pattern, and
it turned out that the leakage pattern is valid for all of them except
for some gauge configurations with unstable topological charge 1
6.2.3 Examples of the leakage pattern for zero modes
Let us begin with the case of Q = −2. Fig. 6.6 presents leakage pat-
terns of the chirality operator for the first set of the would-be zero
modes at Q = −2. Fig. 6.7 presents leakage patterns of the shift op-
erator for the first set of the would-be zero modes at Q = −2. Com-
paring Fig. 6.6 with Fig. 6.7 ensures that the chiral Ward identity of
Eq. (5.60) is well respected.
Similarly, Fig. 6.8 presents leakage patterns of the chirality oper-
18 gauge configurations with unstable topological charge were found among the
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(b) |Γ5|i3 = |Γ5(λi, λ3)|
Figure 6.6: [γ5 ⊗ 1] leakage pattern for the first quartet of would-be
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(b) |Ξ5|i3 = |Ξ5(λi, λ3)|
Figure 6.7: [1 ⊗ ξ5] leakage pattern for the first quartet of would-be





 1  5  9  13  17  21











 1  5  9  13  17  21







(b) |Γ5|i7 = |Γ5(λi, λ7)|
Figure 6.8: [γ5⊗1] leakage pattern for the second quartet of would-be
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(b) |Ξ5|i7 = |Ξ5(λi, λ7)|
Figure 6.9: [1⊗ ξ5] leakage pattern for the second quartet of would-be
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(b) |Γ5|i11 = |Γ5(λi, λ11)|
Figure 6.10: [γ5⊗ 1] leakage pattern for the third quartet of would-be
zero modes at Q = −3.
ator for the second set of the would-be zero modes at Q = −2. And
Fig. 6.9 presents the leakage patterns of the shift operator for the sec-
ond set of the would-be zero modes at Q = −2. Comparing Fig. 6.8
with Fig. 6.9 ensures that the chiral Ward identity of Eq. (5.60) is
well preserved.
Now, let us see examples with Q = −3. The leakage patterns for
the first and second sets of would-be zero modes are similar to those
at Q = −2. In Fig. 6.10, leakage patterns of the chirality operator
are shown for the third set of the would-be zero modes at Q = −3.
In Fig. 6.11, leakage patterns of the shift operator are shown for the
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(b) |Ξ5|i11 = |Ξ5(λi, λ11)|
Figure 6.11: [1⊗ ξ5] leakage pattern for the third quartet of would-be
zero modes at Q = −3.
by comparing Fig. 6.10 with Fig. 6.11, one finds that the chiral Ward
identity of Eq. (5.60) is well preserved.
6.2.4 Examples of the leakage pattern for non-zero modes
Let us begin with an example with Q = 0. Since the gauge config-
uration with Q = 0 usually has no zero mode (n− = n+ = 0), it is
relatively easy to study non-zero modes. Fig. 6.12 presents leakage
patterns of the chirality operator Γ5 = [γ5 ⊗ 1] for non-zero modes
{λ1, λ3, λ5, λ7} = {λj,m| j = +1, m = 1, 2, 3, 4} in the j = +1 quar-
tet when Q = 0. The results show that the Γ5 leakages for non-zero

















































(d) |Γ5|i7 = |Γ5(λi, λ7)|
Figure 6.12: [γ5 ⊗ 1] leakage pattern for the first quartet of non-zero
modes at Q = 0.
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{λj,m| j = −1, m = 1, 2, 3, 4} in the j = −1 quartet. Meanwhile, the
leakages to other quartets such as j = ±2,±3 are negligibly smaller
than those to j = −1 quartet elements. This observation is consistent
with that for Q = −1 in Fig. 6.4.
Fig. 6.13 presents leakage patterns of the shift operator Ξ5 = [1⊗
ξ5] for the non-zero modes {λ1, λ3, λ5, λ7} of λ+1,m in the j = +1
quartet when Q = 0. For the Ξ5 operator, we find a great part of
leakages from non-zero modes λ+1,m within their quartet members of
j = +1. Meanwhile, there are only negligible amounts of leakages to
its parity partner quartet elements of j = −1 and other quartets such
as j = ±2,±3. This observation corresponds to the case of Q = −1 in
Fig. 6.5. In addition, the leakages of Γ5 in Fig. 6.12 and those of Ξ5 in
Fig. 6.13 are related to each other by the Ward identity of Eq. (6.14).
In Figs. 6.14 and 6.15, leakage patterns of Γ5 and Ξ5 operators
are presented, respectively, for non-zero modes {λ9, λ11, λ13, λ15} =
{λj,m| j = +2, m = 1, 2, 3, 4} in the j = +2 quartet when Q =
0. Similar to the above cases for j = +1, Γ5 leakages for non-zero
modes of j = +2 mostly go to their parity partner quartet elements
of j = −2: {λ10, λ12, λ14, λ16} = {λj,m| j = −2, m = 1, 2, 3, 4},
and Ξ5 leakages for them mostly go to within their quartet members
of j = +2: {λ9, λ11, λ13, λ15}. There are only negligible amount of
leakages to other quartets for both operators.





















































(d) |Ξ5|i7 = |Ξ5(λi, λ7)|
Figure 6.13: [1 ⊗ ξ5] leakage pattern for the first quartet of non-zero




















































(d) |Γ5|i15 = |Γ5(λi, λ15)|
Figure 6.14: [γ5⊗1] leakage pattern for the second quartet of non-zero
























































(d) |Ξ5|i15 = |Ξ5(λi, λ15)|
Figure 6.15: [1⊗ξ5] leakage pattern for the second quartet of non-zero
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(d) |Γ5|i15 = |Γ5(λi, λ15)|
Figure 6.16: [γ5 ⊗ 1] leakage pattern for the first quartet of non-zero
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(d) |Ξ5|i15 = |Ξ5(λi, λ15)|
Figure 6.17: [1 ⊗ ξ5] leakage pattern for the first quartet of non-zero
modes at Q = −2.
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modes exist (Q 6= 0). In Figs. 6.16 and 6.17, leakage patterns of
Γ5 and Ξ5 operators are presented, respectively, for non-zero modes
{λ9, λ11, λ13, λ15} in the j = +1 quartet when Q = −2. There are two
quartets of right-handed would-be zero modes where j = 0− 1R and
0− 2R, which corresponds to n− = 0 and n+ = 2 with Q = −2 by the
index theorem (Q = n− − n+).
As in the case of Q = −1 (Figs. 6.4 and 6.5) and Q = 0 (Figs. 6.12
and 6.13), Γ5 leakages from non-zero modes of j = +1 mostly go to
j = −1 quartet, and Ξ5 leakages from non-zero modes of j = +1
mostly go to within j = +1 quartet itself. Leakages to other non-zero
mode quartets and would-be zero mode quartets are negligibly small.
The Ward identity also holds between two leakage patterns.
Lastly, in Figs. 6.18 and 6.19, leakage patterns of Γ5 and Ξ5 opera-
tors are presented, respectively, for non-zero modes {λ13, λ15, λ17, λ19}
in the j = +1 quartet when Q = −3. Their leakage patterns are also
consistent with those for Q = 0, −1, −2 in our previous discussion.
6.3 Machine learning of leakage pattern
Staggered fermions respect the U(1)A symmetry which induces the
chiral Ward identities in Eq. (5.60), and also respect an approximate
SU(4) taste symmetry which brings in the quartet behavior of the
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(d) |Γ5|i19 = |Γ5(λi, λ19)|
Figure 6.18: [γ5 ⊗ 1] leakage pattern for the first quartet of non-zero
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(d) |Ξ5|i19 = |Ξ5(λi, λ19)|
Figure 6.19: [1 ⊗ ξ5] leakage pattern for the first quartet of non-zero
modes at Q = −3.
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metries gives us distinctive leakage patterns for the chirality operator
Γ5 and the shift operator Ξ5. In this section, the machine learning
technique is applied to classify a quartet structure from the leakage
pattern of chirality.
Fig. 6.20 illustrates matrix elements |Γ5|ij on a gauge configura-
tion with Q = 2. Fig. 6.20(a) is for the 200 lowest eigenmodes and
Fig. 6.20(b) is a zoomed-in version of Fig. 6.20(a) for the 32 lowest
eigenmodes. Here, the depth of the blue color represents the magni-
tude of |Γ5|ij matrix element, and i, j run over the range of [0, 199].
One can identify two zero mode quartets (red boxes) by looking at
the magnitude of diagonal components, which agrees with the topo-
logical charge Q = 2. Excluding the would-be zero modes, one can
randomly choose a 15× 15 sub-matrix of |Γ5|ij along the diagonal line
of |Γ5|ij matrix elements. This 15×15 sub-matrix is the largest square
sub-matrix of |Γ5| which contains all elements of only one quartet of
non-zero modes and its parity partner quartet. Fig. 6.21 shows ex-
amples of classification for this sub-matrix. Here, the purpose of the
machine learning is to find borders (black lines) of the non-zero mode
quartet (or octet when the parity partners are included) in each sam-
ple. Arbitrary samples can be classified into eight different classes
according to the location of the border line. Each class is labeled as
in Fig. 6.21.




Figure 6.20: Matrix elements of |Γ5| for 200 and 32 of the lowest
eigenmodes on a gauge configuration with Q = 2. Here, indices on
both axes are the eigenvalue index. The color of each square represents
the magnitude of corresponding matrix element. Black lines indicate
borders of non-zero mode quartets, and red lines are of zero mode
quartets.
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(a) class 0 (b) class 1
(c) class 2 (d) class 3
(e) class 4 (f) class 5
(g) class 6 (h) class 7
Figure 6.21: Examples for our samples. Every sample contains only
one non-zero mode quartet. There are eight kinds of classes according
to the location of the borders of the quartet.
104
Table 6.7: Parameters for machine learning.
parameters values
number of training configurations 120
number of training samples 1223
number of validation configurations 30
number of validation samples 308
number of test configurations 142




optimization method Adam [65]
activation function for hidden layers ReLU [63]
activation function for output layer softmax [63]
Table 6.8: Hyper-parameters for neural networks. One of the best
performance model is shown, in which only MLP is used.
layer type number of units activation
input - 225 -
hidden #1 MLP 160 ReLU
hidden #2 MLP 1210 ReLU
hidden #3 MLP 1490 ReLU
output MLP 8 Softmax
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(MLP) [63] and the convolutional neural network (CNN) [63] is stud-
ied for this purpose. In Table 6.7, basic setups for the machine learning
are written. The data measured over 292 gauge configurations are dis-
tributed over training set, validation set, and test set as in Table 6.7.
Details on the gauge configuration ensemble are described in Table 4.1.
For each gauge configuration, around tens of 15× 15 matrix samples
are generated from the 200 lowest eigenmodes without overlapping.
The choice of loss function, optimization method, and activation func-
tions are also described in Table 6.7. The best hyper-parameters such
as the number of layers and the number of units for each layer are
determined by Keras Tuner [64].
The accuracy of classification per gauge configuration is obtained
by averaging the accuracies of the machine learning (ML) prediction
for all the samples on a single gauge configuration. Hyper-parameters
for the best performance are given in Table 6.8, which achieves an av-
erage accuracy of 96.5(156)% for 142 test gauge configurations. Among
the test set, five gauge configurations are observed on which the av-
erage accuracy per gauge configuration is lower than 50%. Data show
that some ghost (unphysical) eigenvectors are present in the eigen-
value spectrum on these gauge configurations, so that the ML pre-
diction gives a wrong answer, not due to failure of the ML algorithm
but due to human mistakes in labeling quartet samples based on the
eigenvalue index. Excluding these five gauge configurations, the aver-
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age accuracy of 99.4(23)% is achieved. This result demonstrates that
our claim on the leakage pattern is universal over all the normal gauge
configuration ensembles. Details on results of this ML research will be





7.1 Zero modes and renormalization
As discussed in Sec. 6.2, there is practically no leakage for would-be
zero modes in the chirality measurement. Hence, it is possible to de-
termine the renormalization factor of chirality by imposing the index
theorem.
Let us consider renormalization factors for the bilinear operators
χ̄Γ5χ and χ̄Γεχ as follows:
[χ̄Γ5χ]R(µ) = ZP×S(µ)[χ̄Γ5χ]B , (7.1)
[χ̄Γεχ]R(µ) = ZP×P (µ)[χ̄Γεχ]B , (7.2)
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where the subscripts [· · · ]R and [· · · ]B represent renormalized and
bare operators, respectively. Imposing the index theorem, Eq. (3.36)











d4x [χ̄Γ5χ]B , (7.3)










Here, 〈f sλ|Γ5|fsλ〉 vanishes for λ 6= 0. Note that conserved U(1)A sym-























Table 7.1: Numerical results for κP .
topological charge number of samples κP
|Q| = 1 72 1.26(13)
|Q| = 2 68 1.22(3)
|Q| = 3 45 1.23(2)




Γ5(λ, λ). One advantage of this scheme is that κP
is independent of valence quark masses, even though the measure-
ment can be performed with arbitrary masses for valence quarks. Nu-
merical results for κP are summarized in Table 7.1. Since the topo-
logical charge Q is independent of renormalization scale and the C0
is independent of renormalization scale, κP must be independent of
the renormalization scale µ. This means that the scale dependence of
ZP×S(µ) must cancel off that of ZP×P (µ). It would be nice to cross-





General properties of the eigenvalue spectrum of Dirac operators in
staggered fermion formalism are studied while focusing on the chiral
symmetry and the taste symmetry. A new chirality operator Γ5 and
a new shift operator Ξ5 are introduced and it is proved that they
respect the continuum recursion relationships in Eqs. (5.9)-(5.12) and
Eqs. (5.21)-(5.22). Using these advanced operators with nice chiral
property, the leakage pattern of |Γ5|−j,m`,m′ is related to that of |Ξ5|
j,m
`,m′
through the Ward identity of the conserved U(1)A symmetry.
Leakage patterns of Γ5 and Ξ5 for would-be zero modes are quite
different from those for non-zero modes. This difference in leakage
pattern allows us to distinguish the would-be zero modes from the non-
zero modes even though we do not know a priori about the topological
charge. Conversely, it is possible to determine the topological charge
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from the leakage patterns of Γ5 and Ξ5, which is as reliable as typical
field theoretical methods in the market such as the cooling, smearing,
and gradient flow methods. The universality of this leakage patterns
is verified by a machine learning analysis over the ensemble of gauge
configurations.
It is also possible to determine the ratio of renormalization factors
κP = ZP×S(µ)/ZP×P (µ) from the chirality measurement of Γ5.
The leakage pattern is a completely new concept introduced in
this thesis and relevant papers in Ref. [14, 16, 17]. It allows us to
study the low lying eigenvalue spectrum of staggered Dirac operators
systematically. It helps us to understand how to fish out the taste
symmetry and chiral symmetry embedded in the staggered eigenvalue
spectrum. It will help us to dig out its related physics more efficiently.
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A.1 Iterative eigenvalue-finding procedure
Let us assume the matrix A of our interest is an m×m square complex
matrix. Finding eigenvalues λ of a square matrix A is equivalent to
solving its characteristic equation det(A− λI) = 0. However, Abel-
Ruffini theorem states that there is no general solution for polynomial
equations of degree five or higher, which implies that we cannot find
a direct eigenvalue-finding algorithm applicable to general matrices
of dimensions higher than or equal to five. Even if we have a direct
method under some restrictions, it would take very long computing
time to find eigenvalues and eigenvectors of a high dimensional matrix
such as Dirac matrix of our interest — Usually the dimension of Dirac
matrix is around 105 ∼ 109.
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Instead of direct method, ‘iterative’ methods are considered to find
eigenvalues and eigenvectors of a very large matrix. Different from the
direct method, where a finite number of sequences is required to solve
the problem, an iterative method, in principle, requires infinite num-
ber of sequences to get the exact solution of the problem. In practice,
however, a target precision for a problem is finite, usually lower than
the machine precision, so the corresponding number of sequences is
also enough to be finite. In particular for the matrix of very large size
but a sparse form as the Dirac matrix, the iterative methods converge
very fast, require much less computations than direct methods.
There are several iterative eigenvalue-finding algorithms in the
market; QR iteration, Jacobi, bisection, divide-and-conquer, etc.. Among
them, QR iteration method is reviewed in Section A.6. A useful pre-
conditioning for those eigenvalue-finding algorithms is transforming
into the so called Hessenberg form. A Hessenberg matrix H is an
m × m square matrix satisfying Hij = 0 for i > j + 1, i.e., entries
below the first subdiagonal are zero. For example, when m = 5, a
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Hessenberg matrix of dimension m×m can be expressed as
H =

H11 H12 H13 H14 H15
H21 H22 H23 H24 H25
0 H32 H33 H34 H35
0 0 H43 H44 H45
0 0 0 H54 H55

.
If A is Hermitian, then the Hessenberg transformation of A will be-
come a Hermitian tridiagonal matrix. Transforming a matrix into the
Hessenberg or Hermitian tridiagonal form can be done by a unitary
transformation which preserves the eigenvalue spectrum. Such algo-
rithms for the process are Arnolid algorithm [69] and Lanczos algo-
rithm [43]. The former can be applied to any square matrix, while
the latter is only applicable to the Hermitian matrices. If one obtains
a Hessenberg (or Hermitian tridiagonal) transformation of the given
matrix A, its eigenvalues and eigenvectors can be calculated by one
of iterative eigenvalue-finding algorithms mentioned above, and then
from those eigenvalues and eigenvectors it is straightforward to get
the eigenvalues of eigenvectors of A.
Why is it better to transform into the Hessenberg form? Fig. A.1
shows a schematic diagram of finding eigenvalues by two phases. The
first phase is the transformation into the Hessenberg form. It is a direct
routine usually requires O(m3) flops (floating-point operations) [70].
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
× × × × ×
× × × × ×
× × × × ×
× × × × ×
× × × × ×
 phase 1−−−−→A→H

× × × × ×
× × × × ×





× × × × ×





Figure A.1: Schematic diagram of eigenvalue finding process. × sym-
bol indicates arbitrary numbers, and blank spaces are zero entries. H
is a Hessenberg matrix and U is an upper triangular matrix.
The second phase is to transform the Hesesenberg matrix into upper
triangular form, which is done by iterative eigenvalue algorithms. Fi-
nally, we get eigenvalues from the upper triangular matrix. Because
the second phase is an iterative process, it requires infinite number of
flops, in principle. In practice, however, it usually converges to dou-
ble precision accuracy (2−53 ≈ 10−16) by O(m) iterations, where each
iteration requires O(m2) flops, thus O(m3) flops are required in to-
tal [70]. But if we skip the phase 1, each iteration of the phase 2 will
require O(m3) flops and O(m) or higher numbers of iterations, thus,
in total O(m4) or higher flops will be required.
In addition to that, a real power of this iterative two phase method
turns out when we need not all eigenvalues of the matrix. In the
phase 1, Arnoldi (or Lanczos) algorithm generates each column of the
Hessenberg (or Hermitian tridiagonal) matrix one by one, from left
to right. Hence, at any iteration, we have a sub-matrix of the final
Hessenberg( or Hermitian tridiagonal) matrix. Then, it is known that
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the eigenvalues of this sub-Hessenberg matrix give estimates of the
eigenvalues of the full matrix. Therefore, if we want to obtain only a
portion of eigenvalues of a given matrix, it would be enough to run
the phase 2 with the sub-matrix with much less computations. This
is why Arnoldi and Lanczos algorithms are so favourable. The details
on them are discussed in the following sections.
A.2 Krylov subspace and Arnoldi algorithm
Let A be an m×m square matrix and b be an m dimensional vector.
The order-n Krylov subspace Kn(A, b) is defined as
Kn(A, b) = span{b, Ab,A2b, · · · , An−1b} . (A.1)
Let us consider Kn+1(A, b) = span{b, Ab,A2b, · · · , An−1b, Anb}. From
here, the arguments (A, b) will be omitted for simplicity. Assume
b, Ab,A2, · · · , Anb are linearly independent, in other words the sub-
space Kn+1 has dimension n + 1. Let {q1, q2, · · · , qn} be a basis of
Kn. One can find another unit vector qn+1 ∈ Kn+1 orthogonal to
q1, q2, · · · , qn by, e.g., Gram-Schmidt orthogonalization. Then the set
{q1, q2, · · · , qn, qn+1} becomes the basis of Kn+1 and uniquely repre-
sents any vector in Kn+1. Since qn ∈ Kn, it is evident that Aqn ∈ Kn+1,
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so Aqn can be represented by
Aqn = h1,nq1 + h2,nq2 + · · ·+ hn,nqn + hn+1,nqn+1 . (A.2)




As the basis vectors of Kn+1 are constructed from the basis vectors
of Kn, one can construct the whole basis vectors from q1, the basis
of K0 = b, by induction. On this basis {q1, q2, · · · , qn}, the follow-
ing relations hold for Aq1, Aq2, · · · , Aqn−1 in a similar fashion with
Eq. (A.2):
Aq1 = h1,1q1 + h2,1q2 , (A.4)
Aq2 = h1,2q1 + h2,2q2 + h3,2q3 , (A.5)
...
Aqn−1 = h1,n−1q1 + h2,n−1q2 + · · ·+ hn,n−1qn . (A.6)









q1 q2 · · · qn qn+1


h1,1 h1,2 · · · h1,n
h2,1 h2,2 · · · h2,n
0 h3,2 h3,3 · · · h3,n







. . . hn,n−1 hn,n




Here (q1|q2| · · · |qn) represents a matrix of which the elements of each
vector qi fill i-th column. Let us rewrite this matrix equation simply
as
AQn = Qn+1H̃n . (A.8)
Note that H̃n — we save the notation Hn for later use — is not a
square but (n+1)×n matrix of which elements below the subdiagonal
are zero. Qn and Qn+1 are m× n and m× (n+ 1) matrices satisfying
Q†nQn = In , (A.9)
Q†n+1Qn+1 = In+1 , (A.10)
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n+1 are not identities in general.













h1,1 h1,2 · · · h1,n
h2,1 h2,2 · · · h2,n
0 h3,2 h3,3 · · · h3,n












nAQn is called a Hessenberg matrix of dimension n. It is just
removing the last row of H̃n. In this way, one can transform the matrix
A into the Hessenberg form Hn of any dimension n < m. Note that
Hn+1 can be constructed from H̃n by putting one more column to the
right. Arnoldi algorithm is constructing these H̃n and Qn.
Fig. A.2 describes the Arnoldi algorithm using modified Gram-
Schmidt method. The modified Gram-Schmidt algorithm is more sta-
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q1 = b/‖b‖
for n = 1, 2, · · · ,m
{
v = Aqn










Figure A.2: Arnoldi algorithm using modified Gram-Schmidt method
ble algorithm than its original one in numerical computation since it
reduces the round-off error. Details on the modified Gram-Schmidt
algorithm are introduced in Section A.7.
When A has full rank, Arnoldi algorithm gives a Hessenberg ma-
trix H ≡ Hm and a unitary matrix Q ≡ Qm. They satisfy
H = Q†AQ , (A.12)
A = QHQ† . (A.13)
Since Q is unitary, Q†AQ is a unitary transformation which preserves
the spectrum of eigenvalues. Hence, the eigenvalues of A can be ob-
tained directly by computing the eigenvalues of H. As mentioned in
section A.1, this process involving the transformation into Hessenberg
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form requires less computations than computing the eigenvalues of A
directly.
A.3 Arnoldi iteration method
In most practices, not all the eigenvalues of m × m matrix A are
needed, but only a small portions of them. In those cases, there is
no need of performing all the iterations of n, i.e., until n = m. Each
n-th step gives a Hessenberg matrix Hn as in Eq. (A.11). It is known
that the eigenvalues of Hn, which is a submatrix of H in Eq. (A.12),
estimate ‘some’ eigenvalues of A. Only intuitive understandings of this
phenomenon exist at this moment. One of them is described here.
Let us consider the characteristic polynomial pA of the matrix A.
By Cayley-Hamilton theorem, pA(A) = 0. If a matrix B has eigenval-
ues approximate to those of A, its characteristic polynomial pB has
zeros near the eigenvalues of A. When whole eigenvalue spectrum of
B is close to that of A or a sub-group of eigenvalue spectrum of A,
pB(A) also close to zero, or ‖pB(A)‖ is small (‖‖ is the matrix norm.).
Note that the characteristic polynomial of an n×n matrix is a monic
polynomial of degree n. A monic polynomial is a polynomial for which
the coefficient of the highest degree term is 1.
Now, let us consider the following theorem:
Theorem 3. For monic polynomials p of degree n, the norm ‖p(A)b‖
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has minimum when p = pn where pn is the characteristic polynomial of
Hessenberg matrix Hn. If Krylov subspace Kn(A, b) has full dimension
n, pn is the unique minimizer.









Kn and Qn is composed of the bases of Kn, we can rewrite p(A)b as
p(A)b = Anb−Qny , (A.14)
for some y ∈ Cn. To minimize ‖Anb − Qny‖, Anb − Qny = p(A)b
must be perpendicular to Qny ∈ Kn. Hence, the problem minimiz-
ing ‖p(A)b‖ is equal to find p satisfying p(A)b⊥Kn. This implies
Q†n p(A) b = 0. Using Eq. (A.13),
Q†nQp(H)Q









0 · · · 0








because of the orthonormality of qi’s and q1 ‖ b. Thus, Eq. (A.15)
implies that the first n elements of the first column of p(H) must be
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where elements of Y are zero except the top right corner: Y1,n =
Hn+1,n 6= 0. Noting that (H ln)i,j = 0 for i > j + l, one can show that
for l ≤ n the first n elements of the first column of H l are those of H ln.
Since the degree of p is n, the condition from Eq. (A.15) — the first
n elements of the first column of p(H) must be zero — is equivalent
to those of p(Hn) must be zero. And the characteristic polynomial pn
of Hn satisfies that condition because pn(Hn) = 0.
Now, let us assume Krylov subspace Kn has a dimension n. In
other words, {b, Ab, · · ·An−1b} are linearly independent. Suppose there
exists another monic polynomial q of degree n satisfying q(A)b⊥Kn.
Since both pn and q are monic, r ≡ pn − q is of degree n − 1, and r
satisfies r(A)b = 0. Since r(A)b ∈ Kn, by assumption r(A)b = 0 only
when r = 0. Therefore, the characteristic polynomial pn of Hn is a
unique monic polynomial of degree n minimizing ‖p(A)b‖.
From Theorem 3, although not rigorous, one would deduce the
characteristic polynomial of Hn has zeros close to those of pA, so that
the eigenvalues of Hn give estimates of ‘some’ eigenvalues of A. Thus,
when applying the Arnoldi algorithm in Fig. A.2, for each or every a
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few iterations of n one computes the eigenvalues of the sub-matrix Hn
by using the iterative eigenvalue algorithms such as QR iteration. It
will give estimates of some eigenvalues of A. This procedure is called
Arnoldi iteration.
Then, what are those ‘some’ eigenvalues of A which Hn mimics?
Because Hn has only n ≤ m eigenvalues, it can approximate at most
n eigenvalues of A. Basically Arnoldi (or Lanczos) algorithm is based
on Krylov subspace, which is constructed by powers of A, generating
its basis vectors essentially amplifies the contribution by the largest or
the smallest eigenvalues as in usual power method. Hence, the eigen-
values of Hn could converge to the largest or the smallest eigenvalues
of A first. However, a more crucial property regarding the convergence
of Arnoldi and Lanczos algorithm is that the sequence of the eigen-
values of Hn converges to extreme eigenvalues of A first [70]. Here,
extreme means geometrically ‘not dense’ in the eigenvalue spectrum.
For example, let us consider a case that all eigenvalues swarm in a
C ball except an eigenvalue fairly apart from them. In the Arnoldi
iteration, an eigenvalue of Hn will converge to the separated eigen-
value first and quickly. But the other eigenvalues of Hn converge to
the eigenvalues in the ball slowly. Techniques to get Arnoldi iteration
converges to wanted eigenvalues fast are discussed in Section A.5.
Before closing this section, let us consider when A has some de-
generate eigenvalues. If A has only n < m numbers of different eigen-
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values, one can find the minimal polynomial µA of A, which is a monic
polynomial of degree n satisfying µA(A) = 0. Since ‖µA(A)b‖ is zero,
µA gives the minimum of the norm ‖p(A)b‖ in Theorem 3. Hence, µA
must be the characteristic polynomial of Hn, and as a result, Arnoldi
iteration finds all eigenvalues of A exactly after n-th iterations.
A.4 Lanczos algorithm and Lanczos iteration
method
Now let us focus on our real interest, Hermitian case. Although lattice
Dirac operators are not Hermitian itself in general, they can be trans-
formed to Hermitian form easily. In staggered fermion formalism, the
massless staggered Dirac operator Ds is anti-Hermitian. However, for
example, if we consider Ds
′ ≡ iDs, Ds′ is Hermitian and the eigenval-
ues of Ds can be obtained from the eigenvalues of Ds
′ easily without
further computational cost.
Eigenvalues of a Hermitian m × m matrix A can be calculated
in the same way as for non-Hermitian case in Fig. A.1, but here H
is Hermitian tridiagonal and U is diagonal. It can be shown easily
that if A is Hermitian, H and U are also Hermitian (see Eq. (A.12)).










nv // diagonal elements : αn = hn,n
v = v − βn−1qn−1 − αnqn
βn = ‖v‖ // subdiagonal elements : βn = hn+1,n
qn+1 = v/βn
}
Figure A.3: Lanczos algorithm using modified Gram-Schmidt method
formula:
Aqn = hn−1,nqn−1 + hn,nqn + hn+1,nqn+1 . (A.18)
Note that only two precedent basis vectors qn−1 and qn are required
to construct a new basis qn+1 from them, by which we don’t have to
keep all the basis vectors. In addition, hn−1,n = h
∗
n,n−1, so it is already
computed in the previous step. Using these properties, the Arnoldi
algorithm in Fig. A.2 can be simplified for Hermitian case, which is so
called Lanczos algorithm. Fig. A.3 illustrates the Lanczos algorithm.
Instead of saving two-dimensional array (matrix) Hm = (hi,j), to save
the memory, here two one-dimensional arrays α and β are used.
Since Lanczos algorithm is just Hermitian matrix version of the
138
Arnoldi algorithm, properties of Arnoldi algorithm are still applicable
in the same way. The eigenvalues of the Hermitian tridiagonal matrix
Hn, a sub-matrix ofHm, obtained by Lanczos algorithm give estimates
of some eigenvalues of the Hermitian matrix A. They converge to
extreme eigenvalues of A first and fast. Lanczos iteration method is to
compute eigenvalues of a Hermitian matrix using iterative eigenvalue-
finding routines with Lanczos algorithm as in the Arnoldi iteration
method.
A.5 Improvements on Arnoldi and Lanczos it-
erations
Arnoldi (Lanczos) iteration works with the sub-matrix Hn of n × n
dimension, not with the full Hessenberg matrix H of m ×m. Hence,
one may wish that Arnoldi (Lanczos) iteration finds the wanted eigen-
values of a required precision with as less iterations as possible. There
are two popular improvement techniques for Arnoldi (Lanczos) itera-
tion: (1) Implicit restart is to remove unwanted eigenvalues, so that
Arnoldi (Lanczos) iteration finds wanted eigenvalues from a smaller
sub-matrix with lower density of the spectrum. (2) Polynomial accel-
eration enhances the convergence of the eigenvalue estimates.
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A.5.1 implicit restart
In Arnoldi (Fig. A.2) and Lanczos (Fig. A.3) algorithms, as the iter-
ation count n increases, the amount of the calculations in a step in-
creases1. In addition, the size of the Hessenberg (or Hermitian tridiag-
onal) matrix Hn enlarges, so the amount of the computations required
for the eigenvalue calculation of Hn increases. Problem is that one can
not pick an eigenvalue of Hn which estimates a specific eigenvalue of
A. Thus, one should perform the Arnoldi (Lanczos) iterations until
the eigenvalues of Hn give estimates of all the wanted eigenvalues.
Implicit restart, introduced by D. C. Sorensen [71], removes unneces-
sary eigenvalues from A, so that Hn gives estimates of the eigenvalues
while retaining the size of the sub-matrix.
Let us suppose that after n iterations an eigenvalue of Hn con-
verges to an unwanted eigenvalue µ. The idea of the implicit restart
is simple: restart Arnoldi (Lanczos) iteration with a new initial vector
(A − µI)b. This removes the contribution of the eigenvector corre-
sponding to the eigenvalue µ from b. However, if we indeed restart the
Arnoldi iteration from the beginning (n = 1), that may require even
more calculations than without restarting. The essence of the implicit
restart is that we can restart the Arnoldi iteration from (n − 1)-th
iteration with an updated Hessenberg matrix H̃ ′n−2 and basis matrix
1This is true only for Arnoldi iteration in theory. However, basic Lanczos algo-
rithm suffers the orthogonality problem, so in practice the claim is also applied to




Remind that the Arnoldi algorithm is based on Eq. (A.8), which
can be rewritten by
AQn = QnHn + hn+1,nqn+1e
ᵀ
n . (A.19)
Subtracting µQn to both sides,
(A− µI)Qn = Qn(Hn − µI) + hn+1,nqn+1eᵀn . (A.20)
Now let us perform QR decomposition to Hn − µI:
Hn − µI = V R , (A.21)
where V is an n× n unitary matrix and R is an n× n (right) upper
triangular matrix. Details on the QR decomposition are explained in
Section A.6. Inserting Eq. (A.21) to Eq. (A.20),
(A− µI)Qn = QnV R+ hn+1,nqn+1eᵀn . (A.22)
Let Wn ≡ QnV . Qn satisfies Q†nQn = In, and since V is unitary, Wn
also satisfies
W †nWn = V
†Q†nQnV = In . (A.23)
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Eq. (A.22) becomes
(A− µI)Qn = WnR+ hn+1,nqn+1eᵀn . (A.24)
Let Wn = (w1|w2| · · · |wn). Reminding Qn = (q1|q2| · · · |qn), Eq. (A.24)
gives
(A− µI)q1 = w1R1,1 , (A.25)









wiRi,n + hn+1,nqn+1 . (A.28)
Eq. (A.25) indicates that w1 is proportional to (A − µI)q1. Since q2
is spanned by q1 and Aq1, (A − µI)q2 can be spanned by (A − µI)q1
and A(A− µI)q1, hence by w1 and Aw1. This implies that w2 can be
spanned by w1 and Aw1 according to Eq. (A.26). In the same way,
one can show that for k < n — not for k = n — wk can be spanned
by {w1, Aw1, A2w1, · · · , Ak−1w1}, i.e., wk ∈ Kk(A,w1). Because wk’s
are orthonormal from Eq. (A.23), they — except wn — are indeed
the basis vectors of the Krylov subspace Kn−1(A,w1) obtained by
(n− 1)-th Arnoldi iteration for A with a new initial vector w1.
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What about the Hessenberg matrix Hn? Rewriting Eq. (A.19) by
multiplying V to the right side, and inserting In = V V † gives













Lemma 1. For an invertible Hessenberg matrix H, perform QR de-
composition: H = QR. Then the unitary matrix Q is also a Hessenberg
form.
Proof. QR decomposition decomposes a matrix to the product of uni-
tary matrix Q and (right) upper triangular matrix R. (Details are in
Section A.6.) Since H is invertible, det{H} 6= 0, so det{R} 6= 0, thus,
R is also invertible. Applying R−1 to the right gives Q = HR−1. The
inverse of the right triangular matrix is again an upper triangular ma-
trix. Hence, Q is the product of a Hessenberg matrix and an upper
triangular matrix.





Note that Hi,k = 0 if i > k + 1 and R
−1
k,j = 0 if k > j. For given (i, j),
Hi,kR
−1
k,j = 0 if k < i−1 or k > j. If i > j+1 (i.e., i−1 > j), k < i−1
or k > j for any k, hence Hi,kR
−1
k,j = 0 for any k. As a result, Qi,j = 0
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for i > j + 1. This concludes Q is a Hessenberg form.
If Arnoldi (Lanczos) algorithm has not broken until n-th iteration
step, Hn is of full rank, thus, invertible. If Hn is invertible, so is
Hn − µI. Since Hn − µI is still a Hessenberg form, by Lemma 1, V is
also a Hessenberg form.
Lemma 2. Hn
′ = V †HnV is a Hessenberg matrix.
Proof. From Eq. (A.21), Hn = V R+ µI. Inserting this into Hn′,
Hn
′ = V †V RV + µV †IV (A.31)
= RV + µI . (A.32)
R is a right triangular form and V is a Hessenberg form, so RV is
still a Hessenberg form — this can be proved in the same way with
Lemma 1. Therefore, RV + µI is also a Hessenberg form.
Now let us inspect the last term in Eq. (A.30). Since V is a Hes-
senberg form,
eᵀn
′ = eᵀnV =
(







has non-zero entries only at the rightmost two columns.
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Removing those two columns from Eq. A.30 gives,
A





q′1 · · · q′n−1









. . . h′n−2,n−3 h
′
n−2,n−2




where I used notation Qn
′ = (q′1| · · · |q′n) and Hn′ = (h′i,j) as before.






Indeed, (n − 1) × (n − 2) submatrix H̃ ′n−2 of Hn′ is the matrix H̃
obtained by (n − 2)-th Arnoldi iteration with the initial vector w1.
This result means that we can implicitly restart Arnoldi (Lanczos)
iteration with the initial vector q′1 ∝ (A − µI)q1 from the (n − 1)-th
iteration with Q′n−1 and H̃
′
n−2.
This implicit restarting can be expanded to multiple unwanted
eigenvalues. Let us consider we perform the implicit restart p times in
order to remove the eigenvalues µ1, µ2, · · · , µp. The first restart will
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do QR decomposition of
Hn − µ1I = V1R1 . (A.36)
And the implicit restart for this step will give
H(1)n ≡ V
†
1 HnV1 . (A.37)
The second restart to remove µ2 does similar works.





n V2 . (A.39)
Note that the dimension of the matrix is retained on the n × n, not
being reduced to (n−2)× (n−2), because the last term in Eq. (A.22)
does not affect these procedures. However, one should keep in mind
that the column vectors of Q
(1)
n ≡ QnV1 except the n-th column con-
stitute the bases of Kn−1 and in the same manner the first n − 2
column vectors of Q
(2)
n ≡ Q(1)n V2 are bases of Kn−2. In general for the
i ∈ {1, · · · , p}-th restart,









n ≡ Hn. The first n−i column vectors of Q(i)n ≡ Q(i−1)n Vi are
bases of Kn−i, of which initial vector is (A− µiI)(A− µi−1I) · · · (A−
µ1I))b. If H
(i−1)
n is a Hessenberg form, Vi obtained by Eq. (A.40)
is again a Hessenberg form by Lemma 1, and then H
(i)
n given by
Eq. (A.41) also becomes a Hessenberg form by Lemma 1. Because
H
(0)
n (= Hn) is a Hessenberg form, by induction, every H
(i)
n is a Hes-
senberg form and so is corresponding Vi.
















AQnV1V2 · · ·Vp = QnV1V2 · · ·VpV †pH(p−1)n Vp + hn+1,nqn+1eᵀnV1V2 · · ·Vp .
(A.44)
Let V ≡ V1V2 · · ·Vp. Then,





⇔ AQn′ = Qn′H(p)n + hn+1,nqn+1eᵀn
′ , (A.46)
where Qn
′ ≡ QnV and eᵀn′ ≡ eᵀnV as before. Since Qn′ is constructed
through the p step restarts in order, its first n−p column vectors con-
stitute the basis of Kn−p of which the initial vector does not contain
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the eigenvectors corresponding to the eigenvalues µ1, · · · , µp. Mean-
while, V has zeros below the p-th subdiagonal because it is the product





are zero. In the end, we can implicitly restart
from the (n − p)-th Arnoldi (Lanczos) iteration with the submatri-
ces Q′n−p = (q
′
1| · · · |q′n−p) and H̃
(p)





n−p−1 — in the absence of eigenvalues µ1, · · · , µp.
A.5.2 polynomial acceleration
As mentioned in section A.3, the convergence of the eigenvalue esti-
mates in Arnoldi (Lanczos) iteration depends on the density of the
eigenvalues. Suppose a matrix A has two near-degenerate eigenvalues
λ1 and λ2, separated by a small distance |λ2 − λ1|  1. Considering
a polynomial p(x) = xn with n > 1, p(A) = An has eigenvalues λn1
and λn2 with the same eigenvectors with A. If we write λ2 = λ1 + δ,
|δ|  1 by assumption. Then the distance between the eigenvalues of
An is
|λn2 − λn1 | = |(λ1 + δ)n − λn1 | = |nλn−11 δ +O(δ
2)|
' n|λn−11 ||δ| = n|λ1|
n−1|λ2 − λ1| . (A.47)
If |λ1| ≥ 1, |λn2−λn1 | > |λ2−λ1|, and their ratio is n|λ1|n−1. This means
the distance between two eigenvalues of An is farther than between
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those of A, in other words, the density of the eigenvalues of An is
lower than that of A. Therefore, Arnoldi (Lanczos) iteration for An
would need less iterations to converge than that for A. Although the
Arnoldi (Lanczos) iteration for An requires extra calculation of An and
n-th root to the eigenvalues, it would be more beneficial to perform
less iterations. In this way, one can accelerate the convergence of the
Arnoldi (Lanczos) iteration method by making use of a polynomial
that lowers the density of the wanted eigenvalues.
It is important to use a proper polynomial depending on the prob-
lem. Chebyshev polynomial is a popular choice. The Chebyshev poly-
nomial has boundaries at x = ±1, so that the function value at |x| > 1
increases rapidly. On the contrary, inside the interval [−1, 1] it is rel-
atively flat and the absolute value of the function is bounded by 1.
The convergence of the Arnoldi (Lanczos) iteration could be boosted
by applying the polynomial acceleration with Chebyshev polynomial,
by putting unwanted eigenvalues to the bounded region while wanted
eigenvalues to the outside of the bounded region.
A.6 QR iteration
There are a number of eigenvalue algorithms such as QR iteration,
Jacobi, bisection, and divide-and-conquer. For the case of Lanczos it-
eration where the target matrix is tridiagonal, Givens’ rotation is also
149
applicable. They are different in the object — general, real symmetric,
Hermitian —, the convergence, the number of operations in a step,
etc. [72]. The QR iteration is a basic and popular method to find
eigenvalues of a square matrix making use of QR decomposition. In
this section, QR iteration method is described.
The QR decomposition is already mentioned several times in pre-
vious sections. It decomposes a matrix A into the product of a unitary
matrix Q and a (right) upper triangular matrix R:
A = QR . (A.48)
This can be done by algorithms such as modified Gram-Schmidt or-
thogonalization or Householder triangularization. The original Gram-
Schmidt method is unstable in numerical computation because it is
affected highly by rounding errors, so gives a larger error compared
with the modified Gram-Schmidt and Householder algorithm, while
the latter two give similar errors.
The QR decomposition of a matrix A can be obtained without fur-
ther effort from the Gram-Schmidt orthogonalization on the column
space of A. Let A = (a1|a2| · · · |am) where ai are columns of A. Or-
thogonal vectors qi’s constructed by {a1, · · · , ai} form the columns of
Q = (q1|q2| · · · |qm), and the coefficients ri,j ≡ q†i aj for the orthogonal-
ization construction fill the elements of R. The details are described
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A(0) = A
for i = 1, 2, · · ·
{
Q(i)R(i) = A(i−1) // QR decomposition of A(i−1)
A(i) = R(i)Q(i)
}
Figure A.4: Basic QR iteration algorithm
in Section A.7. At this moment, let us suppose a matrix A can be
decomposed into A = QR by the QR decomposition.
A summary of QR iteration method to find eigenvalues of a square
matrix A is present in Fig. A.4. As the iteration continues, A(i) ap-
proaches to an upper triangular (or a diagonal if A is Hermitian) form.
The details are shown in the following.
After k-th iteration,
A(k−1) = Q(k)R(k) , (A.49)
⇒ R(k) = (Q(k))†A(k−1) , (A.50)
⇒ A(k) = R(k)Q(k) = (Q(k))†A(k−1)Q(k) . (A.51)
This implies
A(k) = (Q(k))†(Q(k−1))† · · · (Q(1))†AQ(1) · · ·Q(k−1)Q(k) (A.52)
≡ (Q̃(k))†AQ̃(k) , (A.53)
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where Q̃(k) ≡ Q(1) · · ·Q(k−1)Q(k). Similarly, let us define R̃(k) ≡ R(k)R(k−1) · · ·R(1).
Then,
Ak = Ak−1A = Ak−2AQ̃(1)R̃(1) = Ak−2Q̃(1)A(1)R(1)
= Ak−2Q̃(1)Q(2)R(2)R(1) = Ak−2Q̃(2)R̃(2) = Ak−3AQ̃(2)R̃(2)
= · · · = Q̃(k)R̃(k) . (A.54)
Note that Q̃(k) is a unitary matrix and R̃(k) is a right triangular ma-
trix. Therefore, Ak = Q̃(k)R̃(k) is indeed the QR decomposition of
Ak.
In the meantime, we can consider the columns of Ak = AkI as
the k-th power iteration on {e1, · · · , em}, respectively. Hence, as k
increases the columns of Ak converge to the eigenvector correspond-
ing to the largest eigenvalue of A. Here, the largest means which has
the largest norm. If that eigenvector of the largest eigenvalue is sub-
tracted, remaining converges to the 2nd largest eigenvalue. In the
same way, one could obtain all the eigenvectors of A. This is indeed
how Gram-Schmidt orthogonalization process works. As a result, the
columns of the unitary matrix Q̃(k) obtained by the QR decomposition
of Ak converge to the eigenvectors of A.
Since the columns of Q̃(k) approximate to the eigenvectors of A,
one expect that A(k) = (Q̃(k))†AQ̃(k) approximates to the diagonal
matrix having eigenvalues of A on diagonal. More rigorous studies
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[73,74] show that it actually converges to the upper triangular matrix
for general matrices, and to the diagonal for the Hermitian matrix.
Then the diagonal elements of the resulting matrix give eigenvalues
of A.
Let us proceed further. Taking inverse and Hermitian conjugate,
Eq. (A.54) can be rewritten as
(A†)−k = Q̃(k)((R̃(k))−1)† . (A.55)
Note that ((R̃(k))−1)† is a lower triangular matrix. Let us consider a









Multiplying P and inserting P 2 = I into Eq. (A.55),
(A†)−kP = [Q̃(k)P ][P ((R̃(k))−1)†P ] . (A.57)
Q̃(k)P is still unitary, but [P ((R̃(k))−1)†P ] now becomes an upper tri-
angular matrix. Hence Eq. (A.57) is the QR decomposition of (A†)−kP .
In the analogy to the interpretation of Eq. (A.54), (A†)−kP is the si-
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A(0) = A
for i = 1, 2, · · ·
{
[ Set µ(i) ]
Q(i)R(i) = A(i−1) − µ(i)I // QR decomposition
// of A(i−1) − µ(i)I
A(i) = R(i)Q(i) + µ(i)I
}
Figure A.5: QR iteration algorithm with shifts
multaneous inverse (power) iteration for A† with the initial vectors
{em, em−1, · · · , e1}, and then its QR decomposition gives the eigen-
vectors of A†, which is the same with those of A. Because Q̃(k)P is
just a reordering of Q̃(k), the QR iteration algorithm is not only the
simultaneous power iteration but also the simultaneous inverse itera-
tion.
From the above observation, one can introduce a shift to accelerate
the convergence as in the inverse iteration. Fig. A.5 illustrates the QR
iteration algorithm with shifts. Still, A(k) satisfies the same relation
with Eq. (A.53):
A(k) = (Q̃(k))†AQ̃(k) . (A.58)
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However, instead of Eq. (A.54) and Eq. (A.55), now we have
(A− µ(k)I)(A− µ(k−1)I) · · · (A− µ(1)I) = Q̃(k)R̃(k) , (A.59)
(A† − (µ(1))∗I)−1(A† − (µ(2))∗I)−1 · · · (A† − (µ(k))∗I)−1P = [Q̃(k)P ][P ((R̃(k))−1)†P ] .
(A.60)
Thus, as in the inverse iteration, properly chosen µ(i)’s will boost the
convergence of the QR iteration algorithm.
An easy choice of µ(k) is the last entry of the last column of A(k),













m is the m-th column of Q̃(k). In the QR decomposition of
Eq. (A.60), the first column of Q̃(k)P , i.e., the last column of Q̃(k),
corresponds to the eigenvector estimate which is obtained by usual







is just a Rayleigh quotient, which is a general eigenvalue estimate.
There are also other popular and efficient shifts such as Wilkinson
shift [70,73].
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A.7 modified Gram-Schmidt algorithm
Let us consider a set of linearly independent vectors {a1, a2, · · · , an}.
The original Gram-Schmidt orthogonalization process constructs a set
























with proper normalization ri,i’s. In words, it projects ai to orthogonal
space to span{q1, q2, · · · , qi−1}— let us call the projection operator as
P⊥span{q1,q2,··· ,qi−1}. This procedure does not have any problem in the
mathematical point of view. In the numerical computation, however,
the process of (A.62) ∼ (A.65) is affected much by rounding errors,
so it is unstable and bring somewhat large errors.
On the other hand, the modified Gram-Schmidt orthogonalization
is stable and produces relatively smaller errors compared with the
original one. While the original method performs the projection in a
single step by P⊥span{q1,q2,··· ,qi−1}, the concept of the modified version
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is that the projection is divided by multiple steps P⊥qk so that they
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P⊥span{q1,q2,··· ,qi−1} = P⊥qi−1 · · ·P⊥q2P⊥q1 , (A.71)
both algorithm should give exactly the same result in the mathemat-
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for i = 1, 2, · · · , n
{
qi = ai










Figure A.6: Basic modified Gram-Schmidt algorithm
ical point of view.
Fig. A.6 is a basic version of the modified Gram-Schmidt algorithm
in accordance with the process (A.66) ∼ (A.70), Arnoldi algorithm in
Fig. A.2 and Lanczos algorithm in Fig. A.3 are based on this.
In practice, the basic algorithm in Fig. A.6 is not efficient for
the parallel processing, because the nested loop for j is composed
of sequential processes. Fig. A.7 is a variant of the modified Gram-
Schmidt algorithm, where the parallel processing is considered. In this
version, each step of the nested loop for j is composed of independent
calculations between each other, so that they can be performed in
parallel.
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qj = qj − ri,jqi
}
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본 학위논문에서는 향상된 스태거드 쿼크의 고유값이 가지는 일반
적인 성질과 고유값 스펙트럼에서 나타나는 카이랄 대칭성과 SU(4) 테
이스트 대칭성의 형태를 살펴본다. 스태거드 페르미온은 양자색역학을
연구하는데사용되는격자게이지이론의한방법론이다.아쉽게도격자
위에서 정의된 스태거드 쿼크에서 카이랄 대칭성과 테이스트 대칭성이
정확하게 보존되지 않는다. 하지만, 본 연구의 결과는 HYP 스태거드
쿼크, Asqtad 스태거드 쿼크, HISQ 스태거드 쿼크와 같은 향상된 스태
거드 쿼크들에 대해서 이러한 대칭성들이 상당히 잘 보존되며 연속계의
성질을 어느 정도 유지하고 있다는 것을 보인다. 본 학위논문에서 수행
된계산시뮬레이션들은 Quenched양자색역학근사법과 HYP스태거드
쿼크를 사용하여 수행되었다.
본 학위논문에서는 새로운 카이랄성 오퍼레이터와 시프트(이동) 오
퍼레이터를 정의한다. 골터만의 기약 표현 정의와는 달리, 이 새로운
정의는 연속계의 카이랄성 오퍼레이터인 γ5가 만족하는 것과 같은 회귀
공식을 만족하며, 스태거드 페르미온 액션에서 보존되는 U(1)A 축대칭
성의 Ward identity 에 의해 두 오퍼레이터가 연결된다. 이러한 새로운
카이랄성 오퍼레이터를 사용하여 스태거드 디랙 고유모드에 대해서 카
이랄성을 측정하고, 이로부터 제로 모드를 구분하고 그 결과가 인덱스
정리에 따라 위상전하 값과 일치하는 것을 보인다.
이러한 통상적인 카이랄성 측정방법을 확장하여, 카이랄 오퍼레이
터와 시프트 오퍼레이터의 스태거드 디랙 고유공간에서의 행렬원소를
측정하여 하나의 고유모드에서 다른 고유모드로 전이되는 카이랄성의
정도를연구한다.이측정값을리키지(누출)라고명명한다.카이랄Ward
identity에 의해 카이랄 오퍼레이터와 시프트 오퍼레이터의 리키지 원소
중 8개가 서로 같다는 것을 보일 수 있고, 이 결과는 계산 오차 내에서
잘 성립된다. 추가적인 연구를 통해 제로 모드와 비제로(제로가 아닌)
모드의 리키지가 서로 반대되는 패턴을 나타내는 것을 살펴본다. 이를
이용하여 제로모드와 비제로모드를 정밀하게 구분할 수 있을 것이다. 또
한, 비제로모드의 리키지에서는 SU(4) 테이스트 대칭성의 존재가 명확
하게 드러나는데, 이로부터 테이스트 대칭성의 깨짐의 정도를 측정할 수
있는 2가지 지표를 측정한다. 이러한 리키지 패턴이 보편적으로 만족됨
을 기계 학습 분석법을 사용하여 보인다. 더불어, 본 연구의 부산물로서
카이랄성의 재규격화를 논의한다.
주요어: 양자색역학, 격자 게이지 이론, 스태거드 페르미온,
카이랄 대칭성, 테이스트 대칭성
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