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The aim of this article is to present a variation on the theme of the Mathieu 
groups as automorphism groups of codes. The original theme is exposed in 
the survey article of Conway [2]. There it is shown that the Mathieu groups 
MS4 and Ml, form the main constituents of the automorphism groups of the 
binary and ternary Golay codes. This paper is a study of the mechanism 
which forces the Golay codes to have such large automorphism groups. 
It is well known that the Golay codes are examples of the class of codes 
called quadratic residue codes. We introduce the notion of split quadratic 
residue codes and show that the Golay codes can also be viewed as split codes. 
We can then conclude that the permutation group of each Golay code must 
contain two distinct groups of PSL type and must therefore be quite large. 
We obtain the isomorphisms between the ordinary and the split codes 
explicitly. Thus, we can show exactly how the two PSL groups act in the 
permutation group of each Golay code. 
The split codes defined here overlap with certain codes studied by Karlin 
[6] and Pless [9]. In fact, the two isomorphisms which we mentioned above 
are discussed by Karlin and Pless: Karlin treats the binary Golay code and 
Pless treats the ternary Golay code. In our approach, both isomorphisms are 
studied in a uniform fashion. We are also able to find one additional isomor- 
phism of this type. The Parker-Nikolai study [7] makes it seem likely that 
we have found all of the isomorphisms of this particular kind. 
The paper is divided into 8 sections titled as follows: 
1. The Projective Line; 
2. Terminology from Coding Theory; 
3. The Quadratic Residue Codes; 
4. The Split Quadratic Residue Codes; 
5. The Special Isomorphisms; 
6. Generators of the Permutation Groups of the Special Codes; 
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7. The Embedding of A!,, into il&; 
8. Final Remarks. 
In Section 1, we set up notation and review basic facts concerning the 
projective line and groups related to it. 
In Section 2, we review terminology from coding theory. We also give as 
examples the smallest pair of codes for which we will show that a special 
isomorphism exists. The reader can examine these codes in a direct fashion 
and return to them afterwards to clarify the general situation. 
In Section 3, we give a rather complete treatment of the quadratic residue 
(QR) codes. We were led to this detailed exposition for two reasons: 
1. We wished to show that the stability of the codes under SL(2,p) is 
the key fact from which all else follows. 
2. In considering the QR code for a prime p in characteristic s # p, a 
critical question is whether the base field for the code is F, or Ft for t = s2. 
The proper choice of the base field is determined by the passage from charac- 
teristic zero to characteristic s. Since the issues related to this question were 
only treated sketchily in the literature, we felt it necessary to tackle them in 
detail. 
Those who wish to quickly get the main facts and notation of Section 3 
should read: 
a. the general discussion which open Section 3; 
b. the discussion of the passage to finite fields in Step 5 of Section 3. 
The explicit formulas used in later sections can be read as needed. Of course, 
for quick reading, omit all proofs. 
In Section 4, the split quadratic residue (SQR) codes are defined and, in 
characteristics 2 and 3, a basis for these codes is given using circulant matrices 
in the code tables. 
In Section 5, the special isomorphisms are discussed. 
In Section 6, we apply the special isomorphisms to obtain generators for 
the Mathieu groups. 
In Section 7, we use the split codes to show in a natural way how n/l,, 
embeds into MS, . 
In Section 8, we make some remarks on related papers. 
At the reviewer’s suggestion, we have made a determined effort to guide 
the reader through the details with explanatory remarks. We have also tried 
to minimize the prior knowledge about groups and codes needed to read the 
paper. For this reason, we have preferred direct proofs of those relying on 
deeper theorems. 
We wish to thank Harold N. Ward for helpful conversations while this 
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paper was being worked out and Vera Pless for her subsequent interest. We 
wish to thank the University of Warwick and Harvard University for hos- 
pitality during periods when this paper was written. Finally, we wish to thank 
the NSF for its support through Grant GP-33835-0. 
1. THE PROJECTIVE LINE 
In this section, we will introduce notation for the projective line over a field 
F and we will recall the classic group actions on this line. This material is at 
the heart of the construction of the quadratic residue codes. 
The projective line Q, is defined as F u (co} where ~13 is a new formal 
symbol called “infinity” which is adjoined to F. The set Q;2, is of interest since 
it naturally parametrizes the set Zr of lines passing through the origin in 
the plane F2. Here is how this is done. Define: 
L, = line through (1, 0), 
L, = line through (x, I), if z E F. 
Then 9r = {L, : z E Q,}. 
This parametrization of 9F by Q, permits the general linear group GL(2, F) 
to act on 52,. I f  A4 E GL(2, F) and x E Q;2, the element M * x E QR, is defined 
by the condition: M(L,) = L,., . From this definition, it is easy to obtain 
the classical formula: 
If  M = 1 z j / then M. z = (ax + b)/(cx + d). 
Let PGL(2, F) denote the group of permutations of Qr that we obtain from 
GL(2, F) in this manner. 
We now introduce the subgroup SL(2, F) of GL(2, F) consisting of the 
matrices in GL(2, F) with determinant 1. The group SL(2, F) will play the 
key role in constructing the quadratic residue codes. Let PSL(2, F) be the 
image of SL(2, F) in PGL(2, F). 
Note. When F is the finite field F, with p elements it is customary to 
to replace F by p in the above notations. 
In the rest of this section, we introduce some special notation and state 
some well-known fact about the actions on 0,. We will need these facts only 
when F is a finite field of odd prime order. Since this material will not be used 
until Section 3, the reader may wish to go directly to Section 3 now and 
return later. 
Notation 1. Special subsets of F. 
Let U be the set of nonzero elements of F. Define: 
Q = {u2 : a e U} N= U-Q. 
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When F is a finite field, we call Q the quadratic residues and N the non- 
quadratic residues. 
Notation 2. Special elements of GL(2, F). 
Let a E U. Define: 
I 1 
A=0 1’ I I a 0 Ba = 0 l/a ’ I I 
c= O-1 
I I 1 0’ 
Da=; ;. 
I I 
We now state the facts which we will need. 
FACT 1. U is a group under multiplication and Q is a subgroup of U. 
If F is a finite field then U is cyclic. Moreover, in this case: 
(1) If F has odd characteristic then Q has index 2 in U and the two 
cosets of Q in U are Q and N. 
(2) If F has characteristic 2 then Q = U and N is empty. 
FACT 2. The elements A, B, , C lie in SL(2, F) but the elements D, do 
not except in the trivial case a = 1. In addition: 
(1) GL(2, F) is generated by the elements A, C, D, with a E U. 
(2) If F is finite or F has characteristic distinct from 2 then SL(2, F) is 
generated by the elements A, C, B, with a E U. Moreover, if F is finite of 
prime order then A and C generate SL(2, F). 
FACT 3. The special elements act on a, as follows: 
A.z=z+l, B, . x = a%, 
C. z = -l/z, D, . z = az. 
We will need to know which elements of GL(2, F) fix the point 00. In the 
next fact, we give more general information. This information is what is 
needed to establish the subsequent facts. 
FACT 4. In the table below, we give the matrix form of a typical element 
M of GL(2,F) or SL(2, F) which fixes pointwise one of the sets {co}, {co, 0}, 
{co, 0, 11. In the table, a, do U and b EF. 
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Fixed points 
00 
M E GL(2, F) M E SL(2, F) 
la b 
IO l/a 
c%o, 1 
a 0 I I 0 d 
a 0 
I I 0 a 
a 0 I I 0 l/a 
1%’ *;I 
We now give three consequences of the above facts. We will not use this 
material explicitly but it is important for understanding the actions on 52, . 
FACT 5. If  ME GL(2, F) then M fixes 00, 0, 1 if and only if M fixes all 
points of JJnF and, in this case, M has the form: 
M= ; ; 
I I 
where a E U. 
To state the final two facts, we need a definition. Let G be a permutation 
group on a set 52 and let k be a positive integer which is no larger than the 
order of 0. We say G is k-transitive on $2 if: 
Given two sequences x1 ,..., xk and y1 ,..., yk of k distinct points of .R, 
there exists CJ E G such that u(xi) = yi for 1 < i < k. 
We say G is sharply k-transitive on Q if, in addition, u in the above definition 
is unique. 
FACT 6. PGL(2, F) is sharply 3-transitive on 9, . 
FACT 7. PSL(2,F) is 2-transitive on J2, . Moreover, the following num- 
bers are equal: 
(1) The index pGL(2, F) : PSL(2, F)]. 
(2) The index [U : Q]. 
(3) The number of orbits of PSL(2,F) on the set of ordered triples of 
distinct elements of 52, . 
In conclusion, we comment on the relation of the above fact to the Mathieu 
groups Ml, and Mz4. Let A, denote the alternating group on 7t symbols. 
Then we will see that : 
PSL(2, 11) < M,, < A,, and PSL(2,23) < M,, < A,, . 
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In addition, because of the special isomorphisms of codes, we will also see that: 
M,, contains PSL(2, 5) acting on two sets of 6 points; 
Mz4 contains PSL(2, 11) acting on two sets of 12 points. 
These conditions force Ml, and MS4 to be highly transitive. In fact: 
Ml, is sharply 5-transitive on 12 points; 
Mz4 is 5-transitive on 24 points. 
Moreover, Ml, and MzI are the only known examples of proper subgroups of 
alternating groups which are 5-transitive. This makes the two groups highly 
mysterious and justifies curiosity about the mechanisms which permit them 
to exist. 
2. TERMINOLOGY FROM CODING THEORY 
In this section, we recall the definition of a code and discuss automorphisms 
and isomorphisms of codes. We illustrate these ideas by directly introducing 
the simplest of the three pairs of isomorphic codes that we will study in 
Section 5. 
We will define the notion of code over a commutative ring n and not just 
over a field. We need this generality because we will first define the quadratic 
residue codes over a field K in characteristic 0 and then pass to a field k in 
finite characteristic. As an intermediate step in the passage from K to k, we 
must work over some specific rings within K. 
We will say that a structure is a /l-code if it consists of : 
1. a free (I-module V; 
2. a basis E = {e,: x E Sz} of V, where .Q is an index set; 
3. a A-submodule W of V. 
We will call V the ambient space, E the ambient basis, and W the code space. 
If fl is a field, set: 
m = dim, V n = dim, W. 
The code is then called an (m, n) code over fl. 
Codes are often given by listing the coefficients of vectors in a spanning 
set of Win a table. We label the columns of the table by the elements of Q 
arranged in some order. Each row of the table then contains the coefficients 
of a vector in the spanning set. 
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We use this method to give two examples. Since each code space in the 
examples contains just 16 vectors, the reader may wish to write out all code 
vectors and thus examine the code spaces directly. 
EXAMPLE 1. The quadratic residue code for p = 7 with A = Fz . The 
index set 52 is the projective line 52, = (0, 1,2, 3,4, 5, 6, CD> and the code 
table is: 
0123456~0 
1 I 1 1 1 1 1 1 
1 1 1 0 I 0 0 0 
0 1 1 1 0 1 0 0 
0 0 1 1 1 0 1 0 
In the notation of Section 3, this table corresponds to the basis vectors wo , 
z. , A(.zo), A2(z,) of the code space W, . 
EXAMPLE 2. A split quadratic residue code for p = 3 with A = F, . 
The index set Q is the union of two copies of the projective line L$ = 
(0, 1, 2, co>. Explicitly: 
r;;! = {o, i,2, 03, 0, 7, 2, co). 
The code table is: 
oi2coOiZ~ 
1 0 0 0 1 1 0 1 
0 1 0 0 0 1 1 1 
0 0 1 0 1 0 1 1 
0 0 0 1 1 1 1 0 
In the notation of Section 4, this table corresponds to the basis vectors ue, 
Ul ? ua , us of the split code space W, . The labeling of the columns given 
above corresponds to the general theorem of Section 4. With a slight re- 
arrangement of the columns, we can put the table into a very symmetrical 
form: 
oi2coZUic0 
1 0 0 0 0 1 1 1 
0 I 0 0 1 0 1 1 
0 0 1 0 1 1 0 1 
0 0 0 1 1 1 1 0 
SPLIT CODES 429 
We discuss next automorphisms of codes. We will first need the notion of 
monomial map. 
A /l-linear map S: V -+ Vis called a monomial map relative to the basis E if: 
1. S is invertible; 
2. for every x E Q there is an element denoted clx E Q and a scalar 
c, E A such that: S(e,) = c,e,,, . 
Remarks. The invertibility of S has two immediate consequences: 
(1) Each c, is an invertible element of (1. 
(2) The map (T sending x to ux is a permutation of Q. We call a the 
permutation underlying the monomial map S. 
If S is a monomial map such that c, = 1 for all x G S2 then S is determined 
by (T and we call S a permutation map. 
We now define the notion of an automorphism of a code. We say that a 
A-linear map S: V --f V is an automorphism of the code given by V, E, W if: 
1. S is a monomial map on V relative to E; 
2. W is S stable, that is, S(W) = W. 
We define the automorphism group l’ of the code to be the group of all 
automorphisms S of the code, and we define the permutation group A of the 
code to be the group consisting of permutations o of Sz which arise as under- 
lying permutations for elements s E r. 
The notion of an isomorphism between two codes is defined in a manner 
similar to the definition of an automorphism of a single code. We leave the 
explicit formulation to the reader. 
We illustrate the above definitions by considering the examples we have 
already introduced. A simplifying feature of these examples is that (1 = F, . 
We must pause to say a few words about this aspect of the situation. 
When /l = F, , there is a l-l correspondence between subsets of Q and 
vectors in V given by: 
A subset X of Q corresponds to e, = C e, (x E X). 
It is possible to express addition in I’ by addition of subsets of Q. Indeed, if 
we define the sum of two sets X and Y by 
X+Y=(XuY)-(XnY) 
then e, + er = ex+r . Furthermore, the notions of monomial map and per- 
mutation map coincide because 1 is the only nonzero scalar in (1. It will be 
convenient to let a permutation u of Q act directly on V by defining a(e,) = 
e,x . 
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For the discussion of the examples, we will also need one more definition. 
In general, the weight of a vector z, in an ambient space V is the number of 
nonzero components of v  relative to the ambient basis E. When (1 = F, , 
the weight of e, is simply the order of X. 
Examples 1 and 2 Revisited 
The fundamental fact is that over F, the quadratic residue code for p = 7 
is isomorphic to the split quadratic residue code for p = 3. An explicit 
isomorphism is given by the correspondence: 
0 12 000 i 2 00 
1 4 2 0 6 3 5 co 
This isomorphism is shown in Section 5. As a consequence of the general 
results of Section 3 and Section 4, we also have: 
1. The permutation group A of the quadratic residue code for p = 7 
over F, contains as a subgroup PSL(2,7) acting on Q, . 
2. The permutation group A* of the split quadratic residue code for 
p = 3 over F, contains as a subgroup PSL(2, 3) acting in the same way on the 
two copies of Sz, . 
Of course, due to the special isomorphism of the codes, A and A* are 
isomorphic. Thus we may view PSL(2,3) as a subgroup of A by using the 
above correspondence to transfer the action of PSL(2, 3) to Q, . 
The reader can check all of the above statements directly. We wish to 
conclude this section by stating two results which give some important 
additional information about the examples. We comment on the results after 
the statements. 
Result A. Let A be the permutation group of the quadratic residue code 
for p = 7 over F, and set Q = Sz, . Then: 
1. A has order 1344; 
2. A is generated by PSL(2, 7) and PSL(2, 3); 
3. the map which sends an element 0 of A to its restriction to the code 
space W gives an isomorphism of A with the group of all linear maps of W 
onto itself which fix the vector e, . 
Result B. Let V, E, W be an (8,4) code over F, such that the weight 
of any nonzero vector in W is at least 4. Make choices as follows: 
1. Choose a 4 element subset Y of Q such that er $ W. 
2. Set X = Q - Y and choose an ordering x1 , xa , xa , x,, of X. 
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Then there exists a unique ordering y1 , ya , ys , y4 of Y such that W has a 
code table of the following form: 
Xl x2 x3 x4 Yl Y2 Y3 Y4 
1 0 0 0 0 1 1 1 
0 I 0 0 1 0 1 1 
0 0 1 0 1 1 0 1 
0 0 0 1 1 1 1 0 
In particular, a code satisfying the hypotheses of this result must be unique 
up to isomorphism. 
Codes which satisfy the hypotheses of Result B are known as Hamming 
(8,4) codes over F, . Let us call such codes H-codes for short. The two 
examples we have introduced are both H-codes. Hence Result B shows that 
our two examples are isomorphic. 
Using the code table, it is easy to see that the code space W of an H-code 
contains the zero vector, the vector eo , and 14 vectors of weight 4. 
Let us say that an ordering x1 , x2 , x3 , xq , y1 , ya , y3 , y4 of the index set Q 
of an H-code is a standard ordering of Q if the code table can be put in the 
form of Result B. We ask: How many standard orderings are there ? To answer 
this, we first note that all standard orderings are constructed as in Result B. 
Then we simply count. There are 70 4-element sets in Q of which 14 give 
elements of W. Thus Y may be chosen in 56 ways. Then X may be ordered 
in 24 ways after which the ordering of Y is forced. This gives 56 x 24 = 1344 
standard orderings. 
An easy argument shows that an H-code has as many automorphisms as its 
index set has standard orderings. Thus we see why the order of d is 1344. 
Matrix arguments show that the group G of all linear maps of W onto itself 
which fix eo also has order 1344. Explicit computations show that when 
PSL(2, 7) and PSL(2, 3) are restricted to W we obtain enough mappings to 
generate G. This is the key to showing the rest of Result A. 
We will leave further details in the proofs of Results A and B to the reader. 
3. THE QUADRATIC RESIDUE CODES 
To set the stage for the split quadratic residue codes and for the special 
isomorphisms we wish to show, we must first review the construction of the 
quadratic residue codes and state some explicit formulas and calculations. 
Our original source for this material is the paper on 5-designs by Assmus- 
Mattson [I, Sect. 31. However, we wish to sketch the development along 
different lines by starting with an action of SL(2, p) and choosing the code 
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space so that it is stable under this action. The advantage of this method is 
that all choices are uniquely forced so that various otherwise obscure formulas 
fall out quite naturally. Moreover, because the stability under SL(2,p) is 
built in from the start, one is not left with the impression that this stability is 
a miracle. 
Our approach was suggested by a remark of Assmus-Mattson which said 
that Gleason had a construction of the quadratic residue codes based on 
induced representations. The action of SL(2, p) with which we begin can be 
viewed as an induced representation. To minimize the prerequisites for this 
paper, we will give the SL(2, p) action by explicit formulas so that no know- 
ledge of induced representations will be needed. We note that similar methods 
can probably be used in other cases to find new codes. In fact, Ward [ll, 121 
has used a related technique to generalize the quadratic residue codes. 
The construction and the explicit formulas we obtain during the construc- 
tion involve many details. To help the reader digest these details, we will 
first give a general discussion of what will happen. The key issues will be to 
choose the SL(2, p) action and then to look for SL(2, p) stable subspaces over 
suitable base rings /l. We assume all notations introduced in Sections 1 and 2. 
Let p be an odd prime and set p = 2q + 1. Let F be the field of p elements 
and let Sz = F u {co} be the projective line over F. In our construction of the 
QR codes associated with p, SL(2,p) will act on the ambient space by 
monomial maps in such a way that the underlying permutation action is the 
standard action on Sz. Thus we choose the projective line CJ to be the index 
set for the ambient basis E and we define the ambient space P’(n) over /1 to 
be the A-module of formal sums C azez where a, E fl for all x E Q. It should 
be kept in mind that our main interest is in the case when (1 is a field. 
The choice of the monomial action will turn out to be crucial. Having 
chosen the correct action, we will find that for suitable (1 there exist two 
SL(2, p) stable subspaces W,(A) and W,(A) which are naturally indexed 
by the sets Q and N. In order to see that it does not really matter which of 
these spaces is chosen as the code space, it will be convenient to extend the 
monomial action to all of GL(2,p). Th en we will obtain as basic results for 
suitable /1: 
THEOREM A. @‘o(n) and W,(A) are SL(2, p) stable. 
THEOREM B. If a EN then the element D, of GL(2, p) interchanges the 
subspaces W,(A) and W,(A). 
In particular, Theorem B will show that the two possible codes which we 
can define are isomorphic. 
We now indicate which monomial action of GL(2, p) will be chosen. For a 
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monomial action, we must have for any M E GL(2, p) and any x E s1 a scalar 
k E A depending on M and x such that: 
M(e,) = keM.r. 
We can always adjust the notation so that for certain specific M and x the 
constant k = 1. Noting that for t E F we have 
Ate. Co = t. 
we can in fact make adjustments so that 
I: AV(e,) = e, for tcF. 
This condition simply has the effect of fixing the relation between e, and the 
other basis vectors e, for t E F. Observe that from I we have 
M(e,) = MAK’(e,). 
This shows that if we know how all elements of GL(2, p) act on e, we then 
know how all elements of GL(2,p) act everywhere. We consider now the 
action of ME GL(2, p) on e, . Either M-co or M* co = t where tEF. 
Consider the second possibility. Then we can write M in the form M = ATL 
and L satisfies L . co = co. Let: 
Then: 
L(e,) = ke, . 
M(e,) = ATL(e,) = AT(ke,) = k[AV(e,)] = ke, . 
This shows that everything is determined if we know how to compute M(em) 
inthecasewhenM* co = CD. 
We now focus on the calculation of M(e,) for M such that M . a3 = co. 
It is convenient to define: 
G, ={MEGL(~,~): M- co = co}, 
S, = {MESL(~,$): Me co = 00). 
Then, explicit forms for elements of G, or S, are given in Fact 4 of Section 1. 
Now, the desired formula for M(e,) must have the form: 
MC4 = x(M) em .
Here x(M) is a scalar in A which depends on M. It is easy to see that the 
function x must be a “linear character,” that is, 
xW&b) = x(K) x(MA 
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for M1 , Ms which fix co. The key question then is which character x should 
be chosen. In the case when fl is a field of characteristic 0, one can use the 
character theory of SL(2,p) to see what choice of x will work (cf. Dornhoff 
[4, Sect. 381). The character theory shows that in order to have, over suitable 
fields d, two distinct SL(2,p) stable subspaces Wo(/1) and W,(A) of the 
same dimension, one must have 
c*> 
Here (3 is the number theoretic Legendre symbol whose definition is: 
if acQ, 
if aEN. 
Formula (c) determines x on S, and hence the action of SL(2, p) is uniquely 
determined. We will define: 
Formula (**) gives the simplest linear character x on G, extending the linear 
character x on S, defined by formula (c). This choice of x on G, is as good 
as any for defining an extension of the action of SL(2, p) to GL(2,p). 
To summarize, we will specify the monomial action of GL(2, p) by 
condition I given earlier and by 
II. If IME GL(2,p) satisfies M . co = 00 then M(e,) = x(M) e, , 
where 
We remark that the reader need not know any of the character theory which 
was used to select the formula in II, since from now on we will work only with 
the explicit formulas and all assertions will be shown directly. 
We now turn to the search for the SL(2, p) stable subspaces. We immediately 
come to the main difficulty. Although the SL(2,p) action is defined for all 
rings (1, it is only over certain /1 that stable subspaces appear. For example, 
if (1 is the field Q of rational numbers, then there are no nontrivial SL(2, p) 
stable subspaces. In general, we will see that it is possible to construct 
suitable stable subspaces W,(d) and W,(d) if: 
1. d contains l/p, 
2. n contains the roots OL and fi of the following quadratic polynomial 
P(Z) with integer coefficients 
P(Z) = 22 + 2 + (1 - q)/4. 
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Here: 
This result will emerge as a consequence of doing the construction in the 
special case when II = T where T is the ring generated over the integers Z 
by the elements I/p, 01, /3. The ring T will itself emerge as a necessity of the 
construction. 
It is easiest to begin the search for stable subspaces over the field K = 
Q(6) where 0 = exp(2ni/p). Th e ring T is a subring of K and we will pass 
from K to T later. The reason for beginning with K is that K contains all 
the eigenvalues of the special element 
1 1 
A= o 1. I I 
It follows that an SL(2,p) stable subspace of V(K) must be spanned by 
eigenvectors of A. This fact makes stable subspaces easy to find. 
During the work over K, the elements 01 and j3 arise in a natural way as 
sums of powers of 0. Explicitly: 
01= c et p = c Qt. 
tea tsN 
Another element S = 01 - p also arises. Observe that: 
Thus S is a classical Gaussian sum and so, by Gauss, we know that 
62 = cp, where -1 E= ( 1 P * 
Using this equation together with the equations 01 + /3 = -1 and 01 - fi = 6 
it is easy to see that 01 and /3 are the roots of the polynomial P(Z) given above. 
We now describe certain vectors which arise in the construction of We(K) 
and W,(K) and which are critical for the general case. It happens that the 
eigenspaces of A on V(K) are one dimensional for all eigenvalues Bi with 
1 < i < p. If X = Q or N, then W,(K) contains the eigenvectors corre- 
sponding to the eigenvalues 0-t for t E X. In contrast, the eigenspace of A 
for the eigenvalue 1 is two dimensional. This eigenspace must be split 
between We(K) and WN(K). By studying the action of the special element 
c= o-1 
I I 1 0’ 
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we find that W,(K) must contain a certain element wX which lies in the eigen- 
space for A with eigenvalue 1. Here: 
WV = $-se, + 1 et, 
tsF 
wN = -de, + C et . 
SF 
As a byproduct of computing C(wr), we must also introduce another element 
z, of Wx(K). Here: 
The two elements w, and z, turn out to be exactly what we need to describe 
W,(A) in the general case. The basic result in this vein will be that for 
suitable rl: 
THEOREM C. If X = Q or N, then W,(A) is a free A-module of rank q + 1 
with basis consisting of w, and the elements Ai for 0 < i < q. 
With hind-sight one might define W,(A) as the free /l-module with basis 
given as in Theorem C. However, in order to prove Theorem A easily when 
(1 = T, we will define W,(T) to be W,(K) n V(T). This will place the focus 
of our effort in the case when (1 = T on the proof of Theorem C. 
We remark that T is the smallest subring /I of K for which Theorems A 
and C could hold. Indeed z, involves 01 and fl in its coordinates so we must 
have 01, j? E (1. In addition, l/6 appears in the formula for C(wX) so that 6 
and hence p must be invertible in (1. Thus if Theorems A and C hold for 
A C K, then T C A. 
Once we have the QR codes defined over T, we will be able to define them 
over any ring /.l which contains a homomorphic image of T. In particular, 
we can choose A to be any finite field obtainable as a quotient of T modulo 
factoring by a prime ideal. If A is such a finite field, its characteristic s must 
be distinct from p since the element p of T is invertible and hence cannot go 
to zero in A. We will emphasize the cases s = 2 and s = 3 since these are the 
ones which arise when we prove the special isomorphisms. 
There is one remaining general issue: orthogonal complements. We 
must study this issue because in key proofs we show that certain elements 
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lie in w,(n) using orthogonal complements. We define orthogonality relative 
to the standard inner product: 
Then, as usual, if W is a A-submodule of V(n), we define W& to be the 
/I-submodule consisting of the vectors orthogonal to W relative to the inner 
product. The basic result on complements will be that for suitable /1: 
THEOREM D. Let X = Q or N. Define Y by: 
Y = (y E U: For all x E X, one has -xi y  E Nj 
_ u-x 
1 
;f p = l,mod4, 
X if p = 3, mod 4. 
Then: W&l) = [W&l)]‘. 
We will now fill in the preceding sketch by giving the details of the con- 
struction of the QR codes. We will divide the work into several steps. The 
reader should probably first skim this material and then look it over more 
closely. 
Step 1. The Monomial Action. 
In our opening remarks, we explained how the monomial action of GL(2, p) 
is determined by two conditions: 
I. AV(e,) = et for t EF. 
II. I f  ME GL(2,p) satisfies 1M * CO = CO then M(e,) = x(lM) e, 
where 
Using these conditions, we will now derive the general formulas for the action 
of any M E GL(2, p) on any e, . Throughout we set: 
PROPOSITION 1. Assume c = 0. Then: 
1. M(e,) = (i) e, . 
2. M(q) = (;) eM.t for t tF. 
48x/42/2-10 
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PROPOSITION 2. Assume c # 0 and set M * co = u and M + v = co. Then: 
1. M(e,) = (,“) e, . 
2. M(e,) = E (“‘i”, (,“) e, where E = (i’). 
3. M(e,) = (” -j “) (,“) eM.t for t EF with t # v. 
Proofs. Following the outline of our opening remarks, we must show both 
propositions together. We begin with: 
A. Formulas for M(e,) 
Case 1. c = 0. 
This case is precisely the one given in condition II. 
Case 2. c # 0. 
Observe that u = a/c. A simple calculation then shows that M = A”CL 
where 
d 
L = i (det M)/c * 
By Case 1, we have 
L(e,) = (,“) e, . 
Using this formula and condition I, we obtain 
M(e,) = A%‘L(e,) = AUC [(6, em] 
= (i) WW,>l = (i) e, . 
This completes Case 2. 
Now that we have the formulas for action on e, we turn to: 
B. Formulas for M(e,) when t E F 
By condition I, e, = AK’(e,) so that M(e,) = MAtC(e,). We set L = 
MAYY. Then M(e,) = L(e,) so that we can apply the results of Part A to L. 
Another easy calculation shows that 
L= at+b --a 
ct+d -c ’ 
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We will consider three cases corresponding to the remaining cases in Propo- 
sitions 1 and 2. 
Case 1. c=o. 
In this case, det M = ad so that d # 0. Hence ct + d = d # 0 so that 
Case 2 of Part A is the one to apply. Then: 
Wet) =L(e,) = (i)e~.- = (pd)e,.,. 
Case 2. c # 0 and t = o. 
Since cc = M. w = (av + ~)/(cv + d), we have cv + d = 0 and v = 
-d/c. In particular, we must apply Case 1 of Part A to L. We obtain 
M(e,) = L(e,) = rc “) e, . 
We must manipulate a bit to get the coefficient of e, into the form given in 2 
of Proposition 2. Now: 
uv + b = -(ad/c) + b = -(det M)(l/c). 
Since the Legendre symbol is multiplicative and since it takes the same value 
on c and I/c, we obtain 
(“y “) = (,I) (dekM) (;) = E (de;,, (J. 
This completes Case 2. 
Case 3. c # 0 and t # V. 
Here ct + d # 0 so that we must apply Case 2 of Part A to L. We obtain 
Mb4 = 44 = (ct p’ “) eL.m = (ct z “) eM.t. 
Again we must manipulate the coefficient. Now: 
Thus: 
ct + d = c(t + d/c) = c(t - v). 
(Ct p’ “) = (” ; “) (J. 
This completes Case 3 and also the proofs of both propositions. 
Using the general formulas of Propositions 1 and 2, it is easy to obtain the 
formulas given below for the action of the special elements A, B, , C, D, 
defined in Section 1. 
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PROPOSITION 3. 1. A(e,) = e,,, for x E a. 
2. B,(e,) = i@ easz for x E Q. 
3. C(e,) = e. , C(e,) = ce, , C(eJ = (J e-,/, for t E U. 
4. D,(e,) = (,“) e, , D,(e,) = eat for t EF. 
Step 2. Definition of W,(K) and IVN(K). 
We introduced above the field K = Q(f?) where 8 = exp(2&/p) is a 
primitive pth root of unity. The powers Bi for 0 < i < p give all pth roots of 
unity and these elements are the eigenvalues of A. If  the spaces W,(K) and 
W,(K) are to be A-stable, then these spaces must possess bases which 
consist of eigenvectors of A. As a step in the search for such bases for the code 
spaces, we first give V(K) a basis consisting of eigenvectors of A by defining 
fm == e, , 
fz = 1 tPe, for XEF. 
From Proposition 3, we obtain immediately: 
PROPOSITION 4. A(f,) = fm and A(f,) = &-3fz for x EF. 
Notice that the A-eigenspace with eigenvalue 1 is two-dimensional and is 
spanned by fm and fO . All other A-eigenspaces are one-dimensional. 
Now let X stand for Q or N. To determine which A-eigenvectors must be 
in W,(K), we must study the actions of the special elements B, , C, D, . 
By direct calculations using Proposition 3, we easily obtain the following 
results on the actions of B, and D,: 
PROPOSITION 5. 1. B,(f,) = (“,) fzlar . 
2. Da(fm) = (“,) fm and Da(fJ = fzla for x EF. 
Consider the formula for the action of B, . Then it is easy to see that: 
I f  x, y  E U and x = ya2 for some a E U, then fx and f, must belong to 
the same SL(2, p) stable subspace of V(K). In other words: 
An SL(2,p) stable subspace of V(K) must contain a set of the form 
{f%: x E X} where X = Q or N. 
This suggests that we choose notation so that: 
W,(K) contains the set {fz: x E X}. 
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To see what else must belong to wX(K), we study the action of C. We are 
unable to obtain a complete set of formulas for the action of C in terms of 
the basis {f,: y  E Q} alone. What we obtain is enough for our purposes, 
however. 
PROPOSITION 6. 1. C(fJ = e, . 
2. For x EF: 
PROPOSITION 6*. 1. C(fm> = (l/PKLEFflJ 
2. cm = 42 + WPE:y~OfY - C,wf%J* 
Notice that in Proposition 6 we obtain expressions for all C(fJ but only 
in terms of the basis {e,: m E 52). In Proposition 6*, we obtain expressions 
for C(fm) and C(fO) in terms of the basis (f,: y  E Q}. 
Proofs. With a little manipulation at the end, Proposition 6 follows from 
Proposition 3. We leave the details to the reader. 
For Proposition 6*, we need a lemma about inner products which in 
principle permits us to compute expansions relative to {f,: y  E Q}. 
LEMMA 1. 1. (f= ,fm) = 1. 
2. (f,,,f-A =pforyEF. 
3. (f, , fi) = 0 for all other pairs y, z E Q. 
In particular, if v  E V is expressed as v  = CvGn a,f, the-n 
a, = (v,f,) 
a, = U/P)(v,f-,I for y  EF. 
The lemma is easy since the inner product calculations can all be done 
directly and since the final statement follows immediately from these calcula- 
tions. 
We are now ready for the proof of Proposition 6*. 
A. The Formula for C(fm). By Proposition 6, it is enough to show that 
e, = (l/p)(CYEF f,). This fact follows immediately from Lemma 1 since, as 
one can check easily, (eO , fm) = 0 and (e, , f-,) = 1 for y  E F. 
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B. The Formula for C(f,). Set C(fJ = V. To obtain the desired formula 
for C(fo), it is enough by Lemma 1 to show 
(1) bJ,fa) = Q> 
(2) (0, fo) = 09 
(3) (% f--Y) = +a if YEQ, 
(4) (% f--Y) = --6 if YEN. 
Taking x = 0 in Proposition 6, we know that: 
v  = l e, + C m 
0 e-,h . msu P 
From this, (1) is immediate. Now let y  E F and consider fdv . 
Thus: 
f-, = 1 lPmvem = e, $ C kmue, 
97ZGF mou 
= e, + 2 6~lY.ll, . 
7nEU 
(D, f-,) = c (J ev/m = 1 @‘* - & @J’m 
IllGU me0 
I 
4-q if y=O 
= a--P if YEQ 
B-a if YEN 
if y=O 
if ~EQ 
if YEN. 
This checks (2), (3), and (4) and thus proves Proposition 6”. 
I f  we examine Proposition 6*, we see that the formulas there can be put 
into simpler form by introducing elements zo and x, defined as follows: 
ZQ = c fll = 4eo + 
UOQ 
zN = zNfV = qeO + @& ‘t) + OL (2 ‘t) 
Indeed, we can then state Proposition 6* as: 
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PROPOSITION 6**. 1. C(fm) = (l/p)(fa + zo + zN). 
2. C(fo) = cf* + WJh - %J* 
Notice that we have already fixed the notation in such a way that zr must 
belong to W,(K) for X = Q or N. 
To find the appropriate combinations of fm and f. to include in We(K) 
and W,(K), we seek combinations whose image under C will involve only 
zo and zN respectively. The elements wo and wN which we now define are 
such combinations: 
w0 = +Sfm + f. = +6e, + C et, 
SF 
~1~ = -Sfm +f, = --6e, + C et. 
SF 
In a moment, we state the exact formulas for the C action on w, and zx. For 
this, it will be useful to define: 
I-lQ = +1 pjg = -1 p = E/S = s/p. 
Notice that we then have the uniform definitions: 
wx = cLx8fa +fo and zx = Zxfcc * 
PROPOSITION 7. 1. C(wx> = krP@x + 2%). 
2. ex> = PxP(Px - zx>* 
Proof. 1. Set X = U - X. Then Proposition 6** can be stated as: 
C(fm) = UlPXfO + xx + %dY 
C(fo) = cfm + tcxP(Zx - Td. 
Thus: 
Thus: 
C(cLx~fm) = PxP(fo + zx + %A. 
C(wx> = C(r-lx~fm> + C(fo) = cfcc + I-LxPfo + IlxPcw 
= CLxPhx~fm +fo + 2%) = cLxP(% + 2~x1. 
2. We will need: 
LEMMA 2. C2 acts as multiplication by the scalar E. 
Proof of the Lemma. Let I be the identity matrix. Then C2 = -I = B-, 
so the lemma follows from the general formula for the action of B, as given 
in Proposition 3. 
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To prove formula 2, we apply C to formula 1 and use the lemma. We obtain: 
Thus: 
EWX = c2@4 = Pxf(wk) + 2cw. 
2C(zx) = (1 /Pxf)(?r) - cw = (Pxf)( PWX) - C(%) 
= w( pwx - w, - 2%) = /424ec?y - 2%). 
Dividing by 2, we obtain the desired formula. 
Since w’,(K) must be stable under C and since z, E W,(K), we see from 
formula 2 of Proposition 7 that wr must also belong to W,(K). We are 
therefore forced to make the following definition: 
DEFINITION. For X = Q or N, w*(K) is defined to be the K subspace 
of V(K) with basis consisting of wr and (f,: x E Xl. An immediate conse- 
quence of the definition is: 
PROPOSITION 8. For X = Q or N, Wx(K) has dimension q + 1. 
Step 3. Facts about We(K) and W,(K). 
The main purpose of this step is to prove Theorems A, B, C, D when 
(1 = K. Along the way, we prove useful subsidiary results. 
We begin with a useful general result. 
PROPOSITION 9. The inner product is invariant under the action of GL(2, p), 
that is, for any commutative ring A and any u, v E V(A): 
(Mu, Mv) = (24, v) for all ME GL(2, p). 
Proof. It suffices to show that any ME GL(2, p) takes the orthonormal 
basis {e,: x E J2} to an orthonormal basis. This follows from the formulas in 
Propositions 1 and 2 if we take note of the fact that the scalar multipliers are 
all $1. 
Next we give: 
Proof of Theorem D when /I = K. First of all, the statement of Theorem D 
gives two definitions of the set Y: 
(1) Y = {y E U: For all x E X, one has: -x/y E N). 
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In Definition (I), the condition --x/y E N is equivalent to x/y E -N. Since 
-1 belongs to Q or N as p = 1 or 3, mod 4, this condition amounts to: 
X/Y E iv if p=l, mod4 
X/Y E Q if p = 3, mod 4. 
This shows that definitions (1) and (2) are equivalent. 
Next, observe that dim V(K) = p + 1 = 2(q + 1) and dim W,(K) = 
q + 1. Hence dim[Wr(K)]l = 2(q + 1) - (q + 1) = q + 1. Since 
dim W,(K) = q + 1, to show that W,(K) = [W,(K)]‘- it suffices to show 
that wr(K) C [W,(K)I1. I n other words, we must show that W,(K) and 
W,(K) are orthogonal. 
Now, the span offm andf, is always orthogonal to the span of (ft: t E U}. 
Hence we must show: 
(I) (wx , wuy> = 0, 
(11) (fz ,f?J) = 0 for x E X, y E Y. 
To show assertion (I), use Definition (2) and the following trivial lemma: 
LEMMA 3. 1. (wo, wo) = (WN 3 WN) = P(l + 4. 
2. (WQ ) WN) =p(l - c). 
To show assertion (II), observe that by Lemma 1 if (fz , f,,) # 0 theny = -x 
so that -x/y = 1 and the condition in definition (1) does not hold. Thus 
assertion (II) must hold and the proof of Theorem D is complete. 
We will now use Theorem D to prove Theorem A. 
Proof of Theorem A when A = K. To show that Wx(K) is stable under 
SL(2, p), it suffices by Fact 2 of Section 1 to show that W,(K) is stable under 
the generators A and C of SL(2, p). S ince Wx(K) is spanned by eigenvectors 
of A, it is clearly A-stable. Moreover, by Proposition 7, C(w,r) E W,(K). 
Thus, to show that W,(K) is C-stable, we must show that C(fJ E W,(K) 
for all x E X. By Theorem D, we can do this if we show: 
(1) (C(fJ, WY) = 0, 
(2) (C(f& f,) = 0 for all y E Y. 
Proof of (1). Using Proposition 9 and Lemma 2, we have: 
(C(fz), WY) = (C2(fz), C(w,)) = 4fz , C(WY)). 
Since C(wr) E W,(K), the right hand term is zero by Theorem D. 
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Proof of (2). Using the formula for C(fJ in Proposition 6 together with 
the definition off, , we have: 
(C(fzh f,> = E ( c (J @-‘lm). mow 
Given a E F, we consider for what m E U one has 8’~ = env--slm. This happens 
if and only if a = my - x/m, that is: 
m2 - (a/y)m - (x/y) = 0. 
This quadratic polynomial either has no roots in F or two roots i and j in F. 
In the first case, Ba does not appear in the sum. In the second case, @J appears 
twice with signs (6) and (k). H owever, the product of the roots i and j is 
-x/y and, by the definition of Y in Theorem D, -x/y E N. Thus ij E N and 
the signs (5) and (i,) are opposite so that the terms in Ba cancel. Hence, 
(C(f*), f,) = 0 and the proof of Theorem A is complete. 
We conclude this step by proving Theorems B and C. 
Proof of Theorem B when A = K. We will use Proposition 5. Let a E N 
and set D = D, . Then D interchanges the sets ( fz: x E Q} and { fi: x E N). 
Also D fixes f0 and interchanges +fm and -fa, so that D interchanges w. 
and wN . This shows that D interchanges W,(K) and W,(K). 
Proof of Theorem C when A = K. Let U,(K) be the q-dimensional 
subspace of WX(K) spanned by the vectors (fz: x E X>. When A = K, 
Theorem C is a consequence of the following proposition: 
PROPOSITION 10. The set {Ai( 0 < i < q} is a basis of U,(K). 
Proof of the Proposition. We will base the proof on four lemmas which we 
will also use in the proof of Theorem C when A = T. 
LEMMA 4. For x E X: fS = (l/p)(C,~~<~ FiAi(z,)). 
Proof. By direct calculation using Proposition 4. 
LEMMA 5. The polynomial PX(Z) = nzEX (Z - bx) is the minimal and 
the characteristic polynomial of A viewed as a linear map on U,(K). 
Proof. This follows since U,(K) is spanned by the A-eigenvectors fE for 
x E X corresponding to the q distinct A-eigenvalues B-” for x E X. 
Next, we let T,, be the subring of T generated over the integers Z by the 
elements 01 and /3. 
LEMMA 6. The polynomial PX(Z) has coescients in To . 
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Proof. The argument is a standard one in algebraic number theory. Let 
L be the field of quotients of T,, . Then, since the elements 8-” for x E X are 
a complete set of conjugates under the Galois group of K/L, we see that Pr(Z) 
has coefficients in L. Then since the powers of 0 are algebraic integers so also 
are the coefficients of P*(Z). This forces Px(Z) to have coefficients in the 
integral closure of Z in L, which is precisely the ring T, . 
LEMMA 7. Let II E U,(K) and let j > q. Then the element Aj(u) is a linear 
combination with coeficients in T,, of the elements Ai for 0 < i < q. 
Proof. By Lemma 5, P,(A)(u) = 0. S ince Px(Z) has degree q and leading 
coefficient 1, we can express Aq(u) as a linear combination of Ai for 
0 < i < q using as coefficients the negatives of those of Px(Z). By Lemma 6, 
these coefficients lie in T,, so we have the lemma forj = q. Forj > q, replace 
u by A+g(u) and apply the preceding argument together with induction oni. 
Proposition 10 is now easy. By Lemma 4, U,(K) is spanned by Ai for 
0 < i < p. By Lemma 7, we need to use only 0 < i < q. Then we have q 
elements spanning a q-dimensional space so we have a basis. 
Step 4. Passage from K to T. 
Recall that we have defined T to be the subring of K generated over the 
integers Z by the elements l/p, OL, /3. Our aim is to use T as a tool for passage 
from characteristic zero to finite fields. We can immediately define the code 
spaces over T. 
DEFINITION. For X = Q or N: W,(T) = W,(K) n V(T). 
We have chosen this definition for W,(T) b ecause properties of intersection 
will make it easy to prove Theorems A, B, and D for (1 = T. However, 
Theorem C for (1 = Twill require some work and until we have proved this 
theorem we will not have a good grasp of exactly what lies in WJT). 
Proof of Theorems A and B when A = T. Suppose ME GL(2, p) satisfies 
M[Wx(K)] = W,,(K) where X and X’ are each either Q or N. Observe that 
the action of M on V(K) restricts to the action of M on V(T) so that V(T) is 
M-stable. We conclude that: 
WWTII = MFWK) n VT)1 = WJGW n MW’)I 
= W,,(K) n V(T) = W,,(T). 
Note that M commutes with intersection since M is invertible on V(K). 
Now, to prove Theorem A for rl = T, take ME SL(2, p). Then X = X 
by Theorem A for n = K and we are done. 
Similarly, to prove Theorem B for A = T, take M = D, with a E N. Then 
x’ = U - X by Theorem B for A = K, and we are done. 
448 RICHARD RASALA 
Proof of Theorem D when A = T. For u E V(T), we must show: 
(1) If  2c E W,(T), then u is orthogonal to Wr( T). 
(2) If  u is orthogonal to W,(T), then u E W,(T). 
Since W,(T) C wx(K) and W,(T) C IV,(K), assertion (1) is trivial by 
Theorem D for A = K. To show (2), we need a lemma which is a weak form 
of Theorem C: 
LEMMA 8. W,(T) contains the elements wx and Ai for 0 < i < q. 
Proof of the Lemma. Clearly, w, and zx lie in both W,(K) and V(T), 
hence in W,(T). Since by Theorem A for A = T W,(T) is A-stable, 
Ai E W,(T) for all i. 
We now show (2). I f  u is orthogonal to W,(T), then by Lemma 8 u is 
orthogonal to the elements wr and Ai for 0 < i < q. Since by Theorem C 
for A = K these elements form a K-basis of W,(K), u is orthogonal to 
WY(K). Then, by Theorem D for A = K, u E W,(K). Hence u E W,(K) n 
V(T) = W,(T). 
Proof of Theorem C when A = T. The elements wr and Ai form a 
K-basis of Wx(K) by Theorem C for A = K. Hence these elements are 
linearly independent over K and thus over T. Moreover, by Lemma 8, these 
elements lie in W,(T). Thus what we must show is that these elements span 
W,(T) over T. To do this, we need a lemma and a proposition. 
LEMMA 9. For t E F: e, = ( l/p)(CrEF eMz%). 
Proof. Use direct calculation or Lemma 1. 
Now define: 
S = {fm , fO} u {Ai( 0 < i < q} u {A3(zN): 0 <<i < q). 
PROPOSITION 11. S is a K-basis of V(K) and a T-basis of V(T). 
Proof. 1. S is a K-basis of V(K). 
The set {fi: x E Q} is a K-basis of V(K). Using Proposition 10, we see that 
S is also a K-basis of V(K). 
2. S is a T-basis of V(T). 
By 1, S is linearly independent over T so we need to show that S spans 
V(T) over T. We will show that for t E 52 the element e, is a linear combination 
with coefficients in T of the elements in S. If  t = CO, then e, = fm E S, so 
this is trivial. Consider t EF. Then by Lemma 9: 
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We can evaluate each of the inner sums using Lemma 4. Letting X = Q or N, 
we obtain: 
Observe that: 
1 em-t) = p if i=t, 
XEX =a if i - tEX, 
Z B if i-ttE--X. 
Since by definition T contains 1 /p, OL, and j3, we see that e, is a linear combina- 
tion with coefficients in T of: 
f 0, Ai for 0 < i < p, A+,) for 0 <j <p. 
Finally, by Lemma 7, it suffices to let i and j run up to q instead of p. This 
shows that S spans V(T) over T and completes the proof of Proposition 11. 
Now let R, = (wx} u {Ai( 0 < i < q} be the set which we claim is a 
T-basis of W,(T). Observe that except for wr all elements of R, lie in the 
basis S of V(T) and that the expansion of wr in terms of S is simply wx = 
pxSfm + f. . We can now easily see that Rx spans W,(T) over T. Indeed, let 
u E W,(T). Since u E W,(K), we can expand u in terms of Rx using coefficients 
in K. Substituting the formula for wx , we get an expression for u in terms of 
S. In this expression, the coefficients of the elements Ai are, of course, 
the same as before and the new coefficient off0 is the same as the old coefficient 
of wx . However, by Proposition 11, since u E V(T), its expression in terms 
of S involves only coefficients in T. Thus we see that the original expression 
of u in terms of R, used only coefficients in T so that Rx spans W,(T) over T. 
This completes the proof of Theorem C for A = T. 
Notation. In the next section, we will use the notations Rx and S for the 
bases discussed in the above proof. 
Step 5. Passage from T to Finite Fields. 
We are now at the final stage in our discussion of the QR codes. We are 
ready to define the codes over suitable finite fields and to prove the main 
facts about them in that situation. 
By a suitable finite field, we mean a finite field which can be viewed as an 
image of T under a ring homomorphism. We describe such fields explicitly as 
follows. Let s be a prime distinct from p and let F, = h/d be the field of s 
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elements. Recall that OL and fl are the two roots of the following polynomial 
P(Z) with integer coefficients: 
P(Z) = 22 + z + n where n = (1 - +)/4. 
View P(Z) as a polynomial modulo s and let E and p be its roots in an algebraic 
closure of F, . Then we will do the construction of the QR codes in charac- 
teristic s over the field K( p, s) obtained by adjoining Or and B to F, . Note that 
since P(Z) is quadratic, k( p, s) is either F, itself or Ft where t = 9. For later 
use, we set S = E -/J. 
We now exhibit k( p, s) as the image of T under a ring homomorphism IJX 
First, Q sends the integers Z to F, = Z/sZ in the natural way. Since s # p, 
CJJ( p) # 0 in F, so we can define p( I/p) = l/v( p). Finally, we set v(a) = E 
and &?) = p. These definitions determine a unique ring homomorphism q 
of T onto k( p, s). 
Later we will focus on the cases s = 2 and s = 3, so we pause to make 
explicit the values of the various constants in these two cases. We write: 
F4 = WI where jz+i+l =O, 
Fg = F&l where i2 + 1 = 0. 
We now tabulate what we will need: 
TABLE 1 
s=2 
p, mod 8 n, mod 2 4P, 2) E B 8 
&l 0 F2 1 0 1 
f3 1 F4 j j+ 1 1 
TABLE 2 
s=3 
p, mod 12 n, mod 3 4P, 3) s B 8 
*1 0 F3 -1 0 -1 
zt5 -1 F8 1+i l-i -i 
We return to the case of general s. Let k( p, s) = k for short. The map 
v: T --f k induces a map from V(T) to v(k) which sends C a&$ to C ~(a,) e, . 
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It will be convenient to call this map v also. For both maps, we abbreviate 
v(u) as @. 
We now define the code spaces over 12. 
DEFINITION. For X = Q or N: W,(K) = ~[W,(T)]. 
We will now prove our four main theorems when n = k. In the statement 
of Theorem C, we should read @,r and or in place of wx and zr . We will also 
prove the following additional theorem: 
THEOREM E. 1. If s 3 3, then V(k) is a direct sum of We(k) and W,(k). 
2. Ifs = 2, then ho = W, . Denote this element by W. Then: 
W,(k) n W,(k) = k . a, 
W,(k) + W,(k) = [k . a]‘. 
Proof of Theorems A and B when rl = k. The action of GL(2, p) on V(n) 
is defined in terms of the basis (e,: x E Sz} by formulas which are independent 
of A. This implies that the GL(2, p) ac t ion commutes with the map q, that is: 
LEMMA 10. For u E V(T) and ME GL(2, p): v[M(u)] = M[T(u)]. 
Using Lemma 10, Theorems A and B for /1 = k follow immediately 
from the corresponding theorems for fl = T. 
Proof of Theorems C and E when A = k. By definition, the basis {e,: x E Q} 
of V(T) maps under v onto the basis {e =: x E Sz} of V(k). This implies that any 
basis of V(T) p ma s under v onto a basis of V’(k). Thus, by Proposition 11, 
v(S) is a basis of V(k). 
Now, v(Rr) contains the elements Ai in common with v(S). In addition, 
the remaining element V~ of y(R,) is expressed as a non-zero sum of two 
other basis elements jm and j0 of v(S). This shows that v(R,) consists of 
p + 1 linearly independent vectors over k. Finally, by Theorem C for 
fl = T, Rx spans Wx(T) so v(R,) spans W,(k). This shows that q(R,) is a 
basis of W,(k) and proves Theorem C when /l = k. 
We now prove Theorem E. If s >, 3, then jm and 3s can be written as 
linear combinations of ho and tiM. Thus, in this case, v(Ro) u v(RN) is a 
basis of Z’(k). Hence V(k) is a direct sum of W,(k) and WN(k). Ifs = 2, then 
+I = -1 so go = v~. Then: 
v(R,)u q(RN) = {w} u {Ai( < i < q} u {A+$,):0 <j < q}. 
This set contains 2q + 1 linearly independent vectors so that: 
dim(Ul,(k) + Wdk)) = 2q + 1, 
dim(IVo(k) n WN(k)) = (2q + 2) - (2q + 1) = 1. 
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Since 3 = tie = Us E W,(k) n W,(k), we conclude from the dimension 
statement that: 
W,(k) n W,(k) = k . w. 
Since dim[k . a]’ = (2q + 2) - 1 = 2q + 1, the assertion 
W,(k) + W,(k) = [k * a]‘- 
follows once we know that @ = W, = ?P~ is orthogonal to W,(k) and 
WJk). This is a consequence of Theorem D which we now prove. 
Proof of Theorem D for A = k. By Theorem D for II = T, W,(T) is 
orthogonal to W,(T). Hence, Wx(k) = v[ W,( T)] is orthogonal to WY(k) = 
v[ W,( T)]. Therefore: 
WA4 C [WdW. 
However, by Theorem C for /l = k, we have: 
dim(Wr(k)) = q + 1 = dim([Wr(k)]‘-). 
This shows that W,(k) = [W,.(k)]l and proves Theorem D for (1 = k. 
Notation. Henceforth, we work entirely in finite characteristics. Thus it 
will be convenient to drop the bar notation. For example, we will write 01, 
,?I, 6 in place of G, ig, 8. Of course, the values of these elements should be read 
from the above tables. 
Moreover, in the future, if we refer to the quadratic residue code for the 
prime p over k = k( p, s), we will mean the code whose code space is W,(k), 
unless otherwise specified. 
4. THE SPLIT QUADRATIC RESIDUE CODES 
I f  the quadratic residue code for a prime q in characteristic s is such that 
its natural field of scalars k(q, s) is Ft where t = 9, then it is possible to 
define a “split code” whose field of scalars is F, itself. In this section, we 
explain how to do this and we give an explicit description of the resulting 
code when s = 2 or 3. 
We work in this section with an odd prime denoted q instead of p in order 
to mesh with the notation of the next section. We write q = 2r + 1. All other 
notation is as in Section 3. 
Now let s be a prime distinct from q, let t = s2, and assume that k = 
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k(q, s) is Ft . We now define the split quadratic residue code. The definitions 
of the ambient space and code space are easy: 
Ambient Space: V(k) viewed as a vector space over F, . 
Code Space: W,(k) viewed as a vector space over F, . 
The main issue is to choose the ambient basis of I’@) as a vector space over 
F, . Recall that when k(q, s) = Ft then OL, p E Ft but 01, j5I do not belong to F, . 
Since OL + /I = - 1, the pair CY, 6 must form a basis of Ft over F, . Hence, for 
x E fin, the pair g, , h, defined below must form a basis over F, of the space 
k . e,: 
gx = ore, and h, = Be, . 
These remarks lead us to choose the ambient basis for the split code as follows: 
Ambient Basis: E* = {g%: x E Q} u {h,: x e Sr]. 
The action of GL(2, p) on these basis vectors is given by the formulas in 
Propositions 1, 2, 3 provided that we replace e, there by g, or h, . Since the 
scalar multipliers in the action are all fl and hence lie in F, , the GL(2, p) 
action is still monomial relative to the new basis and smaller field of scalars. 
The permutation action underlying the new monomial action of GL(2, p) 
is that of PGL(2, p) acting in the standard way on two copies of Q. It will be 
convenient to write these two copies of Sz as Q and s where if x E 52 then the 
corresponding element of a is denoted 5. We match up gz with x and h, 
with X. 
Observe that SL(2,p) acts as automorphisms of the split code. Indeed, 
SL(2,p) acts monomially in the new sense and, of course, still leaves W,(k) 
stable. 
We remark that: 
dim~J?‘(k)l = 2(n + 1) dim,JiW&)l = q + 1. 
When s = 2 or 3, we want to obtain an explicit F,-basis of the code space 
W,(k). We will need q + 1 vectors u,, ,..., u, in W,(k) which are linearly 
independent over F, . As in Section 2, we use a code table to describe this 
basis. By choosing u0 ,..., u, and the special order of the ambient basis 
properly, the code table will have the form: 
0 
0 
1 
c 
1 1 ..*l 1 
481/42/2-r I 
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Here Y = &I and the matrix C is a q-by-q “circulant” matrix which means 
that if c,, ,..., cp-r are the entries in the first row of C then the entry in the ith 
row and jth column of C is cjPi . Note that if the table of components of a set 
of vectors 24s ,..., U, has the above form, then it is automatic that u0 ,..., u, are 
linearly independent. Thus, to show that such a set q, ,..., up is a basis of 
We(k), it is enough to show that zq, ,..., uq belong to We(k). 
THEOREM 1A. Let s = 2 and set v  = 1. Define: 
u,=gm+go+~~ho+ 1 kE> 
zeo 
%n = A”(u,) fog 1 < m < q, 
u, = 1 h,. 
XES;) 
Then uO ,..., uq belong to W,(k) and form an F,-basis of W,(k). Moreover, if 
we arrange the ambient basis in the order 
go ,g, ,...,gp.--1 , h, , ho, h, ,... , h,-, ,g, 
and if we deJ;ne 
c, = r if x = 0, 
=I if XEQ, 
=o if XEN, 
then the component matrix of u. ,..., un is as described above. 
THEOREM 1B. Let s = 3 and set v = r - 1, mod 3. Define: 
uo = gm + c g, - c g, + v . ho, 
XEO XEN 1 
u m = Am(uo) for 1 < m < q, 
Then u,, ,..., up belong to W,(k) andform an F,-basis of W,(k). Moreover, if we 
arrange the ambient basis in the order 
ho , h, ,..., k-1 > ha 9 go , g, T-.-T gu-1 > g-z 
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and if we define 
c, = 0 if x = 0, 
= +1 if XEQ, 
- 1 -- if xEN, 
then the component matrix of u,, ,..., uQ is as described above. 
Proofs. We first remark that ifs = 3, then q must be f5, mod 12 by the 
table in Step 5 of Section 3. Then v  = Y - 1 is given by: 
t 
+1 if q = +5, mod 12, V= 
-1 if q = -5, mod 12. 
Then, as the reader can easily check, given the formulas for us ,..., up and the 
ordering of the ambient basis, the component matrix has the structure 
asserted. By the remarks preceding the theorems, we need only show that 
u,, ,..., uQ E W,(k). Since W,(k) is A-invariant, this reduces to showing us, 
u, E W,(k). For these two elements, we have explicit formulas: 
Case 1. s = 2. Then: u,, = ~lwo + /3zo and u, = pwo . 
Case 2. s = 3. Then: u,, = /3zo - j3wo and ua = OLW~ . The details of 
checking that these formulas are correct is left to the reader. Theorems 1A 
and 1B are now proved. 
5. THE SPECIAL ISOMORPHISMS 
Let p and q be odd primes such that p = 2q + 1, let s be a prime distinct 
from p and q, and set t = 9. We will be concerned with the situation when: 
k(p,s) =F, and k(q, 4 = Ft . 
In this situation, it is natural to compare the quadratic residue (QR) code forp 
over F, with the split quadratic residue (SQR) code for q over F, . These two 
codes are isomorphic in fact when: 
Case 1. p=7, 4 = 3, s = 2. 
Case2. p=ll, q=5, s=3. 
Case 3. p = 23, q = 11, s = 2. 
Our aim will be to establish these isomorphisms explicitly and in as uniform 
a way as possible. 
456 RICHARD RASALA 
Because we are now dealing with 2 primes p and 4 as well as the residue 
characteristic s, we must clarify notation. We will refer to each of the four 
finite fields F, , F, , F, , F, explicitly. Next, to distinguish between objects 
related top and objects related to 9, we will attach an asterisk to the notation 
for the object related to q whenever ambiguity is possible. For example, 
i(2 = F, u { co}and sZ* = F, u (00). In the same spirit, we abbreviate notation 
for the two codes over F, which we are studying: 
QR code for p 
SQR code for q 
Ambient Ambient Code 
space basis space 
V E W 
V* E” W* 
We remark that E = {e,: x E 52) and E* = {g, , h,: y  E sZ*>. Finally we write: 
G = GW, P), G* = GL(2, q), 
H = SW, P), H* = SL(2, q). 
We will also attach an asterisk to elements of G* or H*. 
We now make some opening remarks: 
Remark 1. From p = 2q + 1 with q odd, we see that p = 3, mod 4. 
It follows that E = (2) = -1 and that -1 E N. Also W = W’-. 
Remark 2. We list some consequences of our basic assumption that 
k( p, s) = F, and k(q, s) = F, . First: 
dirnFsV = p + 1 = dimp,V*, 
dim,bW = q + 1 = dim,W*. 
Hence isomorphisms of the type we seek are possible. Also, p and q must 
satisfy strict congruence conditions if p = 2q + 1 holds as well as the basic 
field assumption. Using the tables of Section 3, Step 5, we see that: 
Ifs = 2, then: p = 7, mod 8, and q = 3, mod 8. 
Ifs = 3, then: p = 11, mod 12, and q = 5, mod 12. 
In particular, Cases 1, 2, 3 above are the smallest cases which can occur in 
characteristic 2 or 3. Thus, the special isomorphism fall into a pattern 
familiar in group theory. We have two infinite families of objects, in this case, 
the QR codes and the SQR codes. In general, the two families contain distinct 
objects. However, a few of the smallest objects in the two families coincide. 
We emphasize that we have not proved that there are no other special 
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isomorphisms besides the three we have found, but the study of Parker- 
Nikolai [7] very strongly suggests that no more special isomorphisms exist. 
We now do some preliminary work leading to proving the special isomor- 
phisms. To simplify the comparison of the two codes, we will relabel E* so 
that its elements are indexed by Sz. Note that there are two cyclic groups of 
prime order q in our structures: 
1. The additive group F, = Z/q?!. 
2. The multiplicative group Q within the field F, . 
Now 4 = 22 E Q and 4 # 1, mod p, since p 3 7. Thus 4 generates Q as a 
multiplicative group since Q is cyclic of prime order. Hence the map y  -+ 4* 
defines an isomorphism of F, with Q. Using this map, we define the new 
labeling of E* by: 
4, = g, , dm = hm > 
d +4v =g2)9 d-,, = h, (Y EF*)- 
Note that, by Remark 1, - 1 E N so that the elements -4g E N and y  E F, . 
For later use, we will tabulate the map y  -+ 4~ in the cases we need. 
DEFT 0 1 2 
~YEF, 1 4 2 
YEF, 0 1 2 3 4 
4’JeF 11 1 4 5 9 3 
Y E&I 0 1 2 3 4 5 6 7 8 9 10 
4r E Fs3 1 4 16 18 3 12 2 8 9 13 6 
We also define 7: Sz -+ Q by T(X) = 4x. 
We now give the actions of certain elements of H* = SL(2, q) in our new 
notation. These formulas follow from Proposition 3. 
PROPOSITION 12. A*(d,) = d4= = d,(,) for x E Q. 
PROPOSITION 13. Let m E U* and set b = m2 and c = (:). Then: 
B,*(d,) = c . d, for x = 0, co, 
B,*(d*,) = c . d+,b for XEQ. 
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We also note the following formula about the action of a particular element of 
H = SL(2,p): 
PROPOSITION 14. Let a = &I2 with the sign chosen so that a E Q. Then: 
K44 = e4, = e,(d for xESZ. 
Comparing Propositions 12 and 14, we see that A* acts on the d, basis in the 
same way that B, acts on the e, basis. This suggests that we seek the special 
isomorphisms from among the maps 9): Y* -+ V of the form: 
d&J = edd for xEG, 
where u is a permutation of Sz such that: 
ur = ru. 
Maps p of this form will have the special property that: 
Bag, = VA*, 
In other words, q~ will conjugate the action of A* on V* to the action of B, 
on V. 
This method for choosing the special isomorphisms in fact works. To give 
explicit formulas for (T, we need only define one family yt (t E Q) of permuta- 
tions of Q which commute with r: 
Y,(X) = x if x=0,00, 
= tx if XEQ, 
1 = 
tX 
if XEN. 
We are now ready to state the main result. 
THEOREM 2. The QR code for p over F, is isomorphic to the SQR code 
for q over F, in the following three cases: 
Case 1. p=7, 4 = 3, s = 2. 
Case 2. p = 11, q = 5, s = 3. 
Case 3. p = 23, q = 11, s = 2. 
Moreover, in each case the isomorphism may be taken to be of the form v given 
above where the associated permutation u is defined by: 
Case 1. o = Identity. 
Case 2. u = (0, co) . yg . 
Case3. u=y3. 
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Proof. We must show that y(W*) = W. In the notation of Theorems 1A 
and lB, we must show that v(u,,J E W for 0 < m < 4. To simplify this 
work a bit, we define: 
Then we need only show: y(um) E W and v(uJ E W for 0 < m < q. Next 
we recall that: 
21 m = (A*Ywo) for 1 < m < q. 
Using the formula VA* = B,v, we see that: 
Since W is invariant under B, , the conditions (p(um) E W for 0 < m < q 
can be replaced by the single condition I E W. This means that we are 
reduced to showing: 
(1) dum> E w 
(4 duo) E w. 
Step 1. Formulas for u, . 
We will use the component matrices of Theorems 1A and 1B. The rows 
in each such matrix contain the components of u. ,..., u9. Thus u, has com- 
ponents obtained by summing all the rows of the matrix. To compute this 
sum, we need: 
LEMMA 11. Let C be a circulant matrix whose$rst row entries have the form 
given in Theorems 1A OY IB. Then, the sum of the entries in any YOW or column 
is zero. 
Proof of the Lemma. The elements in any row or column are the elements 
ci for 0 < i < q. Thus we must show: 
When s = 3, this is trivial from Theorem 1B. When s = 2, the sum is made 
up of one summand equal to Y (mod 2) and Y summands equal to 1 where 
q = 2r + 1 and Y is the number of quadratic residues mod q. It follows 
that the sum is equal to 2r, mod 2, and is therefore zero. 
The lemma shows that the circulant gives no contribution to u, . 
Next, in all three cases of interest, v = 1. Finally, the sum of the entries in 
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the last column is equal to q (mod s). Thus, we obtain the following formulas 
for u, , where y E Q* and x E Q unless noted: 
When s = 2: u, = C g, + C h, = C d, . 
Whens=3:u,=Ch,+C,,,g,-g*=C,,,d,-dd,. 
Step 2. Formulas for wo E W. 
Since K(p, s) = F, , we see from the tables in Step 5 of Section 3 that 
S=+lifs=2and6=--1ifs=3.Thus: 
When s = 2: wo = C e, . 
When s = 3: wo = x:,+oc e, - e, . 
Step 3. y(um) = wo , and thus p)(u,) E W. 
By comparing the formulas for u, and wo in Steps 1 and 2, we see that 
cp(u,) = wo when s = 2 no matter what o is an when s = 3 if u interchanges 
0 and 03. 
Step 4. Formulas for ua . 
The general formulas for u,, are given in Theorems 1A and 1B. In the cases 
of interst, the constants are given by: 
Whens=2:r = l,mod2. 
When s = 3: v = 1. 
We now use the tables of y -+ 4~ to give the explicit formulas in terms of the 
basis (dz}. 
Case 1. p = 7, q = 3, s = 2. 
uo = ga + go + ho + h, 
= 4, + 4 + d-1 + d-4 
= do + 4 + 4 + do . 
Case 2. p = 11, q = 5, s = 3. 
uo = gm + gl + g, - gz - g3 + ho 
= do + d4 + d3 - d, - d9 + d-, 
= 4, + 4 + 4 - d, - do + 40 . 
Case 3. p = 23, q = 11, s = 2. 
uo = gm + go + ho + h, + h, + h, + 4, + ho 
= 4, + 4 + d-1 + d-4 + de,, + d-3 + d-n + d-1, 
= 4, + 4 + 4 + 40 + 41 + 4e + dzo + 4, . 
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Step 5. Formulas for u. 
Case 1. p = 7 and u = Identity. 
Case 2. p = 11 and CJ = (0, co) * ys . Since Q = 5, mod 11, we have: 
u = (0, oo)(l, 9, 4, 3, 5)(2, 10,6, 8,7). 
Case 3. p = 23 and v = ya . Since 4 = 8, mod 23, we conclude that 0 
is the product of the two cycles given below: 
(1, 3,9,4, 12, 13, 16, 2, 6, 18, 8) 
(5, 17, 21, 7, 10, 11, 19, 14, 20,22, 15). 
Step 6. Formulas for p)(uJ. 
These formulas follow directly from Steps 4 and 5. 
Case 1. v(uo) = e. + el + e3 + e, . 
Case 2. y~(z4~) = e, + e5 + e, - e, - e4 + e, 
= e, - el + e3 - e4 + e5 + e6. 
Cme 3. duo> = eO + e3 + e17 f ell + e19 + e14 + e22 + e15 
= e. + e3 + ell + e14 + e15 + e17 + 6, + ez2 . 
Step 7. Formulas for zo E W. 
Using k( p, s) = F, and the tables in Step 5 of Section 3, the general 
formulas for xo reduce in our cases to: 
Case 1. p = 7, q = 3, s = 2, 
z0 = 3eo + C et = e, + el + e2 + e4 . 
tco 
Case 2. p = 11, q = 5, s = 3, 
~0 = Se0 + C-1) 2 et 
( 1 tea 
= (--l)(eo + el + e3 + e4 + e5 + 4. 
Case 3. p = 23, q = 11, s = 2, 
zo= Ileo+ C et 
t=o 
= e. + 6 + e2 + e3 + e4 + e, 
+ e3 + eQ + e12 + e13 + e16 + e18. 
Step 8. The final step. 
462 RICHARD RASALA 
It remains to show that q(uu) E W. By Theorem C, W has a basis consisting 
of wo and Am@,) for 0 < m < q. Since W = WL, it is enough to show that: 
1. M%), wo) = 0, 
2. M4> A”(zoN = 0 for 0 < m < q. 
Using the explicit formulas of Steps 2, 6, and 7, these formulas can be 
checked by hand in a few minutes. We therefore leave the details to the reader. 
The proof of Theorem 2 is now complete. 
Remark. The specific maps cr were found by trial and error once the 
condition 0~ = TU narrowed the possibilities. This search was fairly simple 
since a failure in conditions 1 or 2 of Step 8 would lead to rejection of the 
proposed o. A priori, when s = 3, it might have been necessary to use 
monomial maps, but fortunately things worked out more easily. 
6. GENERATORS OF THE PERMUTATION GROUPS OF THE SPECIAL CODES 
By the “special codes” we will mean the three QR codes which admit 
special isomorphisms with corresponding SQR codes. We aim to give 
generators for the permutation groups of these special codes. In addition to 
the generators which one can see directly from the special isomorphisms, we 
will obtain the generators of Conway [2]. 
The three special codes are the QR codes for p = 7, 11, 23 over F, , F3 , 
F, respectively. For one of these codes, we let I’, denote its automorphism 
group and A, its permutation group. When the base field is F, , r, = A, . 
When the base field is F3, r, maps onto A, in a 2-to-1 manner with kernel 
consisting of &1. We are mainly interested in A, . In Section 2, we discussed 
A, in some detail. For the moment, we simply state: 
A,, is the Mathieu group Ml, , 
A,, is the Mathieu group M,, . 
A, acts on Q and contains PSL(2, p) in its natural action. Due to the special 
isomorphisms, A, also contains a copy of PSL(2, q). We wish to describe how 
this PSL(2, q) acts on J2. In the permutation group of the SQR code, PSL(2, q) 
acts in the natural way on the two copies fin* and D* of the projective line for 
q. We must see how the set 9* u 8* corresponds to Q under the special 
isomorphisms. Now, the introduction of the d, notation corresponds to a 
bijection p of sZ* u g* with Gr defined by: 
p(a) = 0, P(Y) = +4”, 
p(Z) = a, P(y) z: -4y for YEF,. 
SPLIT COD*! 463 
The special isomorphism of the SQR code with the QR corresponds to the 
additional map u. Thus, the l-to-l map of sZ* u a* onto Sz that we are 
seeking is the composite mapf = up. Wenow tabulatef. 
Case 1. 
y 00012 
f(Y) 0 1 4 2 
f(r) ~0 6 3 5 
Case 2. 
f(‘Y, co m 0 9 3 1 2 1 4 3 4 5
f(r) 0 6 2 8 10 7 
Case 3. 
Y CxJ 0 12 3 4 5 6 7 8 910 
f(Y) 0 3 12 2 8 9 13 6 1 4 16 18 
f(r) co 15 14 10 17 22 19 7 5 20 11 21 
These tables were found using the tables for y + 4” of Section 5 and the 
cycle formulas for u from Step 5 of the proof of Theorem 2. 
If M* E PSL(2,q) and if we view M* as acting in the same way on 52* and 
8*, then let f [M*] denote the corresponding permutation of J2 obtained by 
using f to transfer the action. A basic fact is: 
FACT. A, is generated by PSL(2, p) and f [PSL(2, q)]. 
For p = 7, we have sketched a proof of this fact in discussing Results A 
and B in Section 2. For p = 11 and 23, we refer the reader to Conway [2], 
The arguments involved are primarily combinatorial. One must develop 
enough detailed information about the codes to get an upper bound for the 
size of the permutation group and then one must show that the two PSL 
groups do generate a permutation group of that size. Conway also shows that 
A,, = Ml, and A,, = Mz4, since his investigations of the codes naturally 
lead to certain Steiner systems which, according to the classical work of 
Witt [13, 141, means that the Matheiu groups are precisely the groups 
appearing here as A,, and A,, . 
We return now to the question of explicit generators of A, . By Fact 2 of 
Section 1, H* = SL(2, 4) is generated by A* and C*. Hence, by the above 
Fact, A, is generated by PSL(2, Q) together with f [A*] and f [C*]. Here we 
464 RIBIIARD RASALA 
have a slight abuse of notation since we use A* and C* to denote both elements 
of SL(2,q) and permutations of Q* u a*. We assert: 
f[A*] = 7 EPSL(~, p) where T(X) = 4x. 
Indeed, we have seen that the special isomorphism q~ transfers A* to B, and 
that B, is a permutation map with underlying permutation T. This proves the 
assertion. As a consequence, we have: 
FACT. d, is generated by PSL(2, p) andf[C*]. 
We now tabulate C* andf[C*] as permutations of Q* and Sz: 
Case 1. c* = (co, O)(l, 2). 
f[C*l = (a, W, 1X2,4)(3, 5). 
Case 2. C* = (co, O)(l, 4)(2)(3). 
fF*l = (00, fW, W, 7)(3, 5)(1)(4)(WO). 
Case 3. C* = (00, O)(l, 10)(2, 5)(3,7)(4,8)(6,9). 
f[C*l = (~0, 15)(0,3)(1,8)(2, 13)(4, W, 17) 
(6, 16)(7, ll)(lO, 19)(12, 18)(14, 21)(20,22). 
Notation. Henceforth, we abbreviatef[C*] as J. 
Since PSL(2, p) is generated by A and C viewed as permutations of 52, we 
can summarize the preceding work by: 
FACT. d, is generated by A, C, and J. 
In his study of the Mathieu groups, Conway adjoins different elements 
to PSL(2, p) to generate the Mathieu groups. We obtain his elements as 
follows: 
Case d,, = M,, : Let ME PSL(2,q) be the element M(y) = --y. 
Then: 
M = c=)(w, 4)(2,3), 
fW1 = (~NNWU 4)(2, 7)(3, 5)(% 10). 
Next let L E PSL(2, p) be the element L(x) = 5x. Then: 
L = (~)(O)(l, 5,394, 9)(2, 10,6,8,7). 
I f  we conjugatef[M] by L then we obtain: 
L *f[Ml *L-l = (=3)(0)(1)(8)(2, 10)(3,4)(5,9)(6, 7). 
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This is exactly the permutation adjoined by Conway to PSL(2, 11) to generate 
Ml2 * 
Case A,, = Ma,: Let M EPSL(~, q) be the element M(r) = 3~. Then: 
M = (co)(O)(l, 3,9, 5,4)(2,6,7, 10,s) 
f[Ml = (~)(0)(3)(15)(1, 1% 4,2>6)(5> 21,20, 1% 7) 
(8, 16, 13, 9, 12)(11, 19,22, 14, 17). 
The permutation f[M] is exactly the permutation adjoined by Conway to 
PSL(2, 23) to generate Mz4 . 
We conclude this section with some remarks which will be useful when we 
discuss the embedding of Ml, into Mz4 in the next section. 
When we constructed the QR codes, we had two possible choices for the 
code space, namely, W, and W, . By Theorem B, the two codes we obtain 
are isomorphic. If p = 3, mod 4, then -1 E N and the map D = D-, gives 
an explicit isomorphism. By Proposition 3, D acts as follows: 
D(e,) = --em D(e,) = e-, for t EF. 
In particular, the monomial map D has as its underlying permutation the map 
Y given by: 
Y(x) = -x for x E 52. 
Now suppose we are in the situation of the special isomorphisms. Our 
standard QR code then has code space W = Wo . The automorphism group 
of this code is r, and the permutation group is A, . In view of the fact that 
SL(2,p) leaves both W, and W, stable, we may ask if the larger group r, 
leaves both W, and W, stable. The answer is no. We now explain why. 
First, generalizing our earlier notation, we will write L[M] for the con- 
jugate LML-1 of M by L. Then since D is an isomorphism of the two codes 
and Y is its underlying permutation, we have: 
D[T,] is the automorphism group of the QR code with code space W, , 
Y[A,] is the permutation group of the QR code with code space W, . 
The main point is then: 
PROPOSITION 15. Y[A,] # A,. Hence D[r,l # r, . In particular, r, 
does not leave W, stable. 
Proof 
Case 1. The base field is F2 and p = 7 or 23. 
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In this case, d, = r, . To show that Y[O,] $I .4, , it suffices to show that 
Y[Jj viewed as an element of r, does not leave Wo stable. Since (Wo)l = 
W, , it suffices to show that Y[j](zo) is not orthogonal to at least one of the 
elements Am(z,) for 0 < m < q. The details of checking this assertion are 
left to the reader. 
Case 2. The base field is Fa and p = 11. 
Since our basic assertion is on the permutation level and since F3 has two 
nonzero scalars, we cannot argue on the monomial level. We will therefore 
need a special known fact about d,, = Mi,: 
Mr, is sharply 5-transitive on G. Therefore, two permutations in Mia 
which agree on 5 points must agree on all 12 points. 
We will use this to show Y[J] # Ml, so that Y[M,,] # Ml, . By direct 
calculation, we have: 
J = (~0, WA 6)G 7X3, 5)(1)(4)(UO, 
WI = (~0, NO, 5X4,9)(6, fN)(3)(7)(% 
J. WI = (~,7,2,9,4)(0,3,5,6,8N)(~O). 
Now consider the element J’ E PSL(2, 11) C Ml,: 
Then: 
J’(x) = (2 + 3)/(3x + 1). 
J’ = (m,4, 9,Z 7)(0,3, 5,6,8)(1)(10). 
Thus, J’ and J * Y[J] g a ree on exactly 7 of the 12 points of G. This shows 
that J * Y[fl cannot belong to Ml, , hence, Y[j] 4 Ml, as desired. 
7. THE EMBEDDING OF Ml, INTO M,, 
Ml, is the permutation group of the QR codes for p = 11 over F3 . We will 
show how to let M,, act as automorphsism of the SQR code for p = 11 over 
F2 . This will lead to an embedding of M,, into Mz4 . As a byproduct, we 
construct an outer automorphisms of Ml,. 
The argument has the following structure. The original action of Ml, is on 
Qll * To define an action of M,, as automorphisms of the SQR code for 
p=ll overF,, we must give an appropriate action of Ml, on the set 
Gir u ai, . This is the crucial step. Next, the SQR code for p = 11 over F, 
is isomorphic to the QR code for p = 23 over F, . Using the map 
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tabulated in Section 6, we can transfer the action of Ml2 to 52, and get an 
action of Ml, as automorphisms of the QR code for p = 23 over F, . Since 
r,, = A,, = Mz4, this action embeds M,, into MS4 . 
We use the notation and results of Section 6. Here A and C will mean the 
standard generators of PSL(2, 11) and J will denote the additional element 
adjoined to PSL(2, 11) to generate Ml, . We also need: 
Notation. If R and S are permutations of !& , let (R, S) denote the 
permutation of Sz,, U Qll , which is R and a,, on S on or, . 
PROPOSITION 16. There exists a unique group isomorphism A of Ml, to 
Y[[n&,] such that: 
1. For SEM~~, the permutation (AS, S) is an automorphism of the SQR 
code for p = 11 over Fz . 
2. A is the identity on PSL(2, 11). 
3. A] = !P[Jj. 
In particular, the map S + (AS, S) embeds Ml, in the automorphism group of 
the SQR code for p = 11 over F2 . 
PROPOSITION 17. The map S 2 Y[hS] is an outer automorphism of Ml2 
of order 2 such that: 
p(A) = A-1 CL(C) = c CL(J) = 1. 
Proofs. The first three steps are preliminary. Then we get to the main 
points. 
Step 1. Formulas for h. 
Assuming X exists, we obtain formulas for X on the generators A, C, and J 
of Ml, , which shows that h is unique. The formulas are a consequence of 2 
and 3 of Proposition 16 and state: 
X(A) = A X(C) = c w = WI. 
Step 2. Formulas for conjugation by Y. 
Since Y(X) = --x and Yz = I, it is easy to show that: 
1. Y[A] = A-l and Y[C] = C. 
2. wwll = J* 
From 1, we see that qPSL(2, 1 l)] = PSL(2, 111. By Proposition 15, we 
know that Y[M,,] f Ml, . The formulas show that Y[M,,] is generated by A, 
C, and Y[J]. 
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Step 3. Formulas for p. 
The formulas for p stated in Proposition 17 follow immediately from the 
formulas in Steps 1 and 2. 
Step 4. Set L = (ul[/], J). Then L is an automorphism of the SQR code 
forp = 11 overF,. 
Let W be the code space for the SQR code for p = 11 over F, . We know 
that W = Wl from the corresponding fact for the isomorphic QR code for 
p = 23 over F, . Thus to show that W is stable under L, we must, by 
Theorem 1A. show that: 
(Wi), Ui) = 0 for O<i, j<ll. 
We leave this check for the reader. We remark only that the correct form for 
L was discovered by reversing the process: given that L acts as J on Qr, , the 
requirements on the inner products uniquely force the action of L on J?,, and 
show that this action is via Y[ J]. 
Step 5. Existence of h. 
Let P be the permutation group generated by PSL(2, 11) and L where 
S E PSL(2, 11) acts as (S, S). Since, with the given action, PSL(2, 11) is 
in the automorphism group of the SQR code for p = 11 over F2 , we see 
from Step 4 that P is also in this automorphism group. 
Now, P is generated by (A, A), (C, C), and L = (Y[J], J). Consider the 
form of a typical element (& S) in P. Then: 
1. I? lies in the group generated by A, C, and Y[ J]. 
2. S lies in the group generated by A, C, and J. 
In view of Step 2, R E !#‘[&I,,] and S E MI, . Define homomorphisms 7rTi for 
i= 1,2by: 
=l' * p - w%I by QG 4 = R 
772. *P-M,, by r2(R, S) = S. 
We assert that 7~~ is a group isomorphism for i = 1,2. Clearly wi maps onto. 
Furthermore, any element (R, S) in the kernel of some ri is such that R or S 
is the identity so that (R, S) fixes at least 12 points. Since P is a subgroup of 
the automorphism group of the SQR code for p = 11 over F2 and hence is 
isomorphic to a subgroup of I’,, = d,, = M2* , we can invoke the following 
known fact about M,,: 
A nonidentity element of M,, cannot fix more than 8 points. 
Hence, each Z~ has trivial kernel and is therefore an isomorphism. 
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We define X = 7r1 0 (r&l so that X: M,, ---f Y[Mrs]. Then, we can restate 
the above work as: 
LEMMA 12. The elements of P are exactly those of the form (AS, S) for 
SEMIS. 
Using Lemma 12, we finish the proof of Proposition 16. Since P acts as 
automorphisms of the SQR code, assertion 1 follows. Assertions 2 and 3 
follow since (S, S) E P for S E PSL(2, 11) and [Y[j], J) E P. 
Step 6. p is an outer automorphism. 
Suppose p is inner, say, p is conjugation by an element S E Ml, . Then S 
is an element of the alternating group A,, which normalizes the cyclic group 
generated by the II-cycle A. Now: 
/L(A) = SAS-’ = A-l. 
However, it is an elementary fact that: 
I f  S E A,, and SAS-1 = Ai, then i is a square mod 11. 
Since -1 is not a square mod 11, our assumption that p is inner leads to a 
contradiction. 
The proofs of Propositions 16 and 17 are now complete. 
We have already explained how to use Propositions 16 to get an embedding 
of Ml, into Mz4 . Let us simply see what happens to each of the generators A, 
C, JofMn. 
Since X is the identity on PSL(2, 1 I), the embedding of PSL(2, 11) is 
exactly the one already studied in the context of the special isomorphisms. 
Hence: 
1. A maps to 7, where T(X) = 4x, 
2. C maps to the generator J = Jt3 of MS4 . 
For computing the image of J = Jll , we proceed in steps: 
J = (~0, O)(O, 6)(2,7)(3, 5). 
Y-A = (~0, W, 5)(4,9X6,8). 
(XJ, J) = (QUO, 5)(4,9)(6, WOO, 9)@, a)@, 3)(3 5). 
f [(AJ, J)l = (~0, 11)(0,2)(3, 13)(4, 6)(5, 10)(7, 15)(9, 16X17, 19). 
Thus the elements 7, J?,, , and the final permutation listed above give gener- 
ators of a subgroup of Mz4 which is isomorphic to Ml, . 
&I/.+2/2-12 
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8. FINAL REMARKS. 
In conclusion, we make some remarks on related topics and papers. 
Remark 1. We have studied three cases in which the permutation group 
of the QR code for p over some base field F, is larger than PSL(2, p). There 
is only one other case known to us, namely, when p = 5, the base field is 
F4 , and the permutation group is A, . In this case, the code is so small that 
the reader can easily write out all code vectors and check that any 3-cycle 
lifts to a monomial automorphism of the code. Note that the base field is not 
of prime order. 
The occurrence of the alternating group A, as the permutation group of the 
above code seems quite extraordinary. It is probable that the following is true: 
Conjecture. If  p > 5, then a QR code for p over any base field F, has its 
permutation group a proper subgroup of A,+i . 
Remark 2. Let d be the permutation group of a QR code for some prime 
p > 5 over some base field F, . I f  the above conjecture holds, then: 
PSL(2, P) < d < A,,, * (*I 
Ifp happens to have the form 2q + 1 where q is prime and if 23 < p < 4079, 
then the computational study of Parker-Nikolai [7] together with (*) would 
show that d = PSL(2, p). Hence, granted the conjecture, no special isomor- 
phisms of the type we have studied can exist for p in the above range. This 
makes it seem likely that we have found all of the special isomorphisms of the 
type studied. 
Remark 3. In a brief paper, Turyn [lo] gave a new construction of a code 
isomorphic to the QR code for p = 23 over F, . In his thesis, Robert T. 
Curtis [3] gave, in effect, the same construction and then used it to develop 
the properties of Mz4 in a beautiful manner. The construction starts from the 
two QR codes for p = 7 over F, . Let V, IV0 , and IV, be the structures for 
the two p = 7 codes. Then, define: 
New Ambient Space: V @ V @ Tr; 
New Code Space: The set of vectors in V @ V @ I’ of the form 
(U + w, v  + w, u + v  + w) where u, v  E IV, and w E W, . 
The new ambient basis is the union of three copies of the old ambient basis, 
one copy for each coordinate in the direct sum. We refer the reader to Curtis 
for further developments. We mention that Feit [5] has studied the same 
construction starting with the QR code for p = 31 over F, and, in passing, 
with the QR code for p = 23 over F, . 
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Remark 4. Pless [8] has given a variety of characterizations of the Golay 
codes. We might have used these results to obtain the special isomorphisms. 
However, we preferred the route which led to explicit formulas for the 
isomorphisms. 
REFERENCES 
I. E. F. ASSMUS, JR. AND H. F. MATTSON, JR., New 5-Designs, /. Contbinatoriul 
Theory 6 (1969), 122-151. 
2. J. H. CONWAY, Three lectures on exceptional groups, in “Finite Simple Groups” 
(M. B. Powell and G. Higman, Eds.), Academic Press, London, 1971. 
3. R. T. CURTIS, On the Mathieu group M 14 and related topics, Thesis, Sidney 
Sussex College, Cambridge, England, June, 1972. 
4. L. DORNHOFF, “Group Representation Theory, Vol. A: Ordinary Representation 
Theory,” Marcel Dekker, New York, 1972. 
5. W. FEIT, A self-dual even (96, 48, 16) code, IEEE Trans. Information Theory 
20 (1974), 136-138. 
6. M. KARLIN, New binary coding results by circulants, IEEE Trans. Information 
Theory 15 (1969), 81-92. 
7. E. T. PARKER AND P. J. NIKOLAI, A search for analogues of the Mathieu groups, 
Math. Tables Aids Comput. 12 (1958), 38-43. 
8. V. PLESS, On the uniqueness of the Golay codes, J. Combinatorial Theory 5 
(1968), 215-228. 
9. V. PLFSS, Symmetry codes over GF(3) and new 5-designs, J. Combinatorial 
Theory 12 (1972), 119-142. 
10. R. J. TURYN, A simple construction of the binary Golay code, A note produced 
under Contract AF 19(628)-5998 of the Office of Aerospace Research at the Air 
Force Cambridge Research Labs (USA). 
11. H. N. WARD, Representations of symplectic groups, J. Algebra 20 (1972), 182-195. 
12. H. N. WARD, Quadratic residue codes and symplectic groups, J. Algebra 29 
(1974), 150-171. 
13. E. WITT, Die 5-fach transitive Gruppe von Mathieu, Abh. Math. Sem. Univ. 
Hamburg 12 (1938), 256-264. 
14. E. WITT, Uber Steinersche Systeme, Abh. Math. Sem. Univ. Hamburg 12 (1938), 
265-274. 
