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Introduction
The task of drug design has traditionally been dependent on nature, with some of the most effective drugs, like morphine and penicillin, having been obtained from natural sources. Their power stems from their unique structures that have evolved over millions of years of random variation and natural selection. But a potential drawback of the natural processes is that they are extremely slow. Therefore, for developing and commercializing drugs within a reasonable amount of time, pharmaceutical companies have devised proactive drug discovery methods, including a recent innovation called rational drug design. In this approach, researchers build and test small drug-like molecules based on prior knowledge about the three-dimensional structures of known drug molecules. Quantitave structure activity relationship (QSAR) [1] [2] studies form an integral part of rational drug design. However, this approach has its own limitations, since it's not always clear which variations on known molecules are worth testing. Identification or design of drug molecules, without assuming any similarity with some known structure, that can target proteins crucial for the proliferation of microbial organisms, cancer cells or viruses is one of the important approaches in drug design. Such molecules can disrupt the action of the target protein, that sustain viral proliferation, by binding to its active site; thereby nullifying its activity which can be lethal to us. Therefore the task of accurately predicting the structure of the potential inhibitors, while utilizing the knowledge about the structure of a target protein, is another important area of research.
Genetic algorithms (GAs) [3] [4] [5] [6] [7] are randomized search and optimization techniques guided by the principles of evolution and natural genetics, and have a large amount of implicit parallelism. GAs perform mulitimodal search in complex landscapes and provide near optimal solutions for objective or fitness function of an optimization problem. They have diverse application in the fields as diverse as pattern recognition, image processing, VLSI design, neural networks etc. [8] [9] . GAs have also been applied to the domain of bioinformatics [10] [11] [12] [13] including that of drug design [14] [15] [16] [17] [18] [19] [20] . The approach adopted in [20] is based on the use of genetic algorithms for evolving small molecules represented using a graphical structure composed of atoms as the vertices and the bonds as the edges. The task in [20] is to determine the effectiveness of GAs in evolving a molecule that is similar to a target molecule. Thus knowledge about the target molecule is assumed, which may not be readily available in many situations.
Another approach for ligand design, that is based on the presence of a fixed pharmacophore and that uses the search capabilities of genetic algorithms, was studied by Goh and Foster [16] , where the harmful protein human Rhinovirus strain14 was used as the target. This pioneering work assumed a fixed tree structure representation of the molecule on both sides of the pharmacophore. Evidently, an a priori knowledge of the size of the tree is difficult to obtain. Moreover, it is known that no unique ligand structure is best for a given active site geometry. Therefore, in this study, we propose to use variable length representation of the trees on both sides of the pharmacophore for designing the ligand molecule. Variable string length genetic algorithm [21] is used for this purpose. Note that, in contrast to [16] , here the chromosome, that encodes the ligand tree, can be of any size. This is a more natural representation since the size of the active site will itself be different for different proteins. In this article, we significantly extend the work in [16] by experimenting with a vast suite of proteins with different characteristics of the active site. Moreover, the two-dimensional molecules designed using genetic algorithms are now represented in three dimensions using a tool Insight II (MSI/Accelrys, San Diego, CA, USA). Thereafter the conformations and the energies of the protein-ligand interaction obtained using another software GOLD [22] are computed.
Relevance of genetic algorithm for drug design
One of the chief approaches in the field of drug design is the identification of proper ligands so that they can be used to generate the structure of a drug molecule. In general one or more proteins are typically involved in the bio-chemical pathway of a disease. The treatment aims to appropriately reduce the effect of such proteins, by designing a ligand molecule that can bind to its active site. That is, the structure of a ligand molecule is evolved from a set of groups in close proximity to crucial residues of the protein; a molecule is thereby designed that fits the protein target receptor such that a criterion (for example, van der Waals interaction energy) is optimized. Such an approach is adopted in this article.
Assuming that the number of functional groups is g, and the number of positions (in which these functional groups may appear) in the ligand is p, then the number of possible conformations is g p . This is obviously a combinatorial optimization problem that cannot be solved by traditional methods since the time required would increase exponentially with the value of p. Consequently, application of efficient search and optimization techniques that can provide good (though not necessarily optimal) solutions in reasonably fast becomes imperative for the drug design problem.
Evolutionary computation is a class of search and optimization tools that have proved to be very popular and effective in solving hard and complex problems [12] . The principal components of evolutionary computation are genetic algorithms, evolutionary strategies, evolutionary programming and genetic programming. All these techniques are population based search mechanisms where the parameters of the search space are encoded, and the solutions evolve over a number of generations. Among these, genetic algorithms are widely used by researchers for solving a variety of problems very effectively. Based on this, GAs have been used in this article for solving the problem of ligand design. However, other evolutionary optimization techniques can be used as well for this purpose. We have also implemented evolutionary programming (EP) technique to solve the above problem and have obtained similar results.
In GAs, the parameters of the search space are encoded in the form of strings (called chromosomes). A collection of such strings is called a population. Initially, a random population is created, which represents different points in the search space. An objective and fitness function is associated with each string that represents the degree of goodness of the string. Based on the principle of survival of the fittest, a few of the strings are selected and each is assigned a number of copies that go into the mating pool. Biologically inspired operators like crossover and mutation are applied on these strings to yield a new generation of strings. The process of selection, crossover and mutation continues for a fixed number of generations or till a termination condition is satisfied.
Since the work proposed in this article is based on the approach adopted in [16] , where GAs are used to design a ligand molecule assuming a fixed tree structure on both sides of the pharmacophore, we describe its basic principles briefly in the next section.
Genetic Algorithms for Ligand Design
GAs have been used earlier for different classification and clustering tasks [21] , [23] . Recently, an application of GA has been reported in the area of structure based drug design [16] . It attempts to find the structure of a drug molecule for known barrel shaped protein target molecule, the rhinoviral protein, obtained from human rhinovirus strain 14. It uses a two-dimensional model of the system. Here a ligand molecule is assumed to adopt a fixed tree structure on both sides of the pharmacophore, whose location is fixed. Figure 1 shows a diagrammatic representation of the barrel shaped active site of rhinoviral protein, and the fixed tree structure of the ligand assumed in [16] . Note that the left hand side of the tree has seven nodes while the right hand side has ten nodes. Each node of the tree is filled up by a group selected from among a set of seven groups shown in Figure 2 . A fixed string length representation of the chromosome in the GAs is used that encodes the functional groups that are placed at the different nodes of the tree (shown inside the active site in Figure 1 ). The van der Waals interaction energy among the functional groups of the ligand and the closest residue of the active site of the target protein is taken as the minimizing criterion. Evidently, the knowledge about size of the ligand tree, which is dependent on the geometry of the active site, is difficult to estimate a priori. Moreover, there is no unique best ligand structure for a given active site geometry. Hence the method of [16] , a pioneering work in the field of computer aided evolutionary drug discovery, was bound by design not to generalize. This motivated the work reported in this article, where a variable string length GA based technique is proposed, which will be applicable for protein active sites with differing geometries. [16] (the bond lengths are given in [24] ).
In the present study the size of the tree representing a drug molecule has been made variable, and for that purpose the concept of variable length strings in GAs (VGAs) has been adopted [21] , [23] . Unlike conventional GAs, here the length of a string is not fixed. New crossover and mutation operators are accordingly defined in order to take care of the variable length chromosomes.
Chromosome representation and population initialization
As in [16] , a chromosome will encode an entire tree structure on one side of the pharmacophore, with the nodes being filled up by the groups shown in Figure 2 . However in contrast to [16] , the size of the tree (and hence the length of the chromosome) will be variable. For practical purposes, the size of the tree has an upper limit, l max , and a lower limit, l min that is guided by the size of the active site. Moreover, the position of the pharmacophore is also guided by the structure of the active site. Note that in [16] , the size of the left tree is seven and that of the right tree is ten. For initializing chromosome i, first a random integer l i (representing the length of the chromosome) in the range l min to l max is generated. Thereafter each gene position is filled up by a group chosen randomly from the aforementioned 7 groups (see Figure 2 ). The remaining (l max -l i ) positions are filled up by #s (which denote the don't care symbol). For example, suppose that l max = 8, the size of the right tree i.e., l i is five, then a chromosome may look like 01252###. The corresponding right tree is shown in Figure  3 . 
Fitness computation
Fitness evaluation is based on the proximity of the residues in the active site to the closest functional groups and the chemical properties of these pairs. Note that the distance between a residue of the target protein receptor and its closest functional group should be at most 2.7Å for the molecules to interact and should not be closer than 0.65 Å for avoiding steric contact. Therefore the chromosomes whose functional groups do not meet these constraints are penalized. If the functional group closest to a particular residue of the receptor target is in a different electronic environment, then again a penalty is imposed. For example, the residue MET 224 is a methionine residue, which is hydrophobic. The group closest to it (present in the drug molecule) should also be a hydrophobic group for the drug molecule to score a good fitness value. The van der Waals energy value is computed which is given by [(C n / r 6 ) -(C m / r 12 )], where n and m are integers and C n and C m are constants [25] . The van der Waals energy was computed using the energy expression as given by van der Waals. The total energy of the chromosome is the sum of all the energy terms as obtained by calculating the interaction energy between the groups to be used in specific positions of the evolved drug molecule and the amino acid residues present at the active site of the protein target receptor. Note that as aforementioned, when a penalty is imposed on particular unfavorable conformations of the molecule being evolved, in effect its energy is increased by adding a large positive integer. The fitness value is taken as the inverse of this energy, the maximization of the fitness by VGAs leads to the minimization of the energy.
Genetic operators
The genetic operators in VGA are selection, crossover, and mutation.
Selection:
In order to select the best-fit parents from a mating pool the principle of roulette wheel [3] for implementing the proportional selection strategy is employed. The parents are selected according to their fitness values. The better fitness of the chromosomes, the more is the likelihood of their selection.
Crossover: The crossover operator in VGA approach is modified as follows: During crossover between two chromosomes of unequal length, the chromosome with smaller length is padded with # (don't care for example) symbols and standard single point crossover is performed. As an example, let there be two chromosomes as: Mutation: Each position of the offspring is considered in turn. It is first checked whether mutation should at all be performed or not according to a mutation probability value. In case the position is to be mutated, then it is checked whether the position contains a valid integer or #. If it contains an integer, then this position is set to # with a probability u/l, where u = number of #s in the chromosome and l = length of the chromosome. Otherwise, conventional mutation is performed. (In conventional mutation, the value at that position is replaced by an integer randomly selected from the range (0-6) corresponding to some other functional group.) If the position contains a #, then it is set to an integer I the range (0-6) (chosen randomly) according to probability (l-u)/l. At the end all the #'s are moved to the end of the string, and are subsequently removed. As an example, consider the chromosome 1024##45, which may be converted to 132432#5, and finally to 1324325 after removal of the #.
Experimental Results
Five proteins, with known active site conformations, are taken for the purpose of experimentations. These are HIV-I Nef protein [26] , HIV-I Integrase [27] , Retroviral protease [28] , HIV-I capsid protein [29] , and Rhinoviral protein obtained from human rhinovirus strain 14 [16] .
The coordinates of the proteins were obtained from Protein Data Bank [30] . The human rhinovirus strain 14 is a causative agent of common cold. HIV-I Nef protein is retroviral protease acting on proteins of host cells. HIV-I Integrase accelerates virulent progression of acquired immunodeficiency syndrome (AIDS) by its interaction with specific cellular proteins involved in signal transduction and host cell activation. Retroviral protease is a protein present in the envelope of the virus that surrounds the retroviral cellular organization. This protein is essential for the structural arrangements of the viral cellular organization. HIV-I capsid protein is the protein present in the outer covering of the virus. The absence of the protein leads to the disorganization of the viral cellular materials. Note that four of the above mentioned proteins (viz., HIV-I Nef protein, HIV-I Integrase, Retroviral protease, HIV-I capsid protein) are known to be involved in the proliferation of the virus causing AIDS inside host cells, though each has a separate function.
The active site geometry of these proteins varies from a barrel shaped structure to an ellipsoidal one. The aim is to find non-peptide molecule(s) to fit into the given active sites. From the active site geometries of the molecules it is quite clear that any appropriate drug molecule must be flexible enough to bend in order to fit into protein target site. This flexible backbone is part of a pharmacophore. The essential part of the pharmacophore is found to have more or less the same structural arrangement of groups, i.e., they are made up of alkyl chains, which make them hydrophobic enough in order to fit into the hydrophobic core of the protein target sites.
The C programming language on the UNIX platform is used to perform the task. The mutation rate is taken to be 0.01. One point crossover with a rate of 0.8 is used. Population size is taken to be equal to 200 and the algorithm is run for 500 generations. Results are taken for different possible positions of the pharmacophore within the active site, and the evolved ligand having the lowest energy value is taken as the solution.
Figures 4A-8A show the two-dimensional geometries of the ligands designed using the earlier method [16] for the five different proteins HIV-I Nef, HIV-I Integrase, Retroviral proteases, HIV-I capsid, and Rhinoviral protein respectively. Figures 4B-8B show the same molecules in a three-dimensional view (which is obtained using Insight II [MSI/Accelrys, San Diego, CA, USA]) appropriately docked into the active site of the corresponding proteins (where the docking is obtained using GOLD [22] ). The target proteins are shown in ribbon form, while the ligand is represented in Corey-Pauling-Koltun (CPK) form, where the balls denote the atoms.
The two dimensional ligand molecules evolved using the proposed VGA based method are presented in Figures 4C-8C for the five proteins. Figures 4D-8D show the three-dimensional geometries of the protein-ligand docking for the corresponding five proteins respectively. As earlier, these are obtained using Insight II (MSI/Accelrys, San Diego, CA, USA) and GOLD. As can be seen from Figures 4B and 4D , the molecule designed for HIV-I Nef protein by VGA based method penetrates more inside the protein target. Note that the bulky phenyl rings present on the ligand obtained by GA based method (shown in Figure 4A ) sterically hinder the docking of the ligand, and prevent it from penetrating inside the protein target. In contrast, the ligand designed using VGA ( Figure 4C ) is found to contain smaller number of such phenyl rings, and the hydrophobic C-skeleton of the ligand helps in its penetration through the hydrophobic core of the protein active site. Similar results were obtained in all other cases except for the ligand designed for HIV-I Integrase.
For the sake of comparison, the energy values of the ligands (obtained by the fixed GA based method and the proposed VGA based method) as well as those of the ligand-protein complexes are computed. These values are presented in Tables 1 and 2 . The interacting residues of the ligand-protein complexes through the formation of Hydrogen bonds (H-bond) are also identified, along with the corresponding H-bond distances. These values are provided in Tables 3A-7A for the GA based method, and in Tables 3B-7B for It is evident from Tables 1 and 2 that for HIV-I Nef protein, the energy values of the ligand as also the ligand-protein interaction energies are lower when VGA is using as compared to the case when GA is utilized as the underlying search tool, thereby indicating better binding in the former case. Tables 3A (GA) and 3B (VGA) show the interacting residues corresponding to this protein, where again we find that the number of such interacting residues is larger for VGA. Note that due to the influence of nearby electron withdrawing -OH group (OH 2 in Figure 4C ) and the phenyl ring the reactivity of the -OH group at position 1 (OH 1 in Figure 4C ) is enhanced. This makes it function both as H-bond donor as well as Hbond acceptor.
Similar results are obtained for the other proteins where the VGA based method gives better result as compared to the GA based method. The only exception is in the case of HIV-I Integrase for which the GA based method gives a better result that the VGA based method. One possible reason for this may be that the active site geometry of this target protein and the fixed tree structure assumed in [16] is compatible, so that use of VGA does not provide much advantage. In fact, in such a situation, the GA based method is expected to perform better, since its search space is restricted to only the fixed sized trees. In contrast, the search space of VGA is much larger since the size of the tree is kept variable. Therefore, further execution of the VGA is likely to provide better result.
In order to investigate about the synthesizability of the designed molecules, Cambridge Crystallographic Datacentre (CSD) [31] was browsed to identify whether there are any existing crystal structures structurally similar to the evolved molecules. CSD codes of the molecules that are found to be structurally similar to the molecules evolved using GA and VGA are listed in Table 8 along with their corresponding energy values. As evident, except for HIV-I Integrase, in all other cases, the energy values of the molecules obtained from CSD that are similar to the VGA based molecules are significantly lower than those that are similar to the GA based molecules. This indicates that in general the molecules that are structurally similar to those obtained by VGA based method are more stable than those obtained by GA based method.
The algorithms were executed ten times with different initial populations. It was found that the GA based method sometimes got stuck at very poor configurations. In contrast, the VGA based method provided similar sort of results in the different runs. As an illustration, for the HIV-I Nef protein, the GA based method provided the best energy value in 6 out of the ten runs, while in the other four runs, it got stuck a extremely poor values. In contrast, although the VGA based method provided best energy value only once, in nine of the ten runs it provided energy values that were better than or equal to that provided by the GA based method. In only a single run, it provided a worse value. This indicates that the VGA based method is likely to provide a reasonably good value more often. It was found for the VGA based method that although the different runs provided similar energy values, the structures of the ligands were different. As an illustration consider the right subtree in Figure 4C and Figure 9 , obtained in two different runs of the VGA for the HIV-I Nef protein. Both these configurations have similar energy values but different tree depths and structures. This indicates that no unique structure is best for a given active site, thus strengthening the requirement of using variable length representation in GAs. 
Discussion and Conclusions
An algorithm for the design of a drug like molecule that can bind to the active site of a protein target receptor, there by preventing the proliferation of the microorganism for which the protein is a vital factor, has been proposed in this article. Variable string length GA has been used as the underlying search and optimization tool. Unlike the previous GA based approach [16] , the proposed method makes no assumption regarding the size of the tree formed on both sides of the pharmacophore. In order to tackle the problem of variable sized trees, the length of a chromosome in GA is now allowed to vary. Modified crossover and mutation operators are used in this context. Once the two dimensional geometry of the ligand is evolved using this approach, Insight II (MSI/Accelrys, San Diego, CA, USA) and GOLD are used for determining the possible three-dimensional configuration and the ligand-protein docking respectively.
It is found that the ligand molecules designed using the proposed approach are, in general, associated with lower van der Waals energy values as compared to the fixed string length GA based method. Moreover, it is found that the structure of the evolved molecule is, in general, such that it is amenable to stable configurations because of the presence of hydrogen bonds. The running times of GA and VGA were found to be comparable for the fixed number of iterations.
The actual conformation of a molecule depends not only on the bond lengths and functional groups, but also on non-covalent intermolecular forces, such as electrostatic interaction, hydrogen bond formation, between the drug and the receptor. These factors have not yet been considered in this model. Moreover, here only seven groups are considered. As a scope for future study more groups as well as the energy contributions due to the other interactions can be taken into account. Another area of further research in this regard is to extend the model to three dimensions and use some other representation (e.g., graph representation [20] ) to encode the ligand. It is to be noted that in this study we assume that the active site geometries of the receptors are known. Another attempt may be made in the lines of the work done in [32] such that a representation of the active site may be produced using 3DQSAR [1, 2] studies as a first step to the ligand design problem.
