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SMALL DATA SCATTERING FOR THE NONLINEAR
SCHRO¨DINGER EQUATION ON PRODUCT SPACES
NIKOLAY TZVETKOV AND NICOLA VISCIGLIA
Abstract. We consider the cubic nonlinear Schro¨dinger equation, posed on
Rn × M , where M is a compact Riemannian manifold and n ≥ 2. We prove
that under a suitable smallness in Sobolev spaces condition on the data there
exists a unique global solution which scatters to a free solution for large times.
1. Introduction
The Cauchy problem for the nonlinear Schro¨dinger equation (NLS), posed on a
compact Riemannian manifold attracted a considerable attention (see in particular
[1, 2]). In all these works the global existence is based on the combination of (low
regularity) well-posedness and conservation laws. In such a situation there is few
control on the global dynamics and in particular there is no reason to believe that
the solution of the nonlinear problem is close to the solution of the linear problem
for large times, even for small data. In other words scattering is not expected.
On the other hand the Cauchy problem for the nonlinear Schro¨dinger equation,
posed on the Euclidean space Rn is better understood (see for instance [4, 6, 9]).
In particular for small data one expects that the nonlinear evolution is close to the
linear one, at least for small data and sufficiently small (near zero) nonlinearity,
see for instance [4]. An important tool in the proof of such type of results are the
global in time Strichartz estimates for the linear Schro¨dinger evolution on Rn. Such
type of global in time estimates are false when the problem is posed on a compact
manifold.
In view of the previous discussion a natural problem is to consider the NLS on
R
n ×M , where M is a compact Riemannian manifold. This is the purpose of this
paper. We will show that the global in time dispersive nature of the Rn part is
still sufficient to get small data scattering results similarly to the Euclidean case.
Our view point is to see the problem as a NLS type equation for functions on Rn
with values in Sobolev spaces on M (instead of C for the ”usual” NLS). We should
however admit that our approach, as presented here, is not working for problems
such as the wave equation on product spaces.
In order to emphasize the main ideas of the paper and to avoid technicalities we
will restrict our attention to the cubic nonlinear interaction, even if our approach
can be extended to other nonlinearities. Consider thus the Cauchy problem
(1.1) i∂tu+∆x,yu = ±|u|
2u, u(0, x, y) = f(x, y),
with (t, x, y) ∈ Rt × R
n
x ×M
k
y , where M
k
y is a compact Riemannian manifold of
dimension k ≥ 1 and ∆x,y = ∆x +∆y with ∆y the Laplace-Beltrami operator on
Mky and ∆x =
∑n
j=1 ∂
2
xj is the Laplace operator associated to the flat metric on
R
n.
1
2 NIKOLAY TZVETKOV AND NICOLA VISCIGLIA
We are interested here in the scattering of global solutions to (1.1), under suitable
smallness assumptions on the initial data. In order to state our first result, we
introduce a non isotropic Sobolev space. Namely, we denote by Hθ,ρx,y and the
completions of C∞0 (R
n
x ×M
k
y ) with respect to to the following norm
‖f‖Hθ,ρx,y =
∑
|α|≤θ
‖∂αx (1−∆y)
ρ/2f‖L2(Rnx×My) ,
where for α = (α1, . . . , αn) ∈ N
n, ∂αx ≡ ∂
α1
x1 . . . ∂
αn
xn and |α| ≡ α1 + · · · + αn. Here
is our first result.
Theorem 1.1. Let n ≥ 2 be even. Then for every ǫ > 0 there exists δ = δ(ǫ) > 0
such that the Cauchy problem (1.1) has an unique global solution
u(t, x, y) ∈ L∞t H
n−2
2 ,
k
2+ǫ
x,y ∩Xǫ
where
(1.2) ‖u‖Xǫ =
n−2
2∑
s=0
∑
|α|=s
‖∂αx (1−∆y)
1
2 (
k
2+ǫ)u‖
L4tL
2n
1+2s
x L2y
for any initial data f(x, y) ∈ H
n−2
2 ,
k
2+ǫ
x,y such that ‖f‖
H
n−2
2
, k
2
+ǫ
x,y
< δ. Moreover there
exist f±0 ∈ H
n−2
2 ,
k
2+ǫ
x,y such that
(1.3) lim
t→±∞
‖eit∆x,yf±0 − u(t, x, y)‖
H
n−2
2
, k
2
+ǫ
x,y
= 0.
Remark 1.1. The eveness of n in Theorem 1.1 is needed since in this case we are
able to estimate the cubic nonlinearity in the space Xǫ by using the usual Leibniz
rule. The case n odd is treated in Theorem 1.2 below.
It is interesting to compare Theorem 1.2 in the case n = k = 2 with the recent
result [5]. In [5], the problem (1.1) on R2 × T2 is considered (T2 is the flat 2d
torus) and the global well-posedness for small data in the classical Sobolev spaces
H1(R2 × T2) is proved. The scattering to free solution is not obtained in [5], the
globalization argument being based on conservation laws together with Tataru’s
critical spaces theory. Therefore our result says that in the context of the analysis
in [5] if in addition one supposes the smallness of the H0,1+ǫ norm then one has
scattering. Note that the H0,1+ǫ norm is slightly stronger than the H1(R2 × T2)
only with respect the y variables. Since in our analysis we do not use any dispersive
effect in y it would be interesting to further understand the interplay between our
argument in the case R2×T2 and the corresponding analysis in H1(R2×T2) in [5].
It is also worth noticing that our argument here is only restricted to the small data
cases while the analysis of [5] also applies to the large data problem, if we consider
sub-cubic defocusing nonlinear interactions.
We next turn to the odd dimensional case. In this case (n−2)/2 is not an integer
and a direct application of the proof of Theorem 1.1 would require some non trivial
non isotropic Littlewood-Paley theory. We decided not to pursue this. Instead, we
apply a simple argument which reduces the case of n ≥ 3 odd to the case of n even.
For n ≥ 3, we define Hθ,ρx¯,(xn,y) to be the completion of C
∞
0 (R
n
x ×M
k
y ) with respect
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to to the following norm
‖f‖Hθ,ρ
x¯,(xn,y)
=
∑
|α|≤θ
‖∂αx¯ (1 − ∂
2
xn −∆y)
ρ/2f‖L2(Rnx×My),
where x¯ = (x1, . . . , xn−1) and for α = (α1, . . . , αn−1) ∈ N
n−1, ∂αx¯ ≡ ∂
α1
x1 . . . ∂
αn−1
xn−1 .
Here is our result concerning the odd dimensions n ≥ 3.
Theorem 1.2. Let n ≥ 3 be odd. Then for every ǫ > 0 there exists δ = δ(ǫ) > 0
such that the Cauchy problem (1.1) has an unique global solution
u(t, x, y) ∈ L∞t H
n−3
2 ,
(k+1)
2 +ǫ
x¯,(xn,y)
∩Xǫ
where
(1.4) ‖u‖Xǫ =
n−3
2∑
s=0
∑
|α|=s
‖∂αx¯ (1− ∂
2
xn −∆y)
k+1
4 +ǫu‖
L4tL
2(n−1)
1+2s
x L2(xn,y)
for any initial data f(x, y) ∈ H
n−3
2 ,
k+1
2 +ǫ
x¯,(xn,y)
such that ‖f‖
H
n−3
2
,
k+1
2
+ǫ
x¯,(xn,y)
< δ. Moreover
there exist f±0 ∈ H
n−3
2 ,
k+1
2 +ǫ
x¯,(xn,y)
such that
(1.5) lim
t→±∞
‖eit∆x,yf±0 − u(t, x, y)‖
H
n−3
2
,
k+1
2
+ǫ
x¯,(xn,y)
= 0.
An analogue of Theorem 1.2 can not hold for n = 1. In this case we expect a
suitable Banach space valued version of the modified scattering result of Ozawa [7].
Such a result will give an insight into the global small data dynamics of the cubic
NLS on R× T, established in [8].
In the case n = 1 one can obtain, by invoking a Banach space valued version
of the small data theory of the quintic NLS on R, an analogue of Theorem 1.2 if
the cubic non linearity is replaced by the quintic one, namely ±|u|2u replaced by
±|u|4u.
The remaining part of the paper is organized as follows. In the next section,
we establish a basic Strichartz inequality. This inequality only uses the dispersive
effect in the x variables but have the advantage to be global in time. Next, we
prove Theorem 1.1. The final section is devoted to the proof of Theorem 1.2.
2. A Strichartz type inequality
In this section, we establish our basic tool which is a Strichartz type estimate
for eit∆x,y . Here is the precise statement.
Proposition 2.1. For every n ≥ 1 and for every compact Riemannian manifold
Mky the following estimate holds:
(2.1) ‖eit∆x,yf‖LptL
q
xL2y
+ ‖
∫ t
0
ei(t−τ)∆x,yF (τ, x, y)dτ‖LptL
q
xL2y
≤ C(‖f‖L2x,y + ‖F‖Lp˜′t L
q˜′
x L2y
),
where C = C(p, q, p˜, q˜) > 0 and
2
p
+
n
q
=
n
2
,
2
p˜
+
n
q˜
=
n
2
2 ≤ p, p˜ ≤ ∞ for n > 2, 2 < p, p˜ ≤ ∞ for n = 2 and 4 ≤ p, p˜ ≤ ∞ for n = 1.
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Proof. Let us recall the usual Strichartz estimates for the free propagators eit(∆x+m)
on Rnx with m ∈ R:
(2.2) sup
m∈R
(‖eit(∆x+m)h‖LptL
q
x
+ ‖
∫ t
0
ei(t−τ)(∆x+m)H(τ, x)dτ‖LptL
q
x
)
≤ C(‖h‖L2x + ‖H‖Lp˜′t L
q˜′
x
)
under the same assumptions on p, p˜, q, q˜, with C = C(p, p˜, q, q˜) > 0 that does not
depend on m. Recall that the usual Strichartz estimate concerns the propagator
eit∆x . On the other hand in (2.2) we are allowed to get uniform bounds with respect
to m ∈ R since eit(∆x+m) = eitmeit∆x and moreover the Strichartz norm are not
affected by the remodulation factor eitm. Next we introduce
u(t, x, y) = eit∆x,yf +
∫ t
0
ei(t−τ)∆x,yF (τ, x, y)dτ
and notice that
i∂tu+∆xu+∆yu = F, (t, x, y) ∈ R× R
n
x ×My
with
u(0, x, y) = f(x, y).
Let us decompose
u(t, x, y), f(x, y) and F (t, x, y)
with respect to the orthonormal basis {ϕj(y)} of L
2(My) given by the eigenfunctions
of −∆y (i.e. −∆yϕj = λjϕj)
(2.3) u(t, x, y) =
∑
j
uj(t, x)ϕj(y)
(2.4) F (t, x, y) =
∑
j
Fj(t, x)ϕj(y)
f(x, y) =
∑
j
fj(x)ϕj(y)
and notice that uj(t, x), Fj(t, x) and fj(x) are related by the following Cauchy prob-
lems:
(2.5) i∂tuj +∆xuj − λjuj = Fj , (t, x) ∈ Rt × R
n
x
with
uj(0, x) = fj(x).
Applying (2.2) in the context of (2.5) gives
‖uj(t, x)‖LptL
q
x
≤ C‖fj‖L2 + C‖Fj(t, x)‖Lp˜′t L
q˜′
x
and hence summing in j the squares we get
‖uj(t, x)‖l2jL
p
tL
q
x
≤ C‖f‖L2x,y + C‖Fj(t, x)‖l2jL
p˜′
t L
q˜′
x
.
On the other hand
max{p˜′, q˜′} ≤ 2 ≤ min{p, q}
and therefore by the Minkowski inequality we get
‖uj(t, x)‖LptL
q
xl2j
≤ C‖f‖L2x,y + C‖Fj(t, x)‖Lp˜′t L
q˜′
x l2j
.
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Combining (2.3) and (2.4) with the Plancharel identity gives
‖u‖LptL
q
xL2y
≤ C‖f‖L2x,y + C‖F‖Lp˜′t L
q˜′
x L2y
.
Finally, we apply the last inequality first with f = 0 and then F = 0 to achieve the
bound (2.1). This completes the proof of Proposition 2.1. 
3. Proof of Theorem 1.1
We recall a suitable version of Strichartz estimates for the classical propagator
eit(∆x+m) on Rnx with n an even integer and m ∈ R. Notice that we use that n is
even in order to have that (n− 2)/2 is an integer which allows us to give a meaning
to the derivation operators up to (n− 2)/2 that appears on the r.h.s. of (3.1) (see
also below remark 3.1).
Proposition 3.1. Let n ≥ 2 be even, α ∈ Nn such that 0 ≤ |α| ≤ n−22 , then
(3.1) sup
m∈R
(
‖∂αx e
it(∆x+m)h‖LptL
q
x
+ ‖∂αx (
∫ t
0
ei(t−τ)(∆x+m)H(τ, x)dτ)‖LptL
q
x
)
≤ C
(
‖h‖
H
n−2
2
x
+
∑
|β|=n−22
‖∂βxH‖Lp˜′t L
q˜′
x
)
,
where C = C(p, q, p˜, q˜) > 0 does not depend on m ∈ R,
2
p
+
n
q
= 1 + |α|,
2
p˜
+
n
q˜
=
n
2
, 2 < p, p˜ ≤ ∞.
Proof. Observe that, under our restriction on p, we have 1 < q <∞. We have the
Sobolev embedding
W˙
n−2
2 −|α|,q1(Rn) ⊂ Lq(Rn),
n
q1
−
n
q
=
n− 2
2
− |α| =⇒
2
p
+
n
q1
=
n
2
.
Therefore the left hand-side of (3.1) is bounded by
sup
m∈R
∑
|β|=n−22
(
‖∂βxe
it(∆x+m)h‖LptL
q1
x
+ ‖∂βx (
∫ t
0
ei(t−τ)(∆x+m)H(τ, x)dτ)‖LptL
q1
x
)
.
Thus the estimate (3.1) for a fixed m follows the usual Strichartz estimates thanks
to the relation 2p +
n
q1
= n2 . The uniformity of the estimate with respect to m ∈ R
can be deduced as in (2.2). 
Remark 3.1. Notice that in the case n odd an estimate similar to (3.1) is satisfied
provided that the local operator ∂αx is replaced by (1 −∆x)
|α|/2. However for our
purpose it will be relevant to work with ∂αx , in view of the possibility to apply for
this operator the usual Leibniz rule for the derivation of a product.
The next result will be fundamental in the sequel.
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Proposition 3.2. Let n ≥ 2 be even, α ∈ Nn such that 0 ≤ |α| ≤ n−22 and r ≥ 0,
then we have
(3.2) ‖∂αx (1−∆y)
r/2eit∆x,yf‖LptL
q
xL2y
+ ‖∂αx (1−∆y)
r/2(
∫ t
0
ei(t−τ)∆x,yF (τ)dτ)‖LptL
q
xL2y
≤ C
(
‖f‖
H
n−2
2
,r
x,y
+
∑
|β|=n−22
‖∂βx (1 −∆y)
r/2F‖
Lp˜
′
t L
q˜′
x L2y
)
,
where C = C(p, p˜, q, q˜) > 0,
2
p
+
n
q
= 1 + |α|,
2
p˜
+
n
q˜
=
n
2
, 2 < p, p˜ ≤ ∞.
Proof. It is sufficient to consider the case r = 0. The general case follows simply
by a derivation of the equation with respect to y variables. The proof of (3.2) for
r = 0 is similar to the proof of Proposition 2.1 by using Proposition 3.1 instead of
(2.2). 
In the sequel we shall work with the following norm:
(3.3) ‖u‖Xǫ =
n−2
2∑
s=0
∑
|α|=s
‖∂αx (1−∆y)
1
2 (
k
2+ǫ)u‖
L4tL
2n
1+2s
x L2y
.
Proposition 3.3. Assume n is even and ǫ > 0. Then there exists C = C(n, ǫ) > 0
such that for every β ∈ Nd satisfying |β| = n−22 , every u1, u2, u3 ∈ Xǫ,
‖∂βx (1−∆y)
1
2 (
k
2+ǫ)(u1u2u3)‖
L
4
3
t L
2n
n+1
x L2y
≤ C‖u1‖Xǫ‖u2‖Xǫ‖u3‖Xǫ .
Proof. Notice that H
k
2+ǫ
y is an algebra and hence
(3.4) ‖(1−∆y)
1
2 (
k
2+ǫ)(f1f2f3)‖L2y ≤ C
3∏
j=1
‖(1−∆y)
1
2 (
k
2+ǫ)fj‖L2y .
Moreover, by the Leibnitz formula
(3.5) ∂βx (g1g2g3) =
∑
|β1|+|β2|+|β3|=
n−2
2
cβ1β2β3(∂
β1
x g1∂
β2
x g2∂
β3
x g3)
for a suitable choice of the coefficient cβ1β2β3 . By combining (3.4), (3.5) with the
Minkowski inequality it is sufficient to prove∥∥∥∥∥∥
3∏
j=1
‖(1−∆y)
1
2 (
k
2+ǫ)∂βjx uj‖L2y
∥∥∥∥∥∥
L
4
3
t L
2n
n+1
x
≤ C‖u1‖Xǫ‖u2‖Xǫ‖u3‖Xǫ
with |β1|+ |β2|+ |β3| =
n−2
2 . Using the relation
n+ 1
2n
=
1 + 2|β1|
2n
+
1 + 2|β2|
2n
+
1+ 2|β3|
2n
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and the Ho¨lder inequality, applied with respect to (t, x), we get
∥∥∥∥∥∥
3∏
j=1
‖(1−∆y)
1
2 (
k
2+ǫ)∂βjx uj‖L2y
∥∥∥∥∥∥
L
4
3
t L
2n
n+1
x
≤
3∏
j=1
∥∥∥(1−∆y) 12 ( k2+ǫ)∂βjx uj
∥∥∥
L
4
3
t L
2n
2|βj |+1
x L2y
≤ ‖u1‖Xǫ‖u2‖Xǫ‖u3‖Xǫ .
This completes the proof of Proposition 3.3. 
Proof of Theorem 1.1 The problem (1.1) can be rewritten as the integral
equation
(3.6) u(t) = eit∆x,yf ±
∫ t
0
ei(t−s)∆x,y
(
|u(s)|2u(s)
)
ds ≡ Tf (u).
The proof of (1.3) is standard once it is proved the existence of a global solution
u(t, x, y) belonging to
Yǫ = L
∞
t H
n−2
2 ,
k
2+ǫ
x,y ∩Xǫ
and hence will be omitted (for more details on this fact see [3]). By a fixed point
argument it is sufficient to prove the following
Claim:
∀ ǫ ∈ (0,∞) ∃ δ = δ(ǫ) > 0 and R = R(ǫ) > 0 s.t. Tf (Yǫ,R) ⊂ Yǫ,R
and Tf is a contraction on Yǫ,R ∀f s.t. ‖f‖
H
n−2
2
, k
2
+ǫ
x,y
< δ,
where Yǫ,R = {u ∈ Yǫ|‖u‖Yǫ < R}.
By combining (3.2) with Proposition 3.3 we get:
‖Tfu‖Yǫ ≤ C(‖f‖
H
n−2
2
, k
2
+ǫ
x,y
+
∑
|β|=n−22
‖∂βx (1−∆y)
1
2 (
k
2+ǫ)(u|u|2)‖
L
4
3
t L
2n
n+1
x L2y
)
≤ C(‖f‖
H
n−2
2
, k
2
+ǫ
x,y
+ ‖u‖3Xǫ)
≤ C(‖f‖
H
n−2
2
, k
2
+ǫ
x,y
+ ‖u‖3Yǫ).
By a standard continuity argument the previous estimate gives the existence of
δ > 0 and R(δ) > 0 such that
Tf (Yǫ,R(δ)) ⊂ Yǫ,R(δ)
provided that ‖f‖
H
n−2
2
, k
2
+ǫ
x,y
< δ. Moreover limδ→0R(δ) = 0. Next we shall check
that Tf is a contraction on Yǫ,R(δ) provided that δ, and hence R(δ), are small. By
using (3.2) we get
‖Tf(v)− Tf (w)‖Yǫ ≤ C
∑
|β|=n−22
‖∂βx (1−∆y)
1
2 (
k
2+ǫ)(v|v|2 − w|w|2)‖
L
4
3
t L
2n
n+1
x L2y
that in conjunction with the following identity
v2v¯ − w2w¯ = (v − w)(v + w)w¯ + v2(v¯ − w¯)
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and with Proposition 3.3 gives
‖Tf(v)− Tf (w)‖Yǫ ≤ C‖v − w‖Yǫ(‖v‖Yǫ + ‖w‖Yǫ)
2 ≤ C‖v − w‖Yǫ(R(δ))
2.
Hence Tf is contraction on Yǫ,R(δ) in case R(δ) is small enough.
4. Proof of Theorem 1.2
Notice that if we split
R
n
x ×M
k
y = R
n−1
x¯ × (Rxn ×M
k
y )
then we are reduced to the situation of Theorem 1.1 since n− 1 is an even number.
However we are not allowed to apply directly Theorem 1.1 since the manifold Rxn×
Mky is not compact (despite to the assumption of Theorem 1.1). To overcome this
difficulty we shall prove the following version of Proposition 3.2.
Proposition 4.1. Let n ≥ 3 be odd, α ∈ Nn such that 0 ≤ |α| ≤ n−32 and r ≥ 0,
then
(4.1) ‖∂αx¯ (1− ∂
2
xn −∆y)
r/2eit∆x,yf‖LptL
q
x¯L
2
(xn,y)
+ ‖∂αx¯ (1− ∂
2
xn −∆y)
r/2(
∫ t
0
ei(t−τ)∆x,yF (τ)dτ)‖LptL
q
x¯L
2
(xn,y)
≤ C
(
‖f‖
H
n−3
2
,r
x¯,(xn,y)
+
∑
|β|=n−32
‖∂βx¯ (1− ∂
2
xn −∆y)
r/2F‖
Lp˜
′
t L
q˜′
x¯ L
2
(xn,y)
)
,
where
2
p
+
n− 1
q
= 1 + |α|,
2
p˜
+
n− 1
q˜
=
n− 1
2
, 2 < p, p˜ ≤ ∞.
Proof. It is sufficient to consider the case r = 0. The general case follows by a
derivation with respect to the y variables. Let
u(t, x¯, xn, y) = e
it∆x,yf +
∫ t
0
ei(t−τ)∆x,yF (τ)dτ.
Then
i∂tu+∆x¯ + ∂
2
xnu+∆yu = F
with
u(0, x, y) = f(x, y).
Next we introduce the partial Fourier transform of u, f, F with respect to the xn
variable
uˆ(t, x¯, ξn, y), fˆ(x¯, ξn, y) and Fˆ (t, x¯, ξn, y),
which satisfy
i∂tuˆ+∆x¯uˆ− ξ
2
nuˆ+∆y uˆ = Fˆ , (t, x¯, y) ∈ Rt × R
n−1
x¯ ×M
k
y
with
uˆ(0, x¯, ξn, y) = fˆ(x¯, ξn, y).
Next, we decompose
uˆ(t, x¯, ξn, y), fˆ(x¯, ξn, y) and Fˆ (t, x¯, ξn, y)
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with respect to the orthonormal basis {ϕj} of L
2(My) given by the eigenfunctons
of −∆y (i.e. −∆yϕj = λjϕj .) Then we have
uˆ(t, x¯, ξn, y) =
∑
j
uˆj(t, x¯, ξn)ϕj(y)
Fˆ (t, x¯, ξn, y) =
∑
j
Fˆj(t, x¯, ξn)ϕj(y)
fˆ(x¯, ξn, y) =
∑
j
fˆj(x¯, ξn)ϕj(y).
Moreover uˆj(t, x¯, ξn), fˆj(x¯, ξn) and Fˆj(t, x¯, ξn) are related by the following Cauchy
problems
(4.2) i∂tuˆj +∆x¯uˆj − ξ
2
nuˆj − λj uˆj = Fˆj , (t, x¯, y) ∈ Rt × R
n−1
x¯ ×M
k
y
with
uˆ(0, x¯, ξn) = fˆj(x¯, ξn).
Using Proposition 3.1 in the context of (4.2) gives
‖∂sx¯uˆj(t, x¯, ξn)‖LptL
q
x¯
≤ C‖fˆj(x¯, ξn)‖
H
n−3
2
x¯
+ C
∑
|β|=n−32
‖∂βx¯ Fˆj(t, x¯, ξn)‖Lp˜′t L
q˜′
x¯
where C = C(p, p˜, q, q˜) > 0 is constant uniform with respect to j and ξn and p, p˜, q, q˜
are as in the assumptions. In particular we get
‖∂sx¯uˆj(t, x¯, ξn)‖L2ξn l
2
jL
p
tL
q
x
≤ C‖f‖
H
n−3
2
,r
x¯,(xn,y)
+ C
∑
|β|=n−32
‖∂βx¯ Fˆj(t, x¯, ξn)‖L2
ξn
l2jL
p˜′
t L
q˜′
x
.
Again, we use that
max{p˜′, q˜′} ≤ 2 ≤ min{p, q}
and therefore the Minkowski inequality gives
‖∂sx¯uˆj(t, x¯, ξn)‖LptL
q
xL2ξn l
2
j
≤ C‖f‖
H
n−3
2
,r
x¯,(xn,y)
+ C
∑
|β|=n−32
‖∂βx¯ Fˆj(t, x¯, ξn)‖Lp˜′t L
q˜′
x L
2
ξn
l2j
.
Now, the proof can be concluded by the Plancharel identity (with respect to xn
and y) as we did in Proposition 2.1. 
The proof of Theorem 1.2 is similar to the proof of Theorem 1.1 and involves
the following version of Proposition 3.3.
Proposition 4.2. Let n ≥ 3 be odd and r > k+12 . Then we have the following
trilinear estimate∑
|β|=n−32
‖∂βx¯ (1− ∂
2
xn −∆y)
r/2(u1u2u3)‖
L
4
3
t L
2(n−1)
n
x¯ L
2
(xn,y)
≤ C‖u1‖X‖u2‖X‖u3‖X
where
‖u‖X =
n−3
2∑
s=0
∑
|α|=s
‖∂αx¯ (1− ∂
2
xn −∆y)
r/2u‖
L4tL
2(n−1)
1+2s
x¯ L
2
(xn,y)
.
Proof. See the proof of Proposition 3.3. 
Proof of Theorem 1.2. It is similar to the proof of Theorem 1.1 provided
that Proposition 4.1 and 4.2 are used instead of Proposition 3.2 and 3.3.
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