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Let ∞˜-digraph be a generalized strongly connected∞-digraph and
let θ˜1-digraph and θ˜2-digraph be two kinds of generalized strongly
connected θ-digraphs. In this paper, we characterize the extremal
digraphs which achieve the maximum and minimum spectral ra-
dius among all ∞˜-digraphs and θ˜1-digraphs. At the same time, we
also determine the extremal digraph which achieves the maximum
spectral radius among all θ˜2-digraphs. Furthermore, we show that
any ∞˜(a, b, c)-digraph is determined by the spectrum.
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1. Introduction
Throughout this article, a digraph G = (V(G), E(G)) is always a finite directed graphwithout loops
and multiple arcs, where V = V(G) is the vertex set and E = E(G) is the arc set. Two vertices are
called adjacent if they are connected by an arc. If e = uv ∈ E(D), then u is the initial vertex of e and v
is the terminal vertex of e. For a vertex v ∈ V , N+G (v) and N−G (v) denote the set of out-neighbors and
in-neighbors of v, d
+
G (v) = |N+G (v)| and d−G (v) = |N−G (v)| denote the out-degree and in-degree of v in
G, respectively. We call G strongly connected if for every pair x, y ∈ V(G), there exists a directed path
from x to y and a directed path from y to x. Let P and C denote the directed path of length  − 1 and
the directed cycle of length , respectively. Suppose that P = u1u2 . . . uk , we call u1 the initial vertex
of the directed path P, uk the terminal vertex of the directed path P, respectively.
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Let A(G) = (aij)n×n denote the adjacency matrix of a digraph G with n vertices in which aij = 1
if vivj ∈ E and aij = 0 otherwise, and let ρ(G) denote its spectral radius, the largest modulus of
an eigenvalue of A(G). We denote det(λI − A(G)), the characteristic polynomial of G, by P(G, λ). It
follows from the Perron–Frobenius theorem (see, e.g. [8]) that ρ(G) is an eigenvalue of G and that
there is a corresponding eigenvector whose coordinates are all non-negative. Two nonisomorphic
digraphs with the same spectrum are called cospectral. We say that a digraph is determined by the
spectrum (DS for short) if there is no other nonisomorphic digraph with the same spectrum. In [9],
Stormgaveamethod to construct cospectral digraphs. There aremanyarticles onundirectedDSgraphs.
In [10,11], Wang et al. gave the spectral characterizations of 3-rose graph and ∞-graph, respectively.
For additional remarks on this topicwe refer the readers to the excellent surveys [3,4]. In [12], Feng and
Huang characterized consecutive edge-coloring of the generalized θ-graph. In [13], Loerinc researched
chromatic uniqueness of the generalized θ-graph. In [5], Gao and Huang determined the generalized
θ-graphs whose second largest eigenvalue does not exceed 1, but there is not much known about
digraphs. Recently, Brualdi wrote a stimulating survey on this topic [1], and we refer the reader to that
article for additional information.
In [7], Lin and Shu characterized the extremal digraphswhich achieve themaximumandminimum
spectral radius among strongly connected bicyclic digraphs. Furthermore, they also proved that any
strongly connected bicyclic digraph is determined by the spectrum. In our paper, wemainly generalize
their results and obtain some results about the generalized strongly connected bicyclic digraph.
This article is organized as follows. In Section 2, we characterize the extremal digraphs which
achieve the maximum and minimum spectral radius among all digraphs in ∞˜-digraphs. In Section
3, we characterize the extremal digraphs which achieve the maximum and minimum spectral radius
among all digraphs in θ˜1-digraphs. Under some conditions, we also obtain the extremal digraphwhich
achieves the maximum spectral radius among all digraphs in θ˜2-digraphs. In Section 4, we determine
the extremal digraphs which achieve the maximum andminimum spectral radius among all digraphs
in ∞˜-digraphs and θ˜1-digraphs. Furthermore, we show that any ∞˜(a, b, c)-digraph is DS.
2. The spectral radius of ∞˜-digraphs
A ∞˜-digraph is a graph consisting of m (m  2) directed cycles with just a vertex in common
(as shown in Fig. 1), denoted by ∞˜(k1, k2, . . . , km) such that ∑mi=1 ki + 1 = n. Without loss of
generality, let 1  ki  ki+1 for i = 1, 2, . . . ,m − 1. In this section, we shall show that among all∞˜(k1, k2, . . . , km)-digraphs, the digraph ∞˜(1, . . . , 1, n − m) is the unique digraph which achieves
the maximum spectral radius and the digraph ∞˜(1, 2, . . . , m) such that i =  n−1m  and j =
 n−1
m
 for any i ∈ {1, 2, . . . ,m − (n − 1 − m n−1
m
)} and j ∈ {m − (n − 1 − m n−1
m
) + 1,m −
(n − 1 − m n−1
m
) + 2, . . . ,m}, is the unique digraph which achieves the minimum spectral radius.
Note that any ∞˜(k1, k2, . . . , km)-digraph containsm directed cycles.
Lemma 2.1. For any p, q ∈ {1, 2, . . . ,m}, if 2  kp  kq, then we have
ρ(∞˜(k1, k2, . . . , kp−1, kp, kp+1, . . . , kq−1, kq, kq+1, . . . , km)) >
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Fig. 1. The digraph ∞˜(k1, k2, . . . , km).
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ρ(∞˜(k1, k2, . . . , kp−1, kp − 1, kp+1, . . . , kq−1, kq + 1, kq+1, . . . , km)).
Proof. Let G′ = ∞˜(k1, k2, . . . , kp−1, kp, kp+1, . . . , kq−1, kq, kq+1, . . . , km) and G′′=∞˜(k1, k2, . . . ,
kp−1, kp−1, kp+1, . . . , kq−1, kq+1, kq+1, . . . , km) in the following. Letx=(xv, x11, x12, . . . , x1k1; x21,
x22, . . . , x2k2; . . . ; xm1, xm2, . . . , xmkm) be the Perron vector of G′ corresponding to ρ(G′) where xv
corresponds to v, xij corresponds to vij (i = 1, 2, . . . ,m and j = 1, 2, . . . , ki), respectively. Note that
ρxv1,i1 = xv1,i1+1 , for i1 = 1, 2, . . . , k1 − 1,
ρxv2,i2 = xv2,i2+1 , for i2 = 1, 2, . . . , k2 − 1,
...
ρxvp,ip = xvp,ip+1 , for ip = 1, 2, . . . , kp − 1,
...
ρxvq,iq = xvq,iq+1 , for iq = 1, 2, . . . , kq − 1,
...
ρxvm,im = xvm,im+1 , for im = 1, 2, . . . , km − 1,
and
ρxvjkj = xv, for j = 1, 2, . . . ,m,
ρxv = xv11 + xv21 + · · · + xvp1 + · · · + xvq1 + · · · + xvm1 .
Then we have
ρkj xvj1 = xv, for j = 1, 2, . . . ,m.
Thus, we get
ρn(G′) = ∑mi=1 ρn−ki−1(G′).
Similarly, we have
ρn(G′′) = ∑mi=1,i 	=p and q ρn−ki−1(G′′) + ρn−kp(G′′) + ρn−kq−2(G′′).
Let f (x) = xn −∑mi=1 xn−ki−1 and g(x) = xn −
∑m
i=1,i 	=p and q xn−ki−1 − xn−kp − xn−kq−2.
It is easy to see that ρ(G′) and ρ(G′′) are the largest root of f (x) = 0 and g(x) = 0, respectively.
Since f (x)−g(x) = (xn−kp−1−xn−kq−2)(x−1) > 0, when x > 1. Thereforewe haveρ(G′′) > ρ(G′).
So we complete the proof. 
Using the above lemma, we immediately obtain:
Theorem 2.2. Among all ∞˜(k1, k2, . . . , km)-digraphs of order n, the digraph ∞˜(1, . . . , 1, n − m) is
the unique digraph which achieves the maximum spectral radius, and the digraph ∞˜(1, 2, . . . , m)
such that i =  n−1m  and j =  n−1m  for any i ∈ {1, 2, . . . ,m − (n − 1 − m n−1m )} and j ∈
{m− (n−1−m n−1
m
)+1,m− (n−1−m n−1
m
)+2, . . . ,m}, is the unique digraph which achieves
the minimum spectral radius.
Using the above theorem, we immediately get the following result, which is Theorem 3.1 in [7].
Corollary 2.3. Among all ∞˜(k1, k2)-digraphs of order n, the digraph ∞˜(1, n − 2) is the unique digraph
which achieves the maximum spectral radius, and the digraph ∞˜( n−1
2
,  n−1
2
) is the unique digraph
which achieves the minimum spectral radius.
3. The spectral radius of ˜θ1-digraphs and
˜θ2-digraphs
A θ-graph is a graph consisting of three paths which have the same end-vertices. We define the
generalized strongly connected θ˜-digraph similarly. The θ˜-digraph consists of s + t(s  2, t  1
and st = m) directed paths Pk1+2, Pk2+2, . . . , Pks+2 and P1+2, P2+2, . . . , Pt+2 such that the initial
vertex of Pk1+2, Pk2+2, . . . , Pks+2 is the terminal vertex of P1+2, P2+2, . . . , Pt+2, and the initial
vertex of P1+2, P2+2, . . . , Pt+2 is the terminal vertex of Pk1+2, Pk2+2, . . . , Pks+2 (as shown in Fig.
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Fig. 2. The digraph θ˜ (k1, k2, . . . , ks; 1, 2, . . . , t).
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Fig. 3. The digraph θ˜1(k1, k2, . . . , km; k1 ).
2), denoted by θ˜ (k1, k2, . . . , ks; 1, 2, . . . , t) such that∑si=1 ki +
∑t
j=1 j + 2 = n. Without loss of
generality, let ki  ki+1 for i = 1, 2, . . . , s − 1, and j  j+1 for j = 1, 2, . . . , t − 1. Note that any
θ˜ (k1, k2, . . . , ks; 1, 2, . . . , t)-digraph contains st = m directed cycles. In particularly, we write
θ˜ (k1, k2, . . . , ks; 1, 2, . . . , t) as θ˜1(k1, k2, . . . , km; k1)-digraph (as shown in Fig. 3) when s  2,
t = 1 and st = m.
In the following, we firstly show that the digraph θ˜1(0, 1, . . . , 1, n−m; 0) achieves themaximum
spectral radius among all θ˜1(k1, k2, . . . , km; k1)-digraphs and the digraph θ˜1(0, 1, . . . , 1; n−m−1)
achieves the minimum spectral radius among all θ˜1(k1, k2, . . . , km; k1)-digraphs for fixed n.
Lemma 3.1. For any p, q ∈ {1, 2, . . . ,m}, if 1  kp  kq, then we have
ρ(θ˜1(k1, k2, . . . , kp−1, kp − 1, kp+1, . . . , kq−1, kq + 1, kq+1, . . . , km; k1))
> ρ(θ˜1(k1, k2, . . . , kp−1, kp, kp+1, . . . , kq−1, kq, kq+1, . . . , km; k1)).
Proof. Let G1 = θ˜1(k1, k2, . . . , kp−1, kp, kp+1, . . . , kq−1, kq, kq+1, . . . , km; k1) and G2 = θ˜1(k1,
k2, . . . , kp−1, kp−1, kp+1, . . . , kq−1, kq+1, kq+1, . . . , km; k1) in the following. Let x = (xv, xu, x11,
x12, . . . , x1k1; . . . ; xm1, xm2, . . . , xmkm; x1,1, x1,2, . . . , x1,k1 )be thePerronvectorofG1 correspond-
ing to ρ(G1) where xv and xu correspond to v and u, xij corresponds to vij (i = 1, 2, . . . ,m, 1 and
j = 1, 2, . . . , ki), respectively. Note that
ρxv1,i1 = xv1,i1+1 , for i1 = 1, 2, . . . , k1 − 1,
ρxv2,i2 = xv2,i2+1 , for i2 = 1, 2, . . . , k2 − 1,
...
ρxvp,ip = xvp,ip+1 , for ip = 1, 2, . . . , kp − 1,
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...
ρxvq,iq = xvq,iq+1 , for iq = 1, 2, . . . , kq − 1,
...
ρxvm,im = xvm,im+1 , for im = 1, 2, . . . , km − 1,
ρxv1,i1
= xv1,i1+1 , for i1 = 1, 2, . . . , k1 − 1,
and
ρxvjkj = xu, for j = 1, 2, . . . ,m,
ρxv1,k1
= xv,
ρxv = xv11 + xv21 + · · · + xvp1 + · · · + xvq1 + · · · + xvm1 .
Then we have
ρkj xvj1 = xu, j = 1, 2, . . . ,m and ρk1 xv1,1 = xv.
Thus, we get
ρn(G1) = ∑mi=1 ρn−k1−2−ki(G1).
Similarly, we have
ρn(G2) = ∑mi=1,i 	=p and q ρn−k1−2−ki(G2) + ρn−k1−1−kp(G2) + ρn−k1−3−kq(G2).
Let f (x) = xn −∑mi=1 xn−k1−2−ki and g(x) = xn −
∑m
i=1,i 	=p and q xn−k1−2−ki − xn−k1−1−kp −
xn−k1−3−kq .
It is easy to see that ρ(G1) and ρ(G2) are the largest root of f (x) = 0 and g(x) = 0, respectively.
Since f (x) − g(x) = (xn−k1−2−kp − xn−k1−3−kq)(x − 1) > 0, when x > 1. Therefore we have
ρ(G2) > ρ(G1). So we complete the proof. 
Analogous to the proof of Lemma 3.1, we can obtain the following result.
Lemma 3.2. For any p ∈ {1, 2, . . . ,m}, we have
ρ(θ˜1(k1, k2, . . . , kp + 1, . . . , km; k1 − 1) > ρ(θ˜1(k1, k2, . . . , kp . . . , km; k1).
Combing Lemmas 3.1 and 3.2, we can get the following theorem.
Theorem 3.3. Among all θ˜1(k1, k2, . . . , km; k1)-digraphs, the digraph θ˜1(0, 1, . . . , 1, n−m; 0) is the
unique digraph which achieves the maximum spectral radius and the digraph θ˜1(0, 1, . . . , 1; n−m− 1)
is the unique digraph which achieves the minimum spectral radius.
From above Theorem 3.3, we can immediately get the following corollary, which is Theorem 2.2 in
[7].
Corollary 3.4. Among all θ˜1(k1, k2; k1)-digraphs, the digraph θ˜1(0, n − 2; 0) is the unique digraph
which achieves the maximum spectral radius and the digraph θ˜1(0, 1; n − 3) is the unique digraph which
achieves the minimum spectral radius.
Now, we write the digraph θ˜ (k1, k2, . . . , ks; 1, 2, . . . , t) as θ˜2(k1, k2, . . . , ks; 1, 2, . . . , t)
(see Fig. 2) when s  2, t  2 and st = m. In the following, we will discuss the θ˜2(k1, k2, . . . , ks; 1,
2, . . . , t)-digraph.
Analogous to the proof of Lemma 3.1, we obtain the following three lemmas.
Lemma 3.5. For any p, q ∈ {1, 2, . . . , s}, if 1  kp  kq, then
ρ(θ˜2(k1, k2, . . . , kp − 1, . . . , kq + 1, . . . , ks; 1, 2, . . . , t)
> ρ(θ˜2(k1, k2, . . . , kp, . . . , kq, . . . , ks; 1, 2, . . . , t)).
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Lemma 3.6. For any p, q ∈ {1, 2, . . . , t}, if 1  p  q, then
ρ(θ˜2(k1, k2, . . . , ks; 1, 2, . . . , p − 1, . . . , q + 1, . . . , t))
> ρ(θ˜2(k1, k2, . . . , ks; 1, 2, . . . , p, . . . , q, . . . , t)).
Lemma 3.7. If s  t, ki = i(i = 1, 2, . . . , s − 1) and ks  t , then
ρ(θ˜2(k1, k2, . . . , ks − 1; 1, 2, . . . , t + 1))
> ρ(θ˜2(k1, k2, . . . , ks; 1, 2, . . . , t)).
Combing Lemmas 3.5–3.7, we can get the following theorem.
Theorem 3.8. If s  t and ∑si=1 ki 
∑t
j=1 j , then among all θ˜2(k1, k2, . . . , ks; 1, 2, . . . , t)-
digraphs, the digraph θ˜2(0, 1, . . . , 1; 0, 1, . . . , 1, n − s − t + 1) is the unique digraph which achieves
the maximum spectral radius.
4. The maximum(minimum) spectral radius of ∞˜-digraphs and ˜θ1-digraphs, and the spectral
characterization of ∞˜(a, b, c)-digraphs
In the following, we will discuss the digraph which maximizes and minimizes the spectral radius
among all ∞˜-digraphs and θ˜1-digraphs, respectively.
The following well-known result can be found in [8].
Lemma 4.1 [8]. If A is a non-negative matrix and x = (x1, x2, . . . , xn)  0 is a nonzero vector such that
Ax  αx for some α ∈ R, then ρ(A)  α. Furthermore, if A is irreducible and there exists some i such that
(Ax)i > αxi, then ρ(A) > α.
Theorem 4.2. Let G be a strongly connected digraph and vp, vq be two vertices of G. Suppose that
v1, v2, . . . , vs are some vertices of N
−
G (vp)\{N−G (vq) ∪ {vq}} and x = (x1, x2, . . . , xn)T is the Perron
eigenvector of G corresponding to ρ(G). Let G′ be the digraph obtained from G by deleting the arcs vivp
and adding the arcs vivq(1  i  s). If xq  xp, then ρ(G′)  ρ(G). Furthermore, if xq > xp, then
ρ(G′) > ρ(G).
Proof. Note that (A(G)x)i = ρ(G)xi = ∑nj=1 aijxj and (A(G′)x)i =
∑n
j=1 a′ijxj . If vi /∈ N−G (vp)\{N−G (vq)
∪ {vq}}, then (A(G)x)i = (A(G′)x)i and if vi ∈ N−G (vp)\{N−G (vq) ∪ {vq}}, then (A(G)x)i  (A(G′)x)i.
Therefore, we have A(G)x  A(G′)x. By Lemma 4.1, we get ρ(G)  ρ(G′). If xq > xp, then ρ(G′) >
ρ(G). So we complete the proof. 
Lemma4.3. For any θ˜1(k1, k2, . . . , km; k1)-digraph, there exists a∞˜(k1, k2, . . . , km−1, k1+km+1)-
digraph such that ρ(θ˜1(k1, k2, . . . , km; k1)) < ρ(∞˜(k1, k2, . . . , km−1, k1 + km + 1)).
Proof. Let x = (xv, xu, x11, x12, . . . , x1k1; x21, x22, . . . , x2k2; . . . ; x1,1, x1,2, . . . , x1,k1 ) be the Per-
ron vector of θ˜1(k1, k2, . . . , km; k1) corresponding to ρ(θ˜1(k1, k2, . . . , km; k1)) where xv and xu
correspond to v and u, xij corresponds to vij (i = 1, 2, . . . ,m, 1 and j = 1, 2, . . . , ki), respectively.
By Lemma3.1,weknow that xv = ρk1+1xu > xu. It is easy to see that∞˜(k1, k2, . . . , km−1, k1+km+
1) ∼= (θ˜1(k1, k2, . . . , km; k1)\{v1k1u, v2k2u, · · · , vm−1,km−1u}) ∪ {v1k1v, v2k2v, · · · , vm−1,km−1v}.
Then by Theorem 4.2, we have ρ(θ˜1(k1, k2, . . . , km; k1)) < ρ(∞˜(k1, k2, . . . , km−1, k1 + km + 1)).
So we complete the proof. 
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Similar to Lemma 4.3, we have the following lemma.
Lemma 4.4. For any ∞˜(k1, k2, . . . , km−1, km)-digraph of order n, there exists a θ˜1(k1, k2, . . . , km−1,
km − 1; 0)-digraph such that ρ(θ˜1(k1, k2, . . . , km−1, km − 1; 0)) < ρ(∞˜(k1, k2, . . . , km−1, km)).
From Lemmas 4.3 and 4.4, we know that the digraph which achieves the maximum spectral radius
among all ∞˜-digraphs and θ˜1-digraphs must be in ∞˜-digraphs, and the digraph which achieves the
minimum spectral radius among all ∞˜-digraphs and θ˜1-digraphs must be in θ˜1-digraphs. Combining
Theorem 2.2, Theorem 3.3 and Lemma 4.3, we can immediately get the following theorem.
Theorem4.5. Amongall∞˜-digraphs and θ˜1-digraphs of order n, the digraph∞˜(1, 1, . . . , 1, n−m) is the
unique digraph which achieves the maximum spectral radius and the digraph θ˜1(0, 1, . . . , 1; n−m− 1)
is the unique digraph which achieves the minimum spectral radius.
van Dam and Haemers [3] gave the following well-known lemma.
Lemma 4.6. [3] For n × n matrices A and B, the following are equivalent:
(i) A and B are cospectral.
(ii) A and B have the same characteristic polynomial.
(ii) tr(Ai) = tr(Bi) for i = 1, 2, . . . , n.
Let G be a digraph with characteristic polynomial P(G, λ) = ∑ni=0 aiλn−i. Then for i  1,
ai =
∑
S∈Li
(−1)P(S),
where Li denotes the set of elementary sub-digraph of Gwith i vertices, that is, the digraphs S in which
every component is a directed cycle, P(S) is the number of strongly connected components of S.
By Sachs’ Theorem [2] we have,
P(∞˜(a, b, c), λ) = λn − λa+b − λa+c − λb+c.
Let G1 and G2 be two digraphs. If Spec(G1) = Spec(G2), then the number of closed directed walks
of length i in G1 and G2 are equal. Let g(G) denote the girth of G i.e., the smallest length of the directed
cycle in the digraph G.
Lemma 4.7. If a digraph is cospectral to a ∞˜(a, b, c)-digraph, then it must contain exactly three induced
directed cycles.
Proof. LetGbe cospectral to∞˜(a, b, c)witha  b  c andP(G, λ) = λn+a1λn−1+. . .+an−1λ+an.
Then g(G) = a + 1. Suppose to the contrary that G contains more than three induced directed cycles,
namely, C1, . . . , C (  4) with a + 1  |C1|  |C2|  · · ·  |C|. If |C| = t  c + 2, then
n− t 	= a+ b 	= a+ c 	= b+ c, and thus the part of λn−t in P(G, λ) is not 0, but in P(∞˜(a, b, c), λ) is
0, which is a contradiction. If |C3| = a+1, then the number of the closed directedwalks of length a+1
inG is at least three timesof thenumber in∞˜(a, b, c), thenbyLemma4.6,P(G, λ) 	= P(∞˜(a, b, c), λ),
a contradiction. Similarly, if |C3| = c + 1, we can deduce a contradiction. If a+ 1 < |C3| = k < b+ 1
or b+1 < |C3| = k < c+1, then n−k 	= a+b 	= a+ c 	= b+ c, and thus the part of λn−k in P(G, λ)
is not 0, but in P(∞˜(a, b, c), λ) is 0, which is a contradiction. If |C3| = b+1, then a+1 < |C2| < b+1
or |C2| = a + 1(or b + 1). If a + 1 < |C2| < b + 1, similar as above, we can deduce a contradiction.
If |C2| = a + 1(or b + 1), then the number of the closed directed walk of length a + 1(or b + 1)
in G is at least twice of the number in ∞˜(a, b, c), and by Lemma 4.6, P(G, λ) 	= P(∞˜(a, b, c), λ), a
contradiction. Therefore, G contains exactly three directed cycles. 
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Fig. 4. Types (1)–(15).
From the above lemma and its proof, we know that the digraphGwhich is cospectral to a∞˜(a, b, c)
must be a strongly connected tricyclic digraph and otherwise the part of λn−a−b−2 or λn−a−c−2 or
λn−b−c−2 is not 0 in P(G, λ) and is 0 in P(∞˜(a, b, c), λ), a contradiction.
We know, by Geng and Li [6], that a tricyclic graph Ĝ contains at least three cycles and atmost seven
cycles, furthermore, there do not exist five cycles in Ĝ. Then it is easy to see that the strongly connected
digraph G which contains exactly three directed cycles, must belong to one of the above fifteen types
(as shown in Fig. 4).
Lemma4.8. No tricyclic digraph except type (12) (as shown in Fig. 4) is cospectral to a∞˜(a, b, c)-digraph.
Proof. In the following, we only take Types (1), (2), (4), (7) and (10) for example, and since other
cases can be proved similarly. If G1 ∈ Type (1), then we assume that G1 and ∞˜(a, b, c) are cospectral.
Without loss of generality, let p  q  s. Note that a  b  c, thenwe have d+p+2 = a+1, d+q+
2 = b+1andd+s+2 = c+1,which impliesn = a+b+c+1 = d+p+q+s+2+2d+2 = n+2d+2,
a contradiction. If G1 ∈ Type (2), then we assume that G1 and ∞˜(a, b, c) are cospectral. Without loss
of generality, let q  s. Note that a  b  c, then we have d + q+ 2 = a+ 1, d + s + 2 = b+ 1 and
p + 1 = c + 1; or d + q + 2 = a + 1, d + s + 2 = c + 1 and p + 1 = b + 1; or d + q + 2 = b + 1,
d+s+2 = c+1andp+1 = a+1,which impliesn = a+b+c+1 = d+p+q+s+2+d+1 = n+d+1,
a contradiction. If G1 ∈ Type (4) ∪ Type (7) ∪ Type (10), then we assume that G1 and ∞˜(a, b, c) are
cospectral. Without loss of generality, let p  q. Note that a  b  c, then we have d+ p+ 2 = a+ 1
and d + q + 2 = b + 1; or d + p + 2 = a + 1 and d + q + 2 = c + 1; or d + p + 2 = b + 1 and
d+ q+2 = c+1, which implies n = a+ b+ c+1 > d+ p+ q+ s+2+1 = n+1, a contradiction.
This ends the proof. 
From Lemma 2.1, it is easy to see that P(∞˜(a, b, c), λ) = λn − λa+b − λa+c − λb+c .
Lemma 4.9. No two nonisomorphic ∞˜(a, b, c)-digraphs are cospectral.
Proof. Suppose to the contrary thatG1 = ∞˜(a1, b1, c1) andG2 = ∞˜(a2, b2, c2) are cospectral. Since
G1 and G2 have the same number of vertices, we have a1 + b1 + c1 + 1 = a2 + b2 + c2 + 1 and
P(G1, λ) = P(G2, λ), this is, λn − λa1+b1 − λa1+c1 − λb1+c1 = λn − λa2+b2 − λa2+c2 − λb2+c2 . Note
that a1  b1  c1 and a2  b2  c2, then we have a1 + b1 = a2 + b2, a1 + c1 = a2 + c2 and
b1 + c1 = b2 + c2. Thus, a1 = a2, b1 = b2 and c1 = c2. So we complete the proof. 
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Using the above Lemmas 4.7–4.9, we finally present our main result in this section.
Theorem 4.10. Any ∞˜(a, b, c)-digraph is DS.
Analogous to the proof of Theorem 4.10, we can obtain the following result.
Theorem 4.11. Any θ˜1(k1, k2, k3; k4)-digraph is DS.
Problem 4.12. Is any ∞˜(k1, k2, . . . , km)(m  4)-digraph DS?
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