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Abstract: Traditional fault identification algorithms applied to catenary dropper suffer from various problems due to its
small contact area. These problems include misidentification and lower recognition rate of the faulty dropper. Compared
with the traditional convolutional neural network, the vector is utilized as the input of the capsule network (CapsNet)
for the first time, which can well retain the feature information such as the direction and angle of the target, and is
more suitable for identifying the dropper under complex background. Therefore, this paper proposes a dropper fault
identification algorithm based on improved capsule network. The convolutional layer of traditional 9 × 9 capsule network
is simplified through 1 × 1 reduction layer and 3 × 3 convolutional layer, and the optimization algorithm is adopted for
parameter optimization to shorten the training weight time. At the same time, the output can retain more information
such as direction and angle, which can accurately identify the breakage and falling of current carrying broken. Thus,
in order to better improve the accuracy and real-time of detecting the fault dropper from a running train operation, a
dropper fault identification algorithm based on an improved CapsNet is proposed in this paper. Experimental results
show that the improved CapsNet is well-suited for fault identification of catenary dropper, as it can effectively remove
the interference caused by the complex background on the dropper image, and identify the image containing the faulty
dropper with a higher recognition rate.
Key words: Catenary dropper, fault identification, improved CapsNet

1. Introduction
China’s electrified railway system mainly uses overhead cables for supplying power [1]. This system of overhead
cables is known as catenary, which is very susceptible to environmental factors [2]. If a fault occurs, the
catenary will collapse, causing significant economic loss to railway transportation system [3]. Moreover, most
of the railway catenary is in remote areas or complex terrains. Consequently, it is difficult to detect the state of
the catenary spread over several sections, and even more difficult to accurately locate a faulty catenary dropper.
Currently, low-efficiency manual inspection process is used for locating these faults. In this process, a
patrol car is used to inspect the dropper of the catenary in each section. The dropper means suspending on
the bearing cable, which ensures the height of the catenary. This process suffers from problems such as long
inspection cycles, low efficiency, and missed detection [4]. To solve these problems, it is especially important to
use image processing techniques and develop intelligent inspection technology for drones [5].
To accurately identify the faulty part of a catenary dropper, it is first necessary to completely isolate
the dropper from the background image. A large part of an acquired image consists of the background and
other suspended objects, in addition to the damaged dropper itself and the catenary dropper [6]. Moreover, as
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a dropper’s initial linear shape is significantly changed in the catenary system, its features are unclear and it is
difficult to extract its edges. Especially, it is harder to determine the exact position of a broken dropper using
images captured by a drone.
In recent years, many research scholars carried out significant amount of research on catenary, and made
great contributions to the development of image processing in railway contact networks. In 2000, Petitjean
introduced a new top-down method for automatic extraction of catenary dropper in [7]. This method extracted
and separated the dropper from real broken string database using prior knowledge. In the same year, Guangfeng
Yan carried out a detailed analysis of the dynamic stress values and fatigue load characteristics of the catenary
droppers in [8]. In 2001, a company named ENSCO developed a ‘VIS’ track video detection system to implement
Pandapal, which was tested in real time [9]. Four years later, a German rail engineering company called GBM
Wiebe developed a comprehensive inspection vehicle called GeoRail-Xpress based on real-time detection, which
may extend detectable device to the entire railway electrical equipment system [10].
In 2006, Hinton first proposed the concept of deep learning in Nature magazine. Since then, deep learning
has become an important tool in machine vision [11]. In 2008, Yang proposed a probabilistic neural network
algorithm to identify targets outside the atmosphere [12]. In 2016, Lee used deep learning to recognize ID
numbers with good accuracy [13]. In the same year, Ming proposed a joint representation of the deep learning
model to reidentify and classify people [14], Hu proposed a deep learning migration model based on multiple
tree fusion for image recognition and classification [15]. In 2017, Li used a deep learning model to achieve crack
detection [16]. In the same year, Hinton proposed the concept of capsule network (CapsNet), which can replace
the traditional convolutional neural network (CNN) and bring forward new opportunities for deep learning [17].
Minjong proposed CapsNet to detect centerline crossing in abnormal driving [18], and Yuan introduced capsule
network to identify fingerprint [19]. However, to the best of our knowledge, CapsNet has not been applied to
fault detection in catenary systems.
In this study, we propose a fault detection algorithm using an improved version of CapsNet to identify
dropper faults. First of all, it is necessary to take real-time pictures of the fault and normal dropper and
decompose them into multiple pictures according to video frames of dropper, which is utilized to train the
improved CapsNet as data sets. For this application, the improved CapsNet should consider light intensity,
position, deformation, angle, texture, and position information, so these six features are selected as the input
vector. Then, 1 × 1 reduction layer and 3 × 3 convolution layer of CapsNet are used to simplify the traditional
9 × 9 capsule neurons. Then, the improved CapsNet is applied to train and test a large number of intact and
various faults dropper (including current carrying ring broken and falling off), so as to identify different dropper
faults. Unlike fast CNN, MASK-RCNN, and other deep learning methods, the CapsNet is suitable for small
data sets and it is unnecessary to collect a large number of training data. Compared with the existing models,
the improved CapsNet model performs better for identifying and recognizing images containing dropper faults.
2. Improved CapsNet
The core module of the capsule network (CapsNet) was proposed by Hinton in 2011 [20]. Unlike traditional
scalar neurons, a CapsNet is a vector of several neurons. As shown in Figure 1, the input vector Ui is get
from Ui = Wij ui , each vector represents the actual state of an entity, and its length indicates the possibility of
existence of an actual object transmitted by the upper network.
The principle of CapsNet is to input an image to the base layer of neural network model, and obtain a
basic capsule layer by convolution operation. Subsequently, the data of the basic capsule layer are transmitted to
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the image capsule layer via dynamic routing, and the image capsule layer data are further transmitted through
dynamic routing to the feature capsule layer. Finally, the full-link hierarchy is utilized to reorganize and model
the data from the feature capsule layer. The structure of CapsNet is shown in Figure 2.
An example showing the application of the improved CapsNet is given. The image of size 256×256 is used
as vector input. The 1 × 1 reduction layer neurons combined with 3 × 3 convolution layer neurons are utilized
to simplify the traditional 9 × 9 capsule as the primary CapsNet neurons layer (Primary Caps). The stochastic
gradient method and genetic algorithm are adopted for parameter optimization to get the improved CapsNet.
Thus, the Digit Caps are obtained through by dynamic routing algorithm of Primary Caps. The output vector
contains three values ranging from zero to one, which represent current carry ring broken, breakage, and fall off.
In Figure 3, it can be seen that there are three types of faults. In Figure 3a, the current break fault having the
highest probability of 70% is identified as the fault in the system being examined. The other two fault results
have probabilities of 20% and 10% in Figures 3b and 3c.

Figure 1. Capsule neuron model.

Figure 2. Schematic diagram of the improved CapsNet structurestructure.

Figure 3. Identification probability of the improved CapsNet.
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The dynamic routing algorithm transmits the output value of a lower layer capsule i to a higher layer
capsule Ui . The data transmission path is determined by the degree of similarity between the low-level
capsule output vector and the high-level capsule input vector. The dynamic routing process first initializes
the intervector similarity weight bij to 0 and then updates it iteratively. The bij update formula is given as
follows:
bij = bij + Ûi · Vj ,

(1)

where Ûi is the output from the capsule of the previous layer and Vj is the activation function.
The dynamic routing coupling coefficient cij is calculated using bij and continuously updated at each
iteration. The formula for the update is
ebij
cij = ∑m bij
1 e

(2)

where m is the total number of initialized similarity weights bij and Vj .
The capsule output Sj is obtained as follows:
Sj =

∑n
i=1

(3)

cij Ûi

The output Vj of the CapsNet should be expressed as a probability; therefore, the output value should
be between [0, 1) and is obtained by a nonlinear operation as follows:
Vj =

Sj
∥Sj ∥2
×
.
1 + ∥Sj ∥2
∥Sj ∥

(4)

The performance of improved CapsNet with AlexNet and BPNN was tested, and the Image data set was
classified, as shown in Table 1. When testing various aspects of performance, the GPU chooses Titan X and
the CPU Intel i5-8700 (4GHz).
Table 1. Performance comparison of different algorithms.

Model
BPNN
AlexNet
CapsNet
Improved CapsNet

Top-1%
43
57
70
72

Top-5%
78
90
91
93.5

GPU/ms
8.6
2.5
1.8
1.3

CPU/S
5.0
0.3
0.66
0.18

As shown in Table 1, compared with the BPNN, AlexNet, and the CapsNet, the improved CapsNet has
better performance and better classification effect.
3. Fault positioning of dropper
3.1. Dropper image preprocessing
Railway maintenance is mostly carried out at night and the catenary dropper is relatively slender and not easily
identifiable. Therefore, it is necessary to preprocess and enhance the dropper image for separating the dropper
from the complex background.
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The main preprocessing steps include changing to gray-level in Figure 4a, binarization in Figure 4b, edge
extraction in Figure 4c. It can be observed in Figure 4c that the preprocessed image is clearer, and the edges
are well-defined and visible.

(a) Gray scale image.

(b) Binarized image.

(c) Canny edgee xtraction.

Figure 4. Image preprocessing results.

3.2. Hough transform
After preprocessing, the generalized Hough transform is used to extract a plurality of pixel points in the graph
based on certain rules. The pixels are mapped to corresponding points in the parameter space and parameters
are estimated from the corresponding points. When the parameter space dimension is less than or equal to 2,
this detection method is very effective.
According to the Hough transform, all straight lines passing through a point (x, y) can be described by
(5) as follows:
(5)

ρ = x cos(θ) + y sin(θ).

Based on this equation, the pixel points (x, y) in the image domain are mapped into a sinusoid in the
parameter domain consisting of a set of (θ, ρ) discrete points. The specific process of detecting a line is to let
θ take all possible values and then calculate ρ . Then, all the values of θ and ρ values are collected thereby
obtaining a number of collinear points. As an example, consider a detected straight line in the first quadrant,
shown in Figure 5.
It can be seen from Figure 5a that when the straight line rotates in a counterclockwise direction with
reference to the x-axis, the value of θ varies from 0 ◦ to 180 ◦ . As shown in Figure 5b, Based on the linear polar
)
(
√
coordinate equation, we get ρ = x2 + y 2 sin(θ + ϕ), where ϕ = sin −1 √ 2x 2 . Therefore, x and y have
x +y

◦

the maximum value when θ + ϕ = ±90 , where the value of θ is adjusted and the value of ϕ is fixed. The range
√
√
of ρ is given as − x2 + y 2 ∼ x2 + y 2 [16]. Finally, line detection is performed by selecting the maximum
value of ρ and the corresponding θ .
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Figure 5. Detection location map.

Generally, the dropper shows obvious inclination in the image and is not perpendicular to the catenary.
Therefore, it can be segmented based on the inclination angle change, which results in removal of any horizontal
catenary. However, it is common for the dropper images to contain Gaussian noise, which can cause errors when
using the Hough transform, leading to serious segmentation errors. The extraction and horizontal catenary
removal are shown in Figure 6, it can be seen that the almost horizontal catenaries are not selected by the
segmentation, different colors represent different pixels. However, the wrong line pixels were extracted in
Figure 6a, and the correct dropper line was extracted after modifying parameters in Figure 6b.

(a) Incorrect extraction.

(b) Correct extraction.

Figure 6. Extracting the catenary inclined at an angle.

The flow chart of the dropper fault identification algorithm is shown in Figure 7. The specific steps in
this algorithm are as follows:
(1) Input a fault dropper image and change the image pixel to 256 × 256;
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Reading
image
Image
preprocessing

Hough change
extraction line
Increase the negative sample of
the hanging string fault by
rotation and mirror symmetry,
and make the processed image
into a data set

Put the data set
into the CapsNet
for training

CapsNet
a lot of broken
dropper images

Judge if it is
damaged

No

Yes
Identify the
dropper fault

Currentcarrying ring
broken

Breakage

Dropper good

Fall off

Figure 7. Flow chart of the dropper fault identification algorithm.

(2) Preprocess the image and extract the dropper line using formula (5), and select the tilt angle and line
length to separate the complex background from the catenary;
(3) Remove the horizontal catenary according to the tilt angle and generate a matching line by Hough
transform;
(4) By changing the angle of the faulty image, symmetry and so on, extra samples are generated and
added to the training data set;
(5) Input the data set into the improved CapsNet for training, randomly selecting 20% of the samples
for testing;
(6) Identify the faulty dropper image using the improved CapsNet and classify the fault type of the
dropper.
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4. Experimental results and analysis
4.1. Dropper image processing
First, the classification method using the improved CapsNet proposed in this paper is experimentally verified.
A faulty dropper image used as input is preprocessed by the Canny edge operator, and then the traditional
scale invariant feature transform (SIFI) and speeded up robust features (SURF) feature extraction are applied,
followed by the Hough transform to select the dropper.
The proposed method is implemented in MatLab R2014b and TensorFlow software. The Beijing Railway
Bureau Beijing-Guangzhou line is selected from the Luohe station to the Baonan station. A total of 5500
dropper images are used for experiments, with cantilever, railway guide and mountain as complex background.
Then the data set was divided into 80% of the data set as the training set, the rest as the verification set, and
finally 20% of the training set was randomly selected as the test set to verify the accuracy of identification. A
set of dropper images with significant faults was selected as the test image. Figure 8 shows an example with a
real image.
Figure 8a shows three original images with different complex backgrounds, which have a lot of cantilever
interference. The regions of interest after segmentation are shown in Figure 8b. Compared with the results of
SIFI in Figure 8c and the results of SURF in Figure 8d, the Hough transform in Figure 8e can correctly find
the dropper and separate it from the background, it effectively reduces cantilever interference. However, SIFI
and SURF mostly identify the current carrier ring which connects the dropper.
Part of the hanging string image is shown in Figure 9. Figures 9a and 9b are intact droppers in sunny days
and cloudy days, respectively; Figures 9c and 9d are the broken images of current carrying rings of droppers at
night and in the evening, respectively; Figures 9e and 9f are the dropper shedding images of different complicated
terraines in foggy days and rainy days.
As can be seen from Figure 9, the improved CapsNet can accurately identify the dropper at different
fault types and locations, with good robustness.
4.2. Selection of optimal model parameters
To verify the practicability and recognition accuracy of the improved CapsNet, the dropper fault images of
different sizes and angles are used for training. The performance of the improved CapsNet model is compared
with the performance of the traditional back propagation neural network (BPNN), and AlexNet-based deep
learning model. Optimal values of the parameters are selected by varying the learning rate and total number
of steps, and comparing the performance. It was found that the optimal parameters correspond to a learning
rate of 0.5, and total number of steps equal to 3000. The training results consisting of the loss value, which
indicates how accurate the model prediction is for a single sample, with respect to time are shown in Figure 10.
The following features can be observed in Figures 10a and 10b:
(1) Compared with the BPNN and AlexNet loss in Figure 10a, after 3000 steps, the final loss function
value of the improved CapsNet in Figure 10b is equal to 0.0002, which is ten times less than that of the BPNN
and AlexNet, because of the more complex model between input and hidden layers.
(2) Due to the absence of angular features points in the BPNN, the model training becomes unstable
once the loss reaches a value of 0.5, which underlines the superior performance of the improved CapsNet.
(3) The BPNN train model has 6% loss after 3000 steps, which is higher than that achieved by the
improved CapNets.
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(a) The original image.

(b) Dropper area.

(c) SIFI feature image.

(d) SURF feature image.

(e) Hough transform image.

Figure 8. Comparison of different feature-matching algorithms and Hough change.

4.3. Comparison of recognition accuracy
In order to demonstrate the learning process of the improved CapsNet, four different algorithms are compared
using continuously captured image data. The captured data are preprocessed, trained, and then predictions
are carried out. A group of 20 images of fault droppers were randomly selected from the data set to verify the
recognition accuracy of these three algorithms. The results are shown in Table 2.
It can be seen that the recognition rate of the improved CapsNet is higher than the other three methods.
With continuous learning, the accuracy of recognition increases to 97.5%. Compared with the other three
algorithms, due to different feature vectors such as magnitude and angle are retained, the improved CapsNet
1499
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 9. Identification effect.
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(a) BPNN and Alex Net loss
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(b) Improved Caps Net loss
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Figure 10. Loss function values for each training model.

Table 2. Experimental results of each algorithm.

Model
Improved CapsNet
BPNN
AlexNet
YOLOv2

Identification rate(%)
97.5
85.3
94.2
96.21

The frame rate
45
0.3
2
31

has a great improvement in recognition rate and frame speed. In general, real-time detection can be realized
when the frame rate is higher than 30. Both the improved CapsNet and YOLOv2 are higher than 30 frame
speed, but the frame speed of the improved CapsNet is faster than YOLOv2. The experimental results show
that the improved CapsNet has a good detection result for the fault dropper in the running of the train, which
meets the requirements of real-time detection in the running of train.
A comparison of training times of different algorithms is shown in Table 3. It can be seen that the
traditional CapsNet takes less time to train compared to the BPNN and AlexNet. Thus, the improved CapsNet
1500
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Table 3. Comparison of algorithm time/s.

Model image pixel
BPNN
AlexNet
Improved CapsNet

400*600
10.4
7.6
2.5

600*800
12.5
8.2
2.9

800*1000
32.2
12.4
4.3

has a lower classification time and better real-time performance for detecting faulty images acquired under
different complex backgrounds.

5. Conclusion
In order to identify the dropper faults, an improved CapsNet is used to extract the dropper under different fault
conditions, remove the horizontal catenary line and cantilever interference, and suppress the complex background
image. The improved CapsNet, once trained, can be used to classify the dropper faults into different types.
The following conclusions are obtained based on the experimental results:
(1) It is possible to effectively detect a faulty dropper from a running train using the improved CapsNet,
with a 97.5% recognition rate. Because of the frame rate is 45, the improved CapsNet can better achieve
real-time detection from a running train, which the frame rate is 45.
(2) As dynamic routing algorithm is more suitable for reducing the loss of pixels during training, the
improved CapsNet’s training image loss is less than the BPNN and AlexNet training losses, resulting in
preservation of all the pixels in an image.
(3) As the interference from the complex background is removed and the deformation vector is removed,
the improved CapsNet is more suitable for small data sets and can retain information such as co-location,
albedo, texture, deformation, and object position.
(4) In future, further experimental verification and development related to the dynamic routing algorithm
used in the CapsNet will be carried out.
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