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Abstract; We provide necessary and sufficient conditions for the existence of a solution of nth order differential 
equation satisfying right focal point boundary conditions. For the linear problems we propose forward-forward and 
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1. Introduction 
In this paper, we shall consider the following n th order ordinary differential equation 
x’“‘=f(t, x(t)) (1.1) 
together with the right focal point boundary conditions 
x(‘)(a)=& O<i<k-1, 
,(‘)(I?)=,,, k<j<n-1 
(1.2) 
where n 2 2,l G k G n - 1 is fixed. In (l.l), x(r) stands for (x( r ), x’( t ), . . . . .v(~)( t )), 0 G y G 17 - 1 
and the function f is assumed to be continuous on [a, h] X [WY+‘. 
Recently, the problem (l.l), (1.2) known as right focal point boundary value problem, has 
attracted many workers [14-19,21,23-251 who have obtained several interesting theoretical 
results. As a source several particular cases of (1 .l), (1.2) occure in engineering applications e.g. 
see [12,13,22,27,28]. In general, the analytical solution of (1.1). (1.2) cannot be determined or has 
limited practical value. Thus, one resorts to numerical methods and in [20.29.30] some finite 
difference methods for n = 4 and f( r, x(r)) = g( t)x( I) + h(t) have been analyzed. 
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The plan of this paper is as follows: In Section 2. we prove two main lemmas. The first. 
Lemma 2.1. deals with the Green’s function g( t. s) and its derivatives for the boundary value 
problem (2.1)-(2.3). In conclusion we also find the sign of g”‘( I, s), 0 < i d n - 1 on [a, h] x [a, 
h]. The second, Lemma 2.2, provides the best possible error estimates in polynomial interpolation 
theory satisfying (1.2). In Section 3, we consider the linear problems and propose forward-for- 
ward and backward-backward one pass practical shooting methods which convert the boundary 
value problems to its equivalent initial value problems. We remark that for these problems several 
other methods, e.g. method of complementary functions, method of adjoints. method of particu- 
lar solutions and method of chasing [l-11], can be employed directly or after converting (3.1). 
(1.2) into its equivalent first order system. The inequalities obtained in Lemma 2.2 are used in 
Section 3, to obtain necessary and sufficient conditions for the existence of a solution of (1.1). 
(1.2). In the Section 4. we provide a-priori conditions for the convergence of a general class of 
iterative methods for the boundary value problem (1 .l), (1.2). The forward-forward or 
backward-backward methods of Section 3. can be used iteratively to construct the solution of this 
nonlinear problem. Finally. in Section 6 we illustrate several numerical examples. 
2. Some basic lemmas 
Lemma 2.1. The Greerl’s functiorl g,(t, s) of the boundary value problem 
x(f1) = 0 
s”‘(cr)=O. O<i<k-1, 
_Y(“( h) = 0. k<j<n-1, 
cc117 be \i,r’itten as 
(-1y-“g:l’(t. s)>O, O<i<k-- 1, 
(-l)“-‘g:“(r, s)>,O. k<i<n-I. 
on [cl. h] x[a, h], M,here g:“( t, s) denotes the ith dericmioe a’~~( t, s)/at’. 
(2-l) 
(2.2) 
(2.3) 
(2.4) 
Proof. It is easy to verify that the function 
x(t) = cn: l)! l’(t - s)"-'f(s)ds -/““f+)C,(t - a)‘@ -.y)“-‘-‘f(s) ds] 0 ,=A 
(2.5) 
(2.6) 
is a solution of the differential equation x0’) = f( t) and x(“(a) = 0, 0 < i < k - 1. Further, for 
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x(k+J)( b) = (n-kli_l)! u J ‘(b - s)“+‘-‘f( s)ds 
- /r’-x-’ (~~-~~i”,-;)--_~~~~‘~(~)d~ 
=&-I)! 
- s)“-“-‘-‘f(s)ds 
- 
J 
b((~-~)+(b-a))“-“-‘-‘f(s)ds =O. 
0 1 
This function x(t) can also be written as 
x(t) =Jhg,(~ s)f(s)ds 
0 
now follows from the equality 
,1 - 1 k-l 
(t _ q-l - c (n-‘)C,(t _ a)‘(a - S)n-‘-’ = c cn-lqt _ a)‘(a _ S)N-‘-f (2.7) 
/=k r=O 
The proof of inequalities (2.5) has been given in [23], and (2.6) follows from the explicit 
representation 
gy( t, s) = (n-:-l)! x i 
0 s< 1, 
-(l-sy-l-l_ s2 t, 
obtained by differentiating i times (2.4) and (2.7). 
Lemma 2.2. Let x(t) E Ccn’ [a, 61, satisfving (2.2) 
Ill G C,F,,(b - a)“-.’ max Ix’“‘(t)l, 
a<r<h 
r: -., - 1 
cf.., =(n Tj)! I ,Fo (n-i)a-l)"-J-'I~ 
= (n Tj)! ’ k<j<n-1. 
Proof. Any such function can be written as 
x(r) =/L( t, s)xcn)( s)ds 
0 
and hence 
cl 
(2.3) then 
O,<j<n-1 
O<j,(k-1 
(2.8) 
(2.9) 
1x(-/)( ?)I c ( max fk:“(r, 41 +y~Jx’“‘(t)l. ugrgh 0 . . 
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Thus, it suffices to show that 
From (2.4) and (2.5) for 0 <j < k - 1, we have 
0:;z,, ~hl~:“(‘~ s> I ds 
,-, (u - g-’ 
n-i 
n-1 
+c (n-l)c (u-_b)~-‘-(u-r)“-’ 
;=k 
, (i fj)! 0 - a)‘_’ 
n-i 
,I-- 1 
= max 
(-l)“_’ 
o<r<h - ,c (n - i)!(i-j)! (t-a)"-' 
(b-a)"-'(t-a)'-' 
= (n ! j)! o’sI”,xh 
1 1 n-j 
n-J-1 
(r- uy+ ;=y-W,(u - by-‘-+ - a)’ 
n-, (n-j) I 
(b-u)“--’ 
(2.10) 
= C,fj(b - u)“-‘. 
Similarly, from (2.6) and (2.8) for k <j < n - 1, we have 
U~;~h/hlg:j)(r, 41 ds = urgyh cn _;_ 1>! /,?s - f)“-.‘-‘d.7 
_. ” 
= tn ‘+ (b - a)“-‘. 
In (2.9) the constants Cak. j, 0 <j < n - 1 are the best possible as they are exact for the function 
x(z)=-$ &C,(u-b)“-‘(r-u)’ (2.11) 
’ r=k 
and only for this function tip to a constant factor. •I 
Lemma 2.3. The unique polynomial of degree (n - 1) satisfying (1.2) is 
c (t-u)k+‘(u-b)‘-’ 
;=. (k+i)!(j-i)! . 
(2.12) 
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Proof. It is obvious that P,,‘?,(a) = A,, 0 d i < k - 1 and P,,‘!\(h) = B,, k 6 j < n - 1 follows 
from 
d kit 
i 
f: (m2)“+‘(a-b)‘-’ 
dt”+’ ,=e (k + i)!( j - i)! 
0 ifj>1. 0 
Lemma 2.4 (see [26]). Let B be a Banach space, and let r > 0; $(x0, r) = {x E B: J/x - x01/ < r ). 
Let T maps 5(x,, r) into B and 
(i) for all x, 1’ E S(x,, Y), [ITx - Ty/l< aJ[x - ~11, where 0 4 cy < 1, 
(ii) r0 = (1 - a)-‘IITxo - xoll 4 r. 
Then, 
(1) 
(2) 
(3) 
(4) 
(5) 
the following holds. 
T has a fixed point x* in g( x0, r,,); 
x* is the unique fixed point of T in .!?( x,,, r); 
the sequence defined by 
X m+l = TX,, m = 0, l,... 
converges to x*, with IIx* - x,,,II < cPr,,; 
for any x E g( x0, r,,), x* = lim, -t =T”‘x; 
any sequence { Xm} such that X, E S(x,, cPr,); m = 0, 1,. . . converges to x*. 
(2.13) 
3. Solution of linear problems 
Here, we shall consider the 
9 
linear differential equation 
xc”)= c b,(t)x”‘++(t) 
r=O 
. (3.1) 
together with the boundary conditions (1.2). The solution of (3.1), (1.2) can be constructed easily 
by any one of the following methods: 
Forward-forward integration. Any solution of (3.1) satisfying xCi)( a) = A,, 0 d i G k - 1 can be 
written as 
11-k-l 
x(r)= c x’k+“(a)xk+,(t) + w(t) (3.2) 
J=o 
where w(t) is the solution of (3.1) satisfying the initial conditions 
(3.3) 
and xk+/( t) is the solution of the homogeneous equation 
Y cn)= 5 b,(t)y”‘. 
r=O 
(3.4) 
satisfying the initial conditions 
(3.5) 
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The solution x(t) represented in (3.2) is the solution of (3.1) (1.2) if and only if the linear system 
n-k-l 
Bk+, = c x’~+‘)( a)x:‘i,:‘)( b) + dk+‘)( h), 0 < 1~ n - k - 1 (3.6) 
J=o 
has a unique solution, i.e. the matrix ( xh +J (k+‘)(b)) 0 <j 1~ n - k - 1 is nonsingular. We solve the 
system (3.6) to obtain the values of x (“+j)(a), 0 kj < A - k - 1 and substitute back in (3.2) to get 
the required solution. 
Thus, in numerical computation of the solution x(t) of (3.1) (1.2) besides the values of 
x:.k,:‘)(h), w ( ), (k+‘) b O<j, I~n-k-1weneedtostoretheva1uesofx-,+,(t),0~j~n-k-1 
and w(t) at all the grid points which may not be feasible. A more practical approach is to collect 
only the values of xi”,:“(b), wCk+‘)(b) 0 <j, I < n - k - 1 and solve (3.6) for ~‘~+~‘(a), 
0 <j G n - k - 1. The solution .x(r) is then obtained by integrating (3.1) forward with the given 
and obtained values of x(‘)(a), 0 < i < n - 1. 
Backward-backward integration. Any solution of (3.1) satisfying x(,‘)( 6) = Bj, k <j d II - 1 can 
be written as 
k-l 
x(r) = C .dj)(b)x,(r) +w(r) 
j=O 
(3.7) 
where w(r) is the solution of (3.1) satisfying the terminal conditions 
0, O<i<k-1, 
B;, k<i<n--1 1. (3.8) 
and xJ( r) is the solution of the homogeneous equation (3.4) satisfying the terminal conditions 
(3.9) 
As in forward-forward integration the solution x(r) represented in (3.7) is the solution of (3.1) 
(1.2) if and only if the system 
k-l 
A,= c x’~‘(~)x;.“(u) +~~“‘(a), 0 <I< k - 1 (3.10) 
./=a 
has a unique solution, i.e. the matrix (xj’)( a)), 0 dj, I< k - 1 is nonsingular. The system (3.10) 
provides the values of xCi)( b), 0 <j G k - 1 which we substitute in (3.7) to find the required 
solution. 
As in forward-forward method here also, we collect only the values of x5’)< a), w(‘)(u), 0 <j, 
I ZG k - 1 and solve (3.10) for x(j)(b), 0 4 j G k - 1. The solution x(r) of (3.1) (1.2) is then 
obtained by integrating (3.1) backward with the obtained and given values of x(‘)(b), 0 G i < n - 1. 
If k 2 (<)[$n], then forward-forward (backward-backward) method requires less integrations 
compared to backward-backward (forward-forward) method and hence for numerical stable 
problems forward-forward (backward-backward) method must be prefered over backward-back- 
ward (forward-forward) method. However, if the problem is numerical stable in forward 
(backward) direction then, forward-forward (backward-backward) method has to be used. 
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4. Existence results 
Theorem 4.1. Suppose that 
(i) Kj > 0, 0 < i < q be given real numbers and let Q be the maximum of If (1, uo, ul,. . . . uy) I on 
the compact set: [a, b] X Do, where 
Do= {(u,, ul,..., u,): ]ui] < 2K,, 0 < i < q}; 
(ii) max Ip~lll(t)16K,, O<i,<q; 
u<r<h 
(iii) (b-a)<(K,/QC,:,,)““-‘, O<i<q. 
Then, the boundary value problem (1.1) (1.2) has a solution in Do. 
Proof. The set 
B[a, b] = {x(t)EC(q)[a, b]: ]]x”‘]]<2K,,O<i<q} 
where I/x(‘)]] = max, d I Q b]x(‘)( )I . t IS a closed convex subset of the Banach space Cc4’[a. b]. 
Consider an operator T: Cc4’[a, b] -+ C’“‘[a, b] as follows: 
(TX)(t) = P,,_,(t) + Jhg,(t. s)f(s, x(s)&. (4.1) 
U 
Obviously any fixed point of (4.1) is a solution of (1.1) (1.2). 
We note that (Tx)( t) - P,,_,(t) satisfies the conditions of Lemma 2.2 and 
(TX)‘“‘(t)-P,,‘“:(t)=f(t, x(t)). 
thus, for all x(t) E B[a. b] 
I]( TX-)(“) - P,,‘“; (1) I] = I]( TX)(“)]] < Q, 
and hence 
//(TX)“‘-P,,“,]]gC~,,Q(b-a)“-‘, O<i<q 
which also implies that 
]](Tx)“‘(]~]]P,,(?,]j+C~,,Q(b-a)”-’<K,+K,=2K,, O~igq. (4.2) 
Thus, T maps B[a, b] into itself. Further, the inequalities (4.2) imply that the sets {(TX)“‘(t): 
x(t) E B[a, b]), 0 < i G q are uniformly bounded and equicontinuous on [a, b]. Hence, TB[a, b] 
is compact follows from the Ascoli-Arzela theorem. The Schauder fixed point theorem is 
applicable and a fixed point of (4.1) exists. 0 
Corollary 4.2. Let the conditions (i), (iii) of Theorem 4.1 be satisfied and let g(t) E Ccn-‘) [a,b] be 
a given function. Then, the differential equation ( 1.1) together with 
x”‘(a) =g”‘(a), 0 < i < k - 1, 
x”‘(b)=g”‘(b), k<j<n-1, (4.3) 
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has a solution if 
“c’ (b-a)“-jM <K 
p=j (p_j)! P’ J’ k-l’j’q’ (4.5) 
where max ~~,~h(g’j’(t)l~Mj,O~j~n-l. 
Proof. We need to verify that the condition (ii) of Theorem 4.1 is satisfied. For this in P,, _ ,( t) we 
take Ai = g”‘(a), 0 6 i < k - 1 and Bj = gtJ’( b), k <j < n - 1. Since P,_,(t) is a polynomial of 
degree at most (n - l), we find 
Next, since 
P,‘“;“(t) =p;“-y2’(b) - /‘p;l;‘,cs)ds 
I 
= g’“-2’(b) - 
J 
‘p;“;l)(.s)d.s, 
I 
we get 
IP,‘LIT2’(t)I~M,_,+(b-t)M,_,. 
Using the same arguments repeatedly, we obtain 
IP,‘I?,(t)l< c n-’ (b - lJp-L 
p=j (P-j)! p’ 
Further, we have 
k<j<n-1. (4.6) 
p,‘k;“( 1) = p,‘k;” (a) + /‘Pik’(s)ds = g’“-“(a) + /‘PJ”‘(s)ds, 
0 0 
and hence from (4.6) it follows that 
n-1 (b_ a)P-h+l M = ncl (b_a)@+‘M 
(p-k+l)! p p=x-l (p-k+ I)! p’ 
(4.7) 
Finally, since 
k-2 (t-a)P 
P,(F)l( 1) = c f(t-syJ 
p=j P! p”‘(a)+l (k-z-j)! 
Pj!;"(s)ds, Orj< k- 2 
from (4.7), we find that 
k-2 (t_a)“, + (t_a)k-‘-J nc’ (b-a)P-k+‘M 
i 
p (k-l-j)! p=k_, (p-k+l)! (4.8) 
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Inequalities (4.6)-(4.8) together with (4.4) and (4.5) implies the required condition that I~,l/‘,(r)l 
<K,, o<j<q. q 
Corollary 4.3. Suppose that the function f (t, uO, u,, . . . . u4) be such that 
]f(t. ug, u1,... , uq) 1 < L + i L;Ju,y(‘) (4.9) 
I=0 
for all (t, uo, u,, . . . , u4) E [a. b] X Iw4+‘, where 0 < a(i) < 1, L and L,, 0 d i < q are nonnegative 
constants. Then, the boundary value problem (l.l), (1.2) has a solution. 
Proof. Condition (4.9) implies that on Do 
If( t. UrJ, U], . . ., uq)l < L + 2 L,(2Kj)““‘= Q, (say). (4.10) 
r=O 
Now Theorem 4.1 is applicable by choosing K,, 0 < i < q so large that condition (ii) is satisfied 
and 
CJ,,Q,(b-a)“-‘GK,, O<i<q. 0 (4.11) 
Theorem 4.4. Suppose that the inequality (4.10) IS satisfied with a(i) = 1, 0 6 i 6 q for all (t, uo, 
24,, . . . , uq) E [a, b] X D,, where 
D, = ((u,. l 41,. . . , u,):lu,lG ~~::hlP,‘i’,(t)l+C,~.,(b-a)~-‘~,O~i6q] 
. . 
and 
I= max i L,]P,f?,(t)]. 
u<r<h ,=o 
f3= 2 CJ,;L,(b-a)“-‘cl. 
r=O 
Then, the boundari, value problem (1 .l), (1.2) has a solution in D,. 
Proof. The boundary value problem (1.1) (1.2) is equivalent to the problem 
y’“‘(t)=f(t. y(r)+P,,_,(r)), (4.12) 
y”‘(a) = 0, 0 < i < k - 1, 
_#“( b) = 0, li<jGn--1. 
(4.13) 
We define M as the set of functions n times continuously differentiable on [a, b] and 
satisfying the boundary conditions (4.13). If we introduce in M the norm ll_rII = max, ~, b hly(n)( t)l 
then, M becomes a Banach space. We shall show that the mapping T: M + M defined by 
(0)(t) = /“g&3 s)f(s, y(s) +P,,-,b))ds (4.14) 
0 
maps the ball S = { _Y( t) E M: ll_~ll < (L + 1)/(1 - 8)) into itself. For this, let v(t) E S then from 
Lemma 2.2 we have 
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and hence 
which implies that (t, y(t) +P,,_,(t)) E [a, b] x II,. Further, from (4.14) we have 
II(~ = “ygd’~ y(t) +P,-&))I . . 
=GL+ ~L,,y”‘(r)+P,“l,(t)l$L+I+ ;L,c,:,(h-u)p~-l~ 
r=O r=O 
=L.+i+e+$=+$. 
Thus, it follows from Schauder’s fixed point theorem that T has a fixed point in S. This fixed 
point is a solution of (4.12), (4.13) and hence problem (1.1). (1.2) has a solution x(t) =_v( t) + 
P,-,(t). 0 
Theorem 4.5. Suppose that the boundary value problem (l.l), (2.2). (2.3) hus a nontrivial solution 
x(t) and the condition (4.10) is satisfied with L = 0; cx( i) = 1, 0 < i < q for all (t, uo, ul,. . . , uy) E 
[a, b] X D,, where 
D,=((u,. u ,,..., u,):lu,l~C,~,,(b-a)“-‘m,Odi~q) 
and m = max D <, d ,,jx(“)( t) I. Then, if is necessary that 8 2 1. 
Proof. Since x(t) is a nontrivial solution of (l.l), (2.2), (2.3) it is necessary that r?l # 0 and 
Lemma 2.2 implies that (t, x(r)) E [a, b] x D,. Thus, we have 
m= ny~hlxO”Wl= c,ty~hlf(~. &))I . . . . 
< (,ry:,, 5 L,lx”‘(t)l < 5 L,C,f.,(b - a)“-‘m = em 
.\ r=O r=O 
and hence 821. q 
The conditions of Theorem 4.5 ensure that in (4.10) at least one of the L,, 0 < i < q will not be 
zero, otherwise .u( t) will coincide on [u, b] with a polynomial of degree at most (n - 1) and will 
not be a nontrivial solution of (l.l), (2.2). (2.3). Further, x(t) = 0 is obviously a solution of (l.l), 
(2.2), (2.3) and if 8 < 1 then, it is also unique. 
5. Convergence of the iterative methods 
Definition 5.1. A function X(t) E C’“‘[a, b] is called an approximate solution of (l.l), (1.2) if 
there exist nonnegative constants 6 and E such that 
max J?“‘(f) -f(t, Z(f))1 G 6 
u=Gr<h (5.1) 
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and 
max Ip,l”,(r)-p,lL’,(t)/~~C,f‘,,(h-a)”-’. O<;<q 
U<l<h 
where p,,_,(t) is the (n - 1)th degree polynomial satisfying 
q”,(LI)=x”‘(a), O<l<k-1. P,;/:(h)=s’l’(h). li<;<n-1. 
The approximate solution X(t) can be expressed as 
S(r)=P,,-,(f)+Jl)gJ t, s)[fk 3s)) ++)]ds 
‘I 
where q(t)=,?“)(t)-j(t, X(t)) and maxUG,G,,Iq(f)l.<_8. 
For the problem (l.l), (1.2) we shall consider the following iterative scheme 
Ml 
(5.2) 
(5.3) 
(5.4) 
x;::,(“)=A,. O,<ibk-1, 
x:$(b)=+ k<j<n-1. n1=0. l,... 
where x0(t) = E(x) and c(t) is a continuous function on [u, h]. 
(5.5) 
Theorem 5.1. With respect to (1.1). (1.2) we assunle that there exists u11 appro.uimute solution F(t) 
and 
(i) thefunctionf(t, uO. u,,. . . , uq) is continuous!\* differentiable with respect to ull II,. 0 < i < q 011 
[a, b] x D,, where 
D,= (u,,u ,,...’ 
i 
u,):lu, - P’)( t)l< N 
Ch IT., 
\ 
c,:.,, ( b - a 1’ ’ 
O<j<q : 
I 
(ii) there exist L,, 0 < i < q nonnegative constunts such that for ull (t, u,). II,. . . . . [I,,) E [a. 
h] X D2, laf(t, u09 u1t--.*uq)auiI G L,; 
(iii) S,.=(l +2c)B< 1; where~=max.~,~,lc(t)l md 
N,. = (1 - e,)-‘(E + qc,;&I - a)” d N. 
Then, 
(1) the sequence { x,,(t)} generuted bj, the process (5.4). (5.5) remuim it? s( S, N( ) = { X: 11.~ - Sll 
G NC, } , where 
llxll = p;$ 
. . 1 C,“.,(b - u)’ ‘i C.j max Ix”‘(t)l:: (I < I < h I 
(2) the sequence { x,,(t)} convergks to the unique solution x*( t ) of the hounduyv value prohlern 
(1.1), (1.2); 
(3) a bound on the error is given by 
IP *-x_,l<(‘:‘:~)“‘(b ‘:+:ksi-‘(l-us)-‘(,+S)C,~,,(b-o)”. (5.6) 
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Proof. Obviously, _i;-( I) = s,(t) E 9(X-, N,.). Thus, it suffices to show that s,,,(t) E s( Y, N,.) 
implies that _Y,,,+~ (t) E s( S, Iv,). Let x,,~( t) E g( S. N,.) then. from the definition of norm, we 
have 
/-A 
I,(“(,)-,(‘)(,)I. Ltl.t N,, o<j<q 
C,;.,w - 4’ 
and hence (I, x,,(t)) E [a, b] x D3. Further. from (5.4). (5.5) and (5.3). we find 
%,+AQ -W) 
= p,,-,(r) -R-,(t) +l&. s)[f(s. ??I(.~)) 
U 
+c(s) i (xl:‘,,(s) -xY(s)) s. -L,(4) --A s, X(s))-q(s) ds 
r=O 1 
and Lemma 2.2 provides that 
~_Y~;~,(t)-X(‘)(t)~ 
< EC,;*,(6 - a)“_’ 
+ C,f,,(h - u)~-’ max 
tr<t<h 
r))l + c i L,lsj,:!+,(r) -.x!,:)(r)I + 6 
r=O 
d(&+S)c,~~,(h-u)“-’ 
r q 
+c,;,,(h-a)“- c L, 
i 
Ltl.l 
,=0 C,j’,(h _ LI), {/lx,, - X-II + 4Xn,+I - ~,,,lI~ 1 
c., (h - a I-’ 
~(E+6)C,~,‘(h-u)‘l--‘+ 
CX 
0 [ ll~~,, - 41 + 4b,,+ 1 - XII + 4Ix,,, - a] 
n .o 
and hence 
II-Y ,,r+l - Slj < (E + SpI$,( h.- LIy + B(1 + c)Ilx,,, - x-11 + Bcllx,+, - Xl1 
which also implies that 
11-x ,?I+ 1 - \-[I<(1 -eL.)-‘[(E+6)C,l‘~,,(h-u)n+tq1 +c),li,.] =N,. - 
This completes the proof of part (1). 
To prove part (2), from (5.4) (5.5) we have 
-(x:‘(s)-x::!_,(s)) a f(s, x,,_,(s)) 
ax;‘,(s) 
(5.7) 
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thus, from Lemma 2.2 and the fact that {x,,,(t)} G g( .T, IV,.), we get 
1.X l~~,(r)-sl,:‘(r)l~c;~.,(h-a)“-’ 
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and hence 
IIX n1+1 - x,,II 6 (1 + mxn, - ~~,,-,/I + WL+, - ~~,,,II 
which also provides that 
IIX 
(1 + c)B 
n1 +1 - xn,II G 1 _ Co lb-n, - ,~,,z-III. 
Finally. an easy induction gives 
IIX .,+,-x,ll.((:~f~)“‘llx,-~11 (5.8) 
Since, 0,. = (1 + 2c)B < 1 inequality (5.8) implies that {s,,,(t)} is a Cauchy sequence and hence 
converges to some x *(t) E $(X, A’,.). This .x*(t) is indeed the unique solution of (1.1). (1.2) can 
easily be verified. 
To find the error bound (5.6), we use (5.8) in the triangular inequality 
IJx m+p - x,,Il 4 Il-%?,+p - %+p-III + Il.%+p-I - -Lip-211 + . . . +I-~,,,+, - -y,,,lI 
<( ‘:‘:r)“’ 
and taking p -+ CXJ. to obtain 
( 1 _ (1 + c)e 1 - 09 1 -‘,,,y I __y,, 
Next. from (5.4). (5.5) and (5.3) we have 
s,(t) -X(t) = P,,_,(r) -P,,-,(r) 
(5.9) 
and as earlier, we find 
l/X] - Xl1 < (E + S)C&(b - a)” + C8&X, - .XOll 
thus, it follows that 
11x1 -XII<(l Ye)-‘(E+A)C,Qh-a)“. 
Substituting (5.10) into (5.9) the inequality (5.6) follows. q 
1 ds 
(5.10) 
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Theorem 5.2. Let the conditions of Theorem 5.1 be satisfied and c(t) E 0. so rhat 8, = 0. Then. 
(1) there exists a solution x*(t) of (1.1). (1.2) in !?(S. h;); 
(2) x*(t) is the unique solution of (l.l), (1.2) i11 g(.Y. A’); 
(3) the sequence { x,,( t )) generated hjs the process (5.4). (5.5) M?th c( t ) = 0. comerges to s*( I) 
M’ith 
11x* - x,,\I < B”‘(1 - 19~‘( E + S)C,t,,( h - a)“: 
(4) for x,(t) = x(t) E SC-Y. N,) the iterative process (5.4), (5.5) kith c(t) = 0, concierges to 
x*(t): 
(5) a/?\. sequence {S,,,(t)} such that Z,,,(t) = %(x,,,, B”‘N,): m = 0. 1,. . . conr’el-ges to x*(t). 
Proof. Following the proof of Theorem 5.1 it is easy to verify that the operator equation 
Tx(t)=p_,(r)+Jhgk(t. s)f(s. x(s))ds 
0 
defined on 9(X. NO) into C’“‘[a, b] satisfieses the conditions of Lemma 2.4. 0 
Theorem 5.3. Let the conditions of Theorem 5.1 he satisfied and c(t) = 1. Further, let f( t, uO, 
u ) be twice continuous& differentiable with respect to all u,, 0 G i G q on [a, h] x D,, and 
7;;‘;;; (l uo. u,, . . . , uq) E [a, b] x D,, 
t, ug, u,. . . . , u,)l< L,L,K, O<i, j<q. 
Then, 
IIX m + 1 - x,,,Il G 4/~~,, - x,,l_,(12 < $(allx, - xolly < k[ +K(E + 8)[&j2]2”’ (5.11) 
H>here (Y = K8’/2(1 - O)C,f’O( b - a)“. Thus, the convergence is quadratic if A K( E + 8)(0/(1 - 8)’ 
< 1. 
Proof. In Theorem 5.1 we have already proved that {x,,,(t)} c g( S, A’,) Lvhich also implies that 
for all m, x,,(t) E D,. Since f is twice continuously differentiable. we have 
rk x,,,(d) =fk -G-l(d) + ? (x-!,:W -x!:‘,(t)) 
, = 0 
,,::p,(,,/cl. -L-Ad) 
++ -jy (x!,:‘(t) -x’:1,(1))& I 
2 
.fb POW. Pl(~L...~ Pq(t))w2) 
I =o I I 
where p,(t) lies inbetween xj,:L1( t) and sj,:‘( t), 0 < i < q. 
Using (5.12) in (5.7), we get 
X,+,(f) -.Y?,W 
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Thus. Lemma 2.1 provides 
~x~,~: I( t ) - x:$ (t),< c,;,,(h-o)“- i: L,$(h-o)’ I/x,,,,, -.x,,J( 
[ 
CA 
I = 0 Il.0 1 
-& ; i L,$h - a)-’ k,,s,,, - .x ,r_,1/2 [ /=0 ,I .o 1 
and hence 
KB’ 
IIX m+ 1 - -y,,ll G 011x-,,,+I - ~~,,,I1 + 
2C.db - 4 
,I IIX,,, - ~~,,l-lIIZ 
which is same as 
Ilx ,,I + 1 - .~,,IIl =G w,,, - x,,1-Ill*. 
The second part of (5.11) follows by an easy induction. Finally, the last part is an application of 
(5.10). 
6. Some examples 
Example 6.1. Consider the boundary value problem 
_xt4j= t2x2cos x + cos t. (6.1) 
x(0) = 1, s’(0) = s”(l) = s “‘(1) = 0. (6.2) 
Obviously, Pj( t ) = 1 and D,, = { s: 1.~1~ 2K,, } and hence Q = 4Kd + 1, C& = : and hence from 
Theorem 4.1 the problem (6.1). (6.2) has a solution in D, if 
1 <K, and : (4&f + 1) < K,, 
i.e. 
l<K,<+(2+J5). 
Example 6.2. For the boundary value problem 
x(4) = 2% y 
XI- * (6.3) 
x(l)= :, s’(l)= - :. x”(2)= ,I?. s”‘(2)= -; (6.4) 
we have PJ(t)= & (3%29t + 8t’- t7) and hence tma~z/P7(t)j < f. Thus, the problem (6.3). (6.4) 
.4 
has a solution in D, = { x: 1.~1 d 2K,, ) if 
i.e. 
: < K, and A( f, )(2K,,)5 6 K,,. 
4 < K, < 1.2613446.. . 
Example 6.3. For the differential equation 
xc4)= t2xicos(e-‘ ) + sin f’ (6.5) 
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together with boundary conditions (1.2) Corollary 4.3 ensures the existence of at least one 
solution in D, = {x: ]xI < cc} as long as A,, O<i<k--1; B,, k~j~11--l(k=1,2or3)and 
( b - a) are finite. 
Example 6.4. Consider the differential equation 
xt4)= f’x cos x + e-” + max t (6.6) 
together with the boundary conditions (6.2). For the function f(r. X) = r’.~ cos s + e-” + sin t 
the inequality (4.10) with (Y(O) = 1 is satisfied for all (t, x) E [0, l] x R, and L = 2. L, = 1 thus 
6 = i. Hence, Theorem 4.4 implies that (6.6). (6.2) has at least one solution x*(t) in {(t, x): 
0 G t G 1, Ix]< TX)}. Further, since I = 1 the same theorem provides that 
Ix*(t)]<1 + $S = 1.42857.. . . 
8 
Example 6.5. For the differential equation 
*t4) = e-“x cos x2 (6.7) 
together with the boundary conditions (2.2), (2.3), Theorem 4.5 ensure that x(r) = 0 is the only 
solution as long as (b - a) < 1.68179.. . (for k = 2 or 3) and (h - a) < 2.21336.. . (for k = 1). 
Example 6.6. For the boundary value problem 
xC4) = t cos x + cos t (63) 
x(-t)=X’(-~)=XII(~)=,~“‘(~)=O (6.9) 
we take X(t)=O, so that E=O, S=max_ ,,2d,4,,2]t -I- cos t] G 1.21, D, = {x: Ix] G N} and 
L, = 1. Thus, the conditions of Theorem 5.1 with C(I) = 1 are satisfied provided 8, = 4 < 1 and 
N, = (1 - $)_‘(1.21). 4 < Iv 
i.e. N > 0.403333.. . . 
Hence, the iterative scheme 
_u~,~‘,,(f)=tcosx,,,(t)+cost+(x,,+,(t)-x,,,(~))(-~sin x,,,(t)), (6.10) 
x,,,+,(-~)=s~,,+,(-~)=s::,+,(~)=s”:l:,(~)=o, m=o, l,... (6.11) 
Table 1 
t x,(t) x2(t) x3(t) 
- 0.500 
- 0.315 
- 0.250 
-0.125 
0.000 
0.125 
0.250 
0.375 
0.500 
0.00000000 D 00 
0.40808726 D - 02 
0.15134278 D-01 
0.31483371 D - 01 
0.51625410 D - 01 
0.74268027 D - 01 
0.98361724 D-01 
0.12312857 D 00 
0.14808711 D 00 
0.00000000 D 00 
0.40753516 D-02 
0.15113285 D-01 
0.31438591 D -01 
0.51550175 D-01 
0.74157326 D-01 
0.98212189 D-01 
0.12293837 D 00 
0.14785566 D 00 
0.00000000 D 00 
0.40753517 D - 02 
0.15113285 D-01 
0.31438592 D - 01 
0.51550177 D-01 
0.74157327 D-01 
0.98212191 D - 01 
0.12293838 D 00 
0.14785566 D 00 
Table 2 
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- 0.500 0.22865781 D - 15 
- 0.375 0.40962931 D - 02 
- 0.250 0.15190086 D-01 
-0.125 0.31597001 D - 01 
0.000 0.51808350 D - 01 
0.125 0.74527251 D - 01 
0.250 0.98700959 D - 01 
0.375 0.12354941 D 00 
0.500 0.14858998 D 00 
-0.19997418 D-06 _ 
0.40905433 D - 02 
0.1516X632 D-01 
0.31551361 D-01 
0.51731727 D-01 
0.74414536 D - 01 
0.9X548725 D - 01 
0.12335580 D 00 
0.14835438 D 00 
-0.19964519 D-06 
0.40905433 D - 0’ 
0.15168631 D-01 
0.31551360 D-01 
0.51731725 D-01 
0.74414534 D - 01 
0.98548721 D - 01 
0.12335579 D 00 
0.14835438 D 00 
with x,(t) = 0 converges to the solution x*(r) of (6.8). (6.9) and from (5.6). we have 
11x* - x,,,II < (0.285714.. .)“‘(0.242). (6.12) 
To apply Theorem 5.3, we note that K= 1 and hence ~K(E+ S)(8/(1 - 0)‘= $(1.21)($)’ -C 1 
thus, the convergence of (6.10). (6.11) is indeed quadratic. The numerical results for(6.10). (6.11) 
by using the methods of Section 3 are presented in Tables l-2. 
Example 6.7. For the boundary value problem (6.3) (6.4) we take Y(t) = &(38 - 291 + 8t’ - t3). 
so that E = 0, and since max, ~,Q zlX( t)l = f we find 6 = 8/19683. Thus, the conditions of 
Theorem 5.1 with c(t) = 1 on D, = { x: Ix. - X-(t) I< N } are satisfied provided 
e,=g(:_+N)4<1 (6.13) 
and 
Nt = (1 - 8, ) - ’ ii)&3 < IV. (6.14) 
Let N = 0.5 so that 0, = 0.0948788 and N, = 0.0000561 thus, both the inequalities (6.13). (6.14) 
are satisfied. Hence, the iterative scheme 
x%t) = &y:,(r) +(-\-,,,+I([) -.~,,,(t,,(~~.~,4,(t,), (6.15) 
x,,,+,(l)= f. s;,,+,(l)= - 1. s;;,+,(3)= &. s,:;:,(2)= -A. ,11=0. l.... 
(6.16) 
Table 3 
t 
1 .ooo 
1.125 0.29325366 D 00 
1.250 0.25618515 D 00 
1.375 0.221 XX361 D 00 
1.500 0.19010487 D 00 
1.625 0.16060479 D 00 
1.750 0.13313922 D 00 
1.875 0.10746401 D 00 
2.000 0.83335022 D - 01 
.Y,(l) 
0.33333333 D 00 
x:(t) 
- 
0.33333333 D 00 
0.29325366 D 00 
0.25618515 D 00 
0.22188361 D 00 
0.190104X7 D 00 
0.16060479 D 00 
0.13313922 D 00 
0.10746401 D 00 
0.83335022 D - 01 
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Table 4 
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1.000 0.33333333 D 00 0.33333333 D 00 
1.125 0.29325366 D 00 0.29325366 D 00 
1.250 0.25618515 D 00 0.25618515 D 00 
1.375 0.22188362 D 00 0.22188362 D 00 
1.500 0.19010489 D 00 0.19010489 D 00 
1.625 0.16060481 D 00 0.16060481 D 00 
1.750 0.13313924 D 00 0.13313924 D 00 
1.975 0.10746403 D 00 0.10746403 D 00 
2.000 0.83335049 D - 01 0.83335049 D- 01 
Table 5 
I 
1.000 
1.125 
1.250 
1.375 
1.500 
1.625 
1.750 
1.875 
2.000 
.r,(t) X?(f) .\.3(t) 
0.33333333 D 00 0.33333333 D 00 0.33333333 D 00 
0.29325361 D 00 0.29325366 D 00 0.29325366 D 00 
0.25618496 D 00 0.25618515 D 00 0.25618515 D 00 
0.22188321 D 00 0.22188361 D 00 0.22188361 D 00 
0.19010421 D 00 0.19010487 D 00 0.19010487 D 00 
0.16060383 D 00 0.16060479 D 00 0.16060479 D 00 
0.13313794 D 00 0.13313922 D 00 0.13313922 D 00 
0.10746240 D 00 0.10746401 D 00 0.10746401 D 00 
0.83333088 D - 01 0.83335022 D 01 0.83335022 D - 01 
Table 6 
t 
1.000 
1.125 
1.250 
1.375 
1.500 
1.625 
1.750 
1.875 
2.000 
.X,(f) X?(f) -x,(r) 
0.33333333 D 00 0.33333333 D 00 0.33333333 D 00 
0.29325361 D 00 0.29325366 D 00 0.29325366 D 00 
0.2561 X497 D 00 0.25618515 D 00 0.25618515 D 00 
0.221 XX323 D 00 0.22188362 D 00 0.22188362 D 00 
0.19010425 D 00 0.19010489 D 00 0.19010489 D 00 
0.160603X8 D 00 0.16060481 D 00 0.16060481 D 00 
0.13313801 D 00 0.13313924 D 00 0.13313924 D 00 
0.10746249 D 00 0.10746403 D 00 0.10746403 D 00 
0.83333187 D-01 0.83335049 D - 01 0.83335049 D - 01 
with x0(t) = &(38 - 29r + St’ - r3) converges to the solution x*(t) of (6.3) (6.4) and from (5.6) 
we have 
IIX * - _;,,,\I < (0.0653184)“‘(0.0000513). 
Further, as in Example 6.6 it is easy to verify that (6.15), (6.16) converges quadratically. The 
numerical results for (6.15). (6.16) by using the methods of Section 3 are given in Tables 3-4. We 
also take the initial approximation x0(t) = 1/3t and present the numerical results in Tables 5-6. 
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In all numerical integration of differential equations we use fourth-order Runge-Kutta 
method with 12 = & and the necessary intermediate values are interpolated using nearest four 
points. 
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