It is a well-known fact that a nondeterministic automaton can be transformed into an equivalent deterministic automaton via the powerset construction. From a categorical perspective this construction is the right adjoint to the inclusion functor from the category of deterministic automata to the category of nondeterministic automata. This is in fact an adjunction between two categories of coalgebras: deterministic automata are coalgebras over Set and nondeterministic automata are coalgebras over Rel. We will argue that this adjunction between coalgebras originates from a canonical adjunction between Set and Rel.
Introduction
Coalgebra offers a general framework for specifying transition systems with various branching types. Given a functor F : Set → Set, describing the branching type of the transition system, an F -coalgebra is a function c : X → F X, where X represents the state set and c the transition function. Depending on the choice of F , one can describe labeled, nondeterministic, probabilistic or various other types of branching and it is possible to combine several of them. Coalgebras come with a natural notion of behavioral equivalence, and coalgebra homomorphisms can be seen as functional bisimulations, mapping states to equivalent states.
In recent years, it has also become customary to study coalgebras in categories different from Set. There are several reasons, for instance, one can impose an algebraic structures on the states, or one can work in presheaf categories in order to model name passing [FT01] . Particularly relevant to this paper is the study of coalgebras in Kleisli categories, where a monad offers a way to model side-effects that can also be understood as implicit branching, different from the explicit branching that can be modeled directly in Set. Such coalgebras have for instance been studied in [HJS07] , where nondeterministic automata are specified as coalgebras in Rel, the category of sets and relations, which is isomorphic to the Kleisli category of the powerset monad on Set. The behavioral equivalence induced by such coalgebras in Rel is indeed trace (or language) equivalence, as desired, and not bisimilarity.
When studying coalgebras in various categories a natural question to ask is how to transform such coalgebras from one representation into another. Our motivating examples come from the world of deterministic and nondeterministic automata where various forms of determinization can be seen as functors which map coalgebras living in one category, into coalgebras living in another category. For instance, nondeterministic automata living in Rel can be transformed into deterministic automata in Set via the powerset construction. In the other direction, a deterministic automaton in Set can be trivially regarded as a nondeterministic automaton in Rel. It turns out that the transformations together form an adjunction between categories of coalgebras where the powerset construction is the right adjoint. In the same vein various other determinization-like constructions arise as adjunctions.
In the following we will first show under which circumstances adjunctions on categories can be lifted to adjunctions on coalgebras. Part of the answer was already given by Hermida and Jacobs [HJ98] and we extend their characterization by giving another, equivalent, condition. Then we study several examples in detail, especially various forms of automata. Apart from the well-known deterministic and nondeterministic automata, we consider codeterministic automata (also known as átomata, see [BT11] , or backwards-deterministic automata) and deterministic join automata, i.e. automata that have an algebraic structure on the states, allowing to take the join of a given set of states. Such automata live in the category of join semilattices JSL, which is the Eilenberg-Moore category of the powerset monad on Set (whereas Rel is the Kleisli category of the powerset monad) and have already been considered in [SBBR13] . In total we consider four different adjunctions between such automata.
In addition we consider an adjunction in the realm of linear weighted automata, where we take up an example from [BKP12] , transforming input into output linear weighted automata (and vice versa).
In order to explain what these adjunctions really mean in terms of behavioral equivalence, we study a general notion of behavioral equivalence for arbitrary categories. We first observe that the final coalgebra, if it exists, is preserved by right adjoints and hence can be "inherited" from coalgebras living in a different category. Furthermore we show how queries on behavioral equivalence can be translated to equivalent queries on coalgebras in another category. This reflects the well-known construction of determinizing a nondeterministic automaton before answering questions about language equivalence.
Theoretical Background -Lifting Adjunctions
Within this section we are first going to present a short, motivating example which introduces our approach. Then we will recall some basic definitions from the theory of adjunctions (mainly to introduce our notation) and start to develop our theory which is then summarized in our main theoretical result. The result itself is not very surprising and, in fact, was discovered already earlier by C. Hermida and B. Jacobs [HJ98] in a different setting (we will compare our approach with their result) and can be obtained using standard (2-)categorical methods [KS74] . However, the focus of our work is not just the theory itself but we are more interested in how this theory helps to understand certain (algorithmic) constructions on automata by applying it to various types of automata, modeled as coalgebras.
Motivating Example
Consider the following (non-commutative) diagram of functors where the bottom part is a (canonical) adjunction (see below for a definition) between Set and Rel.
DA = Coalg 2 × (_)
Let A be an alphabet, i.e. a finite set of labels. It is known (and we will also recall this in Section 3.1) that the coalgebras for the functor 2 × (_) A on Set are the deterministic automata (DA) and the coalgebras for the functor A×_+1 on Rel are the nondeterministic automata (NDA). (For final coalgebra semantics of NDA see [HJS07] .) We aim at finding the functors L, R (dashed arrows on top) that form an adjunction which is a lifting of the original adjunction and we will see that for this particular example everything works out as planned and the lifted right adjoint R "performs" the well-known powerset construction to determinize an NDA.
Adjunctions
We recall some basics from category theory [ML98, Awo06] to fix our notation. 
and
determines the other parts of the adjunction unique up to isomorphism. Since this is not trivial, we will always give the full adjunction.
There are special cases of adjunctions which have their own names.
Definition 2.2 (Equivalence and Duality of Categories).
Let L R, η, ε : C → D be an adjunction. We call it an equivalence if both η and ε are natural isomorphisms. Whenever such an equivalence exists, the categories C and D are called equivalent. Similarly, we say that the categories C and D are dually equivalent if there is an equivalence L R, ε, η : C → D op .
Let us now consider our first example of an adjunction (which is well-known in the literature and also the adjunction from our motivating example). Example 2.3. Let L : Set → Rel be the inclusion functor from Set to Rel mapping each set X to itself and each function f : X → Y to the corresponding relation f : X ↔ Y . Moreover, let R : Rel → Set be the functor which maps each set X to its powerset 2 X and each relation f : X ↔ Y to the the function Rf : 2 X → 2 Y given by (Rf )(S) = {y ∈ Y | ∃x ∈ S : x, y ∈ f } for every S ∈ 2 X . We obtain an adjunction L R, η, ε : Set → Rel where the unit η : 1 Set ⇒ 2 − is given by all the functions η X : X → 2 X , η X (x) = {x} for every set X and the counit ε : 2 − ⇒ 1 Rel consists of all the relations ε X : 2 X ↔ X where S, x ∈ ε X ⇐⇒ x ∈ S for every set X.
Lifting an Adjunction to Coalgebras
The theory of coalgebras [JR97, Rut00] has proven to be an appropriate tool for modeling and analyzing various types of transition systems. We will examine several of the standard examples (deterministic, nondeterministic, codeterministic and linear weighted automata) in detail in the following sections and hence will not provide any examples here. Besides these examples also probabilistic automata [Sok11] and even arbitrary labeled Markov processes [Pan09] or probabilistic transition systems [KK13] can be seen as coalgebras in suitable categories.
Recently the coalgebraic treatment of automata has provided new views on algorithms for minimization and (co)determinization [ABH + 12, BBRS12, BKP12] . In these works the authors make use of certain adjunctions of categories to obtain the minimization of (various kinds of) automata.
We shall hereafter try to find and analyze a common and generic pattern on how we can make use of an adjunction L R, η, ε : C → D to reason about and to find constructions (algorithms) on automata modeled as coalgebras. For that purpose let us fix two endofunctors F : C → C and G : D → D and look at the (noncommutative) diagram of functors on the right where U : Coalg (F ) → C and V : Coalg (G) → D are the forgetful functors mapping a coalgebra to its carrier and a coalgebra homomorphism to the underlying arrow.
The question we are interested in is whether we can in some canonical way obtain the functors L and R as indicated by the dashed lines such that they form an adjunction which "arises" from the initial adjunction. A precise definition for this is given below. In several cases such adjoint functors transform coalgebras in a way that we (re)discover algorithmic constructions on the modeled automata and we will back this hypothesis by the examples given in the following sections.
Definition 2.4 (Lifting)
. Let C and D be categories, F : C → C, G : D → D be endofunctors and U : Coalg (F ) → C and V : Coalg (G) → D be the forgetful functors mapping a coalgebra to its carrier and a coalgebra morphism to the underlying arrow. Let L R, η, ε : C → D be an adjunction. Although this definition is straightforward it has one setback: it does not tell us how to construct a lifted adjunction. Let us therefore introduce a method for handling this. If we had a natural transformation α : LF ⇒ GL it is not hard to see that we obtain a functor
We call a functor
for all F -coalgebras c : X → F X and all F -coalgebra homomorphisms f and analogously, given a natural transformation β : RG ⇒ F R we can define a functor R :
for all G-coalgebras d : Y → GY and all G-coalgebra homomorphisms g. By definition these functors are liftings and thus the only remaining question is whether we obtain a lifting of the adjunction. The equation U η = η can be spelled out as the requirement that for all F -coalgebras c : X → F X the arrow η X : X → RLX is an F -coalgebra homomorphism c → RLc and likewise the equation V ε = ε translates to the requirement that for every G-
This is the case iff the outer rectangles of the following two diagrams commute.
These diagrams certainly commute if their inner parts commute: 1 commutes because η is a natural transformation, 2 by definition of RLc and commutativity of 3 is equivalent to
Moreover, 4 commutes by definition of LRd and 5 because ε is a natural transformation. Finally, the commutativity of 6 is equivalent to
With these observations at hand it is easy to spell out a sufficient condition for the existence of a lifting which we will do in the following theorem. 
In both cases L and R are defined by (2.2) and (2.3).
By the observations from above it should be quite clear, that (1.) is sufficient for a lifting to exist. The fact that the second condition (2.) of this theorem is also sufficient for the existence of a lifting is due to a result by C. Hermida and B. Jacobs [HJ98, 2.15 Corollary]. They derive this as a "by-product" from a quite generic result in 2-categories using the fact that coalgebras are certain inserters in the 2-category CAT of categories, functors and natural transformations. Thus in order to prove the theorem we just have to show that (1.) and (2.) are equivalent using the provided definitions of β −1 (2.6) and α (2.7).
Proof of Theorem 2.5.
RGY are equivalent to commutativity of the outer rectangles of the following diagrams.
The diagrams commute because their inner parts commute: For the left diagram 1 is (2.4) applied to X = RY , 2 is F applied to the second unit-counit equation (2.1) and 3 is the natural transformation diagram for β. For the right diagram we observe that 4 is the natural transformation diagram for η, 5 is the second unit-counit equation (2.1) applied to GY and 6 is R applied to (2.5). Thus β is indeed a natural isomorphism with inverse α • .
(2.) ⇒ (1.): We have to show that α defined by (2.7) satisfies (2.4) and (2.5).
(2.4): Let X be an arbitrary C-object.
holds which in turn is equivalent to commutativity of the outer part of the following diagram.
1 and 2 commute because η is a natural transformation from 1 C to RL, functors preserve inverses and 3 is the second unit-counit equation (2.1) applied to GLX. (2.5): Let Y be an arbitrary D-object. Then: 
4 commutes by applying LF to the second unit-counit equation (2.1) , 5 due to the fact that β −1 is a natural transformation and 6 because ε is a natural transformation.
Remark 2.6. We immediately make the following observations about Theorem 2.5. 
Due to the fact that
Coalg (F ) ∼ = Alg (F op ),
Nondeterministic Automata and Determinization
Within this section we will first shortly recall how deterministic (DA), nondeterministic (NDA) and codeterministic (CDA) automata can be modeled as coalgebras in suitable categories. We will then consider adjunctions between these categories and apply our theorem to obtain a lifting. Via this we will recover the (co)determinization of an automaton via the powerset construction. The content of this (and the following) section can be summarized in the diagram of categories and functors below. While DA live in Set, NDA can be seen as arrows in Rel and CDA as arrows in Set op (see Section 3.1). Furthermore in Section 4 we will in addition consider deterministic join automata (DJA) which live in the category of complete join semilattices (JSL), see Sections 4.1 and 4.2. Between these categories of coalgebras there are four adjunctions, which will be treated in the following sections.
For the rest of this and the following section let A denote an alphabet, i.e. a finite set of labels. In a coalgebraic treatment of labeled transition systems, one usually omits initial states and the state spaces are not required to be finite.
Automata as Coalgebras
Deterministic Automata. In the category Set of sets and functions, deterministic automata can be modeled as coalgebras for the functor 2×(_) A . We can represent a deterministic automaton with states X and alphabet A as a coalgebra c : X → 2×X A where each state x ∈ X is mapped to a tuple o, s in which the output flag o ∈ {0, 1} determines whether x is final (if and only if o = 1) and the successor function s : A → X determines for each letter a ∈ A the unique a-successor s(a) ∈ X of the state x. We thus define the category of deterministic automata and automata morphisms to be DA := Coalg 2 × (_) A : Set → Set .
Nondeterministic Automata. Given a set X of states, we model a nondeterministic automaton by a coalgebra for the functor A × _ + 1 in Rel. Given a coalgebra c : X ↔ A × X + 1, each state x ∈ X is in relation with if and only if it is a final state. For any letter a ∈ A the y ∈ X such that x, a, y ∈ c are the a-successor(s) (one, multiple or none) of x. We thus define the category of nondeterministic automata and automata morphisms to be NDA := Coalg (A × _ + 1 : Rel → Rel).
Codeterministic Automata. Given a set X of states, a codeterministic (backwards deterministic) automaton (CDA) is given by a function c : A × X + 1 → X where c( ) ∈ X is the unique final state and for each pair a, x ∈ A × X the unique a-predecessor of x is c( a, x ). Hence we can model them as coalgebras for the functor A × X + 1 on Set op and define the category of codeterministic automata and their morphisms to be
op is equivalent to CABA, the category of all complete atomic boolean algebras, with boolean algebra homomorphisms. So instead of thinking of these automata as codeterministic, one could think of them as deterministic automata with a rich algebraic structure on the states, even richer than the deterministic join automata introduced in Section 4.
Codeterministic automata are studied in [BT11] under the name àtomata. An example automaton is shown in Figure 1 (right).
Determinization of Nondeterministic Automata
Let us reconsider the adjunction 1 between Set and Rel which we presented in Theorem 2.3. We aim at applying Theorem 2.5 to this adjunction to get a lifting and claim that this will yield the well known powerset construction to determinize nondeterministic automata.
Recall that, by Theorem 2.5 (2.), for such a lifting to exist it is sufficient to define a natural isomorphism β : 2 A×_+1 ⇒ 2 × (2 − )
A . Thus we define for every set X the function
for every S ∈ 2 A×X+1 . Here χ S is the characteristic function 1 of S. The inverse function
for every o, s ∈ 2 × (2 X ) A . By Theorem 2.5 (2.) we obtain a lifting. We calculate the natural transformation α : 2 × (_) A ⇒ A × _ + 1 by using (2.7) to obtain for every set X the relation α X : 2 × X A ↔ A × X + 1 given by
With these preparations at hand we can now construct the lifted functors. The new left adjoint L : DA → NDA maps a DJA c :
which is simply the same automaton, but interpreted as a nondeterministic one. The lifted right adjoint R : NDA → DA maps a nondeterministic automaton d : ∈ d, i.e. Q is final if and only if one of the original states in Q is final. Moreover, the a-successor of Q is determined by s(a) = {y ∈ Y | ∃q ∈ Q : q, a, y ∈ d} which we can easily identify to be exactly the definition of the transition function of the usual powerset automaton construction.
Codeterminization of Nondeterministic Automata
Let us now consider adjunction 2 between Rel and Set op which we automatically obtain by dualizing the adjunction between Set and Rel from Theorem 2.3 and the fact that Rel is a self-dual category. This adjunction has already been considered in [ABH + 12, HJS07].
The left adjoint L : Rel → Set op maps a set X to its powerset 2 X and a relation f : X ↔ Y to the function Lf : 2 X ← 2 Y given by, for every S ∈ 2 Y , (Lf )(S) = {x ∈ X | ∃y ∈ S : x, y ∈ f }. The right adjoint R : Set op → Rel is the inclusion, i.e. it maps a set X to itself and a function f : X ← Y to the corresponding relation f : X ↔ Y . The unit η consists of all the relations η X : X ↔ 2 X defined via x, S ∈ ε X iff x ∈ S and the counit ε is given by all the functions ε X : 2 X ← X mapping each x ∈ X to the singleton set {x}.
We proceed to define a lifting as before by specifying a natural isomorphism β : A×_+1 ⇒ A×_+1. The obvious choice is to let β X be the identity relation on A×X +1 which indeed yields a natural isomorphism. Moreover, using (2.7) we obtain the natural transformation α : 2 A×_+1 ⇒ A × 2 − + 1 where for each set X the function α X : 2 A×X+1 ← A × 2 X + 1 is given by α( ) = 1 and α( a, S ) = {a} × S for every a, S ∈ A × 2 X .
The lifted left adjoint L : NDA → CDA performs codeterminization: Given an NDA c : X ↔ A × X + 1 we obtain a CDA L(c) : 2 X ← A × 2 X + 1 where is mapped to the set {x ∈ X | x, 1 ∈ c}, i.e. the unique final state of the new automaton is the set of all final states of the original automaton. Given a set of states S ∈ 2 X and a letter a ∈ A the a-predecessor of S is the set
containing all the a-predecessors of the states in S. We conclude that the new automaton is indeed a codeterministic automaton which is (language) equivalent to the original one. While in the previous example the lifted left adjoint was trivial (as was the original left adjoint), in this case we obtain a trivial lifted right adjoint R : CDA → NDA: it "interprets" a CDA d : Y ← A × Y + 1 as NDA, i.e. as the corresponding relation
A → 2 and π2 : 2 × X A → X A are the projections of the product.
Deterministic Join Automata
We will now try to take a different perspective to look at powerset automata instead of just considering them to be determinized nondeterministic automata. In order to do that we briefly recall the notion of complete join semilattices and the corresponding category.
Complete Join Semilattices
A complete join semilattice is a partially ordered set X such that for every (possibly infinite) set S ∈ 2 X there is a least upper bound, called join and denoted by S. If Y is another join semilattice we call a function f :
The join semilattices and the join-preserving functions form a category which we will denote by JSL. It is isomorphic to the Eilenberg-Moore category for the powerset monad on set.
If we equip the set 2 = {0, 1} with the partial order 0 ≤ 1, we get a complete join semilattice with ∅ = 0, {0} = 0, {1} = 1 and 2 = 1.
The product of two join semilattices X and Y is the cartesian product of the base sets equipped with a partial order given by x 1 , y 1 ≤ x 2 , y 2 if and only if x 1 ≤ y 1 and y 1 ≤ y 2 for all x 1 , x 2 ∈ X, y 1 , y 2 ∈ Y and analogously, given a set X we can equip X A with a partial order based on a given one on X by defining for f, g ∈ X A that f ≤ g if and only if f (a) ≤ g(a) for every a ∈ A. This is a complete join semilattice if X is one. Given a subset F ⊆ X A its join is given by F :
Deterministic Join Automata
We can interpret a coalgebra c : X → 2 × X A for the functor 2 × (_) A on JSL as a deterministic automaton just as we did before on Set. Since the arrows of JSL are joinpreserving functions, such an automaton possesses a certain additional property. Given a set S ∈ 2 X of states, we know that there is a join-state S. By the join-preserving property of the transition function c we know that c( S) = {c(x) | x ∈ S} and we conclude that S is final if and only if one of the states x ∈ S is final and moreover any transition of an x ∈ S can be "simulated" (see below) by S. We define the category DJA := Coalg 2 × (_) A : JSL → JSL and call its objects deterministic join automata. The diagram in the middle shows a deterministic join automaton on this join semilattice. Note that the join of two final states is again final and that for every pair of states and alphabet symbol a, the a-successor of the join of the states is the join of the a-successors. This implies a general property of DJA that for every subset of states there exists a state accepting the union of the languages of the given states.
From Deterministic Automata to Deterministic Join Automata
We will now consider adjunction 3 in order to transform DJA into DAs and vice versa. Given a conventional DA, a suitable algorithm to obtain a DJA is (again) the powerset construction. We will see that this is a reasonable construction in the sense that it arises from an adjunction between Set and JSL. As said before, the category of complete join semilattices is equivalent to the Eilenberg-Moore category for the powerset monad on Set. The theory of adjunctions gives us a generic construction of an adjunction which we will now spell out in details. The left adjoint L : Set → JSL maps any set X to 2 X which is partially ordered by set inclusion. The join operation is set theoretic union and it is easy to see that we indeed obtain a complete join semilattice. Any function f : X → Y is mapped to its image map f [.] : 2 X → 2 Y which we can easily identify as join-(i.e. union-)preserving function. The right adjoint R : JSL → Set takes a complete join semilattice to its base set and forgets about the order and the join operation. Analogously, a join-preserving function is just considered as a function. The unit of the adjunction is given, for every set X, by the function η X : X → 2 X , η X (x) = {x}. The counit consists of the join-preserving functions
In order to obtain the lifting we define β X, : 2 × X A → 2 × X A to be the identity function on 2 × X A for every join semilattice X, which obviously yields a natural isomorphism β. Using (2.7) we construct the natural transformation α where for each set X the join preserving function α X : 2 2×X A → 2 × (2 X ) A is given by, for every S ∈ 2 2×X A ,
The lifted left adjoint L : DA → DJA performs the powerset construction on a deterministic automaton: For a deterministic automaton c : X → 2×X A the deterministic join automaton
The lifted right adjoint R : DJA → DA takes a DJA and interprets it as DA by forgetting about its join property.
Codeterminization of Deterministic Join Automata
Finally, we will describe an unusual construction translating DJA into CDA, based on adjunction 4 . It is unusual, since the unit of the adjunction (which must be join-preserving) maps every element to the complement (!) of its upward-closure (more details are given below). The left adjoint L : JSL → Set op maps any join semilattice X, to its base set X and each join-preserving function f : X, → Y, to the Set op -arrow
3)
The right adjoint R : Set op → JSL maps a set X to its powerset 2 X equipped with the subset order, i.e. to the join semilattice 2 X , ∪ and each Set op -arrow f : X ← Y to the
The unit of this adjunction is given by the join-preserving functions
for every join semilattice X, and the counit is given by, for every set X,
We construct a natural isomorphism β : 2 A×_+1 , ∪ ⇒ 2 × (2 − ) A , in order to get a lifting. For every join semilattice X, we take β X to be the same function as in (3.1) of our first example given in Section 3.2 and claim that this is a join-preserving function: for two sets
which can be generalized to arbitrary unions.
We calculate α : 2 × _ A ⇐ A × _ + 1 where for every join semilattice X, the function α X, is given by α X, ( ) = 0, (s : A → X, s (a) = ) and
The lifted left adjoint L : DJA → CDA maps a DJA c : X, → 2 × X A , to the CDA Lc : X ← A × X + 1 whose unique final state is the join of the non-final states of the original automaton, i.e. Lc( ) = {x ∈ X | π 1 (c(x )) = 0}. For every action a ∈ A and every state x ∈ X the unique a-predecessor of x is the join of all the states of the original automaton whose a-successor is less or equal to x, i.e. Lc( a, x ) = {x ∈ X | π 2 (c(x ))(a) x}. The lifted right adjoint R : CDA → DJA maps a CDA d : Y ← A × Y + 1 (which can also be regarded as nondeterministic automaton) to its determinization
via the usual powerset construction, i.e. for every S ∈ 2 Y we have
Since the reverse image of any function preserves arbitrary unions, this is indeed a DJA.
Example 4.2. Take another look at Figure 1 . The DJA of Theorem 4.1 (in the middle) is transformed into a CDA with the same state set X = {⊥, x, y, u, } (the diagram on the right). Its unique final state is ⊥ (the join of the non-final states) and the unique a-predecessor of a state is the join of the previous a-predecessors, for instance the new a-predecessor of ⊥ is y (the join of ⊥, u, y). If we transfer this automaton into a DJA with state set 2 X via the right adjoint the unit η (X, ) maps every state to the complement of its upward-closure. For instance state x is mapped to {⊥, u, y}.
Linear Weighted Automata
In the previous sections we looked at automata over Set, Rel and JSL. Now we will look at automata over the category Vect of linear maps between vector spaces called linear weighted automata. There are two flavors: input linear weighted automata (category: WAut i ) and output linear weighted automata (WAut o ). We will use Theorem 2.5 to obtain an adjunction between WAut i and WAut o . We have taken this example from [BKP12, Section 4] and extended it from finite to arbitrary vector spaces. For this section, let A be an arbitrary set (not necessarily finite).
Vector Spaces
Let us recall some facts about the category Vect of vector spaces. To begin Vect has all products and coproducts. Let V and W be vector spaces. The product of V and W is simply the cartesian product V × W with coordinatewise addition and scalar multiplication. The coproduct of V and W is V × W as well; the coprojections V Similarly, given a set B the vector space V B of functions from B to V is the B-fold product of V . However, the coproduct of infinitely many vector spaces is a bit more interesting. Let B be a set and V a vector space. The B-fold coproduct of V is the following subspace of V B . 
Input Linear Weighted Automata
An input linear weighted automaton is a linear map of the form c : A · V + R → V . That is, it is an algebra on Vect of type A·(_)+R. Accordingly we define the category WAut i of input linear weighted automata to be Alg (A · (_) + R).
OFF ON

press
0.25 press 1 press 0.5 0.5
For an example of an input linear weighted automaton we draw on our experiences with turning on electrical devices such as printers and projectors. Let us say that the state of such device is either "ON" or "OFF" or a superposition of both. We can represent the state space as R 2 where ON := 1, 0 and OFF := 0, 1 . When we approach the device it is fair to say it is as likely that we find it running as it is that we find it turned off. So the initial state is I := 0.5, 0.5 = 0.5 · ON + 0.5 · OFF .
When the device is turned on and we press the "power on" button, surely nothing will happen, but when the device is turned off and the button is pressed the device will only turn on with probability, say, 0.75 (see diagram above). Formally, pressing the button is represented by a linear map P : R 2 → R 2 with P (ON) = 1, 0 and P (OFF) = 0.75, 0.25 . There is precisely one such P :
Together, the initial state I and P form an input linear weighted automaton c : A·R 2 +R → R 2 with A := {press}. Indeed, c is given by, for x, y, µ ∈ R, c( (press, x, y ), µ ) = 1 0.75 0 0.25
Output Linear Weighted Automata
An output linear weighted automaton is a linear map of the We could say that the output linear weighted automaton d is the dual (or transpose) of the input linear weighted automaton c. We will generalize this construction to arbitrary input linear weighted automata using the dual of a vector space (see below) and Theorem 2.5.
Dual of a Vector Space
Let V be a vector space. The dual of V is the following subspace of R V .
Let us determine the dual of R n for some natural number n. Recall that for every linear map ϕ : R n → R there is a unique u ∈ R n with, for all x ∈ R n ,
So we get a bijection Φ :
It is not hard to see that Φ is linear, so (R n ) * is isomorphic to R n . Consequently, V * ∼ = V for any finite dimensional vector space V . For an infinite dimensional vector space V the situation is different. Let B be a basis for V (so B · R ∼ = V and B is infinite). Define Ψ : (B · R) * → R B by, for ϕ ∈ (B · R) * and b ∈ B, Ψ(ϕ)(b) = ϕ(b). Then it is not hard to see that Ψ is an isomorphism. Since B is infinite we know that B · R ∼ = R B , so B · R ∼ = (B · R) * . Hence V * ∼ = V for any infinite dimensional vector space V .
To apply Theorem 2.5 to the dual vector space construction we need to recognize the assignment V → V * as part of an adjunction. To begin, note that V → V * extends to a functor (_) * : Vect → Vect op as follows. Given a linear map f :
This also gives us a functor (_) * : Vect op → Vect. Now, given a vector space V define
If V ≡ R n for some n ∈ N, then ι V is an isomorphism. So if we restrict the adjunction to the category FVect of linear maps between finite dimensional vector spaces we get a duality (_) * (_) * , ι, ι : FVect → FVect op .
Dual of a Linear Weighted Automaton
We will now lift the adjunction between Vect and Vect op . The result will be:
Then β V is invertible and we get a natural iso β :
Hence we get an adjunction lifting by Theorem 2.5 as depicted above. Let c : A · V + R → V be an input linear weighted automaton. Then
If we take c to be as depicted in the diagram in Section 5.2 then c o will be as depicted in the diagram in Section 5.3 (if we identify (R 2 ) * with R 2 via the isomorphism in Equation 5.1). Let d : V → R × V A be an output linear weighted automaton. Then 
Checking Behavioral Equivalences
Finally, we will show how the results on adjunctions can be used to check behavioral equivalences. Since our coalgebras do not necessarily live in Set, where we could address elements of a carrier set, we use the following alternative definition, where we specify whether two arrows are behaviorally equivalent. This is reminiscent of equipping a coalgebra with start states, similar to the initial states of an automaton.
Definition 6.1 (Behavioral Equivalence). Let C be a category, F : C → C be an endofunctor such that a final F -coalgebra ω : Ω → F Ω exists. Furthermore let c 1 : X 1 → F X 1 and c 2 : X 2 → F X 2 be two F -coalgebras and U be a C-object.
We say that two C-arrows
x 2 ), whenever the diagram on the left commutes where ! 1 : c 1 → ω and ! 2 : c 2 → ω are the unique coalgebra homomorphisms into the final coalgebra.
In Set the choice for U will typically be a singleton set and then the problem reduces to asking whether two given states are behaviorally equivalent. Now assume that we have an adjunction L R, η, ε : C → D that is lifted to coalgebras as specified in Theorem 2.4. Now, since R is a right adjoint, it preserves limits, specifically it preserves the final coalgebra. Let us take another look at the first diagram in Section 3: It can easily be determined that A * , the set of all finite words, is the carrier of the final coalgebra in Set op . Via the right adjoint, this translates to the carrier set A * in Rel, where the arrow ! 1 into the final coalgebra is a relation, relating each state with the words that are accepted by it (in [HJS07] this final coalgebra is discussed in detail). The final coalgebra can also be transferred into JSL and Set, where it has carrier set 2 A * .
Hence, the adjunctions allow to construct final coalgebras and to transfer results about final semantics from other categories. Furthermore, it is possible to check behavioral equivalence in a different category, by translating queries via the adjunction. Let
Then the following equivalence holds.
In all our examples the right adjoint R is faithful. If this is the case and the final coalgebra exists, this allows us to check behavioral equivalence in a different category, where this might be easier or more straightforward. The classical example is of course the lifted adjunction between Set and Rel. In order to check language equivalence for nondeterministic automata, the standard technique is to determinize them via the right adjoint into Set. Then, language equivalence can be checked on the powerset automaton.
Conclusion, Related and Future Work
We have shown how to lift adjunctions between categories to adjunctions on coalgebras. Furthermore we gave several examples for such adjunction liftings and showed how they can be used to transfer behavioral equivalence checks from one category to another.
Several open questions remain, both concerning the examples and the general technique. Our main example involving deterministic and nondeterministic automata is strongly related to the powerset monad, since one adjunction is based on the Kleisli and another on the Eilenberg-Moore construction for this monad. In this specific case we obtain two more adjunctions by considering Set op , however this will not work for any monad. Still, it would be interesting to investigate which monads allow such a rich structure of adjunctions, in what way these adjunctions can be lifted to adjunctions to coalgebras and whether this results in well-known constructions. There exists also the comparison functor between the Kleisli and the Eilenberg-Moore category, which however is not necessarily part of an adjunction. It would be interesting to find out which behavioral information can be transported over the comparison functor.
In [ABH + 12] the authors used the adjunction between Rel and Set op in order to characterize a factorization structure that is employed for a minimization algorithm. Hence, an obvious question is whether other adjunctions can be used for such algorithmic purposes, for instance for minimizing a coalgebra in one category, but using the structure of another category. It also seems plausible that up-to techniques can be explained in this way, for instance by checking language equivalence for nondeterministic automata in Rel, using the algebraic structure of JSL via the comparison functor (similar to [BP13] ).
We also showed how to transfer equivalence checking queries through a right adjoint. Can they also be transferred in the other direction, via a left adjoint?
Finally, the conditions in Theorem 2.5 (Lifting an Adjunction to Coalgebras) are sufficient for the lifting to exist. However, it is unclear whether they are also necessary.
Related Work. The adjunction between Rel and Set
op , transforming nondeterministic automata into codeterministic automata has already been considered in [ABH + 12] and similarly in [HJS07] . The paper [SBBR13] is concerned with the adjunction between Set and JSL and uses it to determinize automata, but different from the approach in this paper. More concretely, in [SBBR13] a nondeterministic automaton specified by a function X → 2 × (2 X ) A in Set is translated into a join-preserving function 2 X → 2 × (2 X ) A , which does not give an adjunction on coalgebras. Another closely related paper is [JSS12] which is also concerned with the Kleisli and Eilenberg-Moore constructions for the powerset monad and uses the comparison functor in order to determinize automata. Furthermore our example in Section 5 is based on a duality of categories [BKP12] .
Hence, many ideas that are summarized in this paper are not completely new, but have been stated in various forms. However, we think that it is insightful to present this theory strictly from the point of view of adjunction lifting and to clearly spell out what it means to preserve and reflect behavioral equivalences by adjoints. Furthermore, to our knowledge, the adjunction between join semilattices and Set op , that gives rise to a quite surprising and unusual construction, has never been studied in this setting.
A. Proofs and Calculations
In this appendix we present all the missing proofs and detailed calculations for the results given in the main part.
A.1. Section 3.2 (Determinization of Nondeterministic Automata)
Proof that β is a natural isomorphism. Let us first briefly check that indeed β −1 X is the inverse of β X : For any S ∈ 2 A×X+1 we calculate
and for any o, s ∈ 2 × 2 X A we have
Moreover, β and β −1 , are natural transformations: We consider the diagram
and remark that for any S ∈ 2 A×X+1 both (β Y • 2 A×f +1 )(S) and
• β X (S) evaluate to the same tuple
which completes the proof that β as defined by (3.1) is a natural isomorphism.
For each set X we calculate α X : 2 × X A ↔ A × X + 1 using Equation 2.7:
which verifies Equation 3.3. Now we proceed to calculate the lifted left adjoint using Equation 2.2. For any coalgebra c : X → 2 × X A we have 
A.2. Section 3.3 (Codeterminization of Nondeterministic Automata)
For each set X we calculate α X : 2 A×X+1 ← A × 2 X + 1 using Equation 2.7:
and evaluating this Set op -arrow as a function yields:
and analogously for any a, S ∈ A × 2 X we have
We calculate the lifted left adjoint using Equation 2.2. For any c : X ↔ A×X +1 we obtain the Set op -arrow L(c) = α X • Lc which, as a function is given by, for every a, S ∈ A × 2 X ,
Analogously we use Equation 2.3 to obtain the lifted right adjoint. For a coalgebra d : Y ← A × Y + 1 we obtain
A.3. Section 4.3 (From Deterministic Automata to Deterministic Join Automata)
For each set X we calculate the join preserving 3 function α X :
which for each S ∈ 2 2×X A evaluates to
which is Equation 4.1. We calculate the lifted left adjoint using Equation 2.2. For any coalgebra c : X → 2 × X A we obtain a coalgebra L(c) : 2 X → 2 × (2 X ) A where for every S ∈ 2 X we have
Analogously we use Equation 2.3 to obtain the lifted right adjoint. For a coalgebra
A.4. Section 4.4 (Codeterminization of Deterministic Join Automata)
For this adjunction we will first give all the details of the base adjunction due to the fact that -to our knowledge -it is not standard construction.
A.4.1. Left adjoint
where Lf (y) = {x ∈ X | f (x) y}.
A.4.2. Right adjoint
This is indeed a JSL-arrow due to the fact that the inverse image preserves arbitrary unions.
A.4.3. Unit
Let us check that this is join-preserving. For binary joins we have
which immediately can be generalized to arbitrary joins. In order to see that η is a natural transformation we calculate:
and claim that
This is true because their complements are the same:
Let y f (x), then x ∈ {x ∈ X | y f (x )} and {x ∈ X | y f (x )} x.
Conversely for y ∈ {y ∈ Y | {x ∈ X | y f (x )} x} by join preservation and monotonicity we obtain
A.4.4. Counit
This is simply ε X : 2 X ← X, x → {x} which is indeed a natural transformation (arrows to be read as functions):
A.4.5. Unit-Counit-Equations (2.1)
We have (arrows as functions)
and in JSL:
A.4.6. Lifting
We need a natural isomorphism β : RG ⇒ F R, i.e. for each set X we need a join-preserving function β X : 2 A×X+1 , ∪ → 2 × (2 X ) A , . We take the bijective function given in Equation 4.6 from Section 3.2 which is:
In Section 3.2 we have already seen that this function is join-preserving. Using Equation 2.3 we calculate the lifted right adjoint:
where we have
which is just the determinization of the automaton via the powerset construction. In order to obtain the lifted left adjoint we use Equation 2.7 to calculate
which is a Set op -arrow (thus we have to reverse all arrows to calculate the function!). We calculate for arbitrary a, x ∈ A × X:
and with that we continue
and for the other cases
Finally we plug in these results to obtain
and for all other cases we get Equation 4.6:
With these results we can use Equation 2.2 to obtain the lifted left adjoint
which is the supremum of all such x whose a−successors are less or equal to x. Moreover, we obtain
which is the supremum of all non-final states.
A.5. Section 5.5 (Dual of a Linear Weighted Automaton)
Proof that β V is invertible. Let V be a vector space. Define a map
We will show that γ is the inverse of β V , that is:
Let µ ∈ R and f ∈ (V * ) A be given. We have, by definition of β V ,
Recall that κ 1 (1) = 0 A·V , 1 . Since 0 A·V (a) = 0 and f (a)(0) = 0 for all a ∈ A,
Let a ∈ A and v ∈ V be given. We have, by definition of γ,
since κ a (v)(a ) = v when a = a and κ a (v)(a ) = 0 when a = a . Now, if we combine Statements (A.2), (A.3) and (A.4) we get
So we can conclude that
Let g ∈ (A · V + R) * , h ∈ (V * ) A and ν ∈ R be given. We have
Note that h = a∈A κ a (a)(h(a)), where κ a (v)(h(a)) is zero for all but finitely many a ∈ A. Then since g is linear we get
Proof that the description of α V in Statement (5.2) is correct. Let V be a vector space, h ∈ A · V * , µ, ν ∈ R and f ∈ V A . We must prove that
By Theorem 2.5 we know that α is the adjoint mate (β −1 ) • of β −1 :
Using this, proving Equation A.5 is only a matter of expanding definitions.
For the next step recall that g * (ϕ)(w) = ϕ(g(w)) for every linear g : W 1 → W 2 where W 1 and W 2 are vector spaces, w ∈ W 2 and ϕ ∈ W * 1 .
Recall that ι W (w)(ϕ) = ϕ(w) for every vector space W , ϕ ∈ W * and w ∈ W .
Since γ (see Equation A.1) is the inverse of β V we get: We have to show that ! 1 • y 1 = ! 2 • y 2 and we prove commutativity by prefixing with the counit ε U : LRU → U . First, note that ! 1 • ε Y 1 is a coalgebra homomorphism from LRd 1 into the final coalgebra and so is ε Ω • Lf 1 . Since such a morphism is unique we have
The situation is depicted below. 
LRU
RΩ
ε Ω * * Ω Due to the right equation in 2.1 of Theorem 2.1 we know that Rε U is a split epi and hence an epi. Epis are reflected by faithful functors and so ε U is an epi. We can conclude that ! 1 • y 1 =! 2 • y 2 , as required.
Proof that (_) * : Vect → Vect op is faithful. Let V and W be vector spaces and let f 1 , f 2 : V → W be such that f * 1 = f * 2 . We must prove that f 1 = f 2 . Using the axiom of choice we can find a basis B for V and a basis C for W . Then So we have proven Statement (A.6). Hence (_) * : Vect → Vect op is faithful.
A.7. B · R ∼ = R B for infinite B
Let B be an infinite set. We will show that there is no linear surjection from the vector space B · R to the vector space R B (and hence B · R ∼ = R B ).
Lifting Adjunctions to Coalgebras to (Re)Discover Automata Constructions
The trick is to note that there is a linear surjection from R B to
where ℘ fin (B) is the set of all finite subsets of B. To see this, first note that since B is infinite it has the same cardinality as B × B (for a proof, see [Dev93] , Theorem 3.7.7). Then it is not hard to see that ℘ fin (B) has the same cardinality as B. Using this one can see that there is a surjective map from B to ℘ fin (B) × N, and a surjection from B to
{1, 2, . . . , #F + 1}.
As a result there is a linear surjection from R B to We see that π F • f [F ] maps an #F -dimensional space into an (#F + 1)-dimensional space, so π F • f [F ] cannot be surjective. Hence, by the axiom of choice, there is w ∈ F ∈℘ fin (B) R (#F +1) ≡ W such that, for all F ∈ ℘ fin (B),
We claim that w is not in the image of f . To prove this suppose that there is h ∈ B · R with f (h) = w. Define F := supp(h), so F ∈ ℘ fin (B). Then since we have assumed that f (h) = w, we have π F (f (h)) = π F (w) = w(F ).
But on the other hand, since h ∈ [F ], we have π F (f (h)) = w(F ), a contradiction. Thus there is no such h. Hence f is not surjective. Thus B · R ∼ = R B .
