Abstract. The continuous time random walk (CTRW) underlies many fundamental processes in non-equilibrium statistical physics. When the jump length of CTRW obeys a power-law distribution, its corresponding Fokker-Planck equation has space fractional derivative, which characterizes Lévy flights. Sometimes the infinite variance of Lévy flight discourages it as a physical approach; exponentially tempering the power-law jump length of CTRW makes it more 'physical' and the tempered space fractional diffusion equation appears. This paper provides the basic strategy of deriving the high order quasi-compact discretizations for space fractional derivative and tempered space fractional derivative. The fourth order quasi-compact discretization for space fractional derivative is applied to solve space fractional diffusion equation and the unconditional stability and convergence of the scheme are theoretically proved and numerically verified. Furthermore, the tempered space fractional diffusion equation is effectively solved by its counterpart of the fourth order quasi-compact scheme; and the convergence orders are verified numerically.
Introduction
In recent years, more and more scientific and engineering problems are involved in fractional calculus. They range from relaxation oscillation phenomena [1] to viscoelasticity [2] , and from control theory [3] to transport problem [4] . The fractional diffusion equation has been put forward as a more suitable model to describe ion channel gating dynamics [5] and subdiffusive anomalous transport in an external field [6] , which are resulted in from the continuous time random walk (CTRW) in the scaling limit. The CTRW is a mathematical formalization of a path that consists of a succession of random steps including the elements of random waiting time and jump length; and it underlies many fundamental stochastic processes in statistical physics. When the first moment of the distribution of waiting time and the second moment of jump length are finite, the probability density function (PDF) of the particle's location and time satisfies the classical diffusion equation. However, if the jump length obeys the power-law distribution, the PDF of the particle's location and time is the solution of space fractional diffusion equation; and the corresponding dynamics is called Lévy flight. Sometimes the jumps of the particles are limited by the finite size of the physical system and the infinite variance of Lévy flight discourages it as a physical approach. So the power-law distribution of the jump length is expected to be truncated [7] or exponentially tempered [8] . For the CTRW with the distribution of the tempered jump length |x| −(1+α) e −λ|x| [9] , the corresponding PDF of the particles satisfies the tempered space fractional diffusion equation [8] .
It seems that there are less works for the numerical solutions of tempered space fractional diffusion equation [10] . However, for the space fractional diffusion or advection-diffusion equation, much progress has been made for its numerical methods, e.g., [11, 12, 13, 14, 15, 16, 17, 18, 19, 20] . Transforming the Riemann-Liouville fractional derivative to Caputo fractional derivative, the space fractional Fokker-Planck equation is solved by the method of lines in [11] . Using the superconvergence of Grünwald discretization at a particular point, a second order finite difference scheme is proposed in [17] . Based on the difference discretization and spline approximation to the Riemann-Liouville fractional derivative, a second order scheme is presented for the three dimensional space fractional partial differential equations in [20] . Currently, the most popular discretization scheme for the space Riemann-Liouville fractional derivative seems to be the weighted and shifted Grünwald (WSGD) operator. The first order WSGD operator is firstly presented and detailedly discussed in [12, 13, 14] and the second order convergence is obtained by using extrapolation method [15, 16] . The second order WSGD operator is given in [18] ; and the third order compact WSGD (CWSGD) is presented in [19] . Following the idea of weighting and shifting Grünwald operator, this paper provides the basic strategy of deriving the quasi-compact scheme with any desired convergence orders for space fractional diffusion equation; and it can also be extended to solve the tempered space fractional diffusion equation. The fourth order quasi-compact scheme is detailedly discussed in solving space fractional diffusion equation, including stability and convergence analysis and numerical verification of convergence orders. The fourth order quasi-compact scheme for tempered space fractional diffusion equation is also proposed and effectively used to solve the equation; and the convergence orders are numerically verified.
The outline of this paper is as follows. In Sec. 2, the high order quasi-compact discretizations are presented to approximate space Riemann-Liouville fractional derivative. In Sec. 3, following the obtained quasi-compact discretizations, the high order quasi-compact scheme for the one dimensional space fractional diffusion equation is designed and its stability and convergence analysis are performed. Sec. 4 focuses on the quasi-compact scheme and the corresponding stability and convergence analysis in two dimensional case. The high order quasi-compact discretizations is extended to tempered space fractional derivative in Sec. 5 and the corresponding scheme is derived to solve tempered space fractional diffusion equation. In Sec. 6, numerical experiments are performed to testify the efficiency and verify the convergence orders of the schemes. We conclude the paper with some discussions in the last section.
Quasi-compact discretizations for Riemann-Liouville space fractional derivatives
We first introduce some definitions and lemmas, including Riemann-Liouville fractional derivatives and shifted Grünwald-Letnikov formulations. Definition 2.1. [21] If the function u(x) is defined in the interval (a,b) and regular enough, then the α-th order left and right Riemann-Liouville fractional derivatives are, respectively, defined as
where a can be −∞ and b can be +∞.
And the standard left and right Grünwald-Letnikov formulations which can be potentially used to approximate the left and right Riemann-Liouville fractional derivatives are, respectively, given as 4) where the Grünwald weights g
Γ(−α)Γ(k+1) are the coefficients of the power series expansion of (1 − z)
α . For getting the stable scheme, a shifted Grünwald-Letnikov operator is proposed to approximate the left Riemann-Liouville fractional derivative with first order accuracy [15] .
For any integer p, define the left shifted Grünwald-Letnikov operator by
Then we have
uniformly in x ∈ R, where the weights a α p,l are the coefficients of the power series expansion of the function (
pz , and the first four terms of the coefficients are a
In the finite interval [a,b] , the shifted Grünwald-Letnikov fractional derivatives are∆
In the remaining analysis of the paper, for a function defined in the bounded interval, we suppose that it has been zero extended to R whenever the value of u(x) outside of the bounded interval is used.
2.1. Fourth order quasi-compact approximation to the RiemannLiouville fractional derivative According to the definitions of the shifted Grünwald-Letnikov fractional derivatives, we know that p can be any integer. In order to ensure that the nodes in (2.7) or (2.8) are within the bounded interval, we need to choose the integer p ∈ {1,0,−1} when approximating non-periodic fractional differential equation in the bounded interval. Inspired by the shifted Grünwald-Letnikov operator and the Taylor expansion, we derive the following fourth order combined quasi-compact approximations. Theorem 2.3. Let u(x) ∈ C 7 (R) and all the derivatives of u(x) up to order 7 belong to L 1 (R). Then the following quasi-compact approximation has fourth order accuracy, i.e.,
9)
where
x is the centered difference operator; and the coefficients b α 2 , µ 1 , µ 0 , and µ −1 are the functions of α and
(2.10)
In fact, under the assumptions of the theorem, we know that for any fixed order α and the coefficients µ 1 , µ 0 , and µ −1 the following equalities hold.
where b
, we have for any function u,
In a similar way, we can derive the fourth order quasi-compact approximation for the right Riemann-Liouville fractional derivative:
For u(x) defined in a bounded interval, supposing its zero extension to R satisfies the assumptions of Theorem 2.3, the following approximations hold:
and
Now using the CWSGD operator, we solve a two-point boundary value problem to numerically verify the above statements. Using the quasi-compact scheme (2.13) to solve Example 2.4 leads to the desired convergence orders; see Table 2 .1.
2.2.
Fifth order quasi-compact approximation to the RiemannLiouville fractional derivative In this subsection, we present a fifth order quasicompact approximation given as follows.
Theorem 2.5. Let u(x) ∈ C 8 (R) and all the derivatives of u(x) up to order 8 belong to L 1 (R). Then the following quasi-compact approximation has fifth order accuracy, i.e.,
The way of deriving (2.15) is similar to the derivation of the fourth order quasicompact approximation. On one hand, from (2.6), we know for different parameter p ∈ {1,0,−1} there exist three equalities
On the other hand, in view of the Taylor expansion we know
So in order to get the fifth order quasi-compact approximation, combining (2.17) and (2.18), we need to eliminate the low order terms corresponding to h k (k = 1,2,3,4), which can be done by solving the algebraic equation
Eq. (2.16) is the solution of (2.19). Then we get Theorem 2.5. Next we utilize the 5-CWSGD operator to solve Example 2.6; and the numerical results are presented in Table 2 .2, from which the accuracy of the 5-CWSGD operator is verified. Example 2.6. We again consider the steady state fractional diffusion problem simulated in Example 2.4, i.e.,
, x ∈ (0,1), with 1 < α < 2 and the boundary conditions u(0) = 0, u(1) = 1; and the exact solution u(x) = x 6 . Remark 2.7. As the fifth order quasi-compact scheme is not stable in solving the time-dependent space fractional differential equation, we detailedly discuss the fourth order quasi-compact schemes in Sections 3 and 4.
3. Quasi-compact scheme for one dimensional space fractional diffusion equation Based on the fourth order quasi-compact discretization to the RiemannLiouville space fractional derivative, we develop the Crank-Nicolson quasi-compact scheme of the two-sided space fractional diffusion equations. Here we consider the initial boundary value problem of the space fractional diffusion equation
where 1 < α ≤ 2. The diffusion coefficients K 1 and K 2 are nonnegative constants and they satisfy K
In the following analysis of the numerical method, we suppose that (3.1) has an unique and sufficiently smooth solution. Then the set of grid points can be denoted by
CN-CWSGD scheme
The maximum norm and the discrete L 2 norm are defined as
We use the Crank-Nicolson technique for the time discretization of (3.1) and get
In space, the fourth order quasi-compact discretizations are used to approximate the Riemann-Liouville fractional derivatives. This implies that
the coefficients w
1 , and w
. Then the above equation can be rewritten as
Denoting U n j as the numerical approximation of u n j , we obtain the Crank-Nicolson quasi-compact scheme for (3.1)
For convenience, the approximation scheme (3.6) can be written in matrix form
. . .
(3.9)
Stability and convergence analysis
In this subsection, we prove that the CN quasi-compact scheme has fourth order accuracy in space and is unconditionally stable. Now we give some important lemmas to be used in the analyses. Lemma 3.1. ( [23] ) Let H be a Toeplitz matrix with a generating function f ∈ C 2π . Let λ min (H) and λ max (H) denote the smallest and largest eigenvalues of H, respectively. Then we have
where f min and f max denote the minimum and maximum values of f (x), respectively. In particular, if f max ≤ 0 and f min = f max , then H is negative definite. In fact, the generating function [23] 
, it can be clearly seen that B α + B T α is negative definite. Theorem 3.4. The difference scheme (3.6) with α ∈ (1,2) is unconditionally stable.
Proof. Define the round-off error as ǫ n j = U n j −Ũ n j , whereŨ n j is the exact solution of the discretized equation (3.6) and U n j is the numerical solution of the discretized equation (3.6) obtained in finite precision arithmetic. SinceŨ n j satisfies the discretized equation exactly, round-off error ǫ n j must also satisfy the discretized equation [22] . Thus we obtain the following error equation
Since the boundary conditions of error equation (3.11) 
, we zero extend the solution of the problem (3.11) to the whole real line R. So it's reasonable to replace the symbols j + 1 and M − j + 1 in error equation (3.11) with ∞. Now we have
Let ǫ n j = v n e ijσ be the solution of (3.12), where i = √ −1, v n is the amplitude at time level n and σ(= 2πh/k) is the phase angle with wavelength k. We just need to prove that the amplification factor v(σ,α) satisfies the relation |v(σ,α)| ≤ 1 for all σ in [−π,π]. In fact, by substituting the expressions of ǫ n j (= v n e ijσ ) and ǫ n+1 j (= v n+1 e ijσ ) into (3.12), we obtain the amplification factor of the CN quasi-compact scheme
where Re(Q 2 ) and Im(Q 2 ) are real part and imaginary part of Q 2 , respectively. In order to prove that |v(σ,α)| ≤ 1, we need to check
where f (α;σ) is defined by (3.10). Together with K 1 + K 2 > 0 and Fig. 3 .1, we obtain Re(Q 2 ) ≤ 0. Thus Q 1 · Re(Q 2 ) ≤ 0. Then |v(σ,α)| ≤ 1. So the C-N quasi-compact difference scheme is unconditionally stable. Theorem 3.5. Let u(x j ,t n ) be the exact solution of (3.1), and U n j the solution of the given finite difference scheme (3.6). Then we have
for all 1 ≤ n ≤ N , where C is a constant independent of n, τ , and h.
T . According to (3.5)-(3.7), we obtain
T . The eigenvalues of P α are given by
Since b α 2 ∈ (1/12,1/6), we have λ(P α ) j ∈ (1/3,1). So the matrix P α is invertible and positive definite, which means that P
and taking the discrete L 2 norm on both sides of (3.14) imply
In view of Theorem 3.3, we know that B α + B T α is a negative definite matrix. Furthermore,
and 16) where the matrix A ≥ B means that A − B is positive semi-definite. Denote
α B α is positive definite, we know 18) where λ min (P α ) is the minimum eigenvalue of matrix P α . Together with (3.15) and (3.16), we have
Summing up (3.19) from 0 to n − 1 leads to
Combining (3.18) and (3.20) and noticing that |R
4. Quasi-compact scheme for two dimensional space fractional diffusion equation To discuss the quasi-compact scheme in two dimensional case, we consider the following space fractional diffusion equation
where Ω = (a,b) × (c,d) and the fractional orders 1 < α,β ≤ 2. The diffusion coefficients K 
CN-CWSGD scheme
Let us denote x j = a + jh x , y s = c + sh y , and t n = nτ for 0 ≤ j ≤ M x , 0 ≤ s ≤ M y , and 0 ≤ n ≤ N , where the space step size h x = (b − a)/M x , h y = (d − c)/M y and time step size τ = T /N . Here we take u n j,s = u(x j ,y s ,t n ) and f n+1/2 j,s = f (x j ,y s ,t n+1/2 ). The maximum norm and the discrete L 2 norm are defined as
We still use the Crank-Nicolson technique for the time discretization of equation (4.1) and get
3) In space, the fourth order quasi-compact discretizations are used to approximate the Riemann-Liouville fractional derivatives. This implies that
For convenience, we introduce the following discrete operator which works for two variables x,y,
Then the equation (4.4) can be rewritten as
Adding the splitting term 6) to the equation (4.5), we obtain
(4.7) Thus the quasi-compact finite difference scheme for (4.1) is given by
As an efficient way to implementation, we give the following equivalent schemes:
• quasi-compact Douglas-ADI scheme:
(4.9)
• quasi-compact D'yakonov-ADI scheme:
(4.10)
Stability and convergence analysis
The following stability analysis and accuracy analysis indicate that two dimensional CN quasi-compact scheme has fourth order accuracy in space and is unconditionally stable. 
Lemma 4.3. ([26]) Let
where ⊗ denotes the Kronecker product. Moreover, if A,B ∈ R n×n , I is a unit matrix of order n, then matrices I ⊗ A and B ⊗ I commute. Lemma 4.4. ( [26] ) Let A be a m × n matrix and B a p × q matrix. We have that the transposition is distributive over the Kronecker product:
Theorem 4.5. For any 1 < α,β < 2, the finite different scheme (4.8) is unconditionally stable. Proof. Define the round-off error as ǫ 
Since the boundary conditions of the above error equation are homogeneous, we zero extend the solution of the problem (4.11) to the whole real plane R × R. It's reasonable to replace the symbols j + 1 and M − j + 1 in error equation (3.11) with ∞. Now we have
which works for two variables x,y. Let ǫ n j,s = v n e i(jσ1+sσ2) , where i = √ −1, v n is the amplitude at time level n and σ 1 = 2πh x /k x and σ 2 = 2πh y /k y are the phase angles with wavelength k x and k y , respectively. Next we just need to prove that the amplification factor G(σ 1 ,σ 2 ) = v n+1 /v n satisfies the relation |G(σ 1 ,σ 2 )| ≤ 1 for all σ 1 and σ 2 in [−π,π]. In fact, substituting the expressions of ǫ n j,s and ǫ n+1 j,s into the equation (4.12), we get the amplification factor
k e i(k−1)σ1 , which work for two pairs of variables (σ 1 ,α) and (σ 2 ,β).
According to the analysis of Theorem 3.4, we know that |v(σ 1 ,α)| ≤ 1 and |v(σ 2 ,β)| ≤ 1 hold for any α,β ∈ (1,2). Then
So the C-N quasi-compact scheme is unconditionally stable.
Theorem 4.6. Let u(x j ,y s ,t n ) be the exact solution of equation (4.1), and U n j,s the solution of the given finite difference scheme (4.8). Then we have
for all 1 ≤ n ≤ N , where C is a constant independent of τ , h x , and h y . Proof. Denote ε n j,s = u(x j ,y s ,t n ) − U n j,s , and
where A α and A β are defined in (3.8) corresponding to α and β. In view of (4.7)-(4.8), we obtain
where ε = (ε 1,1 ,ε 2,1 ,··· ,ε Mx−1,1 ,ε 1,2 ,ε 2,2 ,··· ,ε Mx−1,2 ,ε 1,My−1 ,ε 2,My−1 ,··· ,ε Mx−1,My−1 ) T .
and taking the discrete L 2 norm on both sides of equation (4.14) imply 
After some similar calculations, we also get that P (β) − B (β) commutes with P (α) − B (α) , (P 
) and
17) where the matrix A ≥ B means that A − B is positive semi-definite. Denoting
where λ min (P α ) and λ min (P β ) are the minimum eigenvalues of matrix P α and P β , respectively. Together with (4.16) and (4.17), we have
Using (4.18) and noticing that |R k+1/2 j,s
5. Extending quasi-compact discretizations and schemes to tempered space fractional derivative and equation This section focuses on developing the high order quasi-compact schemes of tempered fractional differential equation with Dirichlet boundary condition. We begin with the definitions of α-th order left and right Riemann-Liouville tempered fractional derivatives. 
where n − 1 < α < n. For getting the stable scheme, we introduce a shifted Grünwald-Letnikov operator to approximate the left tempered Riemann-Liouville fractional derivative with first order accuracy.
uniformly in x ∈ R, where the weights a α p,l are the same as Lemma 2.2. To approximate the right Riemann-Liouville tempered fractional derivative
, then the shifted tempered Grünwald-Letnikov formulae approximating the tempered fractional derivative at point x are written as
Next we establish some suitable high order finite difference discretizations to approximate the tempered fractional derivative.
Quasi-compact discretizations to the tempered Riemann-Liouville space fractional derivative
Now from the Taylor's expansions of the shifted tempered Grünwald-Letnikov operator, similar to get the CWSGD operator given in Sec. 2, we derive the fourth and fifth order quasi-compact difference operators for Riemann-Liouville tempered fractional derivative.
5.1.1. Fourth order quasi-compact approximation to the tempered Riemann-Liouville fractional derivative Theorem 5.3. Let u(x) ∈ C 7 (R) and all the derivatives of u(x) up to order 7 belong to L 1 (R). Then the following quasi-compact approximation has fourth order accuracy, i.e.,
x (e λx u(x)) and the coefficients b α 2 , µ 1 , µ 0 and µ −1 are given by (2.10) .
Note that, by Lemma 5.2, the following equation holds,
Then we get (5.6). Since δ
, we know for any function u
In a similar way, we obtain quasi-compact approximation of the right RiemannLiouville tempered fractional derivative:
For u(x) defined on a bounded interval, supposing its zero extension to R satisfies the assumptions of Theorem 5.3, the following approximations hold:
Next we give an example to verify the efficiency and convergence order of the above statement. Example 5.4. Consider the steady state tempered fractional diffusion problem
with the boundary conditions u(0) = 0 and u(1) = e −λ , and α ∈ (1,2). The exact solution is given by u(x) = e −λx x 6 . Let us denote u and U as the exact solution and approximate value, respectively. In Table 5 .1, we show that the proposed approxiamtion in this subsection has fourth order accuracy in L ∞ norm and L 2 norm. 5.1.2. Fifth order quasi-compact approximation to the tempered Riemann-Liouville fractional derivative Theorem 5.5. Let u(x) ∈ C 8 (R). Then the quasi-compact approximations corresponding to the left Riemann-Liouville tempered fractional derivative have fifth order accuracy, where the operator P λ,5
) and the coefficients m, n, µ 1 , µ 0 and µ −1 satisfy (2.16).
Similar to the discussions in Subsection 2.2, we show three equalities
In view of the Taylor expansion we know
, multiplying e −λx in equations of (5.13) we obtain
(5.14)
So in order to get the fifth order approximation, combining (5.12) and (5.14), we just need to eliminate the low order terms corresponding to h k (k = 1,2,3,4). Then we get the equation (5.11) . To show the efficiency of the proposed approximation in this subsection, we numerically solve the Example 5.6 and present the numerical results in Table 5 .2, where u and U denote the exact solution and approximate value, respectively. Obviously, the approximations have fifth order accuracy which verify the theoretical analysis. Example 5.6. Here we also consider the steady state tempered fractional diffusion
with the boundary conditions u(0) = 0 and u(1) = e −λ , and α ∈ (1,2). The exact solution is u(x) = e −λx x 6 . 
Quasi-compact scheme for tempered space fractional diffusion equation
In this subsection, we present the numerical scheme of the variant of space fractional diffusion equation whose space fractional derivatives are replaced by the tempered fractional derivatives:
where λ ≥ 0. Utilizing the Crank-Nicolson technique for the time discretization of (5.15) and fourth order quasi-compact discretization in space direction, we get
0 , and w
. Denoting U n j as the numerical approximation of u n j , we obtain the Crank-Nicolson quasi-compact scheme for (5.15)
For convenience, the approximation scheme (5.17) may be written in matrix form
Note that when taking λ = 0, the tempered fractional diffusion equation (5.15) reduces to the fractional diffusion equation (3.1) and its scheme (5.17) reduces to (3.6).
Numerical experiments
For the numerical schemes of the fractional diffusion equation, we present some numerical results in one and two dimension cases to verify the theoretical results including the convergence orders and unconditional stability. For the tempered fractional diffusion equation, the numerical simulations are also performed which show the effectiveness of the proposed scheme; and the desired fourth order convergence is also obtained. Example 6.1. Consider the following tempered space fractional diffusion equation
with the boundary conditions u(0,t) = 0 and u(1,t) = e −t−λ and the initial value u(x,0) = e −λx x 6 , x ∈ [0,1]. The exact solution is u(x) = e −t−λx x 6 . In Table 6 .1, we show that the quasi-compact scheme (5.17) is fourth order convergent in space. Example 6.2. Consider the following space fractional diffusion equation
Then the source term is
The exact solution is given by u(x) = e −t x 5 (1 − x) 5 . In the domain t ∈ [0,1], the boundary conditions are u(0,t) = 0 and u(1,t) = 0. The initial value is u(x,0) = Table 6 .2 shows that the quasi-compact scheme (3.6) to solve the one dimensional two sided fractional diffusion equation also is fourth order convergent. The exact solution is given by u(x) = 10 6 e −t x 5 (1 − x) 5 y 5 (1 − y) 5 . The boundary condition is u(x,y,t) = 0 with (x,y) ∈ ∂Ω and t ∈ [0,1]. The initial value is u(x,y,0) = 10 6 x 5 (1 − x) 5 y 5 (1 − y) 5 with (x,y) ∈ [0,1] 2 . In Table 6 .3, we present the numerical errors u − U 2 and the corresponding convergence orders with space step size h x = h y , where U is the solution of the quasicompact difference scheme (4.9) or (4.10). It can be noted that the schemes are fourth order convergent, which is in agreement with the theoretical convergence analysis. Table 6 .3. Numerical errors and convergence rates in L 2 norm to (6.3) approximated by the quasi-compact difference schemes (4.9) and (4.10), respectively, at t = 1 with τ = h 2 x = h 2 y .
(α,β) = (1.1,1.5) (α,β) = (1. 7. Conclusions The continuous time random walk (CTRW) model is the basic stochastic process in statistical physics. The CTRW model characterizes the Lévy flight if the first moment of the distribution of the waiting time is finite, and the jump length obeys the power law distribution and its second moment is infinite; the corresponding Fokker-Planck equation of the process is the space fractional diffusion equation. Sometimes because of the limit of space size, the power law distribution of the jump length has to be tempered. The Fokker-Planck equation of the new stochastic process is the tempered space fractional diffusion equation. This paper provides the basic strategy of deriving the quasi-compact high order discretizations for space fractional derivative and tempered space fractional derivative. As concrete examples, fourth order discretizations are detailedly discussed and applied to solve the (tempered) space fractional diffusion equation, and the extensive numerical simulations confirm the effectiveness of the provided schemes. In fact, the strict numerical stability and convergence analysis are also performed for the one and two dimensional space fractional diffusion equations.
