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Pluralismo lógico y relativismo 
Gladys Palau• 
l. Introducción al tema 
En el ámbito de la filosofla de la lógica no cabe duda alguna de que fue Susan Haack quien, 
en su libro Deviant Logic (1977), ofreció una de las primeras respuestas al tema propo-
niendo un criterio que permitiera decidir si un sisteiJllllógico es o no divergente de la. lógica 
cláSica (LC).1 Hoy en dfa, la existencia de una multiplicidad de sistemas lógicos que serian 
CllUSiderados por S. Haack divergentes de la lógica clásica, ha hecho recrudecer esfil pro-
blemática y permite brindar respuestas nuevas a problemas filosófico viej<Ís. En el pres~te 
trabajo nos proponemos en primer lugar realizar un análi$is crítico de los supuestos m!'laló-
gicos y semántico filosóficos supuestos en el criterio de divergencia propuesto por Susan 
Haack, según los resultados que se desprenden de la investigación lógiea actnal y, eri. 'se-
guri.dó lugar, mostrar que la aCéplación de sistemas divergentes de Uf lógica-clásiea como 
lógicas genninas no conduce ni al rechazo de la rivalidad entre sistemas lógicos ni á un 
relativismo lógico. -
Desde la sintaxis, el criterio propuesto por Susan Haack se· basa eu los tres síguientes 
supuestos implícitos: (S l) Todo sistema lógico, en tauro formulado al estilo Hilbert, queda 
caracterizada por el conjllnto de sus teoremas/inferencias válidas (t!iv); {S2) 'En todo sis-
tema lógico, el conjunto de sus teoremas no se diferencia del conjuntn de· sus inferencias 
válidas;2 y (S3) Es posible que exi$n sistemas lógÍcos a)-que coincidan en el conjunto de 
sus fórmulas bien formadas (//Ji) pero difietlin en el conjunto t/iv; y b) que difieran respecto 
del conjuntojbj-y·que•tambiéhdifieran respectn del conjunto tliv, aíín en losflas que involu-
cren el vocabulario común. 5 En el plano semántico-filosófico nos interesa destacar las si-
gnieotes tre.s tesis: ('F1) Hay o puede haber sistemas lógicos divergentes (i~'· caracterizados 
por conjuntos t/iv distintos) que pueden ser considerados rivales genuinos de la lógica clá-
sica; {F2) Hay buenas razones para un cambio de lógica real e interesante; y (F3) La re-
forma de la lógica ha de ser giobal si el cambio es por una lógica divergente, lo cual implica 
el rechazo de la posición que sostiene la aplicabilidad limitada de los principios lógieos ). 
Pese a los alios transcurridos, el criterio eXpuesto y las ci:>nsideraciones filosóficas que le 
hideron adoptar las posiciones anteriormente mencionadas, en la reedición ampliada del 
año 1996, titulada Devlant Logic, Fuzzy Logic, no se han modificado y por ello creemos de 
interés retomar algunas de ellas, con el propósito de mostrar, a lá luz de los resultados ac-
tuales de la lógica, la no vigencia de las mismas y la posibilidad de abordarlos desde una 
perspectiva diferente. 
2. Sobre la divergencia entre sistelWIS.lógicos 
Comen=emos por realizar unas breves observaciones en relación. con .la caracterización 
sintáctica de los sistemas lógicos, referidos en los supuestos sintácticos (Sl-S3). Más bre-
vemente, que es posible caracterizar los sistemas lógicos por, el conjunto de sus t/iv, ya que 
en lógica clásica ambos conjuntos coinciden. 
* Umverst!lad de Buenos Aires ... SADAF 
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Originada en Frege, institucionalizada por Hilbert y defendida por Quine, esta era la po-
sición "oficialmente" aceptada en la comunidad lógica basta medidos de los affos 70 del 
siglo XX. Incluso las relaciones entre la lógica clásica y la lógica fuinicionista (LJ) se estu-
diaban desde esa perspectiva. En tarito conjunto de teoremas, pue<len demostrarse resulta-
dos a primera vista Sorprendentes. Por ejemplo, en 19334-GllderaemuesmCmedianie-ún 
teorema que LC es definible en U, de acuerdo a la signiente argumentación intUitiva: 
puesto que todas ]ljS tesís (o teoremas) de lit lógica élásica proposicional (LCp) formuladas 
con ~ y A spn tesis de U, y todas las J.!:sis de LC son expresables en términos de ~ e A, 
entonces el conjunto de todas las tesis de t.Cp está incluid~ en el conjrnlto de las tesis de U. 
En 1959 A. An!lersonyN. Belnap también demueslr¡mun teorema simiJár y pór el cuales 
posible mterpreJ:l!r la lógica p!'Qpo.~icion¡¡l clásica L(:p c<;>mo un fragmento (i.e., como in-
cluida) en la lógica relevante (;LR), según el en¡¡! las fórmulas de gl-ado O de LR, es decir 
a!l\!ellw> q¡¡¡; ~!l!l ~l<Jl~~!!!~ ~.§lq I!!!'!Y!l!l!« 1~. CJ!~1J!n-!!'1 !~g!~~ !'> X>:.:: ~'.'lll'JE'i~ta­
mente los teoremas de LCp. Tan es así que, en 1~78, Il.obert Wolf5 afirma categ~ricamente 
que técnicamente LR.es una extensión de LC, pero que desde un punt<J. de 'l'iStli. semántj~.y 
filosófico deben ser considerados sistemas rivales, propiedades obviatllente incompatibles 
desde la clasificación de Susan Haack. · · 
La tradició!l que permitió la. elucidación. definitiva de lo que reall!!ente dicen los teore-
mas Mtes citados s.e origina en el Cálculo de Secuentes ¡le Gentzen de 1934 creado con el 
propósito de caracterizar desde un lenguaje objeto la noción de consecuencia de la:. lógica 
clásica e intuicionista no ya mediltnte un conjunto de teoremas sino mediltnte un conjllllto 
de reglas estructurales, es decir de reglas que no c.ontienen signos lógieos. Y'a: én ·193.0 
Tarski6 había dado una caracterizac;ión melalingüística abstracta de la. noción. de conse-
cuencia lógicaalos efectos de definir el significado 3 establecer las propiedades.élernenta-
les de las ciencias deductivas, pero sin llegara establ<ii;eruna presentapÍótí 4~ la IQgicá en 
base a reglas. Ta¡n])ién en.Ia llamada lógica positivª de.Hilbert y Bernays en I 9347 (~isterna 
axiomático para la lógica ininicionista con~, v e A) puede observ~e una anti.¡¡jlaelón ·ala 
lógica de secuentes de Gentzen, ya que los axiomas dados se __ corresponden con ,reglas es-
tJ:uctnrales, pero en SO presentaciÓn Se evidencia claramente SU concepción de que todo 
sistema lógico se identifica. por el conjunto de los teoremas-
Esta perspectiva inferencia! de la lógica es tomada en 1975 por A. Anderson y N. 
Belnap8 sobre la lógica de la rele.vMcia y profundizada por lógicos c9rno Michaell)nnn y 
Robert Meyer, pero sin llegar Úoristiinir un marc.o general en el cual expre~ las difer~­
cias inferenciales entre las distintas lógicas divergentes ya existentes, que .pQr eo;e entonces 
ya erltn. bastantes. 
Por lo que he podido investigar, y según lo afirmado por R. W ójcikci,9 1a idea de. cons-
truir una teoría sobre la noción de consécuencia de la lógica proposicionái se origíñó en-Un 
workshop en 1976, llevado a cabo en la Sección de Lógica de la Polish Acadetny ofScien-
ces, pero la consolidación de la misma se gestó sorprendentemente muy cerca I1úestro, en la 
Universidad de CatllPina5, durante el curso dado .pQr R Wójcikci en el verMo de 1981 y 
repetido luego en la Universidad de SM Pablo y que diera origen a su primera obra Lectu-
res on Proposítional Calculí de 1984, posteriortnente ampliadá err su·-segnnlla: obra Theory 
of Logícal Calculi.. Basíc Theory or Consequence Operatíons, 1988.1° Más recientemente, 
el Málisis de las propiedades de las lógicas que no ctunlilen con algnnas de las reglas es-
tructurales de Gentzen ha dado lugar a importantes estudios sobre esta familia de lógicas, 
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llamadas subestructurales, y entre las cuales se cuentan la lógica intuicionista y la lógica de 
la relevancia11 Desde esta perspectiva, todo sistema lógico se construye sobre una opeya-
ción de consecuencia caracterizada por un conjunto particular de reglas de inferencia y '.a su 
vez cada conectiva lógica está definida por las reglas de inferencia que les son propias. Se 
desprenden así los siguientes resultados: Rl) Oos conectivas son la misma conectíva si y 
sólo si se definen por las mismas reglas de inferencia y R2) Dados dos sistemas lógicos L1 
y L2, si sus operaciones de .:onsecuencia están caracterizadas por conjuntos distintos de 
reglas de inferencia, entonces tales sistemas expresan lógicas diferentes. Si L1 fuera la 
lógica clásica, entonces L2 posiblemente podrla ser un sistema di\ietgerite (o desviado) de 
ella. Sobre esta base, se pudo llegar a demostrar que los sistemas lógicos pueden coincidir 
en su conjunto de teoremas y diferir en su conjunto de inferencias válidas. Tal el caso de la 
lógica clásica LC y la inmicionista LJ y la de la relevancia LR LC y LJ pueden tener los 
mismos teoremas y no las mismas inferencias, ya que LJ carece de reglas que LC posee 
(por ejemplo, la regla de Doble Negación: :-r:A f-A) y asimismo LC y .LR pueden tener los 
mismos teoremas, y no las mismas reglas de infereooia, ya <¡ue LR earece por ejemplo del 
Silogismo DisyUntivo (A v B; ~A f- B) como regla. Por ello; las nociones·de consecuencia 
de LJ y LR son más débiles que las de LC. Esto sucede porque la noción de consecuencia 
de la lógica inmicionista como la de la lógica de la Relevancia no satisfacen o satisfacen 
parcialmente las reglas estructurales del C~culo de Secuentes .de GentzetL En general, la 
satisfacibilidad o satisfacibilidad parcial de las reglas estructurales de Gentzen permite 
agrupar a los sistemas lógicos en familias de sistemas con propi~es específicas comu-
nes. 
A la luz de los resultados anteriormente expuestos, se hace evidente que los supuestos 
.sintáctic.qs (Sl) y (S2) de Haack caen inexorablemente. Mostraremos ahora que tanto el 
caso a) como el b) de (S3) son también insostenibles a partir de loitesultados (Rl)y (R2). 
El éaso a) decía: es posible que existan sistemas lógicos que coi~cidan en el conjunta de 
sus fórmulll8 bien formadas (fbj) pero difietilil en el conjunto de s;.. t/W Puede obServarse 
q?e este cas~ de_ dive~gencia lógica S.ólo podrla ~entre sist~mas c~yo vo.cahul¡ujio 16-
gtco fuera solo llpogr4ficomente el nnsmo, ya que s1 cada conectiva eStá defmtda por reglas 
de inferencias distintas, entonces, aunque representadas por el mismo signo tipog/áfico, 
serían significativamente conectivas distintas. El caso l!) resulta más interesante. Esté per-
mite la existencia de Sistemas lógicos que difieran respectO del conjunto de jbfy que tam-
bién difieran respecto del conjunto tliv, aÚil en los teoremas o las inferencias que involucren 
el vocabulario comlÍil. 
En efecto, la primer parte coincide parcialmente con nuestros resultados, ya que a dis-
tinto vóca1iulario lógico correspotiüen ilistiiitos cotijumós~de lliferéíiCias válidas. Pero, por 
el miSmo motivó que el expresado en a), !lo existen sistemas lógicos que tengan un voca-
bulario comlÍil (i.e., definid() por el mismo \O()njunto de reglas de inferencia) y que difieran 
en el conjunto de inferencias válidas. 
Sin embargo debemos ser sinceros y reconocer que los resultados expuestos, sí bien han 
elucidado el concepto y el criterio de divergencia lógica a túvel sintáctico, no son suficien-
tes para determinar si la divergencia lógica entre dos sistemas lógicos implica rivalidad 
genufua entre ellos y si en ese caso se'rla todavia posible sostener el carácter universaf de 
los principios lógicos .. Lamentablemente, las semánticas elaboradas para todos los sistiimas 
divergentes existentes, no han producido resultados que tiluciden en forma diiecta 'éstos 
407 
problemas. En efecto, a propósito de las lógicas subestructurales, Kosta Do8en12 afirma 
que,. por haber sido muchas de ellas motivadas por la teoria de la prueba, la sintaxis de estas 
lógicas se entiende mejor que su semántica, ya que tanto sus modelos en términos de es-
tructuras algebraicas intensionales como los estüo Kripke basados en niúrufos posibles, han 
arrojado poca o casi ninguna luz para el análisis filosófico. De ah! que, a fin de abordar los 
próblemas semántico-filosóficos p!anteailos-deliefefuifselégrrotra-estraltigia y quec"OnsiS-
tirá en tomar las tesis filosóficas sostenidas por Susan Haack ya mencionadas, a fin de ana-
lizar su compatibilidad con los resultados sintácticos Rl) y R2). 
3. So_bre.la universalidad de los principiós lógicos 
La primera consecuéncia filosófica de !_os resultados explicitados .basta aquí se refl~ja en la 
namraleza de la lógica mis~ tal como se ·infiere de lo expresado por George Restall en la 
introducción de su obra Anlntroduction to Sl!hstructra( Logics, que creo es la más reciente 
sobre el tema: 13 
Logic iS about consequences. Take a body of propositions. The jób ofa logic iS to 
tell you what-fullows from tbatbody of pmpositions. Sometimes wearefuterested, 
in consequences relations on propositions "in general". That. is, we pay n() attention 
to the subject matter of the propositions, we pay attention. oniy to the logical rela-
tionshiJ? .between them. This iS the )Iaditional scope óf phllosophica1Jogic.]3!1t lo,-. 
gic iS pursued in oth~ Vi"YS too. Sometimes we are jnterested in particul3f sort of 
~~s~~->~~s!=fatr1J~~~:c:~~~~~~f~~~~~ · 
son about process, functiolis or actions ), theoreticallinguistic (we can reason abour 
grammatical structures), mathematics (we can reason about mathematical sti'uctú' 
res}, and other fields. 
tJesde el marco generlilbriniliido por Re!!llill, co'inentefuos. ;ilio:rillír~sís {FI yde-siÍSaít 
Haack, es decir la que sostiene la posibilidad de rivalidad genuina entre siSt~mtas tógicos. 
Susan Haaek argumenta contr;lla tesis de Qninesegl'in la CúalJ!() .e'xiste la ri.vali(Í¡¡d genuina 
entre diferentes sistemas lógicos (tesiS a)) porque, segóti Qúilie-!00~ C311!blo de' slgñiticado 
en las constantes lógicas implica ¡¡n cantbio de lógica Demas está .!ecit que Rl )y R4) han 
dado la razón a Quine sólo en lo que aía\ie a ladiV:erge,n,c,~ entredós ~Istemas[ógiCós: si 
dos conectivas lógicas estan caracteriza<jas'por b~ inf<;reÍi_ciales distmta;s, en\<1P,cés tienen 
diStinto significadp y lo.s síst_enras (ógiws a. los que ~tt<;n~n' se$~ s~as' diyérgen,tes 
uno respectU del otro. I'ero,.de .. estgno ~sigue que entre é!los nopuedi\ existfrilila ~vali­
dad genuina. Sin embargo, Susan Haack en (Fl) sostiene que hay (!i pu~ ~~er)sistefi.13S 
lógiC()s divergt~ntes que p!ledati ser considefad<>s rivales. genuinos <!<l l.a lt?gica j:lasica. Cabe 
preguntarse entónces cuándo. dos sistemas deben consia.ei'l!rse sistenia&fiiíalé~~ntre si, y en 
particular cuándo un .sistema es un siStema alternativo para la ló¡Íica ch\¡;ici Coinl;idinios 
con S. I-laack en que sÍ dOs sistemas lógicos son Cónsiderados dÍvérgei:ttéS !íntfe sf y se apli-
can a dominios de diScurso diStiotos, entonces no hay rj,yalidad alguna y ·6!1 que dós siste-
mas divergentes son rivales entre si, si y sólo pr~ú<nden aÍ>licars~ ái Ínis,mq universo de 
diScurso, es decir, son sistemas alt~inativos respec\o delmisino universo de Oi$cució. Prima 
fqcie, Iá lógic~ ini;plci0~ y la lógica de la: !<:<l~si¡¡ .ap~ecen !IJlÍ c~n¡o,~i~, gei¡ui-
ru¡¡nente .rivales dé .la lógica clásica, ya qt¡e aful>a& se han pfJ)pu~ a~~ mis!l!as C!Jrno .sis-
tenías alternativos de ella, en timto prop0ncm caiitbios. én la idea c~i~ de dedt!cción. Sin 
eml>argl), creemos que lÚty buen¡¡s razones epist:emoló~cas P'!nl si:l~er q~ .~ verdades 
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de la matemática intuícionista constituyen un subconjunto de la matemática clásica, preci-
samente el sUbconjunto formado por las verdades del fragmento constíuctivo de 'la mate-
mática, y por lo tanto U y LC no formalizan el mismo dominio de discurso. Similarinente 
podría decirse que la lógica de la relevancia sólo formaliza las inferencias deductiva$ qlie 
además de necesidad lógica implican relevancia y que éstas sólo constituyen el fragnuinto 
relevante del conjunto de las inferencias cláSicas. Aceptar lo afirmado nos permitirla pór un 
lado, coincidir con los resultados sintácticos que afirman que toda regla de inferencia válida 
tanto de Li como de LR son también reglas válidas de LC y por el otro sostener que toda 
lógica se refiere a universos de discurso especfficos y que por lo tanto no hay rivalidad 
germina entre dichos sistemas. La aplicabilidad limitada de los principios lógicos podría 
entonces extenderse aún más. En primer lugar, si consideramos como Lógica clásica la 
Lógica de Orden uno con o sin Identidad, es posible decir que ella también se aplica sólo· a 
los· dominios de discurso donde vale el Principio de Extensionalidad de Frege, como lo es el 
caso paradigmático de la matemática Y en segundo lugar, que aún en las llamadas exten-
siones de la lógica clásica y respecto de las cuales generalmente no se presentan objeciones, 
también hán siligido sistennis qüe pueden coíiSidetarsé génuinamente rivales, como lo son 
los sistemas de R Stalnaker y el de D. Lewis para el universo de los condicionales contra-
1\ícticos, ya que en el primero es válido el principio del tercero excluido contrafáctico 
nüentraS que en el segundo no lo es. En conclusión y por los argumentOs dadoS, la diver-
gencia lógica entre sistemas y el correspondiente cambio en el significado de las constantes 
lógicas específicas, no implica la negación de una posible rivalidad entre ellos, tal como lo 
sostenla Quine. 
Finalmente, aceptar la posición de que cada sistema lógieo responde a dominios de dis-
curso distintos, lleva directarliente a rechazar las tesis (F2) y (F3) de Susan Haack respecto 
de un cambio global e interesante de la lógicadásica. 
Sin embargo, todavía podríamos preguntarnos ¿por qué rechaza Susan Haack las refor-
mas locales? Las rechaza porque aceptarlas significaría aceptar también la aplicabilidad 
linütada de los principios lógicos y los principios lógicos deben ser válidos en todo domi-
nio, independientemente de su contenido y aunque estas razones no estén expllcitam~nte 
fundadas en el hbro que nos ocupa, en otro de sns horos, sobre ellas Susan Haack afu:ma: 
Esta es la idea con la ·que yo simpatizo 14 
El tratanüento que hemos expuesto sobre los distintos sistemas lógicos en la literatura 
lógica actoal, conduce a la aceptación del actoalmente llamado pluralismo /Ogico. Tal como 
puede intoirse a partir de mis argumentaciones, esta es la idea con la que yo simpatizo. 
4. Acerca del pluralismo lógico y el relativismo 
A fin de caracterizar Jo que se entiende por pluralismo lógico, citaré Jl1l párrafo .también de 
G.. Restall:15 
We are pluralist abont logical consequences~ We hold tbat there is more than one 
sense in wich arguments may be deductively valid, that these senses are equally and 
equally deservíng of the name of deductive validity. 
Sin embargo debemos reconocer que el pluralismo lógico presenta ciertas dificultades 
de carácter filosófico. En .este trabajo, mencionaremos solamente una la cual se refleja en la 
siguiente pregunta: ¿Cuál de entre todas las lógicas es la lógica desde. la cual razonamos 
acerca de cuántas lógicas hay o cuán adecuadas· son para cada campo de conocimiento? En 
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el articulo mencionado Restall y Beall resp911den apelando a la\lStrecha relación que existe 
entre (ógica y razonami~nto pero respetando la jndepende11cia de la lógica. Í oda lógica -
afirman.. constituye un modelo de consecuencia lógÍca y coi!. ello provee modelós coiiclos 
cuales .aoalizar o evaluar razonamientos. Así, toda lógiCa 11JOdeliza un tipp de razona-
111ieñio, pero no iodo razon~mi~ñio neée3íta sér mótieliiaáo por iiiiií loglcá y nliesfro ñliO-
namiento sobre la lógica no nece~ente constituye una lógica. Sin embargo, no pode-
mos acordar con esta respuesta liá$ta no analizar si ella no n\)s conduC!) a .aceptar conse-
cuencias no .deseadas, como pOr ejemplo, que lll adopción del plura~mo lógi<:Q nos con-
dujera necesariamente a aigún tipo de n;latiyiSmo !le 1()~ principi.is lógicos. 
En efect<>, la es~ha relación postula!la entre lógica y nlZOilalllÍ~Ilí<! sc¡~~319r 
Restall y Beall condue;e naturalmente a relacionar la lógica C\)n las ciencias cogrñtivas. En 
ellas, el llamado pluralis111o cognitiv;o s~ene que diferentes sujet<>s o sujet9s en diferentes 
culturas desarrollan sistemas de razonamientos difi>rentes y todOs ell()S igwilinente "bue~ 
n~~·;.M:,¡;afu;;-aig;m-;;s J;;iñ"ú~g,.;¡()-;¡ sostéñér (¡ú"e la di7ersldid en .!3& éstrátighÍÍlde~ r8Zo: 
namient() p11ede deberse a difi>rencias gonélicas entre ingiv.itluo;> !l gi;I~p<ls~e. :¡¡,dividuos. 
Pero sin necesidad ¡le estas posici<lnes extrel)13S, igual resulta clarÓ que la ac.eptaci<\n de un 
plur¡¡lismo cognitivo nos p()lle a las puertas de un, relativismo cognitiv.o y po! ende frel¡.te a 
un relativismo lógico, según el wal n<l exisie una raciolllllidad tr;rilscultaral ~aila P9r 
principi<ls lpgicos universales. Está p<lsición fue sostenid<l .en la d~cada de l<ls Í\fi~ 7\l, 
entre otros por el filósofo iliglés R Wils<ln 16 y por el máximo. representante del prógrania 
fuerte de la sociologla del conocimiento David Bl<lor, quien en su libro Co¡!Ocimi~q e 
Imaginario social, publicado. en 1971 y reeditado .sin modi:fiq•c:i4n ~ en l~l. !!firma 
que la reconocida. objetividad que Frege atribuye a la matemát~ca (e incluso a la}ógic;a) 
provieneespecificamentede lainstitucionalización.s!lcial.de,d~Ol)Ílllltlas.creencia~.1~ . 
Somos de I.a opinión de que la tesis sosll:nida por SllS3:!} H.aack ~a de que las .creen-
cías lógicas no son inmunes a la revisiÓn a la luz de la, experiencia, .dificilment<: pueda es-
capar a algún tipo de relativismo lógico. Sus afirmacionesde que los principios lógic\)8, si 
bien son v.ulnerables. ala revisión,.nQ l<l son como cualq11ier ótra c~.en,c,i!l, <!\ll>itl.o a..su g<;-
neralidad y que ellos lo serían na¡la lllÍi5 que por razones de $implíck/ad y eqJr!omia, pare-
cen demasiado débiles. Porque, ¿qué otra cosa que la práctica (social} científica determina-
ría que hasta ahora la lógica cl~ica hay¡¡ resultado la m~ simple y económica? 
Para bien, dentr() mism!l del ,pluralismo:,cogrñtivp. se o.frece. pna salida para evitar .¡¡1 re-
lativismp, ya que algunos de·Sñs- enfoques sostienen qu~ diferentes sistemas de rqzcma-
miento son igualmente buenos para todo sujeto racional.18 Aunque no qJ,ede muy en claro 
qué se quiere decir con "igualmente buenos" y ''sujetó ~adonal", 1Ó dicho IJasta para mos-
trar que desde un punto de vista. cognoscitivo, plur¡¡lismo lógico no iinphcii' relátíViSJ:nó. 
Pero, defender estaTdea nos lleviuia drreciaffieD.te a árgillñeDfar afávo\'deliieJ~iStéíiéiaoo 
invari;lntes lógicos en todo proceso cognitivo. Esta ws!s couforml! el núcleo duro .. de cual-
quier teoría bi()-funcionalista del conocitÍliento, cúyo desarrollo no "sóÍ() exce¡le los limites 
de este trabajo sino también de la filosofia. · 
Notas 
1 Él tema de La existencia de una Pluralidad de Sistemas lógicos y la -relación de cada uno- de. eUos OOn la lógíca 
clásica.-me preocupa desde.hace.ya muchos .. ai1os, He, yolca¡io ~arias-®_n$ r_etlexiones.-ai respecto ·en l~ :artículos 
"Lógicos dive¡gentes y principios lógi""s" (Revista Latinoamericana .de Filosojia, vol XVI, t, 1990) y "U,na 
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critica al críterto de dívergencia de Susan llaack'', preseotado al VID Coogreso Nac10ual de Filosolla, Mar del 
Plata, 1995, e incluso eu mi tesis doc!Qral. 
2 Este supuesto se evidencia en-la forma (fe representar 81 cor\ilmto de los teoremas y al conJunto de las tnferenc1as 
válidas como un solo conjunto, a -saber, la clase (t/iv), no explicitándose llinguna diferencia entre los respectivos 
wnjuntos 
3 Estas dos alternativas constituyen los dos casos de divergencia propuestos en su criteno .. 
4 "Zur intuitionistiscb.en Arithmetik und Zahlentheorie", en Ergebntsse etnes mathematischen Kolloqtums l 
5 "Are relevant logic deviant?", euPhilosaphia, Phi/osophtcal quaterly ofhrael, vol 7 
6 "'n Sorne Fmidamental Coucepts ofMetamathematics" y"Fuudementals Coucepts oflhe Methodology ofthe 
Deductivo Sciences", en Logic, Semantics and MelaiJWJhematics, ed por Coreoran, Hackett Publishiug Company, 
1983 
7 Grwrálagen tkr Mathematik, vol. 1, Spnuger, Berliu. 
S Entailment 1ñe Logtc Oj Relevance and Necessity, Princeton, Univers1ty Press 
9 Lectures on.Propositional Calculi, The Publishing House orthe Polish Academy ofSctences. 
10 Kluwer Academic Publishers, DordrechtiBost:onldon. 
ll Ver Substructurpllogí<,¡, ed. por ll Do!en y P Schroeder-Heíster, Clarendon Press, 1994; y G Restall, An 
lntroductton lo Substructural Logics, Routdlege, l.ondon, New Yolk, 2000. 
12 "A Hístorícallntroduction to SubstruciQral Logics", en Substructural Logtcs, pp. 1-30. 
13 Rouiledge,l.ondon andNew Yolk, 2000. 
14 Philosaphy of Logíc, Cambridge UniversítyPress, 1978, p. 5. 
!5 Articulo (on line) titulado "Detending l.ogicul Pluralism", csento JURW con J Beall, versióu de fecha may<Y 17, 
1999. 
16 Este autor ha ed~o_ una CQmpilactón titulada Rattonaltty, Oxford, BasJI BlaclcWeU, 1970, que incluye trab.~os 
de. filósof9s y JUilropólogos_ "que comparten su _posición. Para una versión más. reciente debe_ cttme libro de S. 
Sticlr: The Fragmentation of Reason, MIT Press, 1990, autor además del articulo sobre--el téina de la Routledge 
Encylo¡JediDc of Philosophy 
17GeiJiia,!3aí'célona;$a,t<J9&,pp.t56-157. 
18 Stephen Sticb, en "Cognítíve PlUralism". Roudedge Ency/opedto ofPhi/Osi>phy 
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Algoritmos genéticos y heuris.ticas: ha~ia unll 
arquitectura de la adaptación 
Marzio Pantalone• 
Contempla de continuo que todo nace. por transformación, y habitúate a pen-
sar que_ nada ama tanto la naluralezlllrel eón junto como cambiar)as cosas 
existentes y crem; .nuevos seres -~ej_antes. Todo ser, -en ci~_rto modo, es Se-
milla del que de él surgirá Pero tú sólo te imaginas las semillas que se echan 
en tierm o en una matriz. Y eso es ignorancia excesiva 
Marco Aurelio, J,lf!llitacíones, Libro N, 36. 
1 
Durante el siglo pasado, en los '50, la idea de adaptación trasciende el ámbito bioló¡¡ico y 
es utilizada como armazón paia un nu<:vo estilo de teoiú!s qúe fóióutlizáii ·er proces'Q por el 
que una estructura se adecua gradualmente a su medi!l ambiente. A peS>\1" que el lenguaje 
bi!l)ógico se. mantiene (la bibliografía disponible se limita a hablar de analogías O J!SO ~Íá­
fórico de la biol!>gíá), estas teorias aluden a todo un abanico de disciplinas, planteando una 
perspectiva. en común para materias disímiles a primera vista como econ~>mfa, psicología 
fisiológica, teoría de juegos, el sistema inmunológíco o la en aquellos fiéinpos naciente JXI 
En todas ellas hay una estructura o grupo de estructuras sobre las que intervienen procesos 
selectivos y operadores que inducen modificaciones que liiliiden sabte su ;desarrollo en ,sus 
medio ambientes. Ese desarrollo, en todos los casos, produce WI resultado que. es evaluado. 
tstiiS'ii:teaS-recíben ooiililrco f~>riDlil doñlle explícitamertte se a:nu!a'to!la referencia 11; carac" 
!erísticas específicas de sistemas particulares. En primera insll!ncia se determfna:2 
E, el medio ambiente bajo el que .se adapta el sistema. 
t, el plan adaptativo que determina las. modificaciones estructurales producidas por los 
operadores Q como respuesta al medio ambiente. 
11, la medida de la performance de las distintas estructuras en el medio ambiente. 
La idea central en tomo al estudio de sistemas evolutiws por parte de estos científicos 
es que la evolución natuial puede utilizarse como herramienta de optimlzación3 en ámbitos 
que incluyen y trascienden a la biologia. Sus modelos tienen en cuenta que: · 
l. El desempeño de una estructura en un medio ambiente tiende a consolídar o a aminorar 
su presencia eo el tiempo .. 
2. Una estructura es ~Xitosa: cuan.do éllénta con mejores estrategias que sus competidores 
para lo&rar objetivos en común. 
3. A través de un proceso de seleccíón se tiende a conservar las mejores estrategias. 
4. Las estrategias que observamos en un medio ambiente son generadas por la adaptación. 
~~' 
La formalización no significa que el biólogo1evolntivo, el economista y el psicólogo 
utilicen la misma herramienta para tratar con sus respectivos campos; dice, mas bien, que 
* Univetsidad Nacional de Cécdoba 
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desde su JI1arco formal, comparten una estructura dmámica que se puede someter a un estu-
dio unificado, viendo en la adaptación un proceso fundamental. Esto posibilita plantear 
preguntas generales a las que el estudio en común4 puede aportar interesantes respuestas:' 
~,A qué partes de su med10 ambiente está el organismo o sistema u organización adaptán-
dose? 
¿Cómo influye el medio ambiente en la adaptación del sistema u organización u orga-
nismo? 
¿Qué estructuras están bajo adaptación? 
¿Cuáles son los mecanismos de la adaptación? 
¿Qué parte de su interacción con el mediO ambiente renene el organismo o sistema u orga-
nización? 
¿Qué limites hay a un proceso adaptativo? 
¿Cómo pueden diferentes (lúpótesis sobre) estructuras adaptativas ser comparadas? 
El plan adaptativo es el conjunto de factores que controla los cambios y determina las 
estructuras que se originan como respuesta al medio ambiente .. Si consiste en un co'\iunto 
finito de pasos definidos con precisión, y podemos especificar de modo no ambiguo las 
acciones que lleva a cabo en cada paso que lo llevan a producir modificaciones ( output) 
sobre las estructuras, entonces podemos entenderlo como a un algoritmo6 
li 
A pnncipio de los sesenta, la computadora digital es utilizada como herramienta de trabq¡o 
para instanciar inquietudes teóricas de los grupos de investigación dedicados -desde una 
década atrás-7 al trato con modelos de simulación de procesos evolutivos y resolución de 
problemas. La miXtura hace fuerte a tres lineas de investigación, todas con un parecido de 
familia.' Son a) las estrategias evolutivas,? b) la programación evolutiva,10 y e) los algorit-
mos genéticos (AG)JI Todas pretenden, con distintos estilos, constreñir en sus sistematiza-
ciones los elementos esenciales de la evolución natural. Para nuestros jlropósitos; prestare-
mos particular atención a los AG, porque son la base de las implementaciones com~utacio­
nales en las que nos interesa analizar el rol de las nociOnes de heurística y adaptación.I2 
lii. ¿Qué son los AG? 
• AG como simulación: Un AG simula el proceso evolutivo darwimano al nivel de apli-
cación de operaciones genéticas sobre el cromosoma .. En la naturaleza los crbmosomas 
son cadenas de caracteres con un alfabeto de base 4. La secuencia de estas bases nu-
cieótidas constituye el genoma del individuo biológico. Las moléculas de ADN dan lu-
gar a las protelnas y enzimas necesarias para crear la estructura y el comportamiento de 
células biológicas que permiten al individuo --en distintos grados, según su genoma- de-
sarrollar tareas en su medio ambiente para sobrevivir y reproducírse. Como los cromo-
somas de la descendenCia contienen cadenas de bases nucleótidas heredadas de sus pa-
rientes, podemos concluír que las cadenas que conducen a las mejores performances 
tienden a conservarse en el tzem¡¡o sufriendo, dado el caso, las modificaciones mtrodu-
cidas por la mutación. 
• AG como algoritmo: Un AG es un algorinno que trabaJa en paralelo y transforma a un 
?onjunto de cromosomas -o sea, a una población inicial, en otro conjunto de cromoso-
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mas 13 Utilizando los operadores genéticos y el prmcipio darwrniano de la supervivencia 
del más apto, da origen a la próxima generación El procedimiento se repite una y otra 
vez hasta alcanzar el criterio de terminación establecido. 
• AG y adaptación. El primer paso estratégico en el qmpo de los AG para tratar con la 
adaptación consiste en determinar las variables que intery¡enen en dicho proceso y dar-
les una _representación conveniente. Las variables claves son medto ambiente· (espado 
de búsqueda), tarea (obje!Ivo-problema-estado deseado en el espacio de búsqueda), 
cromosoma (individuo-agente-estrategia-heurística), med1da de ajuste del cromosoma al 
medio (grado en que resuelve el problema, reducción del espacio de búsqueda, fitness, 
diferencia entre su desarrollo y el objetivo, medida de performance, diferencia entre su 
estado y el estado deseado, grado de adecuación de sü estrategia para la resolución del 
problema, efectividad de su heurística), mecanismos de selecc1ón entre cromosomas 
(atendiendo a procesos selectivos), mecanismos de reproducción y mutación, y criterio 
de termmaCión (finalización de la tarea, resolución del problema, adaptacH)n, heurística 
exitosa,. aprendizaje). Cada-tu1a -de estas variables- y sus- s-utilezas, son -representadas en 
un marco formal. Gran parte de los esfuerzos hasta mediados de los sesenta se abocan a 
esta tarea · · · · "" · ·· · · · 
• Nótese que el algoritmo propiamente dicho incumbe a una parte del procedimiento total, 
porque él ni genera la población inicial ni dictamina el criterio para la medida defitness 
ni determina el peso del vmculo entre las variables. La denominación AG se aplica en 
dos sentidos, por un lado designa al algoritmo propiamente didw que forma parte del 
proceso de modelización de sistemas evolutiyos; se Jo llama algoritmo genético porque 
las reglas que aplica a cada paso se entienden como analogías de los procesos que suce-
den en la evolución naturaL Y por otro lado, con AG se designa a una linea de investi-
ga~t~n ~~e :xcede a todas luces la cuestión algorítmica. 
• AG y computadoras: la incursión de las computadoras en esta diSCiplina no prodnce un 
fuerte impacto sobre su base teórica; fue entendida más bien como una herramienta, 
potentísima sin duda, con toda una gama de usos útiles Cautivaba, recuerda De Jong, 
"por el potencial que ofrecía de llevar a los primeros modelos de simulación de la evo~ 
lución un paso más allá, e instanciar estos procesos evOlutivos: ert formas computacio-
nales que puedan ser utilizadas para resolver problemas complejos basados en cómpu-
tos " 14 
• AG y representac1ón. el¡mpactomás fuerte de la máquma recae sobre las posibilidades 
que ofrece para la representciclon~ilel proceso. DIO lugar a una rama dentro de los AG 
llamada Programación Genética (l'G) Los AG crean una cadena de números o simbo-
los matemáticos como solución al problema, la PG, crea un programa de co!l1putación. 
A partir de aquel momento las mvestigaciones sobre AG toman un~ n11eV'!lli'r~<¡tiya, 
con una fuerle-únprontá experiffien\ai;"se comienZan adesmoll,;].-su.llulacio;;;s d~ -~asi 
todo lo que se cruzara en el camino y mQ_sti:ara algún rasgo adaptativo. Surgieron cues-
tiones interesantes; la tarea no era tan simple. ¿Con qué criterio e[egimos el tamaño de 
una población de hormigas? ¿En qué grado unplementamos la mutación? ¿Cómo se 
mide la eficacia de los anticuerpos en la simulación de un Sistema inmunológico? 
0 Cuales son las acciones que representan la conducta de una frrma comercial? G Cuánto 
tiempo debe sobrevivir un individuo y qué tipo de tareas podrá realizar? ¿Qué relevan-
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cia otorgar a las interacciones de subgr¡¡pos de variables y cuáles. debeu.~~r.,sas fu.t:.íac-
ciones?. Las simulaciones de sistemas concretos dejaron aún más en618tÓ quttíli~f.;le­
vancia y la su!ileza para cq¡f ef trato de cada variable inmiscuida afectába el tesWtado 
total del proceso. Esto lleV'&'a otra cuestión tampoco trivial: ¿Para qué queremos nsar la 
conipritadortí? u máquifu''Iiabia mostrado cspacidades múltiples. Era posible acondi-
cionarla para iritentar reproducir los principios naturales con la mayor exactitud posible, 
es decir, simular la naturaleza; o bien utilizar los principios evolmivos cómo inspira-
ción, modificándolos del modo que. sea preciso para obtener sistemas eficientes en el de-
sempefio de la tarea propuesta. 15 
• Las preguntas fundamentales de Holland16 reciben en las instanciaciones computacio-
nales otra vuelta de tuerca. Las respll!'stas comierizan a consttuirse sobre bases experi-
mentales. Si uno analiza la literatura sobre A.G y PG, esto es bastante claro .. Los trabajos 
consisten en pormeuores de las grandes cuesti<mes, descnbiendo el proceder de un sis-
'tema, un nuevo método de representación de alguna variable, estudiando la relación 
particular entre un subgr¡¡po de parámetros, propouiendo extrapolarpria técuieá q\le re-
sultó ú!il para solucionar alguna dicotomia, etc., En definitiva, los artícUlos son .el re-
sultado de la manipulación de los parámetros y representaciones inmiscuidas en las mo-
deliza~iones, con el objetivo de' clárifi:car o mejorar su entendimiento y el deJos proce-
sos que le incumben. En este sentido, las investigaciones consisten en explorar cpnse-
cueneias experimentales del paradigma en boga Las críticas conceptuales son posterio-
res y aluden a 'las restricciones operativas de los algoritmos para tratar con problemas 
específicos. En todos los casos es dificil encontrar trabajos generales o grandes sistema-
tizaciones ya sea en defensa o en tono critico del paradigma actual. El desarrollo de la 
disciplioa está dado po~ lrabajos .acotados, estrictamente sitnacionales, wn fuertes inte-
reses aplicados a problemas puntuales. SieJ;t<lo este el estado d.e la inve~ón, las in-
teracciones c<ln la epistemología pueden plantearse desde distintas perspectivas, según 
los objetivosCií(uestra postura consiste en seguir la metodología de 1$ investigadones, 
no para aul.tlizarla en sl misma, sino para intentar c.olaborar en. el entendimiento,: <jentro 
de los·trabajos en 1\0 clásicos, de la poco tratada .noción de heurística. Para ello p)-esta-
remos particular atención a la simulación de una e<:>lom,_ de hÓrmigas que de!Je desarro-
llar estral'egias satisfuctorias para ingerir el alimento que se encuentra eil el medio am-
biente. 
• Estudio de Programación Genética (EPG): Este programa se encuadra dentro de aque-
llos que preteoden simular fenómenos naturales. El medio ambiente está representado 
por una Cll¡!.dricula de :12 x 32, 911~ Ílll!cio!lll <:0_!110 el !'"Jl.acÍQ@ ]:>~gull_dll, ¡l~l¡¡roblema 
Sobre él, !le lllOdo ni recto !li c0n!ÍJ111Q hay esplll"cidos 8~ trows. d.e alimento, El pro-
grama genera una población ¡nicial de honuigas que surge de la combinación aleatoria 
de preguntas sob~~ el medio y acciol),es .a emprender ~omo respuesta Estas reglas de es-
timu¡o respuesta son simples: si el estimulo e ocurre entouces de la resp¡¡esta t Defini-
mos los estímulos qu~ puede recibir (0, o 1 -si o no) ante la in!lagacióli (¿hay comida 
enfrente?) y las respue¡;tas que puede. dar wrar a la <Ierec)la, gÍfl\1" a la izquierda, mo-
verse hacia delante, o no hacer na<Ja). Los sensores de la honuiga lé penni~ reconocer 
el estado (!e una parte muy peq!leña del medio ambienie, es decir, es incierto, no p!lede 
hacerse una idea geileral, uo puede listar todos los .senderos posibles en que haya ali-
mento, debe cambiar o adaptat su estructura ante las nuevas informaciones, y para ello, 
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no debe adoptar nunca una configuración fija. Esta es la voz de la idea de adaptación 
implementada. 
• De a una a la vez, se enfrenta a cada hormiga de la población almedio. 0\da. IJ,pi1DÍga 
desarrolla su estrate¡jia; como resultadc> ingiere un .nómero de trozos de alimento entre 
O y 89, .Ese número es su medida de qjuste .. Ror alguDatécnica.de selección se .escogen 
los individuos qne se reproducirán para dar origen a la próxitita generación y se imple-
mentan criterios de mntación en i!lgón grado. Se da lugar así a la próxima generación 
que. es a su vez enfrent¡lda al ínedio. La .búsquepa d<l.lllla ~~~~11 pat;a ingerir todos 
los trozos de alimento concluirá cuando se arribe a una hormíga que e~lÍvamente lo 
haga. . 
• Dentto de este esquema se puede hablar de heurística en dc>s sentidos estrechamente 
vinculados. Por un lado atendiendo aJos criteric>s del programa plliJÍ buscar las hormígas 
de la generación futura, y por otro, cons,iderando a c¡>da ~oi1DÍga. JIJ;Iil Jl~uris!i~l!> f'S de-
cir, llilá: .líiporesiS pataresll!Yetmcproblema que puede recibir una· medida dé"acerca-
.mie.nto a la soluciól).. · . . · 
• El programa actóa como un plaa adaptativo, y este es quizás: su rasgo ~ importante; 
es un generador de hipótesis, es en él en quien .recae. la función .de ~git: gradual-
mente el espacio de búsqueda. Segón su estructura y !ase interacciones intern,as-de sus 
parámetros (decisiones ambas del investigador), produéimos distintas heurlsticas. Por 
eso hay que saber para qué queremos usar el programa. Las estructuras .e interacciones 
están dadas por los intereses del investigador en función de qué desea aaalizar. El di-
seño es el culpable de los resultados. 
• La metodología del programa es fija, no se producen cambios en el vruor de 'los pará-
metros una vez·qUe.comienza a desarrollarse. Enceste sentido l$•honnigasiindividuales 
tampoco cambian, no hay un proceso de aprendizaje del individuo on line, no sufre mo-
dificaciones estructurales producto del contaéto con el medio; Le> que hay, para el se-
gundo caso, llS una selecCión a mvei de p6blación entre estrategias. El prograína en-
tiende 1!1 individuo como a·un momento de una estruétura temporal más amplia y sobre 
la que efectivaínente pueden producirse modiñcaciones, es decir, su cromosoma. 
• El ptograma, en tanto heurística, consiste en un conjunto de regW que serán aplicadas 
sobre las hipótesis (hormígas). El criterio de adaptación está fijado de aateínano, pero 
no determína la estruéturaintema de las hipótesis;~' plaatea simplemen~ que deben lo-
grar cierto objetivo, no restringe el modo en que deben hacerlo. La selección de hipote-
siS está entimcíónde sus desempeños. 
• Conclusión: No contamos con estrategias para predecir la incidencia ®lo.$ caraQios que 
ocurren qe contilll!oen fin sistema adaptátivo complejo. Al simularlo,. detemiirnnnos los 
operadOres de control que se entrelazan pará dat lu'gar ru' proceso·y establecené:.junto a 
las reglas Q)le couliguran a los agentes- el éxito de la siniulacióD.. Por eso es fundamen-
tal analizar a los operadores, porque de ellos emerge la forma de la difUÍ11licá del sis-
tema. Ese análisis lo realizan los investig¡ulores er{ váriás disciplinas y destie sus propias 
perspectivas': Eínuercados en está linea, creemos. que 'él análisis epjstemoló~co de los 
operadores y reglas del agente se suma de hecho a los esfuerzos por uita mayor com-
prensión de los sistemas adaptativos complejos. Aporta tlláyor precisión sobre el uso y 
estructúra interna de conceptos como fttt¡ess, mntación, heurlstica, etc~. que inciden di-
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rectamente sobre el resultado de la simulación. Pero esto es el anhelo de todas las disci-
plinas que investigan. ¿Que puede aportar efectivamente la epistemol()gia? Pl!ede, por · 
ejemplo, hacer más claro el vinculo entre la biología evolucionista y la simulación de 
procesos adaptativos biológicos, y esto desde varias perspectivas. Aquí hemos dado re-
levancia al marco en que una noción de heurística es implementada luego en una simu-
lación; de donde se desprenden similitudes y diferencias con el marco biológico. Ha-
cerlas notar, es el primer paso sobre el que se puede trabajar para enriquecer luego el 
diálogo, con everuuales réditos mutuos. Esto no impliclt ubicar la epistemología e!l un 
lugar de arbitraje metudológico; la ambición es mucho menor: pretende sumar, ser una 
más de un grupo de perspectivas que iotentan entender a los sistemas sdaptativos com-
plejos.18 · 
Notas 
1La lntelígencía Artificial (lA) misma nace de un clima intelectual ínterdíscíplinartu, léase la lista de investígadó-
res que rccíbirnn los resultados de la reunión de Darunontb, A Propdsal for the DarlmiJulh Summer Research 
Project on Arti.ficiallntelligence, ñnnado por J. McCarthy, M:L Minsky, N. Rochesler y C. Sbannon; disponible 
elf<htt¡>:/lwwW'fottñalst:mf<>nl.eduljmCfbistóiY/dlitmoutbldalmüUIIi.litml>. 
2 Jobn Holland, Adaptalíon in Natural and Artificial Systems, pág. 20. 
3 M Mitchefl y S. Forrest, Genetic Algorithm tmd Artificial L![e, Santa Fe lnstituk: Worldng Pilper 93-11-072, 
decentber 1993. Apareció luego en Artificial Life, An Overviéw, pp. 267c290, editado por Chrisropher G langton, 
MlT PrOS$, 1997. Dice explicitmnente (pág. 2): "[AGJ could he osed as an optimi2:ation tcol for engincering 
problems ... Pero __ existen estrate,\Pas __ que_ :puedeg,_ ~no -~ ._necesariamente m~ _$:o ___ más bten al_canzar 
criterios de búsqueda intermedios. como la satiS:factoriedad En todO caso depende de la selección de la función de 
fttness, del criterio de terminación y de qué deseamos simular. 
4 Cuando a finales de los '80 la Alife (tl.rtificia/ Life) planrec que un úruoo e¡ernplo de estructuras VIVIentes no es 
suficiente para comprender principios generales de cómo Cstá Organizada la vida, y proponga la creación de siste-
mas vivos alternativos a lps derivados de la cadena de ~no,_ está solicitando'un marco fonnal similar al que -se 
óiigma pata diiirespuesía a éstiiS 'preguntas: - · · 
5 Jobn Holland, Adaptaticn m Natural and Artiftctal Systems, pág. 2. 
6 Donald E. Knudi, Fundamenial ATgortihm$.. The An of Computer Protramming, Vol .!., Add®n'Wesley 
Poblishing Company, 2' ed., 1973, pp. 5-9. 
7 D..E. Goldberg, Genetic Algorithins in Search, Oplimíwlion, And Machine Leamíng, Addlson-Wesley, Reild)ng, 
MA,. 1989., Véase en particular el Cap ñu lo 4. Para una breve historia de los trabajos con algoritmos genéticos! ver 
Kenneth De Jong,. "Genetic Algorithms: A 30 Year Perspectwe,., presentado-en el Workshop en homenaje a llo-
lland. Todos los trab¡¡jos dispcmllles en <http:llwww:psés.umicb.eduf.jbhfesi/schedolc.closed.btml>. 
8 M Mitchell y S .. Forrest, op. cit. 
9 Metodologta desarrollada y trab,Yada por R.echentierg y Scbweful en la Unlv<Bidad Técnica de Berlin, a prinCI-
piO de la década de 1970. 
10 L.J Foge~ AJ Owens and MJ .. Walsb (1966), Artificial lntelligence through Simu/ated Evolution, New Y orle, 
Jobn Wiley. 
11 Herederos de la idea de planes reproductlvos de Hotland, los AG son descriptos a comienzos de los <60 del 
pasado si]!lo por Holland y SI/S estudílintes en la únlversldad de Micbigan en Aon Arbor. 
12 Para un análisis similar pero limitado en tomo al concepto de •búsqueda' véase Terry Iones y Stephanie Forrest, 
"Genetic Algoritlnn and Heuristic Seareh", International Joint Co'!forence on Artiftciallntelligence, 1995; y N J. 
Nilsson y D. Rumelhart, "Approaches to Artificial lntclligence", Tecbnical Report 93-08-052, Sana Fe lnstitute, 
Santa Fe, NM, 1993, recopilado en el Workshop manrenido del6 al9 de noviembre de 1992 Disponible en <ftp . sa 
ntafe.edu.pob/User.;/mm/approaches/approacbcs.ps> 
13 Jobn Koza. Genetic Programming. On the Programming of Computers by Means of Natural Selection, MIT 
Press, 1996, pág. 18 
14 K De long, op. cit. 
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15 Cada postura dJsei!á dlsllhtos programas. Jugar ajedrez ó como los humanos, o eX¡>)ptando las capacidades de 
cómputo de la máquina. Simular vida o·.como en la Tierra,_ o nuevas fonn~·<~_ue no se aten ,aesa arquitect_ura. 
16 Cfr. pág. 2. ... . . . .. . :, . 
17 Cualquier grupo de preguntru>. respuestas o combinación de._ambas-es ~hormiga. ~ tema es su eficaCia en 
etniediO;jeSCrdúríaóñdée51o-que·seserecctorlaii~"-··- ---- --·~---- ·------- -- ---~ ---~---------- - --~- ·-
Is Este trabajo fue realizado en el marCQ del proyecto de ínvestigaclón "El descubrinuentO cientiñco desde las 
perspe.¡tiva de. las reglas beuristicas" dirigido1JOf el !!roí Victor Rodríguez y subSidiado por FONCYT, Proyecto 
P!Cf 98; N" 04'04353 . . 
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