Abstract -In this paper, we consider a general form of two-dimensional linear Volterra integro-differential equations(TDLVIDE) of the second order with some supplementary conditions and develop the operational Tau method with standard base for obtaining a numerical solution.
Introduction
In recent years, the operational Tau method (see [1, 2] ) has found extensive applications (see [4] [5] [6] [7] [8] [9] for the numerical solution of ordinary differential equations and [10] [11] [12] for the numerical solution of partial differential equations). In particular [13] [14] [15] , the Tau method has been developed for the numerical solution of integral and integro-differential equations, and has been also used to solve a system of integro-differential equations [16, 17] .
On the other hand, TDLVIDEs have interesting applications in Physics, Mechanics, and applied sciences, but there has been no simple numerical method for solving these equations with a high accuracy. For this reason in this paper we formulate a matrix Tau method for two-dimensional linear Volterra integro-differential equations with given supplementary conditions. To this end, we replace the differential and integral parts of a TDLVIDE by their matrix representation and then convert it to a corresponding system of linear algebraic equations. In a similar manner, we transform the supplementary conditions to a linear algebraic system of equations. Finally, by combining these two linear systems of algebraic equations, we obtain a system of linear algebraic equations and solve it to obtain an approximate solution of the problem. This paper is organized as follows. In Section 1, we touch upon the developments of the Tau method. Section 2 presents some theoretical results of simplifying the application of the Tau method. In Section 3, a TDLVIDE is transformed to a system of linear algebraic equations. In Section 4, we estimate the error of the method proposed in this paper, and in Section 5, accuracy of the method is checked by solving some applied problems in engineering science, including heat transfer and wave problems in a nonhomogeneous medium and spacedependent heat sinks and heat sources.
Some preliminary results of the Tau method
We recall from [2] that the Tau method is based on the following three simple matrices 
Also we need to state the following properties of the Tau method:
Proof. See [13] .
Corollary 2.1. By the hypothesis of Lemma 2.1, we have a)
Transformation of the TDLVIDE to a system of linear algebraic equations
Consider a TDLVIDE of the form
with the supplementary conditions
and
where K(x, t, y, z), f (x, t), α 1 (t), α 2 (t), β 0 (x) β 1 (x) and a 1 (x, t), . . . , a 6 (x, t) are continuous functions and λ is a constant. Equation (3.1) can be considered as a mixed FredholmVolterra integro-differential equation (that is x = b or t = d).
To transform Eq. (3.1) and conditions (3.2) and (3.3) to a system of linear algebraic equations by using the operational approach of the Tau method, it is necessary to consider the functions K(x, t, y, z), f (x, t), α i s, β j s and a i s as polynomials, otherwise, they must be approximated by polynomials of suitable degree.
We consider the solution of the above problem in the following form:
where X = (1, x, x 2 , . . . , x N ) , T = (1, t, t 2 , . . . , t N ) are base vectors and C is an (N + 1) × (N + 1) matrix containing the unknown values C ij :
3.1. Transformation of the differential part of the TDLVIDE. In the remaining parts of this paper, we assume that µ, η and ι are (N + 1) × (N + 1) matrices.
Proof. a) By Lemma 2.1(a), we have
where C j is the (j + 1)-th (j = 0, 1, . . . , N ) column of the matrix C. b) Again, by Lemma 2.1 we have
where C i is the (i + 1)-th (i = 0, 1, . . . , N ) row of the matrix C. The proofs of the other parts of Lemma 3.1 are similar.
Proof. Since the proofs of all parts are similar, we only prove the part (a). By corollary 2.1(a) and Lemma 3.1, we have
In the cases that the functions a k (x, t), k = 1, . . . , 6, depend only on x or t, Lemma 3.2 will be simple.
3.2. Transformation of the integral part of TDLVIDE.
where
with
and ξ (im) (x) = µ m ιX, ξ (jn) (x) = µ n ιX are the corresponding terms of
On the other hand, using Corollary 2.1 and x i = X e i+1 , we can write
Similarly,
Substituting (3.12) into the right side of (3.11), we have
Hence we conclude that
by using (3.13), and this completes the proof. For mixed Volterra -Fredholm integral equations, the above theorem can be simplifed as follows. 
N +1 (x)) are as follows:
0, otherwise.
(3.18)
A similar result will be obtained for ξ jn (x) by replacing m by n.
Proof. By the definition of ξ im (x)
where the last (m + 1) entries are zero.
Corollary 3.4. a) The matrix P ijmn in Theorem 3.1 has the following structure:
where the nonzero entries are computed by the formulas
b) The matrix P ijmn in Corollary 3.3(a) is
where the nonzero entries are
c) The matrix P ijmn in Corollary 3.3(b) is
Proof. The results of a), b) and c) are obtained by substituting (3.7) and relation (3.18) into (3.10), (3.16) and (3.17) respectively.
Note that if m = N (or n = N ), then by Lemmas 3.4 and 3.5, µ m ιµ i = 0 and ξ (im) =0
(µ n ιµ j = 0, ξ (jn) =0), therefore P ijmn will be a zero matrix. We can also write the right-hand side of Eq. (3.1) in the following form:
By substituting the relations (3.4) and (3.8) into Eq. (3.1) we obtain
and, therefore,
since X and T vectors. Note that if the coefficient a i (x, t) is simple, then system (3.20) is simple by Corollary 3.1 and 3.2, in particular, if all these coefficients are constant, then system (3.20) reduces to the following form:
Therefore, Eq. (3.1) was transformed to a system of linear algebraic equations.
Transformation of the supplementary conditions.
To transform the supplementary conditions, let us assume that α i (t) and β i (x) are in the form
where α i = (α i0 , . . . , α iN ) , i = 1, 2, and β i = (β i0 , . . . , β iN ) , j = 0, 1, since otherwise they can be approximated by polynomials of these forms. Now by substituting (3.7) and relations (3.22) and(3.23) into (3.2) and (3.3) we obtain
which implies that {d
since X and T are bases vectors. By solving the system of equations (3.24), (3.25)) and (3.20) (or (3.21)) simultaneously, we obtain φ(x, t) from (3.4).
Remark 3.1. Note that the final system must include (N + 1)
2 equations to find C ij s. To form these equations, we consider all of the equations obtained from the supplementary conditions and select the remainder from (3.20) (or 3.21)).
Remark 3.2. If we set a 1 = a 2 = a 3 = a 4 = a 5 = 0 and a 6 = 1 in Eq. (3.1) then it is transformed to a two-dimensional Volterra integral equation (TDVIE); therefore, the TDVIE can also be solved by the proposed method.
Error estimation
In this Section, we give a way to estimate the error for the proposed method to ensure that the method can be applied to problems with unknowns solutions.
Complete error analysis has been carried out and the convergence of the Tau method has been investigated in [3] .
For simplicity, we assume that Eq. (3.1) with conditions (3.2) and (3.3) is in the operator form
Let us define the error function as
where φ(x, t) and φ N (x, t) are the exact and approximate solutions of the integral equation (4.1) with conditions (4.2) and (4.3).
Substituting φ N (x, t) to (4.1), (4.2) and (4.3) leads to
where p i s are the perturbation terms. Now, subtracting (4.5), (4.6), and (4.7) from (4.1), (4.2) and (4.3) respectively and using (4.4), the error function e(x, t) satisfies the problem
Therefore, in order to construct the approximation e N (x, t) to e(x, t), only the right-hand side of (4.1), (4.2), and (4.3) needs to be recomputed. Hence, solving problems (4.8), (4.9), and (4.10) we obtain an estimate for the error function (4.4).
Numerical examples
In this Section, we give some examples to clarify the accuracy of the proposed method. Note that, as mentioned above, whenever K(x, t, y, z) or f (x, t) are not polynomials, they must be approximated by polynomials of suitable degree. Therefore, in the following examples, we approximate all non-polynomial parts of K(x, t, y, z), f (x, t) and other functions that appeared in the integral equations or supplementary conditions by the Taylor polynomial.
Example 5.1. Consider the partial integro-differential equation
with supplementary conditions as
where x and t denote the spatial variables. The above equation is the mathematical steady-state statement of the heat transfer process in a square plate with a negligible thickness, in which the heat sink is the accumulative function of space.
The boundary conditions (5.2) denote the first, third, first and second kind, respectively. The boundary conditions and the integro-differential equation are nonhomogeneous. At the same time, if t denotes the time, then this equation may be considered as a one-dimensional wave equation of a nonhomogeneous string with a variable force acting on it. The exact solution of the above-mentioned problem can be proved to be φ(x, t) = e x + x − t. As mentioned in previous Section, first we approximated e x and e y by a Taylor series around x 0 = 0 and y 0 = 0 respectively. Then the partial integro-differential equation with pertaining boundary conditions was given in the form of an algebraic equation using the Tau method. Tables 5.1 and 5.2 show the absolute errors (e(x, t)) and their estimates (e N (x, t)) at some arbitrary points with N = 10 and N = 12 respectively. Example 5.2. Consider a nonhomogeneous plate of unit dimension. This plate dissipates heat into a medium having zero temperature and there is some heat source and a heat sink in the plate. The heat sink may be regarded as a chemical reaction occurring in the medium depending on the of temperature value. Applying the energy conservation law leads to the following partial integro-differential equation:
with mixed type boundary conditions Example 5.3. Consider the third example in the form
with the supplementary conditions φ(0, t) = t, with conditions φ(0, t) = e t , φ(1, t) = e t+1 + t, φ(x, 0) = e x , ∂φ ∂t (x, 0) = e x + x.
The exact solution of this problem is φ(x, t) = e x+t + xt.
And as in the previous examples, we approximated the non-polynomial parts of this problem by their Taylor series around zero. The numerical results are reported in Tables 5.7 and 5.8 for the absolute errors at some points with N = 10 and N = 12 respectively. 
