In this paper the resource-constrained flow shop (RCF) problem is addressed. A number of realistic extensions are incorporated, including non-serial precedence requirements, mixed flow shop situations, and the distribution of the human workforce among a number of pre-determined groups. The RCF is then solved by meta-heuristics, primarily of the evolutionary type. An extensive numerical investigation, including a case study of a particular industrial situation, details the implementation and execution of the heuristics, and the efficiency of the proposed algorithms.
Introduction
The classical permutation flow shop problem considers how best to sequence a set of N different jobs through M machines, where each job must be processed on each machine, and in the same order (sequence), and where each job has the same routing through the machines. Because of its complexity, this well-known scheduling problem has had much attention by researchers both past and present. For examples see Burdett and Kozan (2000) , Cambell et al (1970) , Koulamas (1998) , Murata et al (1996) , Nawaz et al (1983) , Ogbu and Smith (1990) , Osman and Potts (1989) , Reeves (1995) , Sikora R., (1996) , Taillard (1990) , (1993) , and Widmer and Hertz (1989) . In reality however, classical flow shop problems rarely exist, see Dudek et al (1992) . A possible reason for this is that the amount of processing required by an operation is generally dependent upon the level of resources allocated, which is seldom fixed as assumed. Not only are these resources not fixed in practice they are also usually heavily constrained.
Problems like this often occur in assembly processes such as mixed-model assembly lines, in which a number of model variants are intermixed and processed (manually) on the assembly line. Sequencing and scheduling problems arise in production as the result of insufficient human resources in quantity or experience to operate each work station at all times, and or the strategy to improve production efficiency by shifting workers in various numbers and to various locations. To complicate matters, the human workforce is distributed among a number of pre-determined groups (G) which have been allocated a number of stations which the workers of the group may only operate. Within these groups, and throughout the production period, workers must be assigned in such a way as to ensure that all operations overseen by the group are completed. Given these extra complications, the aim is therefore to find the sequence and human resource allocation that allows the operations to be scheduled in such a manner as to allow the makespan to be minimised while also satisfying all precedence and resource constraints. This more realistic problem is the one that is addressed in this paper and consists of the following three aspects, finding the sequence, finding the resource allocation, and finding the schedule (i.e. beginning and completion times of operations).
This type of resource constrained flow shop (RCF) has not been addressed frequently and only fairly recently by Daniels and Mazzola (1994) who showed that the sequencing and scheduling problems concerned with the RCF is NP hard in the strong sense. They also developed iterative heuristic techniques for the intermediate storage flow shop with renewable resources in their paper. The proposed techniques in this paper however differ from Daniels and Mazzola's and these differences will be discussed in more detail in later sections. For the alternative situation in which processing times are linear decreasing functions of the continuously divisible nonrenewable resources, Janiak and Portman (1998) have also developed genetic algorithm.
The format of the paper in the following sections is as follows. Firstly a review of problem properties including models and operations scheduling information is covered. Secondly in section 3, heuristic solution techniques such as Evolutionary Algorithms and Simulated Annealing are developed, while the details of the numerical investigation with accompanying results are then given in section 4. Lastly the outcomes of the research are summarised in section 5.
Properties
The mathematical model for this problem (including extensions) can be found in Burdett and Kozan (2001) . Because of the structure of the flow shop, it is more efficient however, to solve this problem by meta-heuristics rather than by exact techniques or by previous iterative techniques. Evolutionary and Simulated Annealing approaches have been developed in particular and are discussed in the next section. An alternative Tabu search (TS) approach may also have been implemented however this was outside the scope of this paper and is left as a source of further research.
The recurrence equations for scheduling (that are also used to determine the schedule makespan) within any resource constrained non-serial mixed flow shop (with convergent precedence constraints) are given by equations (1)- (7) . These equations are particularly important as they are used in the heuristics (developed in the next section) to evaluate the objective function. The variables , , , 
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While any processing time function could be used, in this paper we use the same function (except for differences in notation) as used in Daniels and Mazzola (1994) 
The objective of the resource constrained flow shop is the minimisation of the makespan. The occurrence of resource deficiencies are penalised (by ) and then added to the objective function as follows. In these equations
, tg H is the total workers required at time t for group g,
X is a binary variable defining whether machine j is overseen by group g, and g w is the number of workers assigned to group g. 
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As an alternative, a penalty that is proportional to the length of the conflict and proportional to the level of deficiency (i.e. ,
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Hw ) may also be incurred for each resource conflict.
Heuristics
The complete solution of this problem poses a number of unique difficulties. Unlike other optimisation problems that are solved by heuristics, this problem consists of three sets of variables (i.e. sequence, schedule, resource allocation) that simultaneously affect the objective function. The delay variable ( ) in particular directly affects feasibility and hence has considerable effect on the size of the objective function value. The delay also directly affects the length of the makespan, for any operations on the critical path (i.e. list of operations whose processing times when added equals the makespan) that are delayed ensure that the makespan is also increased by this amount. On the other hand, the number of workers assigned effects how long each operation takes, and hence also significantly affects the size of the makespan. An operation on the critical path that is assigned more workers takes less time and may allow the makespan to be decreased by reducing that critical path or another.
Generation of an initial solution
The generation of a good initial solution is particularly important when it is used as the starting point for a heuristic solution technique. While reducing the effort required by the heuristic to obtain a near optimal solution, a good initial solution can also allow large and otherwise unsolvable problem instances to be more efficiently solved.
Scheduling and Resource Allocation
In the scheduling problem (i.e. assuming a valid sequence already exists) the variables are the amount of delay ( ) and the number of assigned workers ( W ). The simplest way to generate this scheduling solution is randomly. While the number of workers assigned to each operation can be easily generated from between the maximum and minimum levels given, the range of time that an operation can be delayed is not. Hence any randomly generated delay variables may be far from optimal. Therefore two alternative solution generation techniques are proposed. In the first approach, an efficient way of generating an initial solution is to schedule operations iteratively (i.e. one at a time) from time zero until no more operations can be scheduled. The procedure is also suitable for scheduling given any number of groups. By scheduling operations in this manner, a list of operations currently in progress and a list of schedulable operations can be maintained. At each time, the current resource requirements are updated, as are the schedulable operations and work in progress sets, beginning, completion, and departure times. An operation from the schedulable set is only scheduled at a given time if the resource requirements do not exceed the available resources and departure from the previous machine has occurred. The number of workers assigned to an operation is chosen randomly between the number currently available and the maximum limit. If this value is greater than the minimum requirements, the operation is scheduled with these resources. If the number of available workers is zero, or the minimum requirements are not met, then the operation is delayed to at least the minimum completion of all in progress operations. At the new period of time, all completed operations, which have NIS have their destination times calculated. For the IS case the departure is the same as the completion time.
The second approach (see Appendix) is based upon resolving existing conflicts in the schedule and is likewise called RECITS. This algorithm requires that the operation delay and the number of workers have been previously defined. Where they have not been previously defined the variables are set as 0 , jk
is the maximum quantity of resource that can be used to perform the operation on machine j for the job s(k) in the kth position of the sequence. When this algorithm is applied to a given schedule, the first resource conflict is determined at each stage and resolved by reducing the number of resource assigned or by delaying an operation(s) to a later time. The algorithm continues iteratively in the same manner until there are no more conflicts in the schedule. It should be noted that resolving a particular conflict might also cause other conflicts elsewhere in the schedule. That is why conflicts are resolved chronologically. An operation can be chosen in a number of ways. When considering which operation(s) to delay or reduce resources to, we note that if we delay the operation with the smallest processing time (SPT), or with the least work remaining (LWR), then logically it is more likely that jobs with larger amounts of work will be performed without delays. Also if we reduce the resources to an operation with less remaining work, and assign those resources to an operation with more remaining work, logically the makespan is also more likely to be minimised. Hence, an operation is therefore chosen from the conflict set randomly or by the two rules of thumb just mentioned.
Sequencing
This section addresses the sequencing aspect of the RCF problem. If the sequence relating to an existing schedule is modified, then the schedule becomes obsolete due to a number of resulting infeasibilities. The first infeasibility, in particular, is caused by the violation of the upper and lower bounds on the resource levels for an operation. Secondly, as a result of changing the number of allocated resources to an operation, processing time values are also changed, which in turn causes a whole new set of resource deficiencies (conflicts) to arise. Operations that are to be delayed to ensure a resource deficiency does not occur, may or may not still need to be delayed after the sequence and processing times have been changed. Therefore any existing delay values will more than likely become meaningless.
There are two strategies that can be applied here. The first strategy corrects the existing resource allocation and schedule by correcting resource level violations and then resource deficiencies. The second strategy instead generates a totally new schedule from scratch. This is accomplished by firstly setting the delay values to zero and the worker numbers to maximum levels for each operation and then applying the RECITS procedure. The solution that results after the application of the first strategy however will be fairly poor with respect to the second strategy and hence is the second strategy is the method of choice.
To generate an initial sequence, a modified NEH procedure (Nawaz et al 1983) is used. The NEH algorithm is a constructive heuristic that is regarded to be one of the most efficient algorithms for solving the classical permutation flow shop problem with makespan objective. The attributes that distinguish this algorithm from others, include its simplicity, unrivalled computation time, and consistent near optimal solution quality. For these reason this algorithm may be suitable for the resource constrained flow shop scenario as well with some modification.
The NEH algorithm has as its foundation the assumption that jobs with higher total processing time should have a higher priority in the sequence or when sequencing. The first stage of the algorithm requires that all jobs be sorted in descending order with respect to total processing time. In the second stage, the first job in the list is picked and inserted in each of the possible positions of the partial sequence. A comparison of the makespans for each possible insertion is performed, and the one with the minimum is chosen as the new partial sequence. This procedure continues until all jobs have been inserted and the sequence is full. The total number of insertions and partial makespan evaluations is ( 1) 1 2
NN
of which N are full makespan evaluations. When dealing with multiple or non-unique jobs the NEH algorithm can be modified by inserting copies of jobs into the sorted list. The algorithm can than proceed without change as before. For the resource constrained flow shop situation however, a number of difficulties arise with the application of the NEH algorithm. The first and foremost difficulty occurs as a result of not having a resource allocation. Hence, the processing times which are based upon this allocation are undetermined. It should be noted that without processing times, the NEH procedure could not be used, because no partial sequence can be evaluated for a makepsan value without job processing times. Secondly, a priority list can not be determined (for the insertion of jobs into the partial sequences) since this list is usually based upon the total job processing times. These problems however can be resolved by defining a temporary resource allocation so that tentative processing time values for each job can be obtained. The definition of this resource allocation however drastically affects the resulting solution that NEH can achieve.
In Daniels and Mazzola (1994) in particular, the strategy taken was to firstly assign each operation its minimum resource level. Since the total number of resources equals the number of machines, this case is essentially unconstrained and is therefore equivalent to the standard flow shop situation. In this research however this is not true since the total number of workers may be less than the number of machines. Consequently another strategy is therefore taken as a result. The strategy here is to assign maximum resource levels to each operation instead. It should be noted that the optimal situation occurs when the maximum resources are allocated and the partial sequences are unconstrained. Sequences however can be evaluated as either constrained or unconstrained throughout the NEH procedure. From experimentation it appears that the best sequence can be obtained if the partial sequences at each step are evaluated as unconstrained with respect to resource availability constraints. Any resource conflicts in the sequence caused by the resource allocations may be resolved at the completion of the NEH procedure as a last resort. Hence since the schedule is evaluated as being unconstrained the standard NEH algorithm and simplification can be used (Taillard (1990) , (1993)).
As an alternative it may have been possible to resolve conflicts within each partial sequence at each stage of the NEH procedure. However since the RECITS procedure operates randomly, the new resource allocation would have to be stored for comparison purposes. After experimentation this idea was found to be quite good. The resource allocation and schedule for the resulting sequence in particular was of very high quality (i.e. close to the perceived optimal). The sequence obtained however was not as good as that obtained by the first approach.
In the first approach however extra work is required to improve the schedule and resource allocation.
Evolutionary Search Algorithm (ESA)
To solve the scheduling and resource allocation aspect (of the RCF), a differential evolutionary algorithm (DEALG) approach has been proposed because the decision variables are not discrete but integer (or real) valued. A particular benefit of using genetic or evolutionary based algorithms is that biased random sampling technique can to be used. The aim of biased random sampling is to apply a schedule generation scheme a number of times in a probabilistic way so that the components of an optimal solution may be included amongst these schedules. If these schedules are used as the initial population the DEALG may be able to reach the optimal solution more quickly and efficiently than otherwise. In the next section, the crossover and mutation approach used in DEALG is addressed.
Crossover and Mutation
In this problem a population member has two particular features, the delay and number of resources assigned to an operation, which together describes a particular solution. Because of the nature of the problem, the most suitable crossing or recombination mechanism available is to simply assign parameter values randomly from both parent solutions (Price and Storn (1997) ). Recombination in this manner allows each dimension to be searched more thoroughly and efficiently. It is also quite similar to the approach taken by conventional search methods. The parameter values however are only really redistributed throughout the population by this type of recombination. The aspect of the recombination process that allows the parameter values to be modified is mutation. Since parameters are integer valued, addition can be used as a form of mutation in conjunction with recombination. This additional aspect allows parameter values to be increased or decreased and is implemented in particular using vector differentials. For the remainder of this paper we will call this differential evolutionary crossover and mutation approach (operator) DECOP.
The amount of addition in particular is calculated by gathering information from the current population in the form of a weighted vector differential. This vector differential represents an efficient path in which the population should be directed in each dimension. Unlike other genetic or evolutionary algorithms, each member used in the breeding process is not crossed or recombined with another population member, but rather with an individual created solely from characteristics of the current generation. The weighted vector differential is this individual and is used to perturb each population member so that a new population member is created with characteristics of the current generation. For each population member X the vector differential X used in the crossover is generated as in equation (10) 
Because the variables in this problem are integer and constrained, the elements of the vector differential must also be modified so that they are positive and integer, and for the resource allocation variable, the values must also be within certain limits. This expression is also replaced (for obvious reasons) with the following when ,, bc j k j k and the parameters refer to the delay of an operation.
It should be noted that a new solution is accepted after DECOP is applied if the new objective function is strictly superior to the old value. The crossover parameter which is used to choose whether a parameter is altered is also defined randomly at each calling of the DECOP procedure.
Local Improvement of Solution
Due to the complexity of this problem, a number of local improvement operators (LIO) can be incorporated to improve performance (i.e. convergence), solution quality and population diversity. The main idea behind our local improvement heuristic is to increase the resources allocated to or decrease the delay associated with an operation so that the operation completion time is reduced. Consequently succeeding operations can therefore be performed at an earlier time and reductions in the makespan may be possible as a result. Each step of the algorithm evaluates the effect of a small change made to the current selected operation. If the change leads to an improvement, the change is made permanent. In this way the neighbourhood of a solution is exhaustively searched. Note that the RECITS procedure must be called after each change to ensure a feasible solution. An alternative local improvement operator that determines the best resource allocation level for a given operation consists of evaluating the schedule makespan that results for each possible level of resource. The resource level that is best is chosen, and the RECITS procedure is then called to tidy up.
Reproductive Plan
The usual control structure and content of an evolutionary or genetic algorithm is used in our ESA apart from an additional re-initialisation aspect. In particular our population is created and evolved at each generation until some generation or re-initialisation limit is exceeded. The population may be re-initialised at predetermined intervals or at the end of a generation if the average population member is equal to the best population member. When the population is re-initialised all but the best population member is replaced. A new population member may be generated in the same way as the original population was generated. An alternative method is to apply a local search operator like LIO to each population member and to make a change regardless of whether an improvement has been made. This allows the ESA to exhaustively investigate the neighbourhood of the converged solution to see if a better solution or path can be reached. Note that the re-initialisation of the population is extremely important for the search to continue effectively when an exhaustive crossing is performed. This is because of the extremely rapid convergence of the population to solutions of the same quality or the convergence to a particular solution. Re-initialisation for this problem however is costly in terms of computation time because new solutions are infeasible and require significant effort by the RECITS procedure to make feasible. Otherwise re-initialisation has no major (significant) drawbacks. Besides, once the population has converged there is no other choice but to re-initialise and try again.
The main power of our approach however is in the evolution of the population by our evolve procedures which applies DECOP and the LIO to every population member (see Appendix). A second alternative evolution strategy incorporates an exhaustive crossing (EC) of all population members and was shown to be extremely effective by Burdett and Kozan (2000) . Given P population members, a total of 1 PP crossovers are performed at each generation, i.e. each population member is crossed with every other. Since the DECOP procedure creates an individual for the breeding process (instead of using existing members), the exhaustive crossover strategy implies that each population member is crossed with P-1 mutated individuals out of the 1 2 3 P P P possible alternatives. By applying this strategy more of the population information is used and convergence towards a better solution can be obtained. When the DECOP is also incorporated the exhaustive crossover stage is especially effective in finding the best search directions. A periodic exhaustive crossover (PEC) scheme also refers to the periodic application of EC. The sequencing aspect may also be included in this ESA as an extension so that the complete RCF problem is solved simultaneously. Firstly however, for an evolutionary approach, one needs a way in which to generate new sequences from parent solutions. For the classical flow shop, Burdett and Kozan (2000) defined a sequence recombination operator (SRO) that was especially efficient. This operator takes two sequences and rebuilds a new sequence by choosing jobs from each parent successively such that the partial sequence makespan is minimised at each step. For this problem, for the purposes of evaluating the makespan, it is assumed that resource allocations levels are maximal. The partial sequence makespan evaluated at each step is also evaluated as being unconstrained with respect to resource constraints. At the completion of the procedure, the RECITS procedure is applied so that any conflicts may be resolved.
However since the sequence is discrete, a separate sequence crossover or improvement stage is necessary. Because of this, two strategies may be taken when defining an efficient population evolution procedure. The first strategy contains two separate improvement stages. The first stage is the sequence improvement aspect and this comes first because whenever a sequence is changed, so too must the resource allocation and schedule. After the application of the SRO a new schedule and resource allocation are created from scratch (i.e. not from either parent). The new schedule and resource allocation is then passed to the schedule improvement (or second) stage as they are far from optimal after the first stage. This improvement stage is the same as described above where the DECOP and LIO are applied. It should be noted that in the first strategy, the schedule improvement stage crosses the resource allocation and schedule for two totally different sequences. A good solution occurring from such an approach seems unlikely, so a combined improvement strategy may be more efficient. We therefore propose a second strategy, which contains a single combined improvement stage. In this approach, two solutions are chosen for reproduction. A sequence is firstly generated by the SRO from the two parent sequences for the unconstrained case. The rest of the solution is then created from the original parents using DECOP and the LIO. Lastly the new solution is evaluated and accepted if an improvement has occurred (i.e. solution better than parents).
Simulated Annealing (SA)
Many evolutionary or genetic based heuristic algorithms have been found to be unable to efficiently escape from, or improve locally optimal solutions. For this reason, SA, whose ability to do just this, may also be used to solve this problem as a stand alone technique, or incorporated as an aspect of an evolutionary algorithm.
SA requires only a single solution in which to operate upon as opposed to a population of solutions required by the ESA. This solution is generated in exactly the same way as for the ESA as previously discussed. The SA algorithm moves from one solution to another if an improvement is made or if the level of non-improvement is small with respect to the metropolis function and the annealing temperature. Since there are two particular variables, the manner in which SA generates a new solution from the existing solution is performed in two steps using a similar LIO procedure as used by the ESA. The choice of accepting or rejecting a solution is however left to the SA algorithm. For solving the complete problem, a third improvement stage is added for the sequence. The sequence improvement stage is performed firstly by performing a randomly chosen reversion within the sequence. The resource allocation and schedule for the new sequence is initialised as the optimal case and accepted if the unconstrained makespan is superior to the current solution. Once the sequence has been accepted, the allocation and schedule are modified by RECITS so that all conflicts have been resolved.
Numerical Investigation

Test Problems
Random Data
So that a reasonable comparison could be made of the proposed heuristic solution technique's performance, a wide range of different problem sizes with different parameters was solved. While this research addresses any type of non-serial mixed flow shop, for simplicity these test problems are all serial with no intermediate storage between machines. The total number of test problems solved was 75 and included problem instances with 5, 10, 15, 20, 25, and 30 jobs and machines. The total number of operations however was forced to be between 25 and 300 however.
The data required for each test problem was artificially generated in all cases. In particular the maximum processing times were randomly generated from values between 0 and 100 (minutes), and the maximum number of resources per operation was generated randomly from the values 1-10. The minimum resource requirement per operation was also assumed to be one. For each problem instance the number of groups was randomly chosen from between 1 and the number of machines. The machines and resources assigned to each group were also randomly generated. Of the 75 test problems, 50 were created based upon the following 5 specific problem sizes, (5,5), (5,10), (10, 5) , (5, 15) , and (15, 5) so that the total number of operations was 25, 50 or 75. For each of these, 10 instances were created and a value of was defined from the following, 0.2, 0.4, 0.6, 0.8, and 1, so that each one occurred twice. These values were assigned to see whether any differences in solution quality and computation time would occur, since this parameter has a great effect on the viability of assigning extra resources. The remaining 15 problems were larger instances that were solved for just this reason. The value of was defined as 1 for each of these. Throughout this part of the numerical investigation each problem was solved on a 300 Mhz pentium PC and by each heuristic only once. For the evolutionary algorithms the population size was set as 20 and the search was terminated after 10 re-initialisations or after 200 generations. For the SA approach the initial starting temperature was set as 1 and each temperature step included 2ML sub steps, and was terminated after 200-250 temperature steps depending on the size of the problem.
Real Data
In this industrial application, there are 91 workers, 5 groups and 59 machines with non-serial convergent precedence requirements. The number of items to be assembled per week is usually between 10 and 20. Hence the total number of resource constrained operations to be scheduled is between 590-1180. The machine precedence network (MPN) for the assembly line is shown graphically in Figure 1 . The number of workers in each of the 5 groups was 12, 25, 22, 16, and 16 respectively. The number of jobs to be sequenced and scheduled was 15 and the minimum number of resources required for each operation was 1 and the maximum allowed was 5. Hence the total number of resource constrained operations was 885. The value of the parameter , jk has been chosen to be constant for all operations as 0.7 . This particular value was chosen from a reasonable knowledge of the particular industry situation and the fact that 0.7 gives a reasonable reduction in processing time. The solution of this industrial problem was performed on an 850 Mhz Pentium PC.
Figure 1. Machine precedence network for industry problem
The Simplified Problems
Due to the size of the industry problem, several simplified versions were solved. The term simplifying here refers to the reduction in the number of operations that must be incorporated. This can be accomplished by reducing the number of machines and or reducing the number of jobs to be sequenced. The simplified problems are still sufficiently large as to be of interest, particularly with respect to CPU time. The results obtained for the simplified problems can also still be used in practice. The only requirement is that the rest of the solution is determined in some other manner. By simplifying the original problem in this way, much of the original data becomes invalid (in terms of dimension) and needs to be modified as a result. The primary modification is the removal of certain machines from the MPN and the subsequent renumbering of the remaining machines in ascending order After solving a simplified problem the rest of the non-serial process may be re-integrated and solved by using the simplified problem results (USPR) as input. This means that the resources assigned to and the amount of delay for some operations are already determined. The other operations can be assigned their maximum or minimum resources and zero delay. The previous solution techniques can then be applied as previously described. The only modification required for this approach is to equate the simplified problem machine numbers to the full sized problem numbering. It should be noted however that in practice it may be more efficient to temporarily nullify the processing times of all machines not chosen to be in the reduced problem so that no renumbering or converting is required.
The first sub problem (SP1) reduces the number of machines to 26 and reduces the number of resource constrained operations from 885 to 390. This simplification was chosen because of the importance of these 26 machines within this assembly process and because they perform the majority of the processing. The second simplification (SP2) reduces the problem to 40 machines by ignoring those machines that are non critical. That is, machines that do not affect the length of the makespan. The result of this simplification is 600 resource constrained operations instead of 885.
Problem Decomposition and Solution Upgrading Approach
In the preceding sections two simplified sub problem instances with 26 and 40 machines respectively were defined. Each sub problem can be upgraded and used as the basis for solving the full 59 machine problem. It therefore becomes apparent that a combined simplification and upgrading approach (i.e. a decomposition heuristic) as shown in Figure 2 below can be proposed.
Figure 2. Proposed decomposition heuristic approach
At each stage a more complex problem is essentially solved, however a good proportion of the solution has already been previously obtained. The only requirement for the algorithm is a way in which to choose sub problems. At this stage our methodology has been used to choose sub problems consisting of machines that lie along at least one chosen critical path. The term critical path refers to the path from a machine with zero predecessors to a machine with zero successors. In particular, in each of the three problems (i.e. with 26, 40 and 59 machines) the path through the first and last machines has been included. Many other simplifications are possible however their investigation is outside the scope of this paper and is left as a source of continuing research.
Results
The numerical results in Table 1 show the makespan values that were obtained when the modified NEH algorithm was firstly applied to obtain a good sequence and then the resource allocation and operation delay solved by the heuristic approaches. The relative error is given for the two evolutionary algorithms with respect to the solution obtained by SA. From Table 1 , it is clear that the evolutionary approaches were superior for the majority of the test cases with the ESA with exhaustive crossover being best of the two. With regard to computation time, SA and the standard ESA are comparable. The second ESA while able to reach superior solutions is however considerably slower. Because of this, for the larger problem instances (results shown in Table 2 ) the ESA was modified so that an exhaustive crossover was performed only every 10 generations as a compromise between speed and quality. We refer to this approach as the ESA with periodic exhaustive crossover (PEC). From the results presented in Table 2 the ESA with PEC has been able to obtain good solutions at much reduced CPU time than before, and with particular respect to the SA approach. In general, the solution quality obtained by the ESA was also superior to that of SA for the majority of cases. It should be noted however that SA was still able to obtain superior solutions for a considerable number of problem instances of varying size. Therefore, with respect to problem size neither technique appears to have been overwhelmingly superior for any general conclusion to be reached. Larger improvements in solution quality would more than likely have occurred were the ESA with exhaustive crossover to have been applied instead.
In Table 3 , the results of the heuristic algorithms for the complete RCF problem are displayed. That is where the modified NEH procedure is not used to obtain a sequence, and the whole problem is solved simultaneously. Note that the two ESA approaches also use the PEC aspect for these test problems. In Table 3 , two different relative error values are defined so that a comparison can be made between the different techniques. In particular the RE 1 column refers to the relative error with respect to those values displayed in Table 1 . For the two ESA approaches however the RE 1 values are calculated with respect to the best ESA values obtained in Table 1 . The RE 2 column is the relative error with respect to the SA results of this table only.
In Table 3 , the 1-stage ESA with PEC has proved to be totally superior in solution quality and has minimum CPU time for the majority of cases. The SA approach however was not able to reach solutions as good and required much greater computation time. When comparing the solutions of Table 3 with those obtained in Table  1 however it can be seen that the ESA results were considerably inferior for the majority of cases. This however may be explained by the fact that the exhaustive crossover approach was applied for the results in Table 1 and not in Table 3 . However it does seem that it is more efficient to keep one sequence, the NEH generated one, and to solve for the resource allocation and delays separately. For this reason, the larger problem instances were not resolved with the complete heuristic approaches. On the other hand, the SA solution values in Table 3 were generally equal to those of the SA in Table 1 for the majority of cases.
Due to the size of the industry problem, we only applied the ESA strategy. We however incorporated and explored our proposed decomposition and upgrading approach for the previously defined sub problems. The results that were obtained are shown in Table 4 .
It should be noted that replacement of the worst member (RoWM) and re-initialisation of the population (RIoP) when the average population solution equals the best population solution have been abbreviated. In all the test problems, the CPU time was limited to what was regarded as a reasonable period of time. Allowing the ESA to continue would have inevitably resulted in even better solutions but the extra time required was not deemed worthwhile for the amount of improvement that could be obtained over the current solution.
For the full sized problem, when we initially applied the modified NEH algorithm with the maximum number of resource assigned to each operation and no operation delays, the resulting makespan was 4371 minutes (72.85 hours) with the sequence 3, 8,13,14,15, 5, 4, 7,10, 2,12,11, 9, 6,1 S . This is the optimal unconstrained solution, which is infeasible with respect to the resource requirement constraints. When the minimum number of resources is assigned to each operation, and there are no delays, the makespan for this sequence is 9888 minutes (164.8 hrs). Therefore, the optimal solution is within 4317 and 9888 minutes. For the full sized problem, it took approximately 60 minutes to initially generate and resolve conflicts non-optimally for 20 population members. Hence, on average it takes 3 minutes to resolve conflicts from each solution for a problem of this size (i.e. 885 operations). In terms of the makespan, the best results, that is, with respect to the closeness to the optimal unconstrained solution were obtained for the simplified problems. When these solutions are upgraded and used to solve the larger sized problems, the resulting makespan values are not as close. It is not known whether these solutions are near optimal (for the resource constrained case) or whether they can be improved further so that the solution is closer to that obtained for the reduced problems. It may be that the solutions of the reduced problems while close to the optimal unconstrained case are in actual effect far from the optimal solution for the resourceconstrained case. While the results of the simplified problems may not be especially useful for determining information about the full sized problem, they do signify the CPU time required and the solution quality for problems of their respective size.
For the full sized problem, the CPU time required to reach a reasonable solution becomes quite prohibitive when solved from scratch. Upgrading a previous solution to a simplified problem has large benefits and makes the full size problem that much easier and quicker to solve. The specific benefits of upgrading (for this type of problem) is firstly a reduction in time required by the RECITS procedure which allows substantial reductions in overall CPU time required for the same number of generations or steps. This is because the majority of the solution is already feasible and only small sections of the schedule need to be resolved of conflicts. Secondly upgrading allows the search space to be drastically reduced so that a reduced makespan can be achieved as can be seen from the results. In the case of the full sized problem, the best solution was obtained after the solution was upgraded twice. That is after two separate simplified problems had been solved and then used as the basis for starting solutions for the full problem.
As a generalisation, it may be inferred that the more upgrading that is done the better the solution that can be obtained. However, this is yet to be verified. It is also not known how a problem should be simplified (split) so that the maximum benefit can be obtained through upgrading, nor is it known what minimum sized problem should firstly be solved. These questions are left as source of further research.
It should be noted that upgrading did not always result in a better solution being obtained as was shown in 11. While upgrading 2 to 6 resulted in the best 40 machine solution, upgrading to the full problem and resolving however did not result in the best 59 machine problem result. This may be an isolated event as it only occurred once and should be further investigated before any generalisations can be made.
Conclusions
In this paper, the strongly NP-hard resource-constrained permutation flow shop problem with a number of additional (realistic) extensions incorporated was addressed. Meta-heuristic solution techniques were developed to solve this problem due to the problems inherent complexity. These included Evolutionary and Simulated Annealing algorithms. Three sets of decision variables simultaneously affect the solution in this problem and hence the heuristic's developed uniquely addressed this aspect. From our extensive numerical investigation however, it was found that the complete problem is best solved in two parts. That is, it is most efficient to keep the modified NEH generated sequence and to apply the most CPU to determining the rest of the solution (i.e. schedule and resource allocation). However, it is still possible (particularly on smaller problems) to obtain very good solutions by solving the whole problem simultaneously with the proposed algorithms. From an extensive numerical investigation (in which a number of small and large problems were solved) the evolutionary algorithm (with differential operator, exhaustive crossover, and population re-initialisation) was found to be superior in terms of solution quality. This came however at the expense of extra CPU time, however exceptions did occur in which the CPU time was the same or fractionally less than other techniques. The standard evolutionary algorithm performed very well in comparison with much reduced CPU time to that of the ESA with exhaustive crossing strategy. In general however, the ESA with periodic exhaustive crossover gives the best trade off between the two as it decreases CPU time while maintaining solution quality.
SA with a low starting temperature was by far the quickest technique in reaching near optimal solutions for most problem instances and could be anywhere from 2 to 10 times quicker than the evolutionary approaches. It was found however that SA could give quite inferior solutions on occasion given a low starting temperature. A higher starting temperature could allow SA to reach improved solutions however the CPU time increased considerably so that no improvement or even deteriorations in CPU time over the evolutionary approaches occurred. In general it was found that CPU time and solution quality varied considerably with individual problem instances and that no clear conclusion can be made for a given problem size. However, computation times do increase considerably for problems with greater than 200 operations. For larger problems it is suggested that smaller problem instances be solved firstly and then used as the basis to solve the larger full sized problem or sub-problem. Large benefits were obtained by doing this as was shown by the numerical investigation. Based upon this idea a general iterative technique that sequentially solves larger and larger sub problem instances was also proposed. An efficient and effective method for choosing sub problems or for simplifying a problem however has not been fully investigated and is a source of continuing research.
