Contour integration refers to the ability of the visual system to bind disjoint local elements into coherent global shapes. In cluttered images containing randomly oriented elements a contour becomes salient when its elements are coaligned with a smooth global trajectory, as described by the Gestalt law of good continuation. Abrupt changes of curvature strongly diminish contour salience. Here we show that by inserting local corner elements at points of angular discontinuity, a jagged contour becomes as salient as a straight one. We report results from detection experiments for contours with and without corner elements which indicate their psychophysical equivalence. This presents a challenge to the notion that contour integration mostly relies on local interactions between neurons tuned to single orientations, and suggests that a site where single orientations and more complex local features are combined constitutes the early basis of contour and 2D shape processing.
Introduction
When looking at a visual scene, conditions are rarely ideal for building an intact representation of the objects it contains and the relations among them. One of the obstacles for the visual system is the partial occlusion of object boundaries, turning a contiguous edge into an assembly of perceptually disjoint segments with similar orientation (Geisler & Perry, 2009) . The term contour integration commonly refers to the ability of the visual system to bind such spatially distributed local elements into a complete percept (Hess & Field, 1999) . The integration of visual contours can operate on many different visual properties, yet the most prominent variant involves the orientation of local elements. Its two necessary conditions are for (a) the elements to fall on a smooth spatial trajectory and (b) their orientations to coalign with the curvature of that trajectory (Hess & Dakin, 1997) . Whenever contour curvature is too jagged and inflections along the global trajectory become too sharp, contour visibility decreases down to the point where contour integration ceases entirely (Pettet, 1999) . The same holds true whenever the orientation of local elements deviates too much from global curvature (Persike & Meinhardt, 2015) .
These characteristics have been elegantly captured by the association field model (Field, Hayes, & Hess, 1993) . The association field operates on collinear orientations of disjoint local stimulus elements and allows to integrate them into a contiguous contour percept. The human visual system has developed specialized patterns of neural connectivity to achieve this binding of local elements based on their orientation (Kovacs, 2000; Kiorpes & Bassin, 2003; Baker, Tse, Gerhardstein, & Adler, 2008) . Research has suggested that interconnections between orientation detectors may indeed be the neural basis of contour integration (Hess & Field, 1999) . Lateral connections in the form of inter-columnar synaptic fibers have been found, among others, in the macaque (Malach, Amir, Harel, & Grinvald, 1993; Kapadia, Westheimer, & Gilbert, 2000) and the cat (Schmidt, Goebel, Lowel, & Singer, 1997) . Even in early layers of visual cortex, lateral connections span preferentially between neurons with similar preferred orientations (Stettler, Das, Bennett, & Gilbert, 2002; Ng, Bharath, & Zhaoping, 2007) although the correspondence between the spatial characteristics of horizontal projections and contour perception is disputable (Li & Gilbert, 2002) .
Most formulations of the association field model have the binding strength between neighboring elements depend on their orientation collinearity (Yen & Finkel, 1998; Li, 1998; Papari & Petkov, 2011) . The smoother a trajectory and the better its local elements coalign, the more salient a contour becomes. This notion has received overwhelming empirical support (see Hess, Hayes, & Field, 2003 for an overview), yet it rests on one important presupposition: the individual contour elements are set to be ''mono-oriented", meaning that they carry only one orientation component. This poses a decisive constraint given that research has emphasized the pivotal role of corners and junctions for the processing of object shape (Marr, 1980) . When humans view the outline of an object, the deletion of corners or junctions significantly impedes the perception of said object (Shevelev, Kamenkovich, & Sharaev, 2003) . By contrast, as long as only straight parts of the outline are deleted, recognizability is largely retained (see Fig. 1 ). Information theory posits that shape information is not distributed uniformly along a contour but concentrated in regions of high curvature or pure angular discontinuity (Attneave, 1954; Feldman & Singh, 2005) which have moreover been shown to be perceptually equivalent (Landy & Bergen, 1991) . If present along object outlines, corners are such points of angular discontinuity where the continuation of a contour can no longer be predicted easily from its previous course. With their capacity to encode local image complexity (Rodrigues & du Buf, 2006) , corners thus serve as salient cues for global shape analysis (Kristjansson & Tse, 2001 ) and visual scene representations (Biederman, 1987) .
The predominant stimulus configuration used in contour integration research is devoid of visible corners. Contours are generally created from collinear local band-pass elements, embedded in fields of similar elements with random orientation (Field et al., 1993) . Hence, in contour integration research, the concept of corners (Bowden, Dickinson, Fox, & Badcock, 2015) or turning points (Mathes & Fahle, 2007) always refers to the invisible global trajectory of a contour, not the visible local elements it is made of. Whenever high magnitudes of curvature occur along such contours, contour shape becomes more complex and contours loose saliency (Wilder, Feldman, & Singh, 2015a . In terms of association field models, the two elements adjacent to a point of angular discontinuity must necessarily exhibit different orientations which has proven detrimental to contour visibility (Hess & Dakin, 1997; Pettet, 1999) . It is straightforward to ask whether the decline in visibility for contours with sharp inflections along their trajectory can be remedied by the insertion of corner elements at the points of angular discontinuity.
In the series of experiments described here, we examine the role of corner elements in contour integration. Moreover, we seek to discern whether a common neural process might be responsible for the integration of contours with and without corners.
Methods

Stimuli
Stimuli were constructed from Gabor micropatterns. The monooriented variant with only one orientation component is defined by
We further defined circular sines as
and Gaussian blobs according to
Carrier spatial frequency of Gabors and circular sines was fixed at f ¼ 3:25 cycles per degree visual angle in all experiments but one. Variations are described in the respective experimental sec- (Fig. 2a) . Depending on experimental condition, the segments themselves were either straight or curvilinear with a constant radius of curvature. The cardinal direction of a contour was sampled randomly from 0 . . . 360 ½ . After a contour was generated and Gabors placed along its trajectory, the contour was superimposed onto a hexagonal grid of background micropatterns. The contour was always positioned within the central 10 Â 10 region of the whole 17 Â 17 stimulus area. Background elements overlapped by the contour were removed from the grid. The number of background elements thus varied slightly with an average of about 200 elements. Finally, elements were randomly displaced using a stochastic particle movement algorithm (Braun, 1999; Ernst et al., 2012) . After displacement, interelement distances of adjacent Gabor elements had a mean of about 1:34
. Orientations of background elements were sampled uniformly from the interval 0 . . . 360 ½ , as were the orientations of contour elements in distracter stimuli. Contour elements in target stimuli were always perfectly collinear with the global trajectory.
Contour variants
Contours had one of three configurations (Fig. 2b) . The CLASSIC condition represented the typical stimulus used in contour integration research. All elements carried a single orientation signal and points of angular discontinuity fell between two neighboring contour elements. The BRIDGE condition resembled the CLASSIC condition, only that it added two intermediate elements at the inflection points. These elements had an orientation mid-range between the orientations of the two adjacent path segments, thus bridging the orientation disparity between the two segments. Finally, in the CORNER condition, the two elements at the inflection points were corners. The orientation components of a corner element aligned perfectly with the connecting path segments. To Fig. 1 . The effect of corners in contour integration. Both segmented variants of the word ''contour" fit perfectly into the solid reference printed in the middle. Although the total length of line segments is identical for the corresponding letters of each word, the upper instance with corner elements remains perfectly legible while the bottom version with only straight segments is unreadable. match contour and background composition, the background in CORNER stimuli also comprised corner elements at approximately the same ratio as on the contour. Angles of background corner elements were sampled randomly from the set of possible corner angles. Unless stated otherwise, contour length was seven elements in the CORNER and CLASSIC configurations, and nine elements in the BRIDGE condition.
Sample
All experiments were completed by undergraduate and graduate students, a small subset of which took part in more than one experiment. Sample descriptives are provided individually for each experiment in the Results section. Participants were recruited through in-house message boards and were paid or received course credits for their participation. All participants had normal or corrected to normal vision.
Ethics statement
Prior to the experiment, participants were informed about the course and expected duration of the experiment. They received a general description of the purpose of the experiment but not about specific outcome expectations. All participants signed a written consent form according to the World Medical Association Helsinki Declaration and were informed that they could withdraw from the experiment at any time without penalty. Noninvasive experimental studies without deception do not require a formal ethics review provided the experiment complied with the relevant institutional and national regulations and legislation which was carefully ascertained by the authors. After completing the experiment, a summary of their individual data was shown to the observers and the results pattern explained within the scope of the purpose of the study.
Task
Experiments employed a two-alternative forced choice contour detection task. Starting with a fixation marker (500 ms) and a brief blank screen (250 ms) participants then saw two successive stimulus screens, each terminated by a noise mask (500 ms). A fixation marker was presented again for 500 ms, followed by a blank screen (250 ms) after the first mask and before the second stimulus screen. If not stated otherwise, stimulus presentation time was fixed at 350 ms. Participants indicated via a button press which of the two stimulus screens contained the contour. To check possible effects of forward masking between the first mask and the second stimulus we ascertained for all analyses that results did not differ depending on target position. The experiment started with a warmup period using highly salient target stimuli to train response key assignment until a performance level above 90% correct responses was achieved. Each condition in the subsequent main experiment was executed with n ¼ 32 replications. 
Apparatus
Stimuli were generated on a ViSaGe graphics adapter manufactured by Cambridge Research Systems and displayed on a Samsung 959NF color monitor. Mean luminance was 50.4 cd/m 2 and the room was darkened so that the ambient illumination approximately matched screen brightness. Stimuli were displayed with a fixed Michelson contrast of 0:94. Grey values were taken from a linear staircase consisting of 255 luminance steps. Linearity was checked with a Cambridge Research Systems ColorCAL colorimeter. The refresh rate of the monitor was 75 Hz, the pixel resolution was set to 1280 Â 1024 pixels. Patterns were viewed binocularly at a distance of 70 cm. Participants used a chin rest for head stabilization and provided responses with their dominant hand via an external keypad.
Performance measures
To enable data analysis within the framework of factorial designs it is necessary to have an unbounded variable with at least an interval scale of measurement. Proportion correct is a bounded measure whose distribution becomes seriously skewed as the mean gets close to the upper or lower bound of the scale. The sensitivity measure d 0 avoids this disadvantage. In a 2AFC task (see
Proportions correct for perfect performance were replaced by 
Results
Experiment 1: Contour integration with corners
The first experiment compared contour integration performance between the three contour types CLASSIC, BRIDGE, and CORNER at six inflection angles between 0 and 110 (Fig. 2b) . Sensitivity data from n ¼ 20 observers (17 female) were analyzed by repeated measures analysis of variance (rmANOVA) with contour type and inflection angle as factors. Results are summarized in Fig. 3 .
We find a main effect of contour type (F ¼ 290:0; df ¼ 2; 38; p < :001). Overall contour detection performance is highest for contours with corner elements, followed by contours with mono-oriented elements bridging the angular gap between contour segments, while performance for classic contours is lowest. We also observe a main effect for inflection angle (F ¼ 118:2; df ¼ 5; 95; p < :001). Contour visibility decreases with increasing inflection angle. This, however, does not apply to all three contour types, as illustrated by a significant interaction effect between contour type and inflection angle (F ¼ 48:7; df ¼ 10; 190; p < :001). Detection performance for contours with corner elements is practically independent of angular disparity. Even highly jagged contours are detected with near perfect performance whenever corner elements are used to connect the angled contour segments. The number of correct responses remains above 90% for all inflection angles. By contrast, for stimuli with only mono-oriented elements, detection is near perfect only for straight contours but declines monotonously with increasing inflection angle and eventually falls to chance level.
Experiment 2: Variants of bridging elements
In Expt. 1, detection performance proved slightly more robust against angular disparity for contours with bridging elements than for classic contours. This may be expected since bridging elements essentially reduce the angle between adjacent contour segments by half. There is, however, an opposing interpretation. Instead of elevating contour integration performance above the level found for contours without bridging elements, the bridging elements might actually exert an adverse effect on contour visibility. Particularly for larger angular disparities in the BRIDGE condition, the three contour elements at and adjacent to an inflection transmit conflicting information about the contour trajectory. While the two adjacent elements point right toward the inflection, the bridging element merely projects into the background. This inconsistency could significantly diminish contour visibility in the BRIDGE condition compared to the CORNER condition. In order to narrow the highly advantageous effects on contour completion down to actual corner elements, we need to show that not just any type of local element without conflicting orientation information could serve as an effective ''hinge" between abutting contour segments.
We therefore devised two control variants of the CORNER condition. In addition to actual corner elements, as employed in the first experiment, we also used Gaussian blobs and circular sines as elements to be placed at angular discontinuities (Fig. 4) . We then compared contour integration performance between these variants of CORNER contours at six inflection angles ranging from 0 to 110 . Sensitivity data from n ¼ 20 observers (17 female) were analyzed by repeated measures analysis of variance (rmANOVA) with contour type and inflection angle as factors. Results are summarized in Fig. 5 .
We find a main effect of contour variant (F ¼ 445:6; df ¼ 2; 38; p < :001). Overall contour detection performance is highest for contours with actual corner elements, followed by contours with circular sines and contours with Gaussian blobs as bridging elements. We also observe a main effect for inflection angle (F ¼ 13:2; df ¼ 5; 95; p ¼ 0:002). Contour visibility decreases with increasing inflection angle. As in the first experiment, this does not apply to all three contour types. Detection performance for contours with actual corner elements again is independent of angular disparity. Contours are detected with near perfect performance for all corner angles. By contrast, for stimuli with Gaussian blobs or circular sines as bridging elements, detection performance is already poor for straight contours and drops to chance level for all inflection angles larger than 30
. The low visibility of contours with interspersed Gaussian blobs or circular sines already at low corner angles complies with prior research. Contour integration declines with increasing element separation (Yen & Finkel, 1998; Beaudot & Mullen, 2003) . In the experiment reported here, the two contour Gabors adjacent to a bridging element are separated by as much as 2:7 visual angle or k ¼ 8:7 wavelength units. Contour integration with oriented local elements is significantly impaired at such distances (May & Hess, 2008) .
We conclude that only elements with the orientation-specific properties of corners exhibit the capacity to connect contours across their angular discontinuities. When such actual corner elements are placed at points of angular discontinuity, contours remain perfectly visible over a wide range of corner angles. It is straightforward to ask whether contour integration with and without corners relies on the same neural mechanisms. Our remaining experiments were designed to examine contours with corner elements for well-known constraints of contour detection, specifically its dependency on presentation time, curvature, and carrier spatial frequency. While these factors are known to modulate contour detection performance, we wished to test whether additionally manipulating the inflection angle added a source of variation. Since we included contours without corners (i.e., inflection angle = 0 ), testing for inflection angle amounts to testing whether contours with corner elements at various angles, up to and including strongly jagged contours, are perceptually equivalent to straight contours (Expts. 3 and 5), or contours with a constant degrees of curvature (Expt. 4).
Experiment 3: Temporal characteristics
We first examined the detection of contours with corner elements in terms of their temporal characteristics. Contour integration is known to benefit from longer inspection times (Beaudot & Mullen, 2001) . Although highly overlearned monkeys achieve near perfect contour detection performance already at brief stimulus durations of 30-60 ms (Mandon & Kreiter, 2005) , human contour integration requires at least 200 ms to approach a plateau with short contours up to ten elements (Braun, 1999) and gets faster only for significantly longer contours (Vancleef, 2013) . We presented contour stimuli with corners at presentation times ranging from brief flashes of 50 ms up to longer durations of 350 ms. Six inflection angles between 0 and 110 were used. Sensitivity data from n ¼ 20 observers (15 female) were analyzed by rmANOVA with presentation time and inflection angle as factors. Results are summarized in Fig. 6 . We find a main effect of presentation time (F ¼ 165:5; df ¼ 4; 76; p < :001). With longer stimulus durations, contour integration performance increases until it saturates after about 300 ms at levels above 90% correct. The course of visibility modulation with presentation time is virtually identical for all tested corner angles, as indicated by a nonsignificant main effect of inflection angle (p ¼ :100) and a nonsignificant interaction effect (p ¼ :218). Two aspects merit special mention. First, there is practically no difference in dependency on presentation time even between perfectly straight contours without corner elements and sharply bent contours with corner angles of 110 . Second, our data are also in good agreement with previous findings on the time course of contour integration with only mono-oriented elements where contour saliency reliably saturates for stimulus durations of at least 250 ms (Braun, 1999) .
Experiment 4: Dependency on curvature
When curvature increases, contours are harder to detect in cluttered surrounds (Field et al., 1993; Hess & Dakin, 1997; Pettet, 1999) . Results so far suggest that corner elements serve the same purpose in contour integration as do straight elements. Both provide the visual system with information about the further trajectory of a contour. If a corner element is inserted at a point of angular discontinuity and correctly signals a change in contour direction, even highly bent contours remain as salient as straight contours. The course of visibility reduction due to increments in global contour curvature should therefore be similar between angled and smooth contours. The next experiment focused on the impact of global curvature on the detection of contours with corners. Stimuli differed from those used in all other experiments in two regards. To allow for a well defined rendition of curvature, contours in this experiment comprised eleven instead of only seven elements (Fig. 7) . Moreover, each element along the contour deviated in orientation from its predecessor by levels of D u ¼ 15 ; 30 ; 45 ; or 60 ½ , thus creating a global curvature of constant radius. Sensitivity data from n ¼ 20 observers (18 female) were analyzed by rmANOVA with curvature and inflection angle as factors. Note that the 110 inflection angle had to be omitted because a contour would have intersected itself for the highest curvature level. Results are summarized in Fig. 8 .
We find a main effect of curvature (F ¼ 114:9; df ¼ 3; 57; p < :001). Contour visibility decreases as global curvature increases. This visibility reduction across increasing levels of curvature is practically independent of corner angle, as highlighted by the absence of a main effect for inflection angle (p ¼ :221) as well as an insignificant interaction (p ¼ :174). Detection performance is about halved for a global curvature of 30 and drops to chance at about 60 , matching results found in the literature for contours with only straight elements (Hess & Field, 1999) .
Experiment 5: Dependency on carrier spatial frequency
The final experiment focused on the effects of carrier spatial frequency on contour integration. It is well known that contour salience remains consistently high over a broad range of spatial frequencies as long as the local contour elements themselves are homogenous in spatial frequency (Dakin & Hess, 1998; Persike & Meinhardt, 2015) . We thus probed contour detection performance for contours with corners at carrier spatial frequencies of f ¼ 1; 1:5; 2; 4; 6:5; 7:5; 8:5; 9; 12; or14 ½ cycles per degree (cpd) for six inflection angles between 0 and 110 (Fig. 9) . To obtain reliable estimates, each condition was measured 64 instead of 32 times. Including warmup, observers thus completed a total of approx. 4500 trials, administered during at least four measurement sessions over several days. Due to the considerable time expenditure, data were collected from n ¼ 4 observers (2 female). Results are summarized in Fig. 10 .
Results are consistent with previous findings on the effects of overall spatial frequency on classical contour integration (Dakin & Hess, 1998) . Performance plateaus for a wide range of carrier spatial frequencies, irrespective of corner angle. We find contour integration to break down only at the very limits of the spatial frequency spectrum used here. For values of below 1:5 cpd, spatial frequency apparently becomes too low to deliver a sufficiently discernible orientation signal. At the higher end of the spatial frequency scale (f > 9:0 cpd), detection performance also starts to decline which can be explained by the fixed element size used in our stimuli (Kovacs & Julesz, 1993) . The effective element spacing in wavelength units (k ¼ 1=f ) probably becomes too large at this point given that contour integration remains fully functional only for element distances up to 4 À 6k (Hess & Field, 1999) . Our results thus agree with the notion that contour integration with corner elements is largely insensitive to the overall scaling of a contour stimulus (Hess & Dakin, 1997 ) over a wide range of corner angles.
Discussion
In a series of experiments, we examined the role of corners in contour integration. We first contrasted detection performance for contour stimuli with corners against classical contour stimuli with only mono-oriented elements. Contour detectability was remarkably different between contours with and without corners. Detection performance for contours with only mono-oriented elements declined sharply with increasing inflection angle. By contrast, when corner elements were placed at points of angular discontinuity, contour visibility of jagged contours remained high at approximately the level observed for straight contours for all inflection angles. We further showed that the directional properties of corner elements are necessary to connect the angled contour segments in such a way that jagged contours become psychophysically equivalent to highly salient straight contours. The remaining experiments then compared well-known spatial and temporal properties of classical contour integration with contours containing corner elements. Contours with and without corners exhibited very similar psychophysical characteristics, such as the dependency on presentation time, the susceptibility against global path curvature, and overall spatial frequency variation.
We draw two major conclusions from the observations reported here. First, the adverse effects of sharp changes in curvature along a contour can be entirely remedied by the insertion of corner elements. Second, the same contour integration routines that govern the detection of contours with only mono-oriented elements are also at play for contours containing corner elements. This challenges current theoretical accounts of contour integration. Cortical routines subserving contour completion obviously incorporate the neural representation of corners, and possibly a whole class of more complex features like junctions and crossings (Heitger, Rosenthaler, von der Heydt, Peterhans, & Kubler, 1992) . This likely puts at least part of the contour integration process beyond area V1, given that neural correlates for the extraction of angles have been found no earlier than V2 (Hegde & Van Essen, 2000; Anzai, Peng, & Van Essen, 2007) . Responses of a substantial number of macaque V2 neurons are highly selective to particular combinations of line components while the presence of either orientation alone does not elicit a response (Ito & Komatsu, 2004) . This is in accordance with the notion that the representation of complex stimulus features such as corners or junctions starts in area V2 (Kobatake & Tanaka, 1994; Mahon & De Valois, 2001 ) and continues in area V4 where a larger number of neurons are selective for complex features (Gallant, Braun, & Van Essen, 1993; Pasupathy & Connor, 1999; Pasupathy & Connor, 2002) .
Although the neuronal implementation of corner detectors remains an open question, there is consensus that the representation of corners requires population coding (Kubota, 2004 ) which combines inputs from simpler cells such as orientation detectors (Hansen & Neumann, 2008) and possibly also end-stopped cells (Würtz & Lourens, 2000) . End-stopped neurons have been shown to be selective to curvature (Dobbins, Zucker, & Cynader, 1989) . Their responses at points of angular disparity can make explicit complex two-dimensional features such as line ends, corners and segments of strong curvature (Heitger et al., 1992) . The responses of one end-stopped cell alone, however, cannot fully account for the percept of a corner (Würtz & Lourens, 2000) but need to be pooled over several scales to explain human corner detection.
How does corner detection combine with contour integration? Unless a processing bottleneck (Van Essen, Olshausen, Anderson, & Gallant, 1991; Marois & Ivanoff, 2005) is responsible for the psychophysical equivalence, our results suggest that contour integration with and without corners is governed by the same cortical routines. The human contour integration system likely combines responses from multiple different cortical sites which are tuned not only to oriented elements but also to more complex stimulus features like corners. This fits in with recent evidence depicting contour integration as a countercurrent process that starts in area V4 and encompasses a hierarchy of earlier cortical sites (Gilad, Meirovithz, & Slovin, 2013) . Simultaneous recordings from V1 and V4 showed that information about global contours emerged initially in V4 and propagated back to V1 (Chen et al., 2014) . Effects are consistent with the pooling of information in higher cortical areas as the initial step in contour integration, rather than the result of a feedforward contour integration process based on early sensory processing (Shpaner, Molholm, Forde, & Foxe, 2013) . This fits well with the idea of a more distributed process involving recurrent interactions between early visual sensory regions and the lateral occipital complex (LOC) where higher level shape information is encoded (Kourtzi & Kanwisher, 2001) . It also complies with the notion that boundary detection and perceptual grouping may require different connection schemes, which are implemented in different layers of a single network architecture (Roelfsema, Lamme, Spekreijse, & Bosch, 2002) .
One may even venture to suggest that contour integration is no specialized visual ability but an epiphenomenon of a more general cognitive mechanism -the mechanism that detects objects and object boundaries (Altmann, Bülthoff, & Kourtzi, 2003) . Human vision is a spatially and temporally discrete system with a finite amount of detector units for basic geometric shapes like lines, curves, corners, and junctions. It is expedient for such a system to incorporate some degree of error tolerance. Under perfect viewing conditions it operates on contiguous visual paths and achieves to bind the output from adjacent detectors into a complete percept (Hansen & Neumann, 2008) . This mechanism has leeway to account for interruptions and occlusions along a texture boundary, thus making possible what is known as contour integration (Field et al., 1993) . Taking this argument one step further, it has even been suggested that contour integration might merely be a special case of a much broader functional aspect of vision: orientation based texture segmentation (Nothdurft, 1985) . Human vision is highly sensitive to textures comprised of corner and junction shapes which are easily segregated from random textures (Motoyoshi & Kingdom, 2010) . Rapid changes in local curvature and discontinuity of orientation have been shown to be critical for the detection of textures and texture boundaries (Landy & Bergen, 1991; Ben-Shahar, 2006) . Combining these results on texture segmentation with our observations offers a new perspective on contour integration, reaching beyond the long-held focus on collinear assemblies of local elements (Ben-Shahar & Zucker, 2004) .
