Synchronized analysis of testbeam data with the Judith software  by McGoldrick, Garrin et al.
Synchronized analysis of testbeam data with the Judith software
Garrin McGoldrick a,n, Matevž Červ b, Andrej Gorišek c
a Department of Physics, University of Toronto, 60 St. George Street, Toronto, Ontario, Canada M5S 1A7
b CERN, CH-1211 Geneva 23, Switzerland
c Experimental Particle Physics Department, J. Stefan Institute, Jamova 39, SI-1000 Ljubljana, Slovenia
a r t i c l e i n f o
Available online 16 May 2014
Keywords:
Testbeam
Pixel
Particle detector
Tracking
Track ﬁtting
Data analysis
a b s t r a c t
The Judith software performs pixel detector analysis tasks utilizing two different data streams such as
those produced by the reference and tested devices typically found in a testbeam. This software
addresses and ﬁxes problems arising from the desynchronization of the two simultaneously triggered
data streams by detecting missed triggers in either of the streams. The software can perform all tasks
required to generate particle tracks using multiple detector planes: it can align the planes, cluster hits
and generate tracks from these clusters. This information can then be used to measure the properties of a
particle detector with very ﬁne spatial resolution. It was tested at DESY in the Kartel telescope, a silicon
tracking detector, with ATLAS Diamond Beam Monitor modules as a device under test.
& 2015 CERN for the beneﬁt of the Authors. Published by Elsevier B.V. This is an open access article under
the CC BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction
Testbeam studies are typically carried out in order to test the
operation and functionality of particle detectors. The testbeam
serves to determine how such detectors respond to a single
particle passing through the active area. In order to probe such
details, the device must be subject to a beam of highly energetic
particles wherein each particle is well described: the time when a
particle intercepts the detector must be known, as well as the
exact location and trajectory of this particle.
Testbeam studies usually include the following elements:
a reference telescope composed of a set of reference sensor planes
and some triggering mechanism; a device under test (DUT)
consisting of a number of detectors which are being studied;
and a beam of high energy particles with a low enough rate such
that the reference telescope can resolve single particles. The
purpose of the reference telescope is to identify the trajectory
and time of arrival of individual particles intercepting the DUT's
sensitive area.
Judith is a collection of algorithms which handles data conver-
sion, storage, reconstruction and analysis for devices used in
testbeam studies. These algorithms are tailored to sparsely occu-
pied pixel data typically produced in testbeam studies aimed at
pixel detector qualiﬁcation.
Speciﬁcally, Judith converts binary formats into ROOT n-tuples
[1]; it calculates the physical displacements and rotations of
multiple sensor planes in a beam line; it ﬁnds and corrects trigger
offsets in simultaneously triggered independent devices; it recon-
structs pixel hits from multiple planes into clusters and particle
tracks; and it performs various analysis tasks using the particle
tracks and DUT information.
2. Judith trial testbeam
Judith was used to process the data generated by prototype
ATLAS Diamond Beam Monitor (DBM) sensors, using the Kartel
telescope as a reference [2] in a 5 GeV electron beamline at DESY.
The Kartel telescope is composed of six MIMOSA-26 sensors
[3], each with an active area of 20.7 mm 10.3 mm. These silicon
sensors are pixelated with a pitch of 18:4 μm. For the purpose of
this testbeam, the sensors were arranged into two cages. The three
sensors in each cage are separated by 2 cm gaps, and the two cages
are themselves separated by a gap of 11.7 cm. Two scintillators
with an area slightly greater than that of the Mimosa sensors are
used for triggering. They are placed at either end of the telescope
assembly and a coincidence pulse triggers the ﬁrmware to read out
the sensors. The sensors are read out in a rolling shutter mode.
When a trigger is detected, the 230:4 μs window containing the
trigger is written to disc.
Two DUT detectors were tested: one based on a diamond sensor
and one based on a silicon sensor, both instrumented with FE-I4 pixel
chips [4]. The DUTs are prototype sensors for the ATLAS IBL and DBM
projects. The FE-I4 chip has an active area of 20.0 mm 16.8 mm
divided into 26 880 pixels with a pitch of 250 μm 50 μm.
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The sensors were read out by the RCE system in 25 ns windows
triggered by the Kartel telescope.
The beam consisted of electrons with an average energy of 5 GeV
and a Gaussian width of approximately 4.370.1 cm. The 500 μm
thick diamond sensor was the most important contributor to multi-
ple scattering: positioned halfway between all the sensor planes, it
scattered electrons with an RMS deviation of 18 μm in the last sensor
plane. Additional sensors and material contributed several factors
more to the scattering. A ﬂuence of approximately ﬁve particles was
observed per readout window in the trigger area.
These are challenging conditions in which to carry out test-
beam studies as an average of ﬁve particles are expected in each
recorded event with tracks deviating by several pixels over the
distance of the reference telescope. Associating the pixel hits with
a particle track can be complicated when many such tracks are
present in an event and when the clusters can deviate from a
straight line hypothesis by several pixels.
3. Data conversion, storage and access
Judith is written in Cþþ and depends only on the Cþþ
standard library as well as ROOT libraries for input/output (IO)
and plotting. Currently, Judith implements a simple algorithm for
decoding Kartel's raw binary data from ﬁles stored on disc. The
algorithm performs buffered reading of binary data, parallelizes
channels of data, scans for synchronization headers, parses the
pixel coordinates, and performs rudimentary error checking.
Judith's IO code is fully contained in a portable module which
can be used by external programs which decode more sophisti-
cated data formats. The RCE data is converted by a standalone
program written by the RCE programmers which was modiﬁed to
use Judith's IO module to produce Judith data.
The Judith data is stored as a ROOT n-tuple where each event
corresponds to a trigger. The variables in Judith n-tuples are listed
in Table 1. Event trigger information allows for temporal align-
ment of separately triggered reference and DUT devices. Hit
positions (PixX and PixY) as well as information (Value and
Timing) are obtained from the sensor output. The rest of the
information is calculated by Judith during processing.
Cluster and hit spatial information is stored in pixel coordinates
(variables preﬁxed with Pix) and in global coordinates (variables
preﬁxed with Pos). Once Judith has performed the alignment of
the sensors, the resulting geometric information is implicitly
stored in the global coordinate variables.
The goal of this convolution of pixel hit information and
geometric description is to allow for standalone analysis to be
carried out on Judith n-tuples without requiring an implementa-
tion of the geometric description of the testbeam setup.
Judith's IO module can be added to any standalone analysis and
provides an intuitive object based event model. As illustrated in
Fig. 1, the event information is divided into objects which link to
each other.
4. Event synchronization and triggering
4.1. Simultaneous triggering of independent readout systems
For the trial testbeam discussed in Section 2, the reference and
DUT readout systems differed signiﬁcantly; a large effort would be
required to integrate both data streams into a single readout. Judith
was designed to handle such situations: different DUTs can easily be
tested without the need for integration with the reference telescope.
The reference telescope and DUTs are coupled through a triggering
system. In the case of the Kartel telescope, a few standard NIM
modules sufﬁce to realize the trigger logic. In the trial testbeam, the
telescope would output a trigger pulse which was converted into a
TTL signal which would trigger the FE-I4 readout. Moreover, the FE-I4
readout was capable of outputting a busy signal which could veto the
Kartel trigger.
The trigger signal sent by Kartel would lag behind the scintil-
lator signal by roughly 100 ns. If the FE-I4 readout system would
issue a busy signal in that time window, the signal would be
ignored, causing a desynchronization in the events recorded by
the reference and DUT systems.
Judith can correct such desynchronizations if both detector
systems output some form of a timestamp (clock cycle, global time,
frame number, etc.) with a ﬁner granularity than the trigger rate.
4.2. Detecting desynchronizations
Judith implements a robust method for detecting desynchro-
nizations: the difference between consecutive time stamps is used
to identify when events from two data streams are not synchro-
nized. As a consequence of relying on time stamp differences, the
algorithm is not subject to cumulative errors as it can detect
desynchronizations anywhere in the dataset regardless of the
synchronization (or lack thereof) of prior events.
The synchronization algorithm ﬁrst calculates the time differ-
ence between two consecutive triggers for the reference and DUT
data streams. These differences are normalized to the readout time
of the reference telescope; if two events are desyhchronized, they
Table 1
List of n-tuple branches stored by Judith. Each column represents a different
ROOT TTree.
Event Tracks Clusters Hits
TimeStamp SlopeX PixX PixX
FrameNumber SlopeY PixY PixY
TriggerOffset SlopeErrX PixErrX Value
TriggerInfo SlopeErrY PixErrY Timing
Invalid OriginX PosX PosX
OriginY PosY PosY
OriginErrX PosZ PosZ
OriginErrY PosErrX
CovarianceX PosErrY
CovarianceY PosErrZ
Chi2
Fig. 1. Depiction of data objects and their relations in Judith's IO module.
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should differ in time by at least the readout length of the reference
telescope.
Fig. 2 illustrates a desynchronization which was detected
during the DESY testbeam. The time interval between consecutive
triggers (instantaneous trigger rate) was very close to six normal-
ized units; this is approximately the dead time of the reference
telescope. Device 1, the DUT, missed the trigger at the ﬁfth event
roughly doubling its instantaneous trigger rate.
Fig. 3 illustrates the detection of this desynchronization: it
shows the difference between the two curves from Fig. 2. This time
difference should be smaller than the uncertainty in the time-
stamp measurements. In this case, the devices resolved time to
104 of a normalized time unit (the reference telescope's readout
time). Thus, when the two devices are synchronized, the agree-
ment between the devices ﬂuctuates on the order of 104.
As shown in Fig. 3, a threshold is set such that synchronized
events differ by an amount smaller than the threshold, and desyn-
chronized events differ by an amount greater than the threshold.
4.3. Correcting desynchronizations
Correcting the desynchronization is then a simple matter of
shifting the two streams until the events following the desyn-
chronization fall below the threshold.
A circular buffer of triggers for both devices is kept in order to
minimize the time required to correct desynchronizations. When a
desynchronization is detected within the buffer, an offset is
introduced to both streams, one at a time, until the buffer falls
below the threshold. Events leaving the circular buffer are always
in agreement and are then written to disc.
This method can quickly ﬁx small desynchronizations. For
desynchronizations where more triggers were missed than the
space available in the buffer, a slower routine is used. In this
routine, shifts in the data, and the number of events observed can
be arbitrarily large.
In the trial testbeam, desynchronizations occurred at an aver-
age rate of 103. Judith was able to identify and correct all
desynchronizations in a dataset of 40 million events.
5. Geometric description of detectors
The positions and orientations of all sensor planes used in a
testbeam must be known in order to reconstruct particle tracks and
extrapolate them to the DUT planes; the global location of a pixel hit
is determined using the position and rotation of the sensor plane in
which the hit was recorded. A coarse geometric description of the
devices must be provided to Judith in the form of conﬁguration ﬁles.
Judith can then perform alignment tasks and amend the conﬁgura-
tions with a much ﬁner geometric description.
Judith's alignment algorithms were designed to correct for
small rotations and offsets about the beam axis. While other
software, such as Millepede [5], would be capable of handling this
type of alignment, Judith's algorithms are tailored to quickly
perform sub-pixel alignment for the number of degrees of free-
dom typical of testbeam conﬁgurations.
5.1. Coarse alignment
Inter-plane correlations are used to determine the coarse offset
of sensor planes. Assuming that particle tracks are normal to the
sensor planes, the coordinates of each hit in each plane should be
identical for aligned planes.
The offset of the correlation for the same axis on two different
sensors is used to determine the coarse shift between the two
planes along that axis. This is shown in Fig. 4.
Planes are aligned only to their immediate neighbours since the
resolution of the correlation worsens at larger distance where
particle trajectories deviate more strongly due to scattering.
5.2. Fine alignment
Track residuals are used to further reﬁne the alignment of
sensor planes. The residuals are obtained by calculating the
difference between the location where a track intercepts a sensor,
and the cluster in that sensor associated with that track.
This process, illustrated in Fig. 5, can achieve a better resolution
than that of the pixel pitch.
Fig. 2. The instantaneous trigger rate of two devices surrounding a desynchroniza-
tion. The time difference between triggers 4 and 5 for device 1 corresponds to the
time difference between triggers 4 and 6 for device 2. This is roughly twice the
average time difference and is off scale for this plot. After trigger 5, device 1 lags
behind device 2 by one trigger.
Fig. 3. The time difference between the instantaneous trigger rates of two devices
corresponding Fig. 2. The difference increases drastically when the two devices
become desynchronized at the ﬁfth event.
Fig. 4. Left: the location where three tracks intercept two misaligned planes. Right:
plotting the location of each point on both planes' x-axis produces a diagonal line
offset from the origin.
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The alignment of reference sensors inﬂuences the position and
slopes of tracks which in turn impacts their alignment. These sensors
must consequently be aligned using unbiased residuals: residuals
based on tracks reconstructed excluding the sensor's data.
The residual ﬁtting procedure after ﬁve iterations of alignment
with DESY testbeam data is shown in Fig. 6. The ﬁt line gives the
rotation and the offset of the depicted plane. The algorithm has
already achieved sub-pixel accuracy.
This alignment procedure is not CPU intensive and is limited in
speed by the IO time required to read a statistically signiﬁcant
sample of events. In the case of the DESY testbeam, quality cuts
were applied to select events with exactly one track with low χ2,
thus alleviating problems arising from scattering. A sample of
20 000 events prior to the quality cuts was used for the alignment.
6. Event reconstruction
6.1. Clustering algorithm
The ﬁrst step towards constructing particle tracks is to cluster
pixel hits which are presumed to have been triggered by the same
particle traversing a sensor plane.
Judith implements a simple recursive clustering algorithm
which is well suited for sparse senor occupancies. It clusters pixel
hits within a certain distance of one another, and makes no
attempt to correct for possible overlap situations. The algorithm
is Oðn2Þ in nature, scaling with the number of hits in a sensor plane
rather than the number of readout channels. The average plane
occupancy at the DESY testbeam was on the order of 10 hits over
663 552 channels after noise suppression.
6.2. Track reconstruction algorithm
The track reconstruction algorithm searches for clusters on
consecutive planes which are aligned within a certain solid angle.
This method assumes that the particle tracks are parallel to the
telescope's longitudinal direction (henceforth referred to as the
z-axis). If this holds true, then a track should intercept each plane
at the same global x and y coordinates.
It is possible that a track intercepts some number of planes
without leaving clusters. This complication is mitigated in the
following manner: the algorithm assumes that a particle can pass
through some number n of consecutive planes without leaving a
hit. The algorithm seeds tracks with clusters from the ﬁrst nþ1
planes.
The search ﬁnds all clusters within a solid angle of the track's
last cluster. The solid angle is given by the user in a conﬁguration
ﬁle, and should be large enough to allow tracks to ﬁnd scattered
clusters.
If the search fails in the plane following the track's last cluster,
the algorithm continues to search in the following n planes. The
solid angle is tilted to account for a systematic beam angle relative
to the z-axis.
The track is bifurcated if more than one candidate cluster is
found and the algorithm recursively continues to search for all
clusters in the following planes.
Many candidate tracks can arise from a single seed. The track
(s) with the most clusters is (are) kept as candidate(s). If more than
one track passes this requirement, that with the smallest χ2
straight line ﬁt to its clusters is selected.
This algorithm is well suited to reconstruct tracks in low cluster
occupancy regimes. The average number of clusters per sensor
plane at the DESY testbeam was around 5, with 20% of events
having only one reconstructed track. In this situation with little to
no bifurcation, the algorithm's complexity is roughly O(n) in the
number of clusters, per seed, and introduces little memory and
CPU overhead.
The track search algorithm can accommodate large scattering
angles provided that tracks are separated by distances larger than
the size of scattering away from the track's seed cluster. The
straight line ﬁt's χ2 can then be used to select only those tracks for
which scattering will not have a large impact on the track's
extrapolation.
Fig. 5. Left: the location where three tracks intercept a rotated sensor, and the
location where the sensor saw the hits. Right: plotting the difference between the
track intercept and sensor hits as a function of distance from the origin yields a
rotated line.
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Fig. 6. Top: the residual plot for a reference plane at an intermediate step in the
ﬁtting procedure. Bottom: the resulting alignment ﬁt. Note that the axes are
exchanged in the lower plot to avoid ﬁtting a line with an inﬁnite slope.
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Fig. 7 illustrates the y projection of a track with low χ2. The
track's uncertainty when extrapolated to a point in z is given by
Eq. (1) where i labels the x or y coordinate, o gives the origin
uncertainty, s the slope uncertainty and c the covariance of the
origin and slope ﬁt values:
s2i ðzÞ ¼ o2i þz2s2i þ2zci: ð1Þ
7. Analysis of testbeam data
Judith offers an analysis framework which facilitates the
collection, processing and output of information derived from
basic testbeam parameters. This framework works with an Ana-
lyzer base class. The user can derive the base class and deﬁne
their own output and calculations required to generate this output.
Once an analyzer derived class has been written, the inclusion and
conﬁguration of the analyzer is deﬁned in conﬁguration ﬁles.
When Judith is processing a dataset, an event object containing all
information listed in Table 1 is sent to the processEvent()method
of the Analyzer base class. The derived class can then access this
information, using the object model depicted in Fig. 1.
After the loop over events, the postProcessing() method is
called which allows analyzers to calculate values based on the
cumulative information obtained from all events.
The processing of information depends entirely on the quan-
tities which are being computed by the analyzer. A series of
processors are available to facilitate common tasks such as extra-
polating a track to a plane and calculating the track's uncertainty
at that point.
Cuts on the data to be processed by an analyzer can be deﬁned
in a conﬁguration ﬁle.
7.1. Example analyzer: DUT efﬁciency
Calculating the efﬁciency of a DUT is a common yet complex
task usually expected of testbeam analysis. Judith includes an
analyzer to perform this task.
The following is an outline of the processing steps undertaken
by Judith's efﬁciency analyzer for the DESY testbeam:
1. Collect all tracks which pass the following quality cuts:
 χ2r5: this ensures that the track is correctly extrapolated
to the DUT by eliminating tracks containing large scattering
angles.
 The track must have a cluster in each reference plane.
2. Extrapolate the track to the silicon DUT plane.
3. Match a cluster in the silicon plane to the track's intercept in
that plane. This ensures that the track is within the DUT's
acceptance, both in space and in time.
4. Extrapolate the track to the diamond DUT plane.
5. If a cluster is found in the diamond plane matching the track,
this event counts towards the efﬁciency. Otherwise, this event
counts against the efﬁciency.
The efﬁciency analyzer outputs two plots: one which depicts
the efﬁciency of individual pixels in the DUT plane, and the other
which gives the distribution of pixel efﬁciencies.
The results from the trial testbeam for a prototype DBMmodule
are shown in Fig. 8. This was an early module which was
incorrectly bump bonded, resulting in areas where the diamond
was not connected to the FE-I4 chip. Moreover, the quality of
diamond was not optimal, resulting in a relatively low efﬁciency.
From previous studies, the efﬁciency of the silicon DUT plane is
known to be very close to 100%. The algorithm found its efﬁciency
to be 99.9%.
8. Conclusion
The Judith software performs pixel detector analysis tasks
utilizing two different data streams such as those produced by
the reference detectors and DUTs typically found in a testbeam.
Judith handles all parts of the analysis chain: data decoding and
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Fig. 8. The plots produced by Judith's efﬁciency analyzer using the data set collected
in the trial testbeam. The top plot depicts the efﬁciency of individual pixels. The top
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storage, synchronization of individual data streams, data recon-
struction, as well as data processing and output.
Whereas algorithms for performing such tasks have been
implemented in other software such as EUDET's EUTelescope
program [6], Judith's algorithms have been tailored to testbeam
conditions similar to those described in Section 2, permitting them
to be both simple end efﬁcient.
Judith successfully processed and analyzed the data acquired in
a trial testbeam. From this data, the efﬁciency was measured for
two prototype particle detectors. Most notably, some 40 000
desynchronizations were detected and corrected by the software
during this process.
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