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Abstract
Husimi distributions [11] and Wigner distributions [20] are well-
known quasi-probability distributions which appear in several contexts.
In this paper, we show some remarkable aspects of these distribution
functions related to geometric structures of generalized coherent state
systems [15, 16] and operational quantum physics [7], and a scheme
of formulating generalized version of quasi-probability distributions.
Our scheme gives concrete formulae of quasi-probability distributions
in more direct way from the theory of coherent state systems and
clarify their operational meanings, especially of Husimi distributions
and mutual relation between Husimi distributions and other classes of
quasi-probability distributions.
1 Introduction
For the purpose of obtaining information of microscopic world, it is nec-
essary to examine some channels which connect microscopic systems with
macroscopic ingredients. On the basis of such a viewpoint, many researches
categorized as quantum measurement theory have been done so far and some
are in progress. In typical cases, quantum measurement processes can be for-
mulated as construction of some (probabilistic) measure over macroscopic
order parameters as integration of measurement results. More physically,
it is natural to suppose some macroscopic phase space whose coordinate
variables are expectation values of observables in the system under consid-
eration.
In this paper, we focus on quantum systems with Lie-group symmetries.
In such cases, the theory of generalized coherent state systems (GCS sys-
tems, in short; see [14, 15], for example) is well known as a useful tool owing
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to the existence of coherent phase spaces with meaningful physical struc-
tures. On the basis of this framework we can construct some systematic
formulation of quasi-probability distributions (QPD’s, in short) including
generalized Wigner and Husimi distributions. We can find some technical
hints for our formulation of QPD’s in the discussions given by Va´rilly and
Gracia-Band´ıa for SU(2) group [19] or Brif and Mann for arbitrary homo-
geneous spaces with Lie-group symmetries [6].
A remarkable application of QPD’s is comprehension of quantum systems
on (semi)classical phase spaces: Let us consider a dynamical equation of
some quantum systems
∂ρ
∂t
= P(ρ, Aˆ1, Aˆ2, · · · ) (t ∈ R), (1)
where P is some polynomial and A1, A2, and a density operator ρ belong
to a ∗-algebra A (for example, quantum Master equations such as ∂ρ∂t =∑
m,n Tm,n[Aˆmρ, Aˆn] + h.c. (Tm,n ∈ C) in contexts of relaxation processes
[3]). Our formulation shows us the positivity for resolving these problems
into differential equations of functions on some phase space; GCS systems
contain basic ingredients for this goal.
The essence of this paper is summarized in the following two results
which are mutually related:
• We have found an operational interpretation of (generalized) Husimi
distributions as a minimizer of uncertainty.
• We have formulated a scheme to define QPD’s completely in terms of
GCS systems.
Namely, GCS systems are understood to have enough information for con-
struction of QPD’s. These results show the importance of the idea of coher-
ent states, especially in operational quantum physics and quantum proba-
bility theory, which implies possibility of broad applications, for example,
description of dynamical equations of quantum systems via QPD’s as men-
tioned above. Some central notions of GCS systems are shown in §2.1.
2 Complex geometric structures in coherent state
systems
In this section we review the essence of the theory of GCS systems [14, 15]
and prepare the required properties and notations for our discussion, espe-
cially the idea of coherent phase spaces with symplectic (Ka¨hler) geometric
structures and representation of states on them.
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2.1 Generalized coherent state systems
Let G be a real Lie group and U be one of its unitary irreducible represen-
tations on a Hilbert space H. Fix an arbitrary vector ψ0 ∈ H. Then we
can consider the G-orbit starting from |ψ0〉 in P(H) (: the projective space
associated to H) as follows:
{|ψg〉 := U(g)|ψ0〉; g ∈ G}.
In order to clarify characteristic features of this orbit, we consider an impor-
tant subgroup H < G, called an isotropy subgroup with respect to ψ0 ∈ H.
The isotropy subgroup H is defined as
H := {h ∈ G;∃α : H → R, U(h)|ψ0〉 = exp(iα(h))|ψ0〉}.
Then we can find a 1-to-1 correspondence between the G-orbit {|ψg〉; g ∈ G}
and the homogeneous space G/H =: X. X allows some geometric structure,
and it is natural to denote the state |ψg(x)〉 corresponding to x ∈ X by |x〉
(this is equivalent to considering some local sections g(·) of the homogeneous
bundle G→
H
G/H):
[orbit] [states]
{|ψg〉; g ∈ G} ∋ |ψg(x)〉 = |x〉
1 to 1l l1 to 1
G/H = X ∋ x
[homogeneous space] [points]
It is convenient to set |ψ0〉 = |0〉 as the base point of the manifold X. In
this way, the set of states {|ψg(x)〉 = |ψg·0〉 = |x〉 = |x{g}〉} (in rightmost
side of this equation, g means the representative of the equivalence class of
x) can be identified with a geometric object X.
As an additional remark, we obtain the formula of the action U(g)|ψ0〉 =
exp(iα˜(g))|ψg·0〉 for any g ∈ G with some phase factor α˜ as an extension of
α (i.e., α˜↾H = α). This observation leads us to a viewpoint of bundle
structures as shown below:
x ∈ G/H
g(x) ∈ G
M˜✛
S1
◗
◗
◗s
π
❄
H✻local sections
where M˜ := {(exp(iα(g)), x) ∈ S1×X}. On the basis of the correspondences
shown above, a general framework for description of coherent state systems
is summarized below:
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• {|ψg〉; g ∈ G} is called a coherent state system associated to G with
respect to a unitary irreducible representation U and a vector ψ0 ∈ H,
and is denoted by {G,U,ψ0}, or {G,U, |ψ0〉}.
• |ψ0〉 and ψ0 are, respectively, called a standard state and a standard
vector of {G,U,ψ0}.
• G/H = X is called a coherent phase space of {G,U,ψ0}, while M˜ is
called a coherent state manifold of {G,U,ψ0}.
• |ψ0〉 = |0〉 as the base point of X.
• |ψg(x)〉 = |ψg·0〉 = |x〉 for an arbitrary point x ∈ X.
There are some general properties of GCS systems [14, 15]:
Resolutions of unity on phase spaces Since G is a Lie group, X =
G/H forms a homogeneous space with a differential structure, and there is
a natural action G y X. Then we can find a measure dx which is quasi-
invariant under this action owing to the group symmetry of G. Thus (X, dν)
is a measurable space, and the following is valid: There exists C > 0 such
that
∫
X dµ(x)|x〉〈x| = 1ˆ, where dµ(x) :=
1
C dν(x). Apparently, (X, dµ) is
also a measurable space and seen as phase spaces (From now on, we take dµ
rather than dν as standard measure of coherent phase spaces). In addition,
X is a metric space with a quasi-invariant Riemannian metric ds2 which is
compatible with dµ : (X, dµ) =: (X, ds2).
Description for operational quantum physics On the basis of the
resolution of unity derived above, we can define the corresponding positive
operator-valued measure (POVM, in short) on X associated to the coher-
ent state system: Let B(X) be a Borel set of X, then the POVM M :
B(X)→ L(H) is defined as M(A) :=
∫
x∈A dµ(x)|x〉〈x| for any A ∈ B(X). A
triplet (X, ds2,M) consisting of a homogeneous space X = G/H, a metric
ds2, and a POVM M (defined above) is also called coherent phase space.
It is notable that we can canonically construct the generalized observable
dM(x) := dµ(x)|x〉〈x|.
Expansion on “CS base” and symbols of states Every state |ψ〉 ∈
P(H) can be expanded over coherent state system in the following way:
|ψ〉 =
∫
X dµ(x)|x〉〈x|ψ〉 =
∫
X dµ(x)ψ(x)|x〉, where ψ(x) := 〈x|ψ〉 (ψ : X →
C), which is called a symbol of a state |ψ〉. This symbol satisfies the following
formula for inner products: 〈φ|ψ〉 =
∫
X dµ(x)φ(x)ψ(x) (These symbols can
be naturally seen as L2-functions on X. z denotes the complex conjugate of
z).
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Reproducing kernels For arbitrary two points x, y ∈ X, their symbols
ψ(x), ψ(y) depend on each other as follows:
ψ(x) = 〈x|ψ〉 =
∫
y∈X dµ(y)〈x|y〉〈y|ψ〉 =
∫
y∈X dµ(y)K(x, y)ψ(y), where
K(x, y) := 〈x|y〉. K : X × X → C is called a reproducing kernel as-
sociated to a GCS system {G,U,ψ0} because it satisfies such property as
K(x, z) =
∫
y∈X K(x, y)dµ(y)K(y, z). So-called “overcomplete” linear de-
pendence |x〉 =
∫
y∈X dµ(y)K(y, x)|y〉 is clearly represented using this re-
producing kernel. The factor ∆(x, y) := |K(x, y)|2 = 〈x|y〉〈y|x〉 = |y(x)|2
belongs to the space L1(X) because the symbol y(·) is in L2(X). This
function plays a central role in our scheme for deriving QPD’s as shown in
§4.
2.2 Semiclassical systems and displacement operators
Here we consider the criterion for semiclassical systems: in other words,
“how to know whether a coherent phase space X has some coordinates
which allows physical interpretations”. The criterion is, in short, maximality
of isotropy subalgebras of the corresponding Lie algebra defined as below.
Let g be the Lie algebra corresponding to the Lie group G. Since G
is a real group, g is a real Lie algebra, and we can construct its complex
extension gC := g⊕Rig and a representation U of gC induced from the unitary
irreducible representation U : G → GL(H) of G. Then we can define an
algebra b ⊂ gC called isotropy subalgebra with respect to a fixed vector
ψ0 ∈ H as follows: For any b ∈ b there exists λb ∈ C such that U(b)|ψ0〉 =
λb|ψ0〉. b is necessarily a complex subalgebra, and its Hermite conjugate b is
also a subalgebra of gC. Fix an arbitrary vector ψ0 ∈ H, then a subalgebra
b of gC is called maximal iff b⊕ b = gC, where the direct sum is in the sense
of Lie algebras.
Take an isotropy subalgebra b with respect to ψ0 which is maximal in
gC. Then a remarkable proposition holds: The corresponding coherent phase
space X = G/H, which is a real homogeneous space, is identified with com-
plex homogeneous space GC/B or B/L, where B, B, and L are, respectively,
the Lie groups corresponding to b, b, and l, where l = b∩b. It is remarkable
that a complex structure is induced in X from GC/B via the isomorphic
relation X = G/H ≃ GC/B ≃ B/L [5].
Such a case can be understood as a typical one that G is a compact
semisimple Lie group. Let T be a maximal torus group of G and g and
t be, respectively, the Lie algebra of G and T . Let us fix a Cartan base
{Tj , E±α}j,α such that {Tj} spans T . We can take the following fundamental
geometric objects for representation theory:
B±: Borel subgroups, b± := Lie(B±); spanned by {Tj , E±α}j,α.
Z±: Nilpotent subgroups, z± := Lie(Z±); spanned by {E±α}α.
TC: Complexified group of T ; tC := Lie(TC); spanned by {Tj}j ;
5
r := dimT = dim(t): rank of G.
Then X = G/T admits a complex structure in a similar way:
B+\GC ≃ G/T ≃ GC/B−
‖ ‖ ‖
X− X X+
These homogeneous spaces X,X± are called flag manifolds. An essential
structure of this isomorphic relation comes from the canonical decomposi-
tion in GC, i.e., there are some dense subspace G0 ⊂ GC which satisfies
the following: For any g ∈ G0, there exists ξ± ∈ Z±, h ∈ TC, η± ∈ B±
such that g = ξ+hξ− = η+ξ− = ξ+η−, and they are unique. In addition,
both X± admit a Hermitian G-invariant metric ds2ω = hjkdξjdξk and 1-form
ω = i2hjkdξj ∧ dξk in common with respect to the corresponding unitary
irreducible representation T of G. Here hjk :=
∂
∂ξj∂ξk
F (ξ, ξ), and F is the
Ka¨hler potential of ω. The corresponding Ka¨hler potential F is determined
by the Lie-algebraic structure of gC.
The reason why the Ka¨hler structure ω is essential is that any Ka¨hler
manifold can be seen as real symplectic manifold with canonically conju-
gate variables: Corresponding to the complex coordinates ξ = (ξj)
dimCX
j=1
of the Ka¨hler manifold (X,ω), we can take the symplectic coordinates
(Q;P ) = (Qj := C(~)Re(ξj);Pj := C(~)Im(ξj)) (C(~) is some constant
and in physical contexts it probably contains the Planck constant ~ in its
formula), and these variables Qj,Pj play roles as classical observables of the
systems. This correspondence allows us to describe the coherent states by
the classical variables such as {G,U,ψ0} ∋ |ξ〉 = |Q;P 〉. This fact leads
us to mostly direct correspondence between the generators of B± (ladder
operators) as q-numbers and the coordinate variables of phase spaces as c-
numbers, and is the origin of the word “semiclassical”. From now on, we
freely switch these complex and real expression of coherent states as appro-
priate.
Now we introduce a convenient expression of GCS systems with displace-
ment operators on the basis of the notion of semiclassical systems shown
above. We have seen the law of 1-to-1 correspondence between each point
of a coherent phase space and a state such as G/H = X(= X±)∋ ξ ↔ |ξ〉.
Considering the viewpoint of bundle structures discussed in §2.1, for two
arbitrary coherent states we can find a particular point of X = G/H
which shifts from one to the other, i.e., for all ξ, ζ ∈ X, there exists
D : X → U(H) and η ∈ X such that |ξ〉 = D(η)|ζ〉. The concrete form
of displacement operator D is determined from the algebraic structure of
g or gC and the representation U of g. It is notable that the unitary op-
erators {D(ξ)} do not form a group, but satisfy such a multiplication law
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as D(ξ1)D(ξ2) = D(ξ3)Hˆ(ξ1, ξ2, ξ3) (with some Hˆ ∈ U(h)). However, this
notion of a displacement operator is important because they give another
expression of GCS systems:
{G,U,ψ0} = {D(ξ)|0〉; ξ ∈ X = G/H}
This expression of GCS systems involves their (Ka¨hler) geometric structures
in a direct manner. Indeed, for complex-1-dimensional cases (i.e., when X is
a Riemannian surface) displacement operators recover symplectic structures
of CS phase spaces in the following way:
D(ξ)D(ζ) = exp[ωX(ξ, ζ)]D(ζ)D(ξ) (2)
where ωX(, ) is the symplectic form of the Ka¨hler manifold (X,ω). This
relation is a generalized version of Weyl commutation relation. We can also
consider the real expression of displacement operators |Q;P 〉 = DR(Q;P )|0〉
(Let us omit the index R from now on). Thus, introduction of displacement
operators leads us a vivid picture how geometric structures of GCS sys-
tems work on state spaces. For our proposal of formulation of QPD’s via
geometric structures of GCS systems, these symplectic manifolds should be
seen as physical phase spaces, which are nothing but domains of distribution
functions defined later.
3 Coherent state systems and operational quan-
tum physics: Especially for CCR systems
In operational quantum physics (especially for open systems), the idea of
Wigner distributions as a class of QPD’s tells us some important features of
quantum world [4, 20]. For instance, it is known that Wigner distributions
are useful as degrees of quantum entanglement, whose value is not always
positive (This is the origin of the prefix “quasi”). On the other hand, the
Husimi distributions are also well known, but they are exactly probability
distributions which have positive values everywhere [11]. Moreover, there
are other QPD’s such as the Glauber-Sudarshan distribution [8, 9] and so
on, and our goal is some unified viewpoint for these distribution functions.
First, let us see that in an example case of CCR algebras in an ordinal way
for the purpose of preparing fundamental ideas and notions.
3.1 Quasi-probability distributions for CCR systems
Let W1 be the 1-degree-of-freedom CCR algebra (3-dimensional Heisenberg
algebra) generated by qˆ, pˆ and Iˆ which satisfy the canonical commutation
relation [qˆ, pˆ] = i~Iˆ , [qˆ, Iˆ] = [pˆ, Iˆ] = 0, or using the creation/annihilation
operator, [aˆ, aˆ∗] = Iˆ , [aˆ, Iˆ] = [aˆ∗, Iˆ ] = 0 (where aˆ = 1√
2~
(qˆ + ipˆ), aˆ∗ =
7
1√
2~
(qˆ − ipˆ)). A conventional description of the GCS system associated to
the Lie group H1 = Exp(W1) is written down in the following way: Any
g ∈ H1 can be represented as g = [s; t1; t2] with the parameters s, t1, t2 ∈ R,
and let Tr be a representation on Hr such that
Tr(g)|φ0〉 = exp[i(sIˆ + t1aˆ+ t2aˆ
∗)]|φ0〉 for |φ0〉 ∈ P(Hr).
Then the arbitrary coherent state in {H1, Tr, |φ0〉} is
|φg〉 = Tr(g)|φ0〉 = exp[i(sIˆ + t1aˆ+ t2aˆ
∗)]|φ0〉
= exp(αaˆ∗ − αaˆ) exp(is′Iˆ)|φ0〉
with 2 parameters α ∈ C, s′ ∈ R which depend on s, t1, t2. Since the isotropy
subalgebra is (Iˆ)R = {exp(isIˆ)|s ∈ R} ≃ S1, this GCS system is equivalent
to {|φg〉 = D(α)|φ0〉} with the standard state |φ0〉 ∈ P(Hr), where D(α) :=
exp(αaˆ∗ − αaˆ), and the arbitrary coherent state is parameterized by α ∈
C ≃ X := H1/S1.
More generally, we should take an eigenstate of aˆ as the standard state.
Then the isotropy subalgebra B is generated by aˆ, Iˆ , and B = span
C
{aˆ, Iˆ},
B = span
C
{aˆ∗, Iˆ} satisfy the maximality condition B ⊕ B = (W1)C. Thus
(H1)C/B ≃ H1/S1 ≃ C = X corresponds to a classical phase space Γ =
R
2 = {(q, p)}, which is equipped with the Ka¨hler (symplectic) structure
ωH1 =
i
pidα ∧ dα =
1
pi~dq ∧ dp. The coherent states are also parameterized
by (q, p) ∈ Γ : |α〉 = exp(αaˆ∗ − αaˆ)|0〉 = exp
(
i
~
(pqˆ − qpˆ)
)
|0〉 =: |q, p〉.
Instead of formulating QPD’s in a direct way, we first define so-called
Kernel operators for CCR CS systems defined as
Ξ(s)(z) :=
∫
α∈X
d2α
π
D(α)e
s
2
|α|2−αz+αz for z ∈ C (3)
for each s ∈ R, where d2α = d(Reα)d(Imα) = 12idαdα and D(α) is the co-
herent displacement operator defined above (see [6]). These kernel operators
satisfy the following properties for any s ∈ R:
1) Tr[Ξ(s)(z)] = 1 (normalization),
2)
∫
z∈C
d2z
π
Ξ(s)(z) = 1 (completeness),
3) Tr[Ξ(s)(z)Ξ(−s)(z′)] = δ(2)(z − z′) (orthogonality).
In the next step we define a family of QPD’s as a generalization of
well-known Wigner distributions and Husimi distributions as follows: Let
ρ ∈ S(Hr) be a density operator on Hr. The functions {F (s)(z)}s∈R with
the parameter s ∈ R defined by
F (s)(z) := Tr[ρΞ(−s)(z)]
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is called QPD’s of the state ρ. Owing to the correspondence of X = {z ∈
C} ≃ R2 = {(q, p)} (q =
√
~
2(z + z), p = −i
√
~
2 (z − z)), F
(s)(z) can be seen
as a function F (s)(q, p) of real symplectic variables (q, p) ∈ R2 (For ease, we
use the same notation F (s)). Some of the special values of s correspond to
the named classes of QPD’s:
(s = 0) F (0)(z): Wigner distribution
(s = 1) F (1)(z): Husimi distribution
(s = −1) F (−1)(z): Glauber-Sudarshan distribution
We can easily check the following properties for the Husimi distribution F (1)
and the Glauber-Sudarshan distribution F (−1):
1) F (1)(q, p) = 〈q, p|ρ|q, p〉 for any ρ ∈ S(H),
2) ρ =
∫ ∫
R2
dqdp
2π
|q, p〉F (−1)(q, p)〈q, p| for any ρ ∈ S(H).
Similarly, we can define the symbols of operators for the CCR system as
F
(s)
A (z) := Tr[AˆΞ
(−s)(z)]
for arbitrary observable Aˆ ∈ W1. We also call them QPD’s (with respect to
Aˆ. F
(s)
ρ (z) is often denoted by F (s)(z)). It is remarkable that the individual
mappings of {F
(s)
· (z) : Aˆ 7→ C}z∈C can be seen as states (in the sense of
linear mappings on some appropriate closure of W1) for every fixed point z
on the phase space X = C = R2.
3.2 Naimark extension and Husimi distributions, Wigner
distributions
Another aspects of QPD’s (especially Husimi and Wigner distributions) are
seen in the contexts of Naimark extension [17]. The method of Naimark
extension shows us a canonical formulation of a spectral measure on a di-
lated composite system. This construction has a parallelism with quantum
measurement schemes M →֒ M⊗ A = M⋊α=idMU(A) → M⊗A ։ M
(M : observed system,A : probe system) [18]. It is essential to consider
the coupled system of the observed system M and the probe A which have
the corresponding Hilbert spaces HM and HA respectively. Then a gener-
alized observable inM is reduced to a spectral-decomposable observable on
HM⊗HA. Let us see an example of a scheme of approximately simultaneous
measurement of position q and momentum p. We can consider a generalized
observable dM(q, p) = |ψq,p〉〈ψq,p|
dqdp
2π
and calculate the expectation value
for the state ρ of its Fourier transform as
Tr
[
ρ
∫
ei(uq+vp)dM(q, p)
]
= Tr[ρ⊗ |ψ〉〈ψ|ei(uqˆcomp+vpˆcomp)],
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where 〈q|ψ〉 := 〈q|ψ〉 = ψ(q), qˆcomp := qˆ ⊗ 1ˆ− 1ˆ⊗ qˆ, pˆcomp := pˆ ⊗ 1ˆ + 1ˆ⊗ pˆ
[17]. Since [qˆcomp, pˆcomp] = [qˆ, pˆ] ⊗ 1ˆ − 1ˆ ⊗ [qˆ, pˆ] = 0, qˆcomp and pˆcomp are
simultaneously diagonalizable and with their spectral measure dN(q, p) and
we obtain the decomposition
ei(uqˆcomp+vpˆcomp) =
∫
ei(uq+vp)dN(q, p).
Then the followings are valid [17]:
Proposition 1
∫
ei(uq+vp)Tr[ρdM(q, p)] =
∫
ei(uq+vp)Tr[ρ⊗ |ψ〉〈ψ|dN(q, p)],
T r[ρdM(q, p)] = Tr[ρ⊗ |ψ〉〈ψ|dN(q, p)] (4)
=
1
2π
〈ψq,p|ρ|ψq,p〉dqdp =: ρ(q, p)dqdp,
where ρ ∈ S(HM) and |ψ〉 ∈ P(HA), and dM , dN are defined above. Sup-
pose |ψ〉 = |ψ0〉 := |α = 0〉 ∈ {H1, Tr, φ0}, then the simultaneous probability
distribution ρ(q, p) is nothing but the Husimi distribution.
Note that |ψ0〉 is a Gaussian state defined by 〈q|ψ0〉 =
1
(pid)1/4
e−
q2
2d with the
variance d(> 0), which is the minimizer of the uncertainty relation.
Another discussion from the viewpoint of characteristic functions can be
done as follows: Zρ(u, v) := Tr[ρe
i(uqˆ+vpˆ)] (: the quantum Fourier transform
of ρ) is called the quantum characteristic function, which is corresponding to
the (classical) characteristic function as the Fourier transform of the prob-
ability distribution ρ(q, p). Then the Wigner distribution is given in the
following way:
F (0)ρ (q, p) :=
∫
dudv
(2π)2
e−i(uq+vp)Zρ(u, v) = F−1[Zρ](q, p).
Because of the non-commutativity of qˆ and pˆ, F
(0)
ρ is not always positive.
The probability distribution ρ(q, p) (with positive values) is obtained via
the construction of the coupling of the observed ρ and the probe |ψ〉〈ψ| as
shown below [17]:
ρ(q, p) =
∫
dudv
(2π)2
e−i(uq+vp)Tr[ρei(uqˆ+vpˆ)]〈ψ|e−i(uqˆ+vpˆ)|ψ〉
=
∫
dq′dp′F (0)ρ (q
′, p′)F (0)|ψ〉〈ψ|(q
′ − q, p′ − p) (5)
=
1
dqdp
Tr[ρ⊗ |ψ〉〈ψ|dN(q, p)].
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The Husimi distribution F
(−1)
ρ is the particular case for the choice of |ψ〉 =
|ψ0〉: F
(−1)
ρ (q, p) =
1
dqdp
Tr[ρ⊗ |0〉〈0|dN(q, p)].
We can find similar structures on arbitrary systems with Lie-group sym-
metries, which are associated with their GCS systems {G,U, |0〉} (U : G→
L(H)) with the phase space (X, dµ). From the general theory in §2.1, we
can pick up some set of quantum observables corresponding to appropriate
classical symplectic observables according to the criterion of semiclassical
condition in §2.2. The essence is the correspondences between the coherent
states and points on the phase space via the orbit method [12, 13], shown
in the following diagram:
X
G
≃≃ X−X+ ∋ (ξ)
(Q,P )
(−P,Q)|ξ〉
|Q,P 〉
| − P,Q〉
coordinates on
CN
coordinates on
R2N
◗
◗
◗s
✑
✑
✑✰ ❄
H-bundle
❍❍❍❥
❨
✟✟
✟✯
✙
where (Q;P ) = (Q1, · · · , QN ;P1, · · · , PN ) and ξj := Qj + iPj denote the
symplectic variables of the phase space X (N = dimCX) and the corre-
sponding complex variables respectively. A choice of some local section of
G → X is equivalent to consideration of such particular symplectic coordi-
nates. The generalized observables with coherent states are written down
as
dM(Q;P ) = dµ(Q;P )|Q;P 〉〈Q;P |
= dµ(ξ1, · · · , ξN )|ξ1, · · · , ξN 〉〈ξ1, · · · , ξN |.
For them, we can obtain the probability distribution of approximately si-
multaneous measurement
ρ(Q;P )dµ(Q;P ) = Tr[ρ⊗ |Q = 0;P = 0〉〈Q = 0;P = 0|dN(Q;P )] (6)
as well, where dN(Q;P ) = F [ei(u·Qˆcomp+v·Pˆcomp)], Qˆcomp := Qˆ ⊗ 1ˆ − 1ˆ ⊗ Qˆ,
Pˆcomp := Pˆ ⊗ 1ˆ + 1ˆ ⊗ Pˆ . This probability distribution is equivalent to the
situation of minimum uncertainty because the action of the displacement
operator D on the state space P(H) preserves the variances of the quadratic
Casimir operator C2 :=
∑r
j=1 Tˆj
2
+
∑
α∈R+(EˆαEˆ−α + Eˆ−αEˆα) ({Tˆj , Eˆα}:
the Cartan base, R+: the positive roots) : (∆C2)
2
ξ = 〈ξ|Cˆ2
2
|ξ〉−〈ξ|Cˆ2|ξ〉2 =
(∆C2)
2
ξ=0 = min(∆C2)
2. The probe state |Q = 0;P = 0〉 indicates a neutral
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position of the measurement (More detailed idea and roles of neutral position
are seen in [10, 18]). From this viewpoint, it is natural to generalize the idea
of identifying Husimi distributions as least uncertain calibration of probes
for approximately simultaneous measurement schemes:
Definition 2 We define the generalized Husimi distribution for ρ ∈ S(H)
as F
(1)
ρ (Q;P ) := 〈Q;P |ρ|Q;P 〉 = 〈ξ|ρ|ξ〉, and similarly, for an arbitrary
observable Aˆ ∈ g′′ = gweak as F (1)A (Q;P ) := 〈Q;P |Aˆ|Q;P 〉 = 〈ξ|Aˆ|ξ〉.
As an additional remark, this representation of operators (Aˆ 7→ 〈ξ|Aˆ|ξ〉) is
recognizable as a GNS representation {H,U , |ξ〉}.
From the discussion in this section, it is natural to consider that eq.(6)
or Def.2 as a natural generalization of Husimi distributions which contains
well-known cases such as the Heisenberg group or SU(2) group. As our
second important result, we introduce the formula of generalized QPD’s
in the next section with use of a scheme of deforming generalized Husimi
distributions in Def.2.
4 Generalized quasi-probability distributions with
coherent state systems
So far we have surveyed general aspects of GCS systems and how they are
related to the contexts of operational quantum physics. In this section, let
us start with the case where we could have taken some coherent phase space
with real symplectic forms successfully, and construct families of distribution
functions on these spaces as generalized QPD’s. There are some works
for construction of Wigner and Husimi distributions in general cases, but
our method has rather geometric and harmonic-analytic aspects and which
can be said as the generalization of the method by Va´rilly-Gracia-Band´ıa
[19]. Our scheme shows how to formulate QPD’s more directly from the
representation-theoretical ingredients of GCS systems.
In this section, we always denote coordinates of phase spaces by complex
variables on the basis of correspondence mentioned in §3.2.
4.1 Fourier duality and kernel operators
As a preparation for discussion on QPD’s, let us start with Fourier analyses
on general Lie groups. Since the general theory of Fourier duality is too
complexified, here we have a short review to pick up some essences which
are useful for us. Let G be a Lie group and g be the corresponding Lie
algebra and take their representations in the similar way we have done in
§2.1. For ease of discussion, let us focus the case with some fundamental
series of representations {U j}, such as ladder representations of SU(2) or
SU(1, 1), and so on. Then, for each U j, we can determine the coherent
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phase space X with respect to {G,U j , ψ0}, or representation theoretically,
one of the components of the dual object (Gˆ)j ⊂ Gˆ = {(j, ξ); j ∈ N, ξ ∈ X}.
More generally, our discussion here is ensured owing to the orbit method
[12, 13], which shows that the orbit of the coadjoint action G y g∗ carries
a natural symplectic structure and can be seen as an abstract phase space.
In the next step, we define the Fourier kernel on G× Gˆ according to the
scheme of Va´rilly and Gracia-Bond´ıa [19];
W : G× Gˆ→ C
W (g; j, ξ) := Tr[U j(g)Ξj(ξ)]
where {Ξj} are Stratonovich-Weyl (SW, in short) kernel operators satisfying
the following properties:
(K.1) Ξj(ξ) = Ξj(ξ)∗ for ∀ξ ∈ X (self-adjointness),
(K.2) Ξj(g · ξ) = U j(g)Ξj(ξ)U j(g−1) for ∀ξ ∈ X,∀g ∈ G
(covariance with Gy X),
(K.3) Tr[Ξj(ξ)] = 1 (normalization as trace-class operators),
(K.4)
∫
X
dµ(ξ)Ξj(ξ) = 1 (normalization as QPD’s),
(K.5) Tr[Ξj(ξ)Ξj(ξ′)] = C5δ(N)(ξ − ξ′) (orthogonality relation).
where C5 is some positive constant which may vary according to conventions;
we set C5 = 1 hereafter. Then we can define the Fourier transform on G
with W (g; j, ξ) and the invariant measure dg as follows:
(Ff)(j, ξ) :=
∫
G
W (g; j, ξ)f(g)dg for f ∈ L◦(G)
(where L◦(G) is some appropriate function space like L1(G) ∩ L2(G) or
L∞(G) ∩ L2(G), or others). It is an important fact in our context that
W (g; j, ξ) can be recognized as a function on the coherent phase spaces
{X = Xj} (each Xj is derived from {G,U j , ψ0}) by the identification of
W (g; j, ξ) =: [W (g)]j(ξ). Thus, the dual object [W (g)]j of g ∈ G with
respect to the representation U j gives a distribution function on the phase
spaceXj . Our guiding principle is to formulate some family of such functions
on the basis of the theory of GCS systems.
To clarify the correspondence to Wigner or Husimi distributions, let us
rewrite the axioms of SW kernels to the words of 1-to-1 linear mappings
(M ∋ Aˆ 7→ WA) (M is the v.N. algebra describing the observed system
acted by the group G) as shown below (From now on, we suppose that some
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particular representation U = U (j) is fixed):
(S.1) WA∗(ξ) =WA(ξ) for ∀A ∈ M,∀ξ ∈ X (self-adjointness),
(S.2) Wg·A(ξ) =WA(g · ξ) where g ·A = U(g)∗AU(g)
for ∀A ∈ M,∀ξ ∈ X,∀g ∈ G (covariance with Gy X),
(S.3)
∫
X
dµ(ξ)WA(ξ) = Tr(A) for ∀A ∈ M (normalization as QPD’s),
(S.4)
∫
X
dµ(ξ)WA(ξ)WB(ξ) = Tr(AB) for ∀A,B ∈M.
Indeed, the Wigner distributions obtained in §3.1 satisfy these conditions,
but this does not necessarily hold true for the Husimi distributions and the
Glauber-Sudarshan distributions. However, the following equation is valid:
∫
X
dµ(ξ)F
(1)
A (ξ)F
(−1)
B (ξ) =
∫
X
dµ(ξ)F
(−1)
A (ξ)F
(1)
B (ξ) = Tr(AB).
Thus it is natural to claim
(S.4’)
∫
X
dµ(ξ)F
(s)
A (ξ)F
(−s)
B (ξ) = Tr(AB)
for generalized QPD’s, or equivalently,
(K.5’) Tr[Ξ(−s)(ξ)Ξ(s)(ξ′)] = δ(N)(ξ − ξ′)
for kernel operators (for (S.1)-(S.3) or (K.1)-(K.4), W or Ξj are simply re-
placed by F (s) or Ξ(−s), respectively). The axioms (K.1)-(K.4) and (K.5’)
are equivalent to what Brif and Mann postulated for QPD’s on homoge-
neous spaces in [6]. Each component of a 1-parameter family of operators
{Ξ(−s)(ξ)}s∈R is called a kernel operator associated to {G,U,ψ0} if and
only if they satisfy (K.1)-(K.4) and (K.5’), and the symbols of operators
{Σ(s) : L(H) → Map(X,C)}s∈R defined by Σ(s)(Aˆ) := Tr[AˆΞ(−s)(ξ)] can
be considered as well. For every fixed ξ ∈ X, they give the (normal) states
Σ(s) : L(H)→ C of the system. Taking density operators ρ ∈ S(H), we can
obtain the QPD’s in ordinary meaning as F
(s)
ρ (ξ) := Σ
(s)
ξ (ρ) = Tr[ρΞ
(−s)(ξ)].
It is remarkable that QPD’s (for states) and kernel operators are mutually
Fourier dual via the density operator ρ.
4.2 Formulation of QPD’s from GCS systems
The remaining problem is how to construct concrete formulae of QPD’s on
the basis of our discussion related to operational or harmonic-analytic con-
texts. We have already found the rationale for identifying Husimi distribu-
tions as eq.(6) or Def.2, therefore our strategy is as follows: We identify the
Husimi distribution as F
(1)
A (ξ) = Tr[AˆΞ
(−1)(ξ)] = 〈ξ|Aˆ|ξ〉, and we deform
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this formula to obtain QPD’s {F (s)}s∈R. First, we find a possible formula
of distribution F
(−1)
A as the dual of F
(1)
A . For this purpose, we suppose the
expansion formula of Aˆ as Aˆ =:
∫
X dµ(ξ)PA(ξ)|ξ〉〈ξ|, and let us calculate∫
X dµ(ξ)F
(1)
A (ξ)PB(ξ):∫
X
dµ(ξ)〈ξ|Aˆ|ξ〉PB(ξ) = Tr
[∫
X
dµ(ξ)AˆPB(ξ)|ξ〉〈ξ|
]
= Tr
[
Aˆ
∫
X
dµ(ξ)PB(ξ)|ξ〉〈ξ|
]
= Tr(AˆBˆ) = Tr(BˆAˆ)
=
∫
X
dµ(ξ)〈ξ|Bˆ|ξ〉PA(ξ) =
∫
X
dµ(ξ)PA(ξ)〈ξ|Bˆ|ξ〉.
From this calculation, we obtain the relation∫
X
dµ(ξ)F
(1)
A (ξ)PB(ξ) =
∫
X
dµ(ξ)PA(ξ)F
(1)
B (ξ) = Tr(AˆBˆ),
so it is natural to claim F
(−1)
A = PA. Second, we can obtain the relation be-
tween F
(1)
A and PA with the reproducing kernel K with respect to {G,U,ψ0}
as follows:
F
(1)
A (ξ) = 〈ξ|Aˆ|ξ〉 =
∫
X
dµ(η)PA(η) |〈ξ|η〉|
2
=
∫
X
dµ(η)PA(η) |K(ξ, η)|
2
[ to be=
∫
X
dµ(η)F
(−1)
A (η) |K(ξ, η)|
2 ].
In order to solve the last equation for F
(−1)
A (η), we introduce exponentials
∆s as ∆s(ξ, η) :=
∑
j α
s
jφj(ξ)φj(η) via an expansion formula ∆(ξ, η) =∑
j αjφj(ξ)φj(η) =:
∑
j αjvj(ξ, η) over L
2-CONS (complete orthogonal nor-
mal system consisting of L2-functions) {φj} with the orthogonal relations∫
X dµ(η)vj(ξ, η)vj(η, ζ) = δj,kvk(ξ, ζ). This definition is consistent with the
convolution-type product ∆s ∗∆t :=
∫
X dµ(η)∆
s(ξ, η)∆t(η, ζ) = ∆s+t(ξ, ζ),
and such basis can be always constructed by Gram-Schmidt method via the
orthogonal relations. Then we can obtain
F
(−1)
A (ξ) =
∫
X
dµ(η)F
(1)
A (η)∆
−1(ξ, η),
and a naturally generalized formula of QPD’s with ∆(ξ, η) := |K(ξ, η)|2:
F
(s)
A (ξ) :=
∫
X
dµ(η)F
(t)
A (η)∆
s−t
2 (ξ, η) =
∫
X
dµ(η)F
(1)
A (η)∆
s−1
2 (ξ, η)
=
∫
X
dµ(η)〈η|Aˆ|η〉∆
s−1
2 (ξ, η). (7)
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We can also write down the formula of SW kernels via quantum Fourier
transform of eq.(7):
Ξ(−s)(ξ) =
∫
X
dµ(η)Ξ(−t)(η)∆
s−t
2 (ξ, η) =
∫
X
dµ(η)|η〉〈η|∆
s−1
2 (ξ, η),
Ξ(−1)(ξ) = |ξ〉〈ξ|. (8)
Let us take the L2-CONS {Yj} which consists of the harmonic functions on
X and write down the expansion formula ∆(ξ, η) =
∑
j υjYj(ξ)Yj(η). Then
we obtain
Ξ(s
′)(ξ) =
∫
X
dµ(η)Ξ(−1)(η)
∑
j
υ
− s′+1
2
j Yj(ξ)Yj(η)
=
∑
j
υ
− s′
2
j Yj(ξ)
(
υ
− 1
2
j
∫
X
dµ(η)Yj(η)|η〉〈η|
)
.
This formula of SW kernels is equivalent to the one given by Brif and Mann in
[6]. Since the axioms (K.1)-(K.4) and (K.5’) are constructed with quantities
which is invariant under exchanges of CON basis, our formulae (8) also
satisfy them. Accordingly, we have proved our second claim in this paper:
Proposition 3 Ξ(−s) in eq.(8) satisfies (K.1)-(K.4) and (K.5’) and F (s) in
eq.(7) satisfies (S.1)-(S.3) and (S.4’), so they well define QPD’s (Husimi
distributions for s = 1 and other QPD’s for s 6= 1) associated to GCS
systems:
Aˆ 7→ 〈ξ|Aˆ|ξ〉,
Aˆ 7→ Tr
[
AˆΞ(−s)(ξ)
]
=
∫
X
dµ(η)〈η|Aˆ∆
s−1
2 (ξ, η)|η〉 (s 6= 1).
Especially, for the case s = 0 and s = −1, this scheme gives Wigner distri-
butions and Glauber-Sudarshan distributions respectively.
Moreover, we can clarify the relation between weak measurements and
our scheme as follows: Let us expand ∆
s−1
2 (ξ, η) =
∑
j α
s−1
2
j φj(ξ)φj(η) with
an arbitrary L2-CONS {φj}. Then the QPD’s in the case of s 6= 1 in eq.(3)
can be represented with the weak valueWξ,η(Aˆ) :=
〈η|Aˆ|ξ〉
〈η|ξ〉
of Aˆ with respect
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to the pre- and post-selected state |ξ〉 and |η〉 [1, 2] as follows:
Aˆ 7→
∫
X
dµ(η)〈η|Aˆ
∑
j
α
s−1
2
j φj(ξ)φj(η)|η〉
=
∫
X
dµ(η)〈η|Aˆ
∑
j
α
s−1
2
j 〈φj |ξ〉〈η|φj〉|η〉
=
∑
j
α
s−1
2
j 〈φj |
(∫
X
dµ(η)〈η|Aˆ|ξ〉〈η|η〉
)
|φj〉
=
∑
j
α
s−1
2
j 〈φj |
∫
X
dµ(η)Wξ,η(Aˆ)K(ξ, η)|φj〉.
This result means that QPD’s for s 6= 1 can be seen as integrated ob-
served data of approximately simultaneous measurements via weak values.
For s > 1, the factor ∆
s−1
2 is understood as a mollifier and in such cases
coarse-grained processes attends the measurement schemes. For s < 1, in
contrast, the factor causes anti-mollifying effect and related to recovering of
information of quantum systems. In fact, the Wigner distributions F (0) can
be recognized as characteristic quantities of quantum entanglement, and on
the other hand, the Husimi distributions F (1) are the most appropriate for
classical picture. From our discussion, such mutual relations can be found
all over the QPD’s {F (s); s ∈ R} via losing/recovering of information of
quantum systems.
especially:
✻
✻
✻
✻
❄
❄
❄
❄
··
·
··
·
F (0)
F (1)
F (−1)
∆1/2
∆1/2
∆−1/2
∆−1/2
(s > t)
mollifying
anti-
mollifying
✻
✻
✻
❄
❄
❄
··
·
··
·
F (s)
F (t)
∆
s−t
2 ∆
t−s
2
Now we have obtained a canonical scheme of formulating QPD’s {F (s)}
via GCS systems for each s ∈ R, and have understood that two QPD systems
{F (s)} and {F (t)} (s 6= t) are mutually related as eq.(7) or eq.(8). As
shown in §4.1, QPD’s play roles as Fourier transforms of group elements, or
corresponding operators in quantum systems. So we can transform eq.(1)
shown in the beginning of this paper to equations on a coherent phase space
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X as follows: The formula is, again,
∂ρ
∂τ
= P(ρ, Aˆ1, Aˆ2, · · · ) (τ ∈ R).
Since P is a polynomial, P(ρ, Aˆ1, Aˆ2, · · · ) is also a element of the *-algebra
under consideration, so there exists the QPD F
(s)
P of the operator Pˆ . If
we can find some differential operator Ds,P(ξ, ξ, ∂ξ, ∂ξ) such that F
(s)
P =
Ds,PF
(s)
ρ , we obtain the formula of dynamical equations of functions on X
as
∂
∂τ
F (s)ρ = Ds,PF
(s)
ρ
for each s ∈ R by transforming both sides of the equation with use of Prop.3.
Thus we can analyze quantum systems as dynamical systems on coherent
phase spaces. As a remark, the problem of finding the differential operator
Ds,P is so complexified because it depends on the structure of the operator
algebra and the form of P. An actual solution for the 1-degree-of CCR
system is seen in [3].
5 Summary and perspectives
In this article we have reviewed general structures of GCS systems mainly
based on Perelomov’s theory [16], and discussed its application to formula-
tion of QPD’s on coherent phase spaces. We have given QPD’s operational
meanings related to approximately simultaneous measurements, and have
constructed concrete formulae of kernel operators. It is remarkable that
(Ka¨hler) geometric structures of coherent phase spaces play essential roles
in our discussion; for other words, clearness of our formulation owes to the
possibility of direct reciprocity between q- and c-numbers via phase spaces.
In addition, the last discussion in §4 propose an answer for the question
“What are coherent states?”: Physically, GCS systems are ingredients for
a universal semiclassical picture of quantum systems which leads us to the
analysis of dynamical equations of QPD’s. Their complex structures gives
parametrizations and mutual relations of states, and homogeneous spaces as
domains of dynamical equations are, in physical words, phase spaces consists
of classical variables.
We believe that our scheme has a lot of use for concrete and conceptual
investigation of quantum systems in various contexts, for example,
• A viewpoint as a family of states {F (s)(ξ); s ∈ R} leads us to entropy-
analytic methods,
• A viewpoint as a model manifold {F
(s)
A (ξ); Aˆ ∈ M} (sets of distribu-
tion functions) leads us to information-geometric methods,
18
• For the case of s 6= 1, the approximately simultaneous measurement
scheme shown in Prop.3 causes non-positive values, which is deeply
related to weak values of observables,
and so on. For the former two topics, such a problem is considerable: “Which
s ∈ R gives the best model for an actual situation?” It is expected that the
factor ∆(ξ, η) = |K(ξ, η)|2, which is directly derived from the ingredients of
GCS systems, plays essential roles in such contexts as well.
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