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Предложен способ построения синхронизатора экспериментального макета распределенной 
РЛС. Предложен способ синхронизации, позволяющий получить потенциальную точность 
синхронизации 5…8 нс. Исследована погрешность аппроксимации шкал времени 
распределенной РЛС. 
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Введение 
Одним из новых принципов построения радиолокационных систем заключается в 
переходе к территориальному разнесению приемных и передающих позиций [1–3]. Рас-
пределенные РЛС состоят из совокупности разнесенных в пространстве приемопередаю-
щих модулей (ППМ), и центрального пункта обработки (ЦПО), из которого осуществля-
ется управление системой. Расположение модулей (элементов) выбирается таким образом, 
чтобы обеспечить пространственную когерентность отраженных от цели сигналов для их 
дальнейшего объединения на несущей частоте [4]. 
До настоящего времени одной из главных проблем технической реализации распре-
деленных РЛС являлась синхронизация по времени всех приемных и передающих элемен-
тов системы. Это связано с тем, что для контроля задержек огибающих эхосигналов тре-
буется единая системная шкала времени с погрешностью временной привязки (средне-
квадратическое отклонение) десятки наносекунд [5, 6]. Данный уровень точность достига-
ется современными средствами синхронизации, главным образом, при использовании до-
рогих технических решений [7]. 
Пространственный разнос и потенциально большое число элементов системы не по-
зволяет осуществлять тактирование от одного опорного генератора (ОГ). В связи с этим в 
каждом приемопередающем элементе должен размещаться собственный опорный генера-
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тор. Анализ показал, что использование высокостабильных ОГ (в том числе атомных 
стандартов частоты) видится нецелесообразным, а при применении сигналов спутниковых 
радионавигационных систем (СРНС) могут возникать определенные проблемы [5–7]. По-
этому в качестве опорных генераторов предлагается использовать недорогие серийно вы-
пускаемые кварцевые генераторы с долговременной относительной нестабильностью час-
тоты 10-5…10-6. При этом временная синхронизация должна обеспечиваться сведением 
нескольких формируемых таким образом шкал времени. 
Таким образом, цель настоящей работы заключается в разработке аппаратно-
программных средств сличения шкал времени для обеспечения тактовой синхронизации 
распределенной РЛС. 
1. Основная часть 
В НИИ РЭТ МГТУ им. Н.Э. Баумана разработан макет экспериментальной распре-
деленной РЛС, работающей по указанному принципу (рис. 1). Он включает в себя опор-
ный синхронизатор в составе ЦПО и модули, состоящие из малошумящего усилителя 
(МШУ), субмодуля тюнера, осуществляющего перенос спектра на промежуточную часто-
ту, цифрового регистратора, субмодуля управления и синхронизации (СмУС), генератора 
пилот-сигнала, передатчика, субмодуля кабельного трансивера (трансивера), источника 
питания (аккумуляторная батарея). 
 
 
Рис. 1 – Структурная схема макета распределенной РЛС 
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В рамках рассмотренного принципа построения распределенной системы возникает 
проблема синхронного управления устройств в составе ППМ. Предполагается, что на-
стройки устройств могут быстро изменяться в процессе работы системы, что требует од-
новременной передачи команд управления для конфигурирования субмодулей из ЦПО 
(опорный синхронизатор) по каналу синхронизации. 
Чтобы снизить требования к пропускной способности канала связи в каждом эле-
менте размещается отдельный синхронизатор, роль которого выполняет субмодуль управ-
ления и синхронизации (рис. 2). Данный блок формирует управляющие синхросигналы 
для согласованной работы всех устройств ППМ. Это позволяет существенно сократить 
количество передаваемых сигналов из ЦПО в модули. В процессе работы из ЦПО в эле-
мент передаются не все требуемые команды, а только их небольшие фрагменты. По ним 
субмодуль управления и синхронизации производит всю необходимую настройку уст-
ройств согласно ранее заложенной программе. 
 
 
Рис. 2 – Плата субмодуля управления и синхронизации 
 
Для согласования отдельных синхронизаторов между собой, в каждом модуле раз-
мещается специальный аппаратно-программный блок (АПБ), позволяющий осуществлять 
синхронизацию по расписанию. Ее суть состоит в том, что из ЦПО заранее, до начала ра-
боты системы, в элементы загружаются алгоритмы выдачи необходимых синхросигналов 
и команд управления (далее расписание), а потом дается сигнал, разрешающий работу 
АПБ. При одновременном запуске АПБ и строгом выдерживании временных соотноше-
ний между сигналами в расписаниях достигается синхронная работа системы в целом. 
Загрузка расписания на этапе подготовки системы к работе позволяет использовать 
даже низкоскоростной канал связи со слабой помехоустойчивостью. Загрузка разных ал-
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горитмов выдачи сигналов и команд в модули позволяет гибко конфигурировать систему, 
адаптивно меняя ее режим работы, в том числе и при выходе из строя отдельных модулей. 
За выдачу синхросигналов в строго заданные в расписании моменты времени отве-
чает аппаратная часть АПБ, представляющая собой формирователь сигналов (ФС), реали-
зованный в ПЛИС (рис. 3). В ФС присутствует счетчик, работающий на большой частоте 
(100 МГц), формирующий шкалу времени высокого разрешения. После каждого отсчета 
времени этой шкалы осуществляется проверка наличия в расписании синхросигналов для 
устройств модуля и выдача их на соответствующие линии управления в случае необходи-
мости. 
 
Рис. 3 – Пояснение принципа работы субмодуля управления и синхронизации 
 
Время работы РЛС разбивается на определенные интервалы времени – такты, на ка-
ждом из которых возможны индивидуальные настройки устройств и схемы выдачи син-
хросигналов. Номер такта рассылается на все элементы с опорного синхронизатора в со-
ставе ЦПО. Синхронным счетом тактов работы системы достигается согласованная работа 
АПБ всех модулей, а значит, и согласованная работы системы в целом. 
За алгоритм выдачи команд и синхросигналов устройствам на каждом такте отвечает 
программная часть АПБ, реализованная в виде микроконтроллера (МК) в составе СмУС. 
Расписание представляет собой сегмент исполняемого кода, который исходя из номеров 
тактов, состояния модуля и дополнительной информации, полученной из ЦПО, формиру-
ет наборы сигналов и команд, предназначенных для отдельных тактов работы. Использо-
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вание исполняемого кода позволяет реализовывать достаточно сложные и гибкие про-
граммы работы системы. Помимо выполнения кода расписания микроконтроллер осуще-
ствляет гарантированный прием его из ЦПО и проверку целостности, реализует протоко-
лы связи с ЦПО и с устройствами элемента, отслеживает состояние субмодулей в процес-
се работы системы [7].  
Благодаря временному разделению между ЦПО и модулем используется только 
один канал связи, по которому передаются как данные, так и синхросигналы с номерами 
тактов. Задача контроля состояния канала связи и отслеживания номера такта работы тоже 
возложена на микроконтроллер. 
Помимо синхронизации АПБ каждый такт работы используется также для привязки 
временных шкал элементов. Опорные генераторы в ППМ не идентичны, поэтому частоты 
дискретизации эхосигналов в разных модулях отличаются. Это эквивалентно тому, что 
каждый элемент работает в своей шкале времени. Для совместной обработки данных, за-
писанных разными модулями, надо сводить эти временные шкалы к единой шкале. При 
получении синхросигналов от ЦПО СмУС транслирует их в цифровой регистратор (рис. 
3), который привязывает их к отсчетам оцифрованного эхосигнала с высокой разрешаю-
щей способностью (20 нс). Сигналы синхронизации представляют собой отсчеты шкалы 
времени ЦПО. Таким образом, показания часов ЦПО регистрируются в шкале времени 
элемента. Данный механизм называется тактовой синхронизацией. 
По полученным моментам регистрации синхроимпульсов необходимо провести ап-
проксимацию шкалы времени элемента. На малых интервалах времени уход частоты 
кварцевого генератора линеен, т.е. можно аппроксимировать полиномом 1-й степени: 
   bkttZ )(ˆ   (1) 
 На более длительных интервалах времени, порядка секунд, используется кусочно-
линейная аппроксимация (рис.4). 
 
Рис. 4 – Аппроксимация шкалы времени модуля 
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Коэффициенты k и b соответствующих полиномов определяются методом макси-
мального правдоподобия:  
  ZRΨAx 1 T , (2) 
где A – матрица связи выборки моментов привязки и оцениваемых параметров; 
Ψ – ковариационная матрица оценок; 
R - ковариационная матрица, характеризующая шум измерений. 
Матрица A имеет вид:  
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где ti – моменты привязки временных шкал. 
Ковариационная матрица оценок Ψ имеет вид: 
  11  ][ T ARAΨ  (4) 
Ковариационная матрица R, характеризующая шум измерений: 
  IR 2изм , (5) 
где 2изм  – дисперсия ошибки регистрации синхросигнала в цифровом приемнике;  
I – единичная матрица. 
Алгоритм оценки по фиксированной выборки удобен тем, что в случае эквидистант-
ных оценок сводится к простой свертке. 
График зависимости разности наблюдаемой и аппроксимированной шкал времени 
при передаче сигналов синхронизации в полосе 1 МГц и длительности линейного интер-
вала, равного 1 с, приведен на рис. 5. 
 
Рис. 5 – Зависимость разности реальной и аппроксимированной шкал времени 
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Из графика видно, что разность между наибольшим и наименьшим отклонениями 
отсчета времени и его аппроксимации не превышает 20 нс (точности регистрации синхро-
сигналов в цифровом приемнике). Таким образом, можно судить о правомерности выбора 
указанного интервала. 
На рис. 6 представлены экспериментальные результаты оценки погрешности изме-
рения времени при аппроксимации шкалы времени полиномом первой и второй степеней 
(сплошная и пунктирная линии соответственно).  
 
 
Рис. 6 – Оценка погрешности измерения времени при аппроксимации шкалы времени 
 
Расчеты, представленные на рис. 6, выполнялись в соответствии с формулой: 
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где )(tZ  – реальная шкала времени,  )(ˆ tZ  – аппроксимация линейным полиномом (или 
второй степени), 0T  – начальный момент времени, НT  – длительность интервала аппрок-
симации. 
Из рис. 6 видно, что аппроксимация шкалы времени, задаваемой кварцевым генера-
тором, может выполняться полиномом первой степени на интервалах времени НT  до 2…3 
с. В этом случае аппроксимация требует минимальных вычислительных затрат (по срав-
нению с применением полиномов более высоких порядков). 
Полученные экспериментальные результаты соответствуют работам, в которых ап-
паратура строилась на кварцевых генераторах с относительной нестабильностью частоты 
[10, 11]. 
Описанная выше система синхронизации, состоящая из аппаратно-программного 
блока и библиотеки алгоритмов тактовой синхронизации, реализована в макете экспери-
ментальной пространственно-когерентной распределенной РЛС. Экспериментальные ис-
Радиооптика. МГТУ им. Н.Э. Баумана 8 
следования принципов тактовой синхронизации макета РЛС проводились на площадке 
экспресс-полигона в Дмитровском филиале НИИ РЭТ МГТУ им. Н.Э. Баумана. 
Заключение 
Проведенные экспериментальные исследования показали, что разработанная аппара-
тура позволяет получить потенциальную точность временной синхронизации на уровне 
5…8 нс (СКО) при полосе канала синхронизации 1 МГц и долговременной относительной 
нестабильности частоты кварцевого генератора 10-5 [8, 9, 15]. Научная новизна работы за-
ключается в предложенной методике тактовой синхронизации, которая заключается в 
программно-алгоритмическом сведении шкал времени распределенной РЛС. Новый 
принцип синхронизации позволил применять относительно простые технические решения 
при макетировании распределенной РЛС. Достигнутая точность временной синхрониза-
ции удовлетворяет требованиям к данному типу станций [12–14]. 
Статья выпущена в рамках НИОКТР "Реализация комплексного проекта по созда-
нию высокотехнологичного производства радиолокационного комплекса для системы 
управления воздушным движением с удаленной диспетчеризацией", выполняемой МГТУ 
им. Н.Э. Баумана совместно с ОАО "РТИ" в рамках комплексного проекта по созданию 
высокотехнологичного производства, в целях реализации постановления Правительства 
Российской Федерации от 9 апреля 2010 г. № 218 «О мерах государственной поддержки 
развития кооперации российских высших учебных заведений, государственных научных 
учреждений и организаций, реализующих комплексные проекты по созданию высокотех-
нологичного производства», при финансовой поддержке по проекту Министерства обра-
зования и науки Российской Федерации. 
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One of the problems of a spatially coherent distributed radar is to form a single timescale 
of the system for cooperative echo signals processing received by different modules, and syn-
chronize operation of spaced modules. This paper considers a method to design a synchronizer 
that allows us to solve these problems. 
Modules cannot be clocked from common reference oscillator (RO) due to spacing there-
fore there is a separate RO in each module. Inexpensive commercially available quartz oscilla-
tors with long-term frequency instability of the order of 10
-5…10-6 may be used as reference os-
cillators for surveillance meter range radar. To simplify the hardware reference oscillators oper-
ate in the free vibration mode. Thus several independent time scales are formed in the system. 
These time scales will be collated using special synchronization signals during system operation 
and their differences will be assessed. 
 A problem of synchronous control of module devices arises for distributed system. It is 
expected that device settings may be quickly changed during system operation. This requires the 
simultaneously transmitting control commands for configuration devices (sub-modules) from the 
central processing station using synchronization channel. To reduce requirement for communica-
tion there is a separate synchronizer in each module. Algorithms of synchronization signals and 
control commands output are loaded in these synchronizers beforehand. Central processing sta-
tion sends only small pieces of data during system operation. These data fragments used for rap-
id device configuration according to previously loaded program. Synchronous operation of the 
system is achieved by the simultaneous launch of synchronizers and keeping strict between the 
signals. 
Synchronization system described in the article successfully is implemented in spatially 
coherent distributed radar prototype, developed by BMSTU NIIRET. Experimentation showed 
that designed equipment enables to achieve potential synchronization accuracy equal to 5…8 ns 
using communication channel bandwidth of 1MHz and quartz oscillators long-term frequency 
instability of the order of 10
-5
. Achieved accuracy is enough for operation of surveillance meter 
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range spatially coherent distributed radar. Scientific innovation is the proposed cycle synchroni-
zation method, which consists in software-algorithmic comparison of distributed radar time 
scales. The new synchronization principle allowed to use relatively simple technical solutions for 
distributed radar prototyping. 
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