Introduction
The central phenomenon of interest in educational research is the growth in knowledge and skill of individual students. We seek to understand how personal characteristics of students, such as their ability and motivation, and aspects of their individual educational experiences, such as the amount of instruction, influence their academic growth. This learning chiefly takes place in the organizational settings of schools and classrooms. Features of these settings-size, climate, School Effects: A Three-Level Linear Model achievement into within-and between-classroom components, they found that most of the interaction effect was between classrooms rather than within them. This reanalysis cast doubt on the original interpretation of the data as evidence of differences among children in learning style. Barr and Dreeben (1983) make a similar claim in examining the extant research on the effects of ability grouping. They argue that ability groups are important organizational units within classrooms, and the failure to represent these units in the analytic models used in ability grouping research has produced seriously flawed results.
Historically, this methodological problem has been posed as a need to choose an appropriate unit of analysis. It has become clear, however, that the "choice of unit" is the wrong question (cf. Rogosa 1978; Burstein 1980 ). Rather, the real need is for statistical models that provide explicit representation of the multiple organizational levels typically encountered in educational research.
Although the methodological problems of measuring change and unit of analysis have distinct, long-standing, and nonoverlapping literatures, they, in fact, share a common cause-the inadequacy of traditional statistical techniques for the modeling of hierarchy. The mismatch between the hierarchical character of much educational phenomena and traditional statistical methods has plagued research, leading to many spurious inferences (Cronbach 1976) . With the recent development of a statistical theory of hierarchical linear models (HLMs), however, the basis for a more appropriate approach now exists.
Over the past several years, a satisfactory solution to measuring change and assessing multilevel effects has been developed using hierarchical linear models. We discuss these applications of hierarchical linear models below and show how these techniques have already been used to illuminate substantive questions about the effects of high school organization on the social distribution of achievement within schools, as well as the effects of maternal speech on children's language development.
Both of these uses of HLMs involve two-level models and are important developments. Nevertheless, as noted above, educational research is typically concerned about situations where problems of measuring change and assessing multilevel effects occur simultaneously. For example, we might seek to study how the organization of reading instruction in elementary schools affects students' learning in these early grades. An adequate approach to questions of this sort requires a three-level model that allows us to combine the features of modeling both individual growth over time and the organizational structure of students nested within different contexts such as classrooms or schools.
The three-level model introduced in this article provides a comprehensive framework for examining the structure of individual learning, for investigating how children's background and individual educational experiences influence the shape of their learning curves, and, further, for exploring how aspects of organizational context may have differential effects on the students within it. The three-level HLM may be viewed as a basic paradigm for future quantitative educational research in that it provides not only tools for analysis but also a general conceptual model for representing explicitly the central features of concern in educational research on student learning. The illustration of a three-level HLM presented in the last section of the article provides a glimpse of the potential that this approach offers for illuminating educational effects on individual development.
Overview of the Hierarchical Linear Model
As noted in the introduction, educational data often have a nested structure of repeated observations on students, students within classrooms within schools, and so on. Each of these levels is formally represented within HLM by its own statistical model. Although hierarchial linear models can represent any number of levels, for simplicity, we begin by considering two-level problems. In our first application, the levels are students nested within schools. In our second application, the levels are repeated observations or time points within individuals.
The statistical theory for HLM has developed out of several streams of methodological work. Significant contributions come from biometric applications of mixed-model ANOVA, from econometrics under the rubric of random coefficient regression models, and, most important, from developments in the statistical theory of covariance component models and Bayesian estimation for linear models. For a comprehensive review of these technical developments see Raudenbush (1988) .
In general, the two-level HLM requires specification of two interrelated equations. For clarity of exposition, we describe the basic features of the two-level model in the context of our first application-research on the effects of high school organization on the social distribution of student achievement. In this case, the two-level HLM consists of a within-school and a between-school model. (The formulation of a twolevel HLM for the measurement of change problem is discussed in a subsequent section.)
Formally, in the within-school equation, the achievement of student i in schoolj, Yij, is represented as a function of student background characteristics, Xijk, and a random error, Rij: The 3jk regression coefficients indicate the strength of associations between student background characteristics and the outcome. For this reason, these regression coefficients indicate how achievement is distributed in school j as a function of measured student characteristics such as race/ethnicity, social class, and academic background. Equation (1) may be viewed as a measurement model of the effects of schoolj on the students within it. Rather than simply assuming that a school has a constant effect on all of its students, as in conventional school effects analyses, the model allows us to represent different effects for different students through the inclusion of student characteristics, Xijk, in the equation. Formally, we say that the 1jk coefficients represent the distributive effects of school j on student achievement. That is, the set of regression coefficients, 3jk, summarize how effects are distributed among different types of students within a school. (For a further elaboration of this idea see the next section.)
A distinctive feature of HLM is that these regression coefficients are presumed to vary across schools, and it is this variation that is of particular interest. Therefore, we formulate a set of between-school equations that represent each of the k regression parameters, Pjk 
Equation (4) resembles a conventional linear model except that the structure of the error term is more complex. A consequence of this more complex error term is that neither the y coefficients nor the covariance structure among the errors can be appropriately estimated with conventional linear model methods. However, recent breakthroughs in statistical theory and computation now make this estimation possible (see Raudenbush [1988] for a full review).
From a technical point of view, estimation of the y coefficients in equation (4) can be viewed as a generalized or weighted least squares regression problem where the weighting factor involves the covariance structure among the errors, Ujk + ejk. Maximum likelihood estimation of these covariance structures can be obtained using iterative computational techniques. As a result, efficient estimates for the y's are also available.
The statistical estimates generated by this procedure have several important properties. First, the precision of the Pjk coefficients will vary across schools because the amount of data available in each school will generally vary. In estimating the y coefficients, HLM methods weight the contribution of the Pjk from each school proportional to their precision. This optimal weighting procedure minimizes the effects of unreliability in the Pjk on inferences about model parameters.
Second, the estimation procedures are fully multivariate since they take into account the covariation among the P coefficients. To the extent that these parameters covary, estimation will be more precise.
School Effects: A Three-Level Linear Model
Third, HLM estimation enables the investigator to distinguish between variation in the true school effects, Pjk, and the sampling variation that arises because jk measures 3jk with error. That is, from equation (3), var(p3k) = var(13k) + var(ejk) .
Or, total observed variance = parameter variance + sampling variance .
The HLM applications that follow demonstrate the substantive importance of this variance decomposition. Knowledge of the amount of parameter variability is important in the process of formulating HLMs and in evaluating their results. Fourth, the method enables estimation of the covariation among the 3's, that is, "parameter covariance," which also can be of substantive interest. For example, in applications of HLM to measurement of change problems, estimated parameter variances and covariances provide the basis for a maximum likelihood estimate of the correlation of change with initial status. This correlation, an important parameter in research on change, is routinely misestimated with conventional techniques.
Finally, the method enables improved estimates of the 1 coefficients in each school. Hierarchical linear models borrow strength from the fact that the estimation of P is being repeated across a number of schools. Although this advantage plays no role in applications presented in this article, it has been used effectively in other published research. For example, Braun et al. (1983) have capitalized on this feature to improve the validity of the prediction equations used by graduate business schools in selecting minority applicants for admissions. This feature of HLM is also of value in studies seeking to identify unusually effective schools (Raudenbush and Bryk 1988 ).
Research on School Effects and Instruction
A number of conceptual and technical difficulties have plagued the past analysis of multilevel data encountered in school effects research. Among the most commonly encountered difficulties have been aggregation bias, misestimated standard errors, and heterogeneity of regression. Raudenbush and Bryk (1986) explain how HLMs resolve each of these problems.
In brief, aggregation bias can occur when a variable takes on different meanings and therefore may have different effects at different organizational levels. For example, at the student level, social class provides a measure of the intellectual and tangible resources in a child's home environment. At the school level, it is a proxy measure of a school's resources and normative environment. Clearly, the average social class of a school may have an effect on student achievement above and beyond the effect of the individual child's social class. Hierarchical linear modeling resolves the confounding of these two effects by facilitating a decomposition of any observed relationship among variables, such as achievement and social class, into separate between-school and within-school components.
As noted earlier, this decomposition can be critical to correct interpretation of empirical relationships. For example, Barr and Dreeben (1983) found that, although there is a strong association between ability and reading achievement, almost all of this relationship is between reading groups. The relationship within groups is almost zero. This important finding supported their contention that the organization of reading instruction through ability grouping has extensive effects on student learning.
Misestimated standard errors occur in multilevel data when investigators fail to take into account the dependence among the outcome of students who attend the same school. This dependence arises because of the shared experiences among students within a school and because of the ways students are assigned to schools. This same problem occurs in survey research whenever a cluster sample is employed. For example, a sample of 1,000 students drawn purely at random will provide a more precise base for statistical estimates than would a sample of 1,000 students who are drawn through a two-stage procedure of first selecting a set of schools at random and then drawing students at random from within them.
Hierarchical linear modeling resolves this problem by incorporating the unique effects of individual schools into the statistical model for the outcome. The variability in these unique school effects is included in the standard error estimates generated under HLM. In the terminology of survey research, HLM estimates adjust for the intraclass correlation (or related to it the design effect) that results from cluster sampling.
Heterogeneity of regression occurs when the relationships between student characteristics and outcomes vary across schools. Although this phenomenon has often been viewed as a methodological nuisance, the causes of such heterogeneity of regression are in fact of much substantive interest. In research on school organization, for example, In the base year (1980) questionnaires and standardized achievement tests were administered to a stratified random sample of approximately 30,000 sophomores and 30,000 seniors in over 1,000 high schools. The sophomores were resurveyed 2 years later. The analyses described below are based on a composite subsample from both the sophomore and senior cohorts. Only students who completed high school were included. All Catholic high schools (N = 83) and a random subsample of public high schools (N = 94) were selected for this investigation. The follow-up data on the sophomore cohort (i.e., their responses at senior year) and the baseline data from the senior cohort were combined in order to increase the effective sample size within each school. The student samples per school ranged from 10 to 70, although samples of less than 45 were rare. The outcome variable in these analyses is a standardized mathematics achievement score. Since the mathematics tests employed in 1980 and 1982 were not identical, the results from the sophomore and senior cohort were equated using item response theory in order to make maximum use of the available student information. Because of missing data at the school level, the final sample size was reduced to 160 schools.
The HLM program ) was used to partition the total variance in mathematics achievement into its within-and betweenschool components. These variance components were estimated by fitting an HLM model where only a base or constant term is specified for the within-school equation, and the between-school equation just represents the variability among schools in these coefficients:
and Pio = JL + Uj.
In this HLM, the base coefficient, Pj0, is just the mean achievement in schoolj. Equation (6) 
Each school's distribution of achievement is now characterized in terms of four parameters: an intercept and three regression coefficients. The SES and ACDBKGD variables were centered around their respective school means. As a result, the four parameters can be interpreted as follows:
3,o = "base" achievement in schoolj, which is the mean achievement for white students of school average social class and academic background; p3l = the "minority gap" in schoolj (i.e., the mean difference between the achievement of white and minority students); Pj2 = the differentiating effect of social class in school j (i.e., the degree to which social class differences among students relate to senior year achievement); 3j3 = the differentiating effect of academic background in school j (i.e., the degree to which entry differences in the academic background of students eventuate in senior year achievement differences).
Under this model, an effective school in equalizing the distribution of achievement would be characterized by a high base level of achievement, a small minority gap (these coefficients are usually negative), and weak differentiating effects with regard to class and academic background. In these schools the overall achievement is high, and initial differences play a relatively minor role.
The unconditional model. -The first step in an HLM analysis involved fitting a random regression coefficient model. In this "unconditional" model, the regression coefficients, 3jk, are allowed to vary randomly across schools, but no school-level predictors are included in the betweenschool equations. That is, for each regression coefficient in the withinunit model, 3jk, the between-school equation was simply 3jk = -k + Ujk fork = 0, 1, 2, 3 .
(8) Academic differentiation, P3 .332
NOTE.-All estimates for two-level models reported in this article were computed using the HLM program ).
The average base achievement (for white students) is 12.78 test-score points. The average minority gap is 3.05 (i.e., the estimated MINORITY coefficient is -3.05). The average social class differentiation effect (SES slope) is 1.20, and the average academic background differentiation effect is 2.49 (ACDBKGD slope). All of the mean regression coefficients are statistically significant. These results indicate that minority status, social class, and academic background are related to achievement differences within schools.
School Effects: A Three-Level Linear Model
The unconditional model is particularly valuable because it provides estimates of the total parameter variances and covariances among the distributive effects (i.e., 1jk). Expressed as correlations (see table 1), they describe the general structure among these school effects. A high base level of achievement is associated with a smaller minority gap (r = .359) and to some extent a greater differentiation with regard to academic background (r = .161). There is also a substantial positive association of schools' social and academic differentiating effects. The estimated correlation between 32j and P3j of .652 suggests that these differentiating effects may share some common structural causes.
By comparing the estimated parameter variance in each regression coefficient, var(pjk), to the total variance in the ordinary least squares estimates (see eq.
[5]), HLMs derive an indicator of the reliabilities of the random effects (see Raudenbush and Bryk 1986 ). These results are also displayed in table 1. The base achievement estimates are quite reliable, .694. As expected, the regression coefficients are less reliable ranging from a low of .089 for minority gap to a high of .332 for academic background differentiating effects. The latter means that much of the observed variability among schools in regression slopes is due to sampling error that, of course, cannot be explained by schoollevel factors.
Finally, the results of the homogeneity of variance tests provide statistical evidence of significant variation among schools in each of the four random regression coefficients. The probability of the observed variability in these coefficients, under a homogeneity hypothesis, is less than .001 for ioj, ij, and f3j and less than .02 for 32j. Hence, it appears that schools vary significantly in the degree to which achievement depends on the child's socioeconomic status and academic background. Although the results of the homogeneity test for the minority gap coefficients are only marginally significant (p = .079), these coefficients were treated as random because of previously reported sector effect on minority achievement.
Sector effects. -Having discovered heterogeneity in the social distribution of achievement, the next step is to attempt to explain this heterogeneity as a function of school characteristics. The investigators first examined the "common school" hypothesis claimed by Coleman et al. This involved introducing SECTOR (-1 = public/1 = Catholic) into the between-unit equations for each of the school effect parameters. Average social class (AVSES), minority concentration (HIMNRTY: -1 = <40 percent/i = 40 percent), and average academic background (AVACBGD) were also included in the model to adjust for possible compositional effects.
In general, this HLM analysis reaffirmed the "common school" hypothesis articulated by Coleman et al. The base mathematics achievement, Pyo, was higher in Catholic schools, with the greatest differences occurring in low SES schools. The minority achievement gap, Pi, was smaller in the Catholic sector, with the size of the gap unrelated to minority concentration in either sector. The social class distributive effect, Pj2, was stronger in the public sector, and this was particularly true for high SES schools where mathematics achievement is distributed in a very disequalizing fashion. With regard to academic background differentiation, 3j3, however, there was no evidence of context, sector, or sector-by-context effects.
Explanatory model.-Next, the investigators sought to identify specific features of schools' academic organization and normative environment that contribute to the social distribution of achievement. The list of school variables considered is summarized in the Appendix. The explanatory variables were grouped into five categories: first, measures of the social and academic context of schools, then three categories representing different aspects of schools' normative environment (perceived teacher quality and interest in students, academic press in the school, and disciplinary climate), and, last, measures of the schools' academic organization.
The first empirical test of the importance of these variables in explaining the "common school" effect is whether they account for parameter variance in the within-school regression coefficients. A more restrictive test involves determining whether the variables actually explain away the "common school" effect. That is, after we have added these variables to the model, does the Catholic advantage still persist? If the more equalized social distribution of achievement in the Catholic sector results from differences in academic organization and normative environment, we would expect the sector effects to disappear once these characteristics are introduced into the model. Finally, the most rigorous test of the explanation involves acceptance of the homogeneity of residual variance hypotheses. That is, after modeling each 3jk as a function of some school-level variables, is there evidence of residual parameter variation in the 3jk that remains unaccounted? A nonsignificant test statistic would be consistent with the hypothesis that the remaining variance in Ijk is just sampling error. Table 2 presents the results of the final fitted model. The base achievement differences between sectors disappear once we take into account the number of math courses taken (AVMTHEMP), the average amount of homework done by students (AVHMEWRK), and principals' reports about problems with staff (STFPBLM). The direction of effects School Effects: A Three-Level Linear Model for these school variables are predictable. Greater math course work, more homework, and fewer staff problems are all associated with higher levels of mathematics achievement. All of these characteristics are more prevalent in the Catholic sector (Bryk et al. 1984 ). The sector effect on the minority gap disappears once we take into account disciplinary climate (DISCLIM). The minority gap is largest in schools where there is a high incidence of disciplinary problems. The smaller minority gap in Catholic schools appears linked to the fact that these schools have a more orderly and less disruptive environment. Table 2 provides strong evidence that the academic organization of high schools plays a central role in converting initial differences in social class and academic background into differences in academic achievement. Greater diversity in math course taking (SDMTHEMP) and larger school size (SIZE) are both associated with a more disequalizing distribution of achievement in schools along class and academic background lines. Schools where students perceive discipline to be fair and effective (AUTHRTY) are less differentiating environments. Positive student attitudes toward academic success (ATTACAD), however, are associated with a more academically differentiated distribution of outcomes. The overall sector effect on SES differentiation disappeared, and the sector-by-school SES interaction effect is no longer statistically significant. A small (in size) but significant sector effect has appeared for academic background differentiation. Catholic schools are somewhat more differentiating with regard to academic background than we would expect given their favorable organizational characteristics (smaller size, less differentiation in course taking, fewer staff problems and more adult authority).
The Bryk and Raudenbush (1987) demonstrate how this model can be applied in research on change to describe the structure of the mean growth trajectory, to estimate the extent and character of individual variation around mean growth, to assess the reliability of measures for studying both status and change, to estimate the correlation between subjects' entry status and rate of growth, to estimate correlates of both status and change, to assess the adequacy of between-subject models by estimating the reduction in unexplained parameter variance, and to improve estimates for each individual's growth trajectory and prediction about future individual growth.
A Growth Application: A Study of Children's Early Language Development
We illustrate some of the benefits of an HLM formulation for research on individual change with data from a recent study on children's language development (Huttenlocher et al. 1988) . It is hypothesized in the language development literature that the acquisition of words depends both on exposure to appropriate speech from which a child can learn and on innate differences in ability (or capacity) to learn from such exposure. It is widely assumed that differences in capacity are largely responsible for observed differences in children's vocabulary development. The empirical support for this assumption, however, is weak. Heritability studies have found that parent scores on standardized vocabulary tests account for 10 to 20 percent of the variance in children's scores on the same tests. Exposure studies have not fared much better. Newport, Gleitman, and Gleitman (1977) reported negligible effects of maternal speech on children's vocabulary in a study of 1-and 2-year-olds. Clearly, most of the individual variation in vocabulary acquisition remains unexplained.
One of the key strengths of the Huttenlocher et al. study, however, was that it employed a multi-time point design that permitted HLM growth modeling. Prior research, such as the Newport et al. study, has used the more traditional two-time point design.
We report here on an HLM analysis of one sample from the Huttenlocher et al. study consisting of 11 middle-class mother-child pairs (six boys and five girls). Beginning when the child was 14 months of age, the mother-child pairs were observed for 5 hours every 2 months during their typical daily activities. Sessions were tape-recorded and subsequently coded to produce estimates of child's vocabulary size at each age and amount of maternal speech at 16 months.
The observed data and estimated growth trajectories for three cases are depicted in figure 1. The upward curvature in these trajectories indicates that the rate of new word acquisition was increasing over time. This feature was characteristic of the growth trajectories for all 11 children.
Thus, inspection of the data suggested fitting a quadratic individual growth model. Formally, we represent the vocabulary size for child i at age t as 
where RLO is mean status at age L, IL1 is mean instantaneous rate of growth at age L, and IX2 is mean acceleration. The Uki are random effects that represent the deviations in the growth parameters for child i from the respective means. It is assumed that the three random effects are normally distributed with mean 0 and variance-covariance, T. where log(MOMSPEAK) is a natural logarithm of the amount of maternal speech at 16 months for child i, and 0oi, P11, and 1321 relate maternal speech to status at 20 months, instantaneous rate at 20 months, and acceleration, respectively. Because of positive skewness in the distribution of maternal speech, the natural logarithm of maternal speech was used as the independent variable. The Ui are residual random effects-individual differences in growth parameters not accounted for by maternal speech. Table 4 displays the results of this HLM analysis. The amount of maternal speech, log(MOMSPEAK), is related to each of the individual growth parameters. Maternal speech is associated with status and instantaneous rate at 20 months; it is also associated with acceleration (the speed with which rate of growth increases). The coefficients relating maternal speech to status and instantaneous growth rates can be interpreted as follows These results suggest that maternal speech has a substantial impact on children's early language acquisition. The rate of acquiring new words depends strongly on the amount of exposure to language in the home. As these rate differences persist over time, they eventuate in substantial status differences among children in vocabulary size.
It is instructive to compare the results summarized above with those that would have been obtained had a more conventional two-time point design been employed. Following the basic strategy used by Newport et al. (1977) , we fit a linear model where child's vocabulary size at 26 months of age (i.e. status) was regressed on the amount of maternal speech at 16 months while controlling for initial status differences among children, also at 16 months of age. In essence we are discarding the other time points and treating this as conventional twotime-point design with a statistical control for initial differences.
Not surprisingly, we found a highly significant relationship between vocabulary size at these two time points. Initial differences in vocabulary size account for 70 percent of the variability in status differences at 26 months of age. These results would be consistent with an explanation that early vocabulary acquisition is strongly influenced by the individual ability differences reflected in the 16-month scores. The coefficient for log(MOMSPEAK) was not, however, significant at the .05 level, and the incremental variance explained was less than 10 percent.
This 
Toward a Three-Level Model for Research on School and Instructional Effects
As we stated at the outset of this article, the fundamental phenomenon of interest in educational research is the growth of the individual student learner within the organizational context of classrooms and schools. We have already demonstrated how HLM can be applied separately to research on individual growth and to studies of school effects. We now illustrate how these two research problems can be joined in a three-level HLM that holds much promise for illuminating the basic phenomena of education. This extension is straightforward and simply involves combining the individual growth model and schooleffects models illustrated above.
A Simple Application: The Sustaining Effects Study Data
The Sustaining Effects Study (SES) was designed primarily as a longitudinal examination of the effects of compensatory education. However, extensive data were also collected on students in regular educational programs and during the summer as well (Carter 1984 ). Our analysis is based on a small subsample of these data: 618 students in 86 schools who were in grade 1 during the base year and who were followed longitudinally through the third grade. We used mathematics and reading achievement data from five time points: spring for grade 1, and fall and spring for grades 2 and 3. Test scores were in a vertical scale score metric.
In general, achievement gains during the academic year were considerably greater than those during the summer hiatus. The literature on student gains and losses over the summer is controversial (see, e.g., 
CHILDPOV is a dummy variable indicating that the child lives in a family whose household income is below the poverty line. The variable MOMED is the level of education of the child's mother, measured in years. In general, the errors, Rkij, are correlated among the i students within schoolj. The latter is a natural result of both the social processes that assign students to schools and the shared experiences students have after they arrive. For simplicity, we assume that this covariance structure, T2, which is of dimension 3 x 3 is homogeneous across the J schools. Equation ( (Murnane 1975) . Since students are not normally in school during the summer, the near-zero learning rate in mathematics is not surprising. The unconditional model also provides valuable information about the reliabilities of the estimated individual growth trajectories within schools, the reliability of the estimated mean growth trajectories between schools, and the partitioning of the total variability into its within-and between-school components (see table 6 ). The differences in the reliabilities of the learning rates in reading and mathematics are particularly interesting. Although the reliabilities of the school mean learning rates, 1p, are comparable (.441 in mathematics and .436 in reading), the reliability of the student (within-school) learning rates are quite different: in reading it is .300, whereas in mathematics it is only .051. These differences reflect the fact that there is more variability among student growth rates within schools in reading (var(1Tl) = 21.62) than in mathematics (var(Trl) = 3.80; see bottom panel of table 7).
The observed differences in the within-school variability in mathematics and reading learning rates can be explained in terms of two phenomena reported in the instructional literature. First, since differences in home environment have a greater impact on reading than mathematics learning, greater variability in reading learning rates within schools is to be expected. In essence, there is an extra source of variability in individual reading learning rates which accrues from effects of home environmental differences. Second, the organization of classrooms typically employed in the teaching of reading and mathematics is also quite different. As Barr and Dreeben (1983) have shown, ability grouping is the common mode for organizing reading instruction, and much of the variation in reading achievement results from the differentiation among groups within classrooms. In mathematics, however, the wholeclass method of instruction is more common (Stodolsky 1988) . As a result, greater homogeneity of mathematics learning rates would be expected since there is less structural differentiation in students' experiences in this content area.
Perhaps the most dramatic results from the entire analysis are contained in the last panel of table 6 that displays the partitioning of variability into its within-and between-school components. For initial status, 14.4 percent of the variance in mathematics and 31.4 percent of the reading variance is between schools. In general, these results are consistent with reports in the school effects literature going back to Equality of Educational Opportunity (Coleman et al. 1966 )-between 20 to 30 percent of the variance in achievement is between schools. However, the results for learning rates, particularly in mathematics, are startling indeed. Over 80 percent of the variance in mathematics learning is between schools! These results constitute powerful evidence of school effects that have gone undetected in past research. As we would expect, for the reasons outlined above, the between-school variance in reading learning rates is somewhat less, 43.9 percent, although still substantial.
We also note from table 6 the very low reliabilities of the individual summer drop-off estimates, .003 and .014 for mathematics and reading, respectively. To some unknown degree, this low reliability is a function of an important missing piece of information in our SES data file. Some compensatory education students included in the SES were enrolled in summer school programs for 1 or more years. This is potentially an important source of variability that is unfortuntely relegated to sampling error since we lack student-level information on it.2 Modeling the effects of mother's education and child poverty.- Table 7 presents results from a model where MOMED and CHILDPOV have been introduced into the student-level models for individual status, o0, and learning rates, 'r 1. Because of the low reliability of the estimates of the individual summer drop-off effects, no student-level modeling of r2 was attempted. The school-level equation remains unconditional. Mother's education and child poverty are significantly related to initial status differences in both reading and mathematics. While mother's education (t-ratio = 1.96) and child poverty (t-ratio = -4.97) are related to reading learning rates, these relations do not exist for mathematics learning. So we have some further evidence supporting the proposition that the acquisition of reading ability is subject to greater home influence than is the acquisition of mathematics. Intepretation of this evidence requires caution, however, as the reliability of the individual mathematics learning rates is low (p = .051).
The percentage reduction in variances in individual status, rTo, and learning rates, TTl, is reported in the bottom panel of table 7. Mother's education and child poverty account for a similar proportion of the variance in children's initial status in reading and mathematics. In terms of learning rates, the effects are quite different, with a substantial percentage of variance explained in reading (22.8 percent), but none in mathematics. This is consistent with the overall pattern of results that reading acquisition depends to a greater extent on home environment.
Modeling the effects of poverty concentration.-The next fitted model examined the overall effects of school poverty concentration. We specified an unconditional student-level model and included SCHLPOV in the school-level equation for status, learning rates, and summer drop-off effects. This model represents the differences in mean growth trajectories between schools as a function of school poverty concentration. At this point, no controls have been introduced for child poverty or mother's education level.
The results, presented in table 8, indicate that school poverty concentration is negatively related to status differences in both reading and mathematics. It is only related to learning rate differences in reading, however. These results parallel the findings reported above for child poverty. The lack of relationship of school poverty to mathematics learning rates is particularly interesting because, unlike individual learning rates in mathematics, there is sufficient reliability now (p = .441) to detect effects if present.
Of greater significance is the fact that, for mathematics, school poverty concentration is positively associated with SUMDROP. This means that the summer drop-off in mathematics in high poverty schools is less than in their low poverty counterparts. Although this may at first appear anomalous, there is a simple explanation. High-poverty-concentration schools are much more likely to receive compensatory education funds and as a result to offer summer educational programs to disadvantaged youngsters. The absence of similar effects in reading is explainable in terms of the larger component that home environment plays in the acquisition of these skills. Whatever positive effects in reading may be accruing to disadvantaged youngsters as a result of summer programs are offset by the positive home effects accruing to their more advantaged peers. That is, home environment and summer school effects are confounded. As a result, it is difficult to detect the impact of summer programs on reading. Since less mathematics learning occurs at home, however, the confounding is minimized, and the school effects become easier to detect.
The estimates of the residual variance components from this analysis (bottom panel of table 8) indicate that a substantial portion of the variance in school mean status is related to SCHLPOV (64.1 percent and 46.7 percent for mathematics and reading, respectively). For schoollevel rates, the comparable figures are 0.2 percent and 26.0 percent, respectively.
Composite model including child poverty, mother's education, and school poverty concentration. -Our first attempt at a composite model included the effects of SCHLPOV on all of the P coefficients from the studentlevel models for initial status, Tr0, learning rates, Tri, and summer dropoff as previously estimated in table 8. Several of these terms proved insignificant. They were eliminated and the model was refit. The final results are presented in table 9. The variables MOMED and SCHLPOV are both significantly related to initial mathematics and reading achievement (i.e., Tr0). After controlling for school poverty, however, the effects of child poverty on initial reading and mathematics achievement is no longer significant. Both SCHLPOV and CHILDPOV are related to reading learning rates. Neither of the student background variables nor the school poverty measure is significantly related to mathematics learning rates. The positive effects of SCHLPOV on summer drop-off in mathematics, however, persists. This first application of a three-level model has also been instructive from a methodological point of view. In combining the two models of growth and school effects, the three-level structure produces much more than the sum of its two parts since the parameters from the two models join in a multiplicative fashion. As a result, the data are summarized with a very dense web of empirical information. Structural effects at the individual and school level can be disentangled, and the variance-covariance can be partitioned into within-and between-school components. Such partitioning provides valuable information about the potential sources of variation that would be useful in formulating future models. For example, conventional analyses would not have discovered that 80 percent of the variation in mathematics learning rates is between schools in the SES data.
The variance partitioning also provides evidence about the reliability of the data for measuring status, learning rates, and summer dropoff effects at both the individual student and school mean level. These reliability estimates are very useful in interpreting the results from the structural analyses. For example, under the summer drop-off hypothesis, we expected that the drop-off should be greater for the more disadvantaged youth. A failure to find such relationships would tend to support the competing explanation, advanced in the literature, that the observed summer drop-off is really just a measurement artifact. Although the direction of the estimated effects of family background on the summer drop-off was consistent with our hypothesis, the related test statistics were not significant. The standard interpretation of this result would be that the hypothesized summer drop-off effects were nonexistent. The estimates of the reliability of the individual summer drop-off effects, approximately 0.01, indicate, however, that these data have little power to detect relationships between student background and a summer drop-off in learning even if these effects were quite large. As a result, rather than having evidence supporting a measurement School Effects: A Three-Level Linear Model artifact explanation, we have here an instance where the proposed statistical test was incapable of distinguishing between the competing explanations.
In discussing the design of observational studies over 30 years ago, R. A. Fisher advised researchers to make their theories complex. Rather than viewing design of observational studies as formulating a "single best test of a proposition," Fisher's advice directs us toward developing construct validity webs. That is, if the stated proposition is true, what interrelated set of empirical results should follow? The three-level HLM generates a high density of empirical results useful in formulating and testing such construct validity webs. By comparing structural effects and variance-covariance component estimates at different levels, by contrasting the structural effects with the estimated variance-covariance component, there is much to be learned in any substantive application. This dense web of empirical evidence provides a more extensive basis for framing explanations, and the logical process for evaluating such explanations becomes more complex. When such explanations are successfully crafted, they will surely stand with more force and greater clarity than we are accustomed to in educational research settings.
II. Perceived teacher quality and interest in students:

STFPBLM:
principal's report about staff absenteeism and lack of commitment and motivation PCDQLTCH: a factor composite of student report about the percentage of their teachers who enjoy their work, make clear presentations, work students hard, treat students with respect, are witty and humorous, don't talk over students' heads, are patient and understanding, return work properly, and are interested in students outside of class (school-level average)
III. Discipline climate of the school:
DISCLIM: a composite index based on (i) a factor score from students' reports about the incidence of students talking back to teachers, refusal to obey instructions, attacks on teachers and fights with each other (school-level average); and (ii) the school average of student reports about their own discipline problems in school, suspension, probation, and cutting class. SAFE:
percentage of students who feel safe in the school environment AUTHRTY: students' ratings of the fairness and effectiveness of discipline within the school (averaged to school level)
IV. Academic press of the school:
AVHMEWRK: hours per week students spend on homework (school average) ATTACAD: factor composite based on student attitudes toward getting good grades and interest in academics (averaged to school level)
V. Curricular structure:
AVMTHEMP: average number of advanced mathematics courses taken by students (a school measure of the emphasis on academic course work) SDMTHEMP: standard deviation in the number of advanced mathematics courses taken by students (a school measure of differentiation in academic coursework) AVACDPGM: percentage of students in the academic program.
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School Effects: A Three-Level Linear Model 1. All HLM significance testing is based on large sample theory. The probability values associated with the test statistics reported in this section should be cautiously interpreted because the sample size in this study is small (N = 11). They are best viewed as statistical indicators rather than precise probability statements.
2. Hierarchical linear modeling employs the EM algorithm in estimating variance-covariance components. When a variance is close to zero, as in this case, the convergence of the algorithm is poor, and there is little assurance that the number estimated is actually the likelihood maximum. It is clear that the parameter variance in individual summer drop-off effects was very small, although exactly how small is uncertain. Whatever the precise number, there was clearly little reliability to detect effects, and for this reason, the structural analyses alluded to in this paragraph were not discussed in the presentation of results.
