Abstract. We prove that first-passage percolation times across thin cylinders of the form [0, n] × [−hn, hn] d−1 obey Gaussian central limit theorems as long as hn grows slower than n 1/(d+1) .
Introduction
Before stating our theorems, let us begin with a short review of the firstpassage percolation model and some of the known results.
1.1. The model. More than forty years ago, Hammersley and Welsh [11] introduced first-passage percolation to model the spread of fluid through a randomly porous media. The standard first-passage percolation model on the d-dimensional square lattice Z d is defined as follows. Consider the edge set E consisting of nearest neighbor edges, that is, (x, y) ∈ Z d × Z d is an edge if and only if x − y := d i=1 |x i −y i | = 1. With each edge (also called a bond) e ∈ E is associated an independent nonnegative random variable ω e distributed according to a fixed distribution F . The random variable ω e represents the amount of time it takes the fluid to pass through the edge e.
For a path P (which will always be finite and nearest neighbor) in Z d define ω(P) := e∈P ω e as the passage time for P. For x, y ∈ Z d , let a(x, y), called the first-passage time, be the minimum passage time over all paths from x to y. Intuitively a(x, y) is the first time the fluid will appear at y if a source of water is introduced at the vertex x at time 0. Formally 1.2. Limit shape. The first result proved by Hammersley and Welsh [11] was that the limit ν(x) := lim
exists and is finite when E[ω] < ∞ where ω is a generic random variable from the distribution F . Moreover results of Kesten [16] show that ν(x) > 0 if and only if F (0) < p c (d) where p c (d) is the critical probability for standard bernoulli bond percolation in Z d . First-passage percolation is often regarded as a stochastic growth model by considering the growth of the random set
When F (0) = 0, a(·, ·) is a random metric on Z d and B t is the ball of radius t in this metric. Moreover, if F (0) < p c (d) and E[ω 2 ] < ∞ (or under weaker conditions in Cox and Durrett [8] ), the growth of B t is linear in t with a deterministic limit shape, that is, as t → ∞, B t ≈ tB 0 ∩ Z d for a nonrandom compact set B 0 . Precisely, the shape theorem says that (see Richardson [22] , Cox and Durrett [8] and Kesten [16] t ⊆ (1 + ε)B 0 eventually with probability one whereB t = {y ∈ R d | ∃ x ∈ B t s.t. x − y ≤ 1} is the "inflated" version of B t .
Fluctuation exponents.
In the physics literature, there are mainly two fluctuation exponents χ and ξ that describe, respectively, the longitudinal and transversal fluctuations of the growing surface B t . For example, it is expected under mild conditions that the first-passage time a(0, nx) has standard deviation of order n χ , and the exponent χ is independent of the direction x ∈ Z d . It is also expected that all the paths achieving the minimal time a(0, nx) deviate from the straight line path joining 0 to nx by distance at most of the order of n ξ , that is all the minimal paths are expected to lie entirely inside the cylinder centered on the straight line joining 0 to nx whose width is of the order of n ξ .
In general the exponents χ and ξ are expected to depend only on the dimension d not the distribution F . Moreover they are also conjectured to satisfy the scaling relation χ = 2ξ − 1 for all d (see Krug and Spohn [18] ). In fact, the predicted values for d = 2 (for models whose exponents are expected to be same in all directions) are χ = 1/3 and ξ = 2/3 (see Kardar, Parisi and Zhang [14] ). For higher dimensions there are many conflicting predictions. However it is believed that above some finite critical dimension d c , the exponents satisfy χ = 0 and ξ = 1/2.
We briefly describe the rigorous results known about the exponents χ and ξ. The first nontrivial upper bound on the variance of a(0, nx) was O(n) for all d due to Kesten [17] . The best known upper bound of n/ log n is due to Benjamini, Kalai and Schramm [3] . In d = 2 the best known lower bound of log n is due to Pemantle and Peres [21] for exponential edge weights, Newman and Piza [20] for general edge weights satisfying F (0) < p c (2) or F (λ) < p dir c (2) for λ being the smallest point in the support of F where p dir c (2) is the critical probability for directed Bernoulli bond percolation, and Zhang [26] for x = e 1 and edge weight distributions having finite exponential moments and satisfying F (λ) ≥ p dir c (2), F (λ−) = 0, λ > 0. Hence the only nontrivial bound known for χ is χ ≤ 1/2. Note that the bound 0 ≤ χ ≤ 1/2 along with the scaling relation (which is unproven) would imply that 1/2 ≤ ξ ≤ 3/4. In fact using a closely related exponent χ ′ which satisfies χ ′ ≥ 2ξ − 1 and χ ′ ≤ 1/2 (see Newman and Piza [20] , Kesten [17] and Alexander [1] ), it was proved in [20] that ξ ≤ 3/4 in any dimension for paths in the directions of strict convexity of the limit shape. Moreover, Licea, Newman and Piza [19] , comparing appropriate variance bounds, proved that ξ(d) ≥ 1/(d + 1) for all dimensions d. They also proved that ξ ′ (d) ≥ 1/2 for all dimensions d for a related exponent ξ ′ of ξ.
1.4. Tail bounds and limit theorems. The next natural question is about the tail behavior and distributional convergence of the random variables a(0, nx) as x remains fixed and n → ∞. Kesten [17] used martingale methods to prove that P(|a(0, ne 1 ) − E[a(0, ne 1 )]| ≥ t √ n) ≤ c 1 e −c 2 t for all t ≤ c 3 n for some constants c i > 0, where e 1 is the unit vector (1, 0, . . . , 0). Later, Talagrand [25] used his famous isoperimetric inequality to prove that P(|a(0, nx) − M ]| ≥ t n x ) ≤ c 1 e −c 2 t 2 for all t ≤ c 3 n for some constants c i > 0 where M is a median of a(0, nx) and x ∈ Z d . Both these results were proved for distributions F having finite exponential moments and satisfying
From these inequalities, one might naïvely expect that a central limit theorem holds for a(0, nx). However, the situation is probably much more complex, and it may not be true that a Gaussian CLT holds. For critical first-passage percolation (assuming F (0) = 1/2 and F has bounded support) in two dimensions a Gaussian CLT was proved by Newman and Zhang [15] . However, this is sort of a degenerate case since here E[a(0, nx)] and Var(a(0, nx)) are both of order log n (see Chayes, Chayes and Durrett [7] , and Newman and Zhang [15] ). When F (0) < 1/2, we do not know of any distributional convergence result in any dimension.
Convergence to the Tracy-Widom law is known for directed last-passage percolation in Z 2 under very special conditions (see Subsection 1.6 for details), but the techniques do not carry over to the undirected case. Naturally, one may expect that convergence to something like the Tracy-Widom distribution may hold for undirected first-passage percolation also, but surprisingly, this does not seem to be the case. In the following subsection, we present our main result: a Gaussian CLT for undirected first-passage percolation when the paths are restricted to lie in thin cylinders. This gives rise to an interesting question: as the cylinders become thicker, when does the CLT break down, if it does? 1.5. Our results. We consider first-passage percolation on Z d with height restricted by an integer h (that will be allowed to grow with n). We assume that the edge weight distribution F satisfies a standard admissibility criterion, defined below. For simplicity we will consider only first-passage time from 0 to ne 1 where e 1 is the first coordinate vector. The same method can be used to prove similar results for a(0, nx) where x has rational coordinates. Define a n (h) as the first-passage time to the point ne 1 from the origin in the graph
Informally, a n (h) is the minimal passage time over all paths which deviate from the straight line path joining the two end points by a distance at most h. Note that by the definition of the exponent ξ we have a n (h) = a(0, ne 1 ) with high probability when h ≫ n ξ . We also consider cylinder first-passage time (see Smyth and Wierman [23] , Grimmett and Kesten [10] ). A path P from 0 to ne 1 is called a cylinder path if it is contained within the x 1 = 0 and x 1 = n planes. We define
Clearly a n (h), t n (h) and T n (h) are non-increasing in h for any n ≥ 1. Our main result is that for cylinders that are 'thin' enough, we have Gaussian CLTs for a n (h), t n (h) and T n (h) after proper centering and scaling. Let {h n } n≥1 be a sequence of integers satisfying h n = o(n α ) where
Then we have a n (h n ) − E[a n (h n )] Var(a n (h n )) =⇒ N (0, 1) as n → ∞.
Moreover, the same result is true for t n (h n ) and T n (h n ).
In Section 2, we will present a generalization of this result (Theorem 2.1) to cylinders of the form Z × G n where {G n } is an arbitrary sequence of undirected connected graphs. Theorem 1.1 give rise to a new exponent γ(d) defined as
Var(a n (n α )) =⇒ N (0, 1) as n → ∞ .
Clearly we have γ(d) ≥ 1/(d + 1) for F having all moments finite and satisfying the conditions in Theorem 1.1. Is γ(d) actually equal to 1/(d+1)? There are indications that this is true; in fact, for d = 2, we are almost certain that this is the correct value.
An interesting feature of the proof of Theorem 1.1 is that while it is relatively easy to get a CLT for cylinders of width n α for α sufficiently small, to go all the way up to α = 1/(d + 1) one needs a somewhat complicated 'renormalization' argument that has to be taken to a certain depth of recursion, where the depth depends on how close α is to 1/(d + 1). We are not sure whether this renormalization step is fundamental to the problem or just an artifact of our proof.
A deficiency of Theorem 1.1 is that we do not have formulas for the mean and the variance of a n (h n ). Still, we have something: the following result states that under the hypotheses of Theorem 1.1 the mean grows linearly with n and the growth rate does not depend on h n as long as h n → ∞. It also gives upper and lower bounds for the variance of a n (h n ). Proposition 1.3. Let µ n (h n ) and σ 2 n (h n ) be the mean and variance of a n (h n ). Assume that h n → ∞ as n → ∞. Then
where ν(e 1 ) is defined as in (1.1). Moreover, if F is admissible we have
for some absolute constants c 1 , c 2 > 0 depending only on d and F . If h n = h for all n for fixed h ∈ (0, ∞), then both lim n→∞ µ n (h)/n and lim n→∞ σ 2 n (h)/n exist and are positive for any non-degenerate distribution F on [0, ∞), but their values depend on h.
In fact when h n = h for all n for fixed h ∈ (0, ∞), we can say much more. Define µ(h) := lim n→∞ µ n (h)/n and σ 2 (h) := lim n→∞ σ 2 n (h)/n. Existence of the limits follow from Proposition 1.3. Now consider the continuous process X(·) defined by X(n) = t n (h) − nµ(h) for n ∈ {0, 1, . . .} and extended by linear interpolation. Then we have the following result.
Then the scaled process {(nσ 2 (h)) −1/2 X(nt)} t≥0 converges in distribution to the standard Brownian motion as n → ∞.
Finally let us mention that a variant of Theorem 1.1 can be proved for the first-passage site percolation model also. Here instead of edge-weights {ω e | e ∈ E} we have vertex weights {ω x | x ∈ Z d } and travel time for a path P is defined by ω(P) = v∈P ω v . The same proof technique should work.
1.6.
Comparison with directed last-passage percolation. In all the previous discussions we used undirected first-passage times. A directed model is obtained when instead of all paths, one considers only directed paths. A directed path is a path that moves only in the positive direction at each step (e.g. in d = 2, the path moves only up and right). Let us restrict ourselves to d = 2 henceforth. The directed (site/bond) last-passage time to the point (n, h) starting from the origin is defined as
where Π(n, h) is the set of all directed paths from (0, 0) to (n, h). Note that all the paths in Π(n, h) are inside the rectangle [ 
The directed last-passage site percolation model in d = 2 has received particular attention in recent years, due to its myriad connections with the totally asymmetric simple exclusion process, queuing theory and random matrix theory. An important breakthrough, due to Johansson [12] , says that when the vertex weights ω x 's are i.i.d. geometric random variables, L s ↑ (n, n) has fluctuations of order n 1/3 and has the same limiting distribution as the largest eigenvalue of a GUE random matrix upon proper centering and scaling. (This is also known as the Tracy-Widom law.) Moreover, this holds if we replace L s ↑ (n, n) with L s ↑ (n, ⌊ρn⌋) for any ρ ∈ (0, 1]. This continues to hold if one replaces geometric by exponential or bernoulli random variables [9, 13] , but no greater generality has been proved.
Since the above result holds for arbitrary ρ > 0, one can speculate whether we can actually take ρ → 0 as n → ∞, i.e. look at directed last-passage percolation in thin rectangles. Indeed, the analog of Johansson's result in this setting was proved by several authors [2, 5, 24] in recent years for quite a general class of vertex weight distributions, provided the rectangles are 'thin' enough. This contrasts starkly with our result about the Gaussian behavior of first-passage percolation in thin rectangles.
1.7. Structure of the paper. The article is organized in the following way. In Section 2 we state a general result that encompasses Theorem 1.1. In Section 3 we prove the asymptotic behavior of the mean of a n (G n ). Sections 4 and 5 contain, respectively, the lower bound for the variance and upper bounds for general central moments of a n (G n ). In Section 6 we prove the generalized version of Theorem 1.1. Finally in Section 7 we consider the case of first-passage time across [0, n] × G when G is a fixed graph.
Generalization
In this section, we generalize the theorems of Section 1 to first-passage percolation on graphs on the form Z × G n , where {G n } is an arbitrary increasing sequence of undirected graphs.
Before stating the results, let us fix our notations. The set {a, a+1, . . . , b} with the nearest neighbor graph structure will be denoted by [a, b] . When a = 0, we will simply write [b] instead of [0, b] . Throughout the rest of the article we will consider the undirected first-passage bond percolation model with edge weight distribution F , as defined in the previous section. Let µ and σ 2 be the mean and the variance of F . We will use the standard notations a n = O(b n ) and a n = o(b n ), respectively, in the case sup n≥1 a n /b n < ∞ and lim n→∞ a n /b n = 0. For two finite connected graphs H and G, we define the product graph structure on H × G in the natural way, that is, there is an edge between (u, w) and (v, z) if and only if either (u, v) is an edge in H and w = z, or u = v and (w, z) is an edge in G.
We will consider first-passage percolation on a special class of product graphs. Fix an integer n and a connected graph G with a distinguished vertex o ∈ G. Let a n (G) denote the first-passage time from (0, o) to (n, o) in Z × G. That is, a n (G) := inf{ω(P) | P is a path from (0, o) to (n, o) in Z × G} where ω(P) := e∈P ω e is weight of the path P. We define the cylinder first-passage time t n (G) as
We also define the side-to-side (cylinder) first-passage time as follows:
T a,b (G) := min{ω(P) | P is a path connecting the two sides
that is, T a,b (G) is the minimum weight among all paths that join the right boundary of the product graph [a, b] × G to the left boundary of it. Note that it is enough to consider only those paths that start from some vertex in {a}× G and end at some vertex in {b}× G, and lie in the set [a+ 1, b− 1]× G throughout except for the first and last edges. One implication of this fact is that T a,b (G) is independent of the weights of the edges in the left and right boundaries {a} × G, {b} × G. We will write T 0,n (G) simply as T n (G). Now consider a nondecreasing sequence of connected graphs G n = (V n , E n ), n ≥ 1. By 'nondecreasing' we mean that G n is a subgraph (need not be induced) of G n+1 for all n. Let o be a distinguished vertex in G 1 , which we will call the origin of G 1 . Then o ∈ G n for all n. Let k n and d n be the number of edges and the diameter of G n , respectively.
Our object of study is first-passage percolation on the product graph Z × G n with i.i.d. edge weights from the distribution F . In particular, we wish to understand the behavior of the first-passage time a n (G n ) from (0, o) to (n, o).
The main result of this section is the following.
Theorem 2.1. Let G n be a nondecreasing sequence of connected graphs with a fixed origin o. Let d n and k n be the diameter and the number of edges in
as n → ∞ provided one of following holds:
Moreover, the same result holds for
Clearly, this theorem implies Theorem 1.1 by taking
Throughout the rest of the paper we will consider the case of general sequence G n .
As we remarked earlier we do not have explicit formulas for the mean and the variance of a n (G n ). The following result is the generalization of the 'mean part' of Proposition 1.3.
Proposition 2.1. Consider the setup introduced above. Then the limit
exists and we have
, where ν(e 1 ) is defined as in (1.1). We also have
Now let us state the upper and lower bounds for the variance of a n (G n ), i.e. the 'variance part' of Proposition 1.3.
Proposition 2.2. Under the condition of Theorem 2.1 we have
for some positive constants c 1 , c 2 that do not depend on n. Moreover,
The above results hold for t n (G n ) and T n (G n ).
In fact when G n = G for all n ≥ 1, we can say much more as in Proposition 1.4. Define
Existence and positivity of the limits follow from Propositions 2.1 and 2.2. Consider the continuous process X(·) defined by X(n) = t n (G) − nµ(G) for n ≥ 0 and extended by linear interpolation. Then we have the following result.
Proposition 2.3. Assume that the generic edge weight ω is non-degenerate and satisfies
Then the scaled process
converges in distribution to the standard Brownian motion as n → ∞.
Estimates for the mean
In this section we will prove Proposition 2.1. We will break the proof into several lemmas. Lemma 3.1 shows that the random variables a n (G n ), t n (G n ) and T n (G n ) are close in L p norm when the diameter d n of G n is small. Lemma 3.1. We have
Moreover we have
The path P will hit {0} × G n and {n} × G n at some vertices. Let (0, u) be the vertex where P hits {0} × G n the last time and (n, v) be the vertex where P hits {n} × G n the first time after hitting (0, u). The path segment of P from (0, u) to (n, v) lies inside [n] × G n and by non-negativity of edge weights we have ω(P) ≥ T n (G n ). Since this is true for any path
Clearly a n (G n ) ≤ t n (G n ). Combining the two inequalities, we see that
Since the number of paths joining the left side {0} × G n to the right side {n} × G n in [0, n] × G n is finite there is a path achieving the minimal weight T n (G n ). Choose such a path P * using a deterministic rule. Suppose that the path P * starts at (0, u) and ends at (n, w). As we remarked earlier in Section 2 the random variables T n (G n ), P * , u, w are independent of the edge weights ω e where e is an edge in {0} × G n or {n} × G n . Let P(u), P(w) be some minimal length paths in G n joining o, u and o, w respectively. We have t n (G n ) − T n (G n ) ≤ S n where S n is the sum of edge weights in the paths {0} × P(u) and {n} × P(w) and hence
Moreover by independence of u, w and the edge weights in {0, n} × G n we have
. By definition of diameter we have |P(u)| + |P(w)| ≤ 2d n and thus we are done.
The following lemma combined with Lemma 3.1 completes half of the proof of Proposition 2.1. Recall that {G n } is a nondecreasing sequence of finite connected graphs.
Lemma 3.2. The limit
n exists and we have
Moreover, we have ν < µ if d n ≥ 1 and F is non-degenerate.
Proof. Considering the straight line path from (0, o) to (n, o) it is easy to see that E[a n (G n )] ≤ µn. The existence of the limit is easily obtained from subadditivity as follows. Fix n, m. Consider G n and G m as subgraphs of G n+m . Let a n,n+m (G m ) denote the first-passage time in Z × G m from (n, o)
Joining the minimal weight paths from (0, o) to (n, o) achieving the weight a n (G n ) and from (n, o) to (n + m, o) achieving the weight a n,n+m (G m ), we get a path in
Now taking expectation in both sides and using the subadditive lemma we have
n exists and equals inf n≥1 E[a n (G n )]/n.
To show that ν < µ it is enough to consider the one edge graph G n = G = {0, 1} and n even. Consider the following two paths from (0, 0) to (2n, 0). One is the straight line path. The other is the path connecting (0, 0), (0, 1), (1, 1), (1, 0), (2, 0) and repeating the same pattern. Clearly we
From here it is easy to see that ν < µ.
We complete the proof of Proposition 2.1 by finding lower bound for ν under appropriate conditions. Recall that ν(e 1 ) > 0 iff F (0) < p c (d) where e 1 is the first coordinate vector in Z d and ν(x) is defined as in (1.1).
Proof. First suppose that G n = G for all n and G has v vertices. It is easy to see that E[a n (
where Y is the minimum of v i.i.d. random variables each having distribution F , because any path from (0, o) to (n, o) must contain at least one edge of the form ((k, u),
Now consider the case when G n 's are subgraphs of Z d−1 (we will match o with the origin in Z d−1 ). Then Z × G n is a subgraph of Z d with (0, o) = 0 and (n, o) = ne 1 where 0 and e 1 denote the origin and the first coordinate vector in Z d . Clearly we have a(0, ne 1 ) ≤ a n (G n ) for all n. Diving both sides by n and taking expectations we have
To prove that ν = ν(e 1 ) when
, break the cylinder graph [n]×G n into smaller cylinder graphs of length ⌊l n /C⌋ for some fixed constant C > 0 where l n = min{n 1/2 , h n }. Note that concatenating paths from (il n /C, o) to ((i + 1)l n /C, o) for i = 0, 1, . . . we get a path from (0, o) to (n, o). Let n = m⌈l n /C⌉ + r with r < ⌈l n /C⌉. Thus we have
where
except for the first and last edge}.
Dividing both sides of (3.1) by n and taking limits (note l n = o(n) and l n → ∞ as n → ∞) we have
n for any C > 0. The last limit exists by subadditivity. Denote the last limit by α(C) which also satisfies α(C) = inf n E[X(n, ⌊Cn⌋)/n. Now let us consider the unrestricted cylinder percolation time t(0, ne 1 ) defined as the minimum weight among all paths from 0 to ne 1 lying in the vertical strip 0 < x 1 < n except for the first and the last edge. From standard results in first-passage percolation theory (see Section 5.1 in Smythe and Wierman [23] for a proof) we have
Now for fixed n, the random variables X(n, ⌊Cn⌋) are decreasing in C and t(0, ne 1 ) = lim C→∞ X(n, ⌊Cn⌋). By monotone convergence theorem we have
Dividing both sides by n and letting n → ∞ we are done.
Lower bound for the variance
Here we will prove the lower bound for the variance given in Proposition 2.2. First we will prove a uniform lower bound that holds for any n and G. Later we will specialize to the case G = G n for given n. 
for some absolute positive constants c 1 , c 2 that depend only on d and F . The same result holds for all nondegenerate probability distributions F on [0, ∞) with c i depending only on G and F . In particular, when D ≤ n/(2c 2 ) we have
Proof. Fix G and n. Let v be the number of vertices in G. Let {e 1 , e 2 , . . . , e N } be a fixed enumeration of the edges in [n] × G where N = (n + 1)k + nv is the number of edges in that graph. For simplicity let us write t n (G) simply as t. Let F i be the sigma-algebra generated by {ω(e 1 ), ω(e 2 ), . . . , ω(e i )} for i = 0, 1, . . . , N . For simplicity we will write ω i instead of ω(e i ). Also we will write t(ω) to explicitly write the dependence of t on the sequence of edge-weights ω = (ω 1 , ω 2 , . . . , ω N ).
Using Doob's martingale decomposition we can write the random variable
. . , N . Since martingale difference sequences are uncorrelated we have the standard identity
i denote the sequence of edge-weights ω excluding the weight ω i . Moreover, for x ∈ R + , we will write (ω i , x) to denote the sequence of edge-weights where the weight of the edge e j is ω j for j = i and x for j = i. Clearly we have ω = (ω i , ω i ) for i = 1, 2, . . . , N . If η is a random variable distributed as F and is independent of ω, then we have
It is easy to see that (as
Now for any random variable X we have Var(X) =
where in the last line we have used the fact that ω i and η are i.i.d. . Define
Combining we have
Let P * (ω) be a minimum weight path for ω chosen according to a deterministic rule. If the edge e i is in P * (ω), we have
as the weight of the path P * (ω) for the configuration (ω i , η) is t(ω) − ω i + η. Thus we have
Now define the function
It is easy to see that h(x) = 0 iff x ≤ λ where λ is the smallest point in the support of F and E[h(ω)] < ∞. Define a new set of edge weights ω ′ i = h(ω i ) for i = 1, 2, . . . , N with distribution function F ′ . Clearly ω ′ i 's are i.i.d. with F ′ (0) = P(h(ω) = 0) = P(ω = λ). Moreover let t(ω ′ ) be the cylinder first-passage time from (0, o) to (n, o) in [0, n] × G with edge weights ω ′ . From (4.4) we have g(ω) ≥ t(ω ′ ). Now from Lemma 3.2 and 3.3 we have E[t(ω ′ )] ≥ ν ′ (e 1 )n where ν ′ (e 1 ) is as defined in (1.1) with edge weight distribution F ′ and ν ′ (e 1 ) > 0 as
Also note that N = (n + 1)k + nv ≤ 3nk. Thus, finally we have
To prove the result for T n (G) we start with T n (G) in place of t n (G) and
Proof of the lower bound in Proposition 2.2. From Lemma 3.1 we have
for all n ≥ 1. Now under Theorem 2.1 we have
Thus by Lemma 4.1 we are done. Using Lemma 5.5 one can drop the condition d n = o(n 1/(2+θ) ) when F is admissible.
Upper bound for Central moments
In this section we will prove upper bounds for central moments of a n (G n ), t n (G n ) and T n (G n ), in particular the upper bound for variance of a n (G n ) stated in Proposition 2.2. Note that by Lemma 3.1 we have
for all n when E[ω p ] < ∞ for some p ≥ 2 with ω ∼ F . Hence it is enough to prove bounds for
Fix n ≥ 1 and a finite connected graph G. We will prove the following.
where c is a constant depending only on p, d and F . Moreover, the same result holds with c depending on G without any restriction on F (0). The above result holds for a n (G) and T n (G) when
for some absolute constant C > 0 where D is the diameter of G.
When F has finite exponential moments in some neighborhood of zero, one can use Talagrand's [25] strong concentration inequality along with Kesten's Lemma 5.5 to prove a much stronger result P(|t n (G) − E[t n (G n )]| ≥ x) ≤ 4e −c 1 x 2 /n for x ≤ c 2 n for some constants c 1 , c 2 > 0. Moreover, one can use moment inequalities due to Boucheron, Bousquet, Lugosi and Massart [6] to prove that the p-th moment is bounded by n p/2 k p/2−1 for p ≥ 2. But none of that gives what we need for the proof of Theorem 2.1, so we have to devise our own proof of Proposition 5.2.
The next two technical lemmas will be useful in the proof of Proposition 5.1. Proofs of the two technical lemmas and of Proposition 5.1 are given at the end of this section.
Before proving Proposition 5.1 we need to define a new random variable 
where L n (G) is the number of essential edges for t n (G).
Proof. The proof essentially is a general version of the Efron-Stein inequality. Fix n, G and a fixed enumeration {e 1 , . . . , e N } of the edges in [n] × G where N is the number of edges in that graph. Consider the random variable For illustration we will prove the p = 2 case first which is the Efron-Stein inequality. Recall that E[f (ω)] = 0. We have
Exchanging ω i , ω ′ i one can easily see that (ω {i} ,
) and hence we have
By Cauchy-Schwarz inequality and exchangeability of ω i , ω ′ i we see that
Now note that ω ′ i > ω i and f (ω) = f (ω {i} ) implies that the i-th edge e i is essential for the configuration ω and moreover, 0
where L n is the number of essential edges for the configuration ω. Let g(·) be the function g(x) = x|x| p−2 . Using similar decomposition as was done for p = 2 case we have
Now Lemma 5.2 and symmetry of ω i and ω ′ i imply that
i and the edge e i is essential for both the configurations ω and ω [i−1] . Moreover in that case we have
The last line follows easily when p ≤ 3. For p > 3 the last line follows by taking ε = e −1/(p−3) , using Jenson's inequality (a + b) p−2 ≤ ε 3−p x p−2 + (1 − ε) 3−p y p−2 and (1 − ε) −1 ≤ max{2, 2(p − 3)}. Thus
where L n is the number of essential edges in the configuration ω. Let y = E[|f (ω)| p ] (p−2)/p . Using Hölder's inequality we have
Now Lemma 5.3 with β = p/(p − 2) gives that
Note that 2a p ≤ p and b p ≤ 2 p−1 p p−2 . Hence simplifying we finally conclude that
Now we are done.
It is easy to see that L n (G) is smaller than the length of any length minimizing path. In fact the random variable L n (G) grows linearly with n. The following well-known result due to Kesten [16] will be useful to get an upper bound on the length of a weight minimizing path.
Lemma 5.5 (Proposition 5.8 in Kesten [16] ). If F (0) < p c (d) then there exist constants 0 < a, b, c < ∞ depending on d and F only, such that the probability that there exists a selfavoiding path P from the origin which contains at least n many edges but has ω(P) < cn is smaller than ae −bn .
Combining Lemma 5.4 and Lemma 5.5 we have the proof of Proposition 5.1.
Proof of Proposition 5.1. Note that G n = G for all n clearly implies that L n (G) ≤ 3nk where k = k(G) is the number of edges in G. This completes the proof for the case where the constants depend on G.
Let π n be the minimum number of edges in a weight minimizing path for t n (G n ). To complete the proof it is enough to show the following: if G n 's are subgraphs of Z d−1 and
n ] ≤ cn p/2 for some constant c depending only on d, p and F . We follow the idea from [17] . We have P(π n > tn) ≤ P(t n (G n ) > ctn) + P(there exists a self avoiding path P starting from 0 of at least tn edges but with ω(P) < ctn).
Now using Lemma 5.5 we see that the second probability decays like ae −btn . And the first probability is bounded by P(S n > ctn) where S n is the weight of the straight line path joining (0, o) to (n, o). Clearly S n is sum of n many i.i.d. random variables. Thus we have
where the constant c 1 depends on d, p and F . The result for a n (G) and T n (G) follow by Lemma 3.1 that
for all n, G when E[ω p ] < ∞ for some p ≥ 2 with ω ∼ F and D is the diameter of G.
Proof of the first technical Lemma 5.2. For x, y ∈ R/{0}, x = y, let z = x/y. Then we have
Now, the lemma follows from the fact that
To prove this note that, by p > 2 we have F (g(a, 1) 
Hence the upper bound is proved.
Proof of Theorem 2.1
The proof of Theorem 2.1 will be given in several steps. First we will show that it is enough to prove the CLT for T n (G n ) after proper centering and scaling. Then we will prove that T n (G n ) is "approximately" a sum of i.i.d. random variables each having distribution T l (G n ) and an error term where l depends on n. Finally, using successive breaking of T l (G n ) into i.i.d. sums (the 'renormalization steps') and controlling the error in each step, we will complete the proof. Recall that the notations a n = O(b n ) and a n = o(b n ), respectively, mean that a n ≤ Cb n for all n ≥ 1 for some constant C < ∞ and a n /b n → 0 as n → ∞. Throughout the proof c will denote a constant that depends only on q, F and whose value may change from line to line. 6.1. Reduction to T n (G n ). Let us first recall the setting. We have a sequence of nondecreasing graphs G n with G n having diameter d n and k n edges. We also have k n = O(d θ n ) for some fixed θ ≥ 1. Define µ n (G) := E[T n (G)] and σ 2 n (G) := Var(T n (G)) for any integer n ≥ 1 and any finite connected graph G. Now from Lemma 3.1 we have
for all n when E[ω p ] < ∞ for a typical edge weight ω. Moreover, from Proposition 2.2 we have σ 2 n (G n ) ≥ cnk −1 n for all n for some absolute constant
Hence it is enough to prove CLT for (
. From now on we will assume that
6.2. Approximation as an i.i.d. sum. In Lemma 6.1 we will prove a relation between side-to-side first-passage times in large and small cylinders and this will be crucial to the whole analysis. Fix an integer n and a finite connected graph G. Let n = ml + r with 0 ≤ r < l where l ≥ 1 is an integer. We divide the cylinder graph [n] × G horizontally into m equal-sized smaller cylinder graphs R 1 , . . . , R m with R i = [(i−1)l, il]×G, i = 1, 2, . . . , m each having width l and a residual graph R m+1 = [ml, n] × G. Let
be the side-to-side first-passage time for the product graph R i for i = 1, 2, . . . , m (see Definition 2.1). We also define X m+1 = T ml,n (G) for the residual graph R m+1 . Clearly X m+1 = 0 if r = 0. Note that X i 's depend on n and G, but we will suppress n, G for readability. We have the following relation. This is a generalization of Lemma 3.1.
Lemma 6.1. Let n, G be fixed. Let X i be as defined in (6.1) . Then the random variable Proof. First of all, it is easy to see that X i depends only on the weights for the edge set {e : e is an edge in [(i − 1)l, il] × G} \ {e | e is an edge in {(i − 1)l} × G or {il} × G}. Thus, X 1 , . . . , X m 's are i.i.d. having the same distribution as T l (G). Now choose a minimal weight path P * joining the left boundary {0} × G to the right boundary {n} × G (if there are more than one path one can use some deterministic rule to break the tie). The path P * hits all the boundaries {il} × G at some vertex for i = 0, 1, . . . , m. Let u i , v i , i = 0, 1, . . . , m be the vertices in G such that for each i, P * hits {il} × G for the last time at the vertex (il, u i ) and after that it hits the boundary {(i + 1)l} × G at the vertex ((i + 1)l, v i ) for the first time (take (m + 1)l to be n). Clearly if P * hits {il} × G only at a single vertex then u i = v i−1 . Now the part of P * between the vertices (il, u i ) and ((i + 1)l, v i ) is a path in [il, (i + 1)l] × G and hence has weight more than X i . But all these parts are disjoint. Hence we have T n (G) = ω(P * ) ≥ m+1 i=1 X i . Now to prove upper bound for Y , let P * i be a minimal weight path joining the left boundary {il}×G to the right boundary {(i+1)l}×G and achieving the weight X i . Suppose P * i hits {il} × G at (il, w i ) and hits {(i + 1)l} × G at ((i + 1)l, z i ) for i = 0, 1, . . . , m. Let P i be a minimal length path in {il} × G joining (il, z i−1 ) to (il, w i ) for i = 1, 2, . . . , m. Consider the concatenated path P * 0 , P 1 , P * 1 , P 2 , . . . , P * m joining (0, w 0 ) to (n, z m+1 ). By minimality of weight we have
Thus we have
≤ mD by definition of the diameter. Now F is supported on R + . Thus we are done.
An obvious corollary of Lemma 6.1 is the following. 
where D is the diameter of G.
Proof. Taking expectation of Y in Lemma 6.1 with n = ml + r we have
Now the result follows since T n (G)−Y = m+1 i=1 X i and X i 's are independent of each other. 6.3. Lyapounov condition. From here onwards, we return to using n in subscripts and superscripts. From Lemma 6.1 and Corollary 6.2 clearly we have
where X (n)
i , i = 1, 2, . . . , m are defined as in (6.1) and n = ml + r. We will take l = max{⌊n β ⌋, 1} for some fixed β ∈ (2/(2 + θ), 1) and m = ⌊n/l⌋.
Then we have d 2 n = o(l) and all the lower and upper bounds on moments are valid for T l (G n ). The dependence of m, l on n is kept implicit. Note that 0 ≤ r < l. Moreover, writing l − r in place of l and 1 in place of m, we get from Corollary 6.2 that
Thus from (6.2) we have
Recall that we have l ∼ n β for some β < 1 and thus m ∼ n 1−β . From the lower bound for the variance in Proposition 2.2 (as d n = o(l)) we have
where c is some absolute constant. By our assumption on m, d n and k n we have
as n → ∞ when
i , i = 1, 2, . . . , m are i.i.d. random variables with finite second moment, hence by the CLT for triangular arrays it is expected that (6.5) has standard Gaussian distribution asymptotically. However we cannot expect CLT for all values of β.
Let
i . To use Lindeberg condition for triangular arrays of i.i.d. random variables we need to show that
However, any bound using the relation T l (G n ) ≤ S l where S l is the weight of the straight line path joining (0, o) and (l, o), gives rise to the condition θα ≤ 1 − 2β. The last condition is contradictory to (6.6). The difficulty arises from the fact that the lower and upper bounds for the variances are not tight. Still we can prove a CLT by using estimates for the moments ofT l (G n ) from Proposition 5.1 and using a blocking technique which is reminiscent of the renormalization group method. Note that Lindeberg condition follows from the Lyapounov condition m s
and thus it is enough to prove (6.7) for some β ∈ (2/(2 + θ), 1) where l = max{⌊n β ⌋, 1}, m = ⌊n/l⌋, s 2 n = mσ 2 l (G n ). We also need to satisfy (6.6) to complete the proof of Theorem 2.1. 
where A q and B q are constants depending only on q.
+ , we will denote m ], we will use the following decomposition which is an easy exercise in combinatorics. We have
Note that here we used the fact that Y i 's are i.i.d.. Since E[Y ] = 0 we can and we will assume that a 1 = 0. Thus using Hölder's inequality we have
Note that 2|a| ≤ z(a) = 2q as a 1 = 0. Now using the fact that x α y 1−α ≤ αx + (1 − α)y for all x, y ≥ 0, α ∈ [0, 1] we finally have
are constants depending only on q.
Renormalization
Step. Now we are ready to start our proof of the Lyapounov condition. For simplicity we will write
Lemma 6.4. Suppose that ν > 0 and E[ω p ] < ∞ for some p > 2 where ω is a typical edge weight. Suppose either
. . , t such that 2α < β t < β t−1 < · · · < β 1 = β and we have
Proof. Since X (n)
i , i = 1, 2, . . . , m are i.i.d. with mean µ l (G n ) and variance σ 2 l (G n ) and E[ω p ] < ∞ for some p > 2, we can use the Lyapounov condition to prove the central limit theorem. We need to show that m s
where s 2 n = mσ 2 l (G n ). By the variance lower bound from Proposition 2.2 we have
for some constants c i > 0 where k n is the number of edges in G n . Using the moment bound from Proposition 5.1 and lower bound on s 2 n (note that
Thus when k n = o(m 1−2/p ) or equivalently θα ≤ (1−2/p)(1−β), we see that the right hand side converges to zero and we have a central limit theorem. This proves the first assertion of the theorem, i.e. the case of p < 4.
Let us now consider the case p ≥ 4. Now, the random variable T l (G n ) itself behaves like a sum of i.i.d. random variables each having distribution T l ′ (G n ) for l ′ < l. We will use this fact to improve the required growth rate of k n . Let q = ⌊p/2⌋ and assume that there exist t ≥ 2 real numbers β i , i = 1, 2 . . . , t such that 2α < β t < β t−1 < · · · < β 1 = β and we have
From now on we will write l 1 , m 1 and β 1 instead of l, m and β respectively. Recall that we have l 1 = max{⌊n β 1 ⌋, 1} and d n = o(n α ). We will take
The idea is as follows. First we will break the cylinder graph [0, l 1 ] × G n into m 2 many equal sized graphs each of which looks like [0, l 2 ] × G n . Then we will break each of the new graphs again into m 3 many equal sized graphs each of which looks like [0, l 3 ] × G n and so on. We will stop after t steps. Our goal is to break the error term into smaller and smaller quantities and show that the original quantity is "small" when each of the final quantities are "small". Throughout the proof q, t, θ, α, β i , i = 1, 2, . . . , t are fixed.
For simplicity, first we will assume that
Under this assumption we have m i l i = l i−1 for all i = 2 . . . , t. Otherwise one has to look at the error terms which can be easily bounded using essentially the same idea and are considered in (6.19).
First
Step. Let us start with the first splitting. We break the rectangular graph [0,
n . We need to show the Lyapounov condition:
From Lemma 6.1 we have
for some constant c > 0. Moreover, Lemma 6.3 implies that
Hence we need to show that 14) and
Using the variance lower bound (6.10) we have
Thus using the definition of ε 1 = ε 1 (n) and the fact that
and the right hand side is o(1) as q > 1 and by (6.13) . So the only thing that remains to be proved is that
Induction step. From the above calculations in step 1 the induction step is clear. Define
Proof of Claim 1. Fix any i. Using definition of ε i and the variance lower bound from (6.10) we have
Now the claim follows by our assumption (6.11) 
Our next claim is the following.
(G n ) = o(1) for all i ≥ 1. Proof of Claim 2. We will prove the claim by induction on i. We have already proved the claim for i = 1 in (6.14). Now suppose that the claim is true for some i ≥ 1. Using Corollary 6.2 for l i+1 = l i+2 m i+2 we see that
Hence we have ε i+1 (m i+2 σ 2
by Claim 1 and the induction hypothesis as q > 1. This completes the proof.
and an error term of order m i+1 d n where S m i+1 is sum of m i+1 many i.i.d. random variables each having distributionT l i+1 (G n ). Using Lemma 6.3, as was done in the first step, one can easily see that
and
Now Condition (6.16) holds by Claim 1, Condition (6.17) holds by Claim 2 and Condition (6.18) holds by the hypothesis as ε i+1 = ε i m i+1 . Hence if we stop at step t, we see that the central limit theorem holds when ε t E[T lt (G n ) 2q ] = o(1). By the upper bound for the 2q-th moment from Proposition 5.1 (as d 2 n = o(l t )) we see that ε t E[T lt (G n ) 2q ] ≤ ε t l q t and by the lower bound for the variance from (6.10) we have
The last condition also holds by our assumption (6.11) that qθα ≤ (q − 1)(1 − β t ). Thus we are done when
Now, in general we have l i−1 = m i l i + r i for i = 2, . . . , t where 0 ≤ r i < l i for all i. Using the same proof used in the case when all r i = 0, one can easily see from Claim 3, that we need to prove the extra conditions that 
The last inequality follows since 2α < β t . Now suppose that l j+1 ≤ r i < l j for some j ≥ i. Since we have ε i ≤ ε j for j ≥ i working with r i instead of l j and using the same inductive analysis used before we have the required result (6.19).
6.6. Choosing the sequence. To complete the proof of Theorem 2.1 we need to choose an appropriate sequence (β 1 , . . . , β t ) in (6.11) which will be provided by Lemma 6.5. Note that
for β 0 = 1 and we have noted earlier in (6.6) that
Var(a n (G n )) 1/2 has the same asymptotic limit as
Lemma 6.5. Let β 1 , β 2 , . . . , β t be t real numbers satisfying the system of linear equations
for all i = 0, 1, 2, . . . , t − 1 where β 0 = 1. Then we have
for all i = 1, 2, . . . , t where r = 1 − 1/(2q).
Proof. Define x i = 1 − β i for i = 0, 1, . . . , t. Clearly x 0 = 0. Also define the constants
Then the system of equations (6.20) can be written in terms of x i 's as
Multiplying the i-th equation by r −i−1 and summing over i = 0, 1, . . . , t − 1 we have
. Now solving (6.22) recursively starting from i = t − 1, t − 2, . . . , 0 we have
for all i = 1, 2, . . . , t.
Simplifying and reverting back to β i we finally get
6.7.
Completing the proof. Now we connect all the loose ends to complete the proof of Theorem 2.1.
Recall that the number of edges satisfies k n = O(d θ n ) and moreover we have d n = o(n α ) for some α < 1. We also have l ∼ n β , m ∼ n 1−β for some β ∈ (α, 1). We have proved in (6.6) that the CLT will follow if we can find some β ∈ (α, 1) such that α ≤ (2β − 1)/(2 + θ) and
as n → ∞ where X i 's are i.i.d. having distribution T l (G n ). Note that (2β − 1)/(2 + θ) < β/2 for all β > 0. From Lemma 6.4 we see that (6.23) holds when
Now an easy calculus exercise gives that
with the supremum achieved at β = 1 − pθ/(2pθ + (p − 2)(2 + θ)). Now to improve the bound on α we will use the second condition in Lemma 6.4. Assume that E[ω 2q ] < ∞ for some integer q > 1. From Lemma 6.4 we see that CLT will hold in (6.23) if there exist t ≥ 2 real numbers β i , i = 1, 2 . . . , t such that 2α < β t < β t−1 < · · · < β 1 < β 0 = 1 and
for all i = 0, 1, . . . , t − 1. Now fix any integer t ≥ 2. Define r = 1 − 1/2q. For i = 1, . . . , t, define
As usual we will assume that β 0 = 1. Clearly β t < β t−1 < · · · < β 1 < β 0 . The sequence (β 1 , . . . , β t ) is the unique solution to the system of equations given by equality in the right hand side of (6.24) (see Lemma 6.5) . In fact we have q − 1 q · 1 − β t θ = (q − 1)(1 − r t ) θ + (q − 1)(2 + θ)(1 − r t ) and 1 − 2(β i − β i+1 ) − (1 − β i )/q 2 + θ = (q − 1)(1 − r t ) θ + (q − 1)(2 + θ)(1 − r t ) for any i = 0, 1, . . . , t − 1. Now note that 2(q − 1)(1 − r t ) θ + (q − 1)(2 + θ)(1 − r t ) < 1 − qθ(1 − r t ) θ + (q − 1)(2 + θ)(1 − r t ) = β t as θ + (q − 1)(2 + θ)(1 − r t ) − (2(q − 1) + qθ)(1 − r t ) = θr t > 0. Thus combining all the previous results we have a n (G n ) − E[a n (G n )] √ mσ l (G n ) =⇒ N (0, 1) as n → ∞ when α ≤ (q − 1)(1 − r t ) θ + (q − 1)(2 + θ)(1 − r t ) for some integer t ≥ 2. Since r = 1 − 1/2q < 1, letting t → ∞ we get the CLT when α < q − 1 θ + (q − 1)(2 + θ) .
Thus we are done.
7. The case of fixed graph G By the arguments given in Section 2, we have a Gaussian central limit theorem for a n (G) and T n (G) as n → ∞ after proper scaling when G is a fixed graph. Proposition 2. Proof. Letμ n = µ n /n andσ 2 n = σ 2 n /n. Using the proof given in corollary 6.2 we have |nμ n − (mlμ l + rμ r )| ≤ mµD and (nσ For the variance, we take n = 2l in equation (7.1) to have |σ 2l −σ l | ≤ bD(2/l) 1/2 .
Hence, it follows thatσ 2 k is Cauchy and lim k→∞σ2 k exists. Now take any l ≥ 1. There exists a unique positive integer k = k(l) such that 2l 3/2 ≤ 2 k < 4l 3/2 (k(l) = 1 + ⌈log 2 l 3/2 ⌉). Suppose 2 k = ml + r where 0 ≤ r < l. Clearly √ l ≤ m ≤ 4 √ l. Now from (7.1) we have,
Dividing by 2 k/2 on both sides, we get
Note that k, m, r are functions of l in the above expression. Among these, m(l) ≥ l 1/2 and r(l) < l. Taking l → ∞, and using the fact that the sequence {σ 2 n } n≥1 is uniformly bounded (see Proposition 5.1), we get that lim m→∞σm exists and equals lim k→∞σ2 k . Positivity of the limit follows from the variance lower bound given in Proposition 2.2.
Note that, if we consider the point-to-point cylinder first-passage time t n (G) in [0, n] × G, the same results given in Lemma 7.1 hold for E[t n (G)] and Var(t n (G)).
Now we consider the process X(m) where X(m) = t m (G) − mν(G) for m ∈ {0, 1, . . .} and X n (t) = X m + (t − m)(X m+1 − X m ) for t ∈ (m, m + 1). Note that when G is the trivial graph consisting of a single vertex, X(n) corresponds to random walk with linear interpolation and by Donsker's theorem {(nσ 2 ) −1/2 X(nt)} t≥0 converges to Brownian motion. The next lemma says that for general G we also have the same behavior. We assume that E[ω p ] < ∞ for some p > 2 where ω ∼ F . Lemma 7.2. The scaled process {(nσ 2 (G)) −1/2 X(nt)} t≥0 converges in distribution to standard Brownian motion as n → ∞.
Proof. Consider the continuous process X ′ defined as X ′ (n) := T n (G) − nν(G) for n ∈ {0, 1, . . .} and extended by linear interpolation. By Lemma 3.1 it is enough to prove Brownian convergence for {Y n (t) := (nσ 2 (G)) −1/2 X ′ (nt) : 0 ≤ t ≤ T } for any fixed T > 0. To prove the result it suffices to show that the finite dimensional distributions of Y n (t) converge weakly to those of B t and that {Y n } is tight.
First of all note that for any s > 0, we have
where Z is the maximum of all the edge weights connecting {⌊ns⌋} × G to {1 + ⌊ns⌋} × G, which has the distribution of maximum of v(G) many i.i.d. random variables each having distribution F . Thus it is enough to prove finite dimensional distributional convergence of the process {W n (t) := (nσ 2 (G)) −1/2 X ′ (⌊nt⌋)} t≥0 . For a fixed t > 0, using Theorem 2.1 we have W n (t) =⇒ N (0, t) since ⌊nt⌋/n → t. For 0 = t 0 < t 1 < t 2 < · · · < t l < ∞, define V i = T ⌊nt i−1 ⌋,⌊nt i ⌋ (G) − (⌊nt i ⌋ − ⌊nt i−1 ⌋)ν(G) for i = 1, 2, . . . , l. Clearly V i 's are independent for all i. Moreover using Lemma 6.1 we have
as n → ∞ for all i. Thus by independence and by CLT for (nσ 2 (G)) −1/2 V i , we have
as n → ∞. To prove tightness for {Y n (·)}, first of all note that certainly {Y n (0)} is tight as Y n (0) ≡ 0. Also it is enough to prove tightness for {W n (·)}. We will prove tightness via the following lemma. Lemma 7.3 (Billingsley [4] , page 87-91). The sequence {W n } is tight if there exist constants C ≥ 0 and λ > 1/2 such that for all 0 ≤ t 1 < t 2 < t 3 and for all n, we have
Using the Cauchy-Schwarz inequality and Proposition 5.1, it is easy to that Lemma 7.3 holds with λ = p/4. Thus we are done.
