This paper surveys recent research activities on three major areas of digital media information base, namely, video database systems as a typical example of temporal application, database systems for mixed reality as an instance of spatial application, and kansei management for digital media retrieval as a case of humanistic feelings application. Current research results by the project Advanced Database Systems for Integration of Media and User Environments are reported.
Introduction
Digital media information base is an extended notion over multimedia database systems [1] , [2] . It replaces the term multimedia by digital media, to make clear that one of the essential characteristics of so called multimedia information is digitization. It also extends the term database to information base, to claim that database systems should incorporate such new capabilities as to handle temporal and spatial information, and to manipulate human feelings (kansei).
This paper surveys recent research trends on digital media information base. It focuses on three major areas, namely, video database systems as a typical example of temporal application, database systems for mixed reality as an instance of spatial application and kansei or feeling management for digital media retrieval as a case of human senses application. Some research results by the Grant-in-Aid for Scientific Research on Priority Areas, "Advanced Database Systems for Integration of Media and User Environments" or simply Advanced Database Systems are reported.
The rest of this paper is organized as follows. Section 2 reviews research trends on video database systems. Section 3 summarizes research activities on mixed reality, or databases augmented and mixed with virtual reality. Section 4 discusses how we should in-corporate kansei or humanistic aspects into database architecture. Brief concluding remarks are given in Sect. 5.
Video Database Systems

Summary of Research Aspects
In this section, we will review the research aspects on the video database systems. In general, video can be defined as a sequence of frames in time that are accompanied by sound and/or other attribute values. When taking video data from the real world and storing it into databases, major research interests we must consider are discussed in the following subsections.
Modeling Video Image
First of all, we must define a basic structure of video data. An obvious unit is a frame which is defined by a pixel map or a color dot matrix. Then we can introduce a larger unit, called a shot or a cut. As there usually is a drastic change between two shots in a series of frames, automatic extraction can be achieved with good reliability. For example, [3] reported a solution to this problem.
On the other hand, there exist more semantic units in a series of frames. For instance, an interval (or a scene) on which Mr. X appears. Various types of intervals can be defined based on content in video data, where content means subjects, actions, motions, etc. Developing methods for detection of intervals corresponding to content is an important research topic. Arisawa's group [4] proposed two concepts physical cut and logical cut corresponding to the above shots and intervals, and also proposed data model and schema design for the above information.
Uemura's group suggests that since digitizing video data requires data compression, the concept of a sequence of frames does not exist any more [5] . They claim that group of pictures or GOP in MPEG should be the basic unit of random access of video data, and that a sequence of GOP constructs a scene (no shots between them).
In some researches, representation and handling of shots and intervals are based on Allen's temporal logic [6] . For example, the model proposed by Hampapur et al. [7] is based upon Allen's time interval theory. In this system, movements of the frame (e.g. pan and zoom) and movements of the subject are computed into feature values, and shots are clustered using these results. In the VOD (Video on Demand) system constructed by Little et al. [8] , Allen's binary temporal relationships are extended to n-ary relations. Masunaga et al. are using "null time intervals" in their system [9] and simplify Allen's temporal relations only to "meets" and "equals." Computations of shots are based on these relations. In many researches these temporal relations are expressed and the schema is designed using an OODM (Object-Oriented Data Model) framework. To show some examples of an OO-based Video Manipulator, we may mention the systems proposed by Bates et al. [10] and Li [11] . In these researches, multimedia data (video, audio, etc.) are taken into objects and these objects are organized then into an Object Class Hierarchy.
Getting Video Features for Indexing
Feature here means characteristic values for a given shot or frames: for example, typical color, optical flow, a notable change in color, etc. Change of state-such as panning, zooming, moving the cameras, etc.-is also a type of feature. The objective of identifying feature is to be able to build indices on a set of shots and provide retrieval functions based on sensitivity (or kansei), impression, and similarity to samples.
In the previously mentioned research of Hampapur [7] , features are used in the sense that first the intervals (cuts) are detected, and then an index key is created over them. Many researches deal with the problem of indexing the feature extracted from the image and the raw video. Akama et al. [12] proposed a quick detection method of characteristic values for images and developed a prototype of similarity retrieval system. In the system of Hatano et al. [13] , a so-called SOM (Self-Organizing Map) is built upon the feature extracted from the raw video and this map is used as an index. Nagasaka et al. [3] developed a system where realtime detection of the shots is possible. In this system, feature is extracted from the representative frame of the shot and then coded. This code is used as an index and and by matching all the codes in the dictionary, scene retrieval becomes possible. We can also mention the research of Satou et al. [14] as another example of a system with realtime video indexing.
Another type of research on the feature capturing is model based approach. In short, this method provides a model or a mediator for identifying and retrieving real world's objects. For example, a fitting method of simplified human body model to an image is proposed by [15] . Blocks, cylinders and their polymorphism are used as the mediators. Also, viewpoint change technique [16] , 3Dimensional model extraction from range image [17] and object recognition on stereo pair of images [18] are useful for the purpose of imagemodel matching.
Visual Video Interfaces
Not only the indices discussed above but the query result itself of video database should be video. From this point of view, visual interface in query processing is essential.
This topic deals with proposals about In the previously mentioned system of Little et al. [8] it is possible to visually retrieve data by a socalled Virtual Video Browser, using descriptive keywords that accompany the video. Tse et al. [19] have developed a Visual Interface for Video Browsing, where the characteristic frame of the video is dynamically extracted as a thumbnail. Hampapur et al. [20] also proposed a system in which video editing is based on the stored and already partitioned video. Besides detecting cuts, different video effects (fading, desolving, etc.) can be used and even arbitrary video creation can be realized.
In short, the above three aspects could be summarized as modeling, indexing and visualization.
3D Video Database
As an extension of video database, Arisawa's group is trying to develop 3D (stereo) video database for the purpose of image-CG integration [21] . The proposed system, named Real World Database (RWDB), consists of 4 components, Real World Capturer (RWC), Real World Modeller (RWM), Multimedia Database (MMDB) and Cyber World Reconstructor (CWR) (Fig. 1) .
RWC captures real world data by using stereo video camera and 3D scanner. RWM analyzes captured data. Some analyzing programs have been developed. As for MMDB, it can store all captured data and analyzed data, following an integrated schema. They also offer a general purpose Multimedia Query Language (MMQL) based on FP (Functional Programming) concept. CWR visualize the query result as the CG simulation and makes some analyses of the human motion. In some cases, CWR embed the original video image in the graphic world in which the subjects of the user's attention are emphasized by spotlights or markers.
Another concept they propose is Info-Ergonomics, which provides the designers with modeling, evaluation and visualizing tools for designing the optimized working environment for the factory employees [22] .
Prototype System of RWDB
A RWDB prototype system is being developed. Also developed is object chase program, which can extract spatial position of a specific object and trace the change of motion. An example of captured images of a factory worker and a result of the chase is shown in Fig. 2 .
Various types of data are stored in the database, such are Image Sequences, contents of work, worker's characteristics (structure and motions), and Work Motions. In RWDB, they consider 3-Dimensional and Time-Spatial information from two points of view, namely Data changing along with time and Structure of Objects. Data changing along with time represents worker's motion and position at each point of time. Structure of Objects is common data for each object, for example, a human worker, a working machine, or a product. And this common data is regarded as knowledge about the structure.
Database structure for storing Working Human Model in database is shown Fig. 3 by AIS Diagram [4] . It regards each distinguishable object in the real world as an entity. Relations between entities are described by associations. Boxes represent entity types, circles represent entities, and lines represent associations.
The structure allows powerful and flexible data retrieval. As the most interesting type of query, we consider the reconstruction of a new world using CG data from the database. Generally, CG data includes figures, polygons, textures, positions, lights, view points, motions and so on. Thus, 3-Dimensional CG data is huge and extremely complex. On the other hand, work data in RWDB has a flat structure. Therefore, query has to derive structured data from the flat DB structure, to reconstruct the Real World into a virtual world. A simulation example is shown in Fig. 4 .
Mixed Reality Applications Based on Spatial Information Bases
Background
Due to current advance of computer technology, realtime three dimensional computer graphics (3D CG) virtual spaces can be affordable for ordinary users. Real- time 3D CG allows us to simulate phenomena in the real world. 3D experiences can be realized in the virtual spaces as same as in the real world. In order to build a virtual space corresponding to a part of the real world, a large amount of spatial data must be treated on computer. Thus, database technology is necessary to manage large scale virtual spaces. Real-time 3D CG is also considered advanced multimedia user interfaces. The cost of processing 3D CG is no longer high. Real-time 3D CG is used even for most of the recent TV games. We should create new and more efficient style visual interfaces using real-time 3D CG [23] . Our brain has a function of prominent 3D spatial perception evolved in the real world. 3D visual interfaces are natural and desirable for human's perception. Current 3D CG interface is new and naive but more sophisticated visual interfaces will appear in the near future. Consequently, it is possible that most visual interfaces on the computer become virtual spaces. From this viewpoint, 3D virtual spaces are important as advanced visual user interfaces of databases.
Computer network systems provide the function of sharing real-time data among distributed computers. On the other hand, conventional database systems have dealt with batch processing for past data or a large number of delay permissible simple transactions for small data. One of the characteristics of virtual space applications is real-time interactivity for broad band shared data. Database systems for 3D virtual spaces need to support real-time interaction with broad band shared data. Realizing the capability of managing real-time broad band data in databases is equivalent to embedding the capability of real-time broad band data communication into database systems.
We, humans, live on our mother Earth. Much information related to us can be related to locations of the earth. Also, many 3D virtual spaces must be related to the earth, even if there are many imaginary virtual spaces. There are many aspects of virtual space data and applications related to the earth, such as variety of uses, wide range of scales from 1:1 to 1:100,000,000, live sensing data, and historical/temporal data. The Earthrelated virtual space applications must be considered as promising ones on Internet [24] . Since the applications have not yet been studied well, it is important to construct fundamental models and reveal unsolved issues on the applications. Because of a large scale and a wide variety of spatial data related to the earth, there are many difficult problems to integrate the data using current technologies of databases and virtual reality. Furthermore, this application must reveal weak points of the technologies. In the remainder of this chapter, we discuss primal features of virtual space applications or mixed reality [25] related to the earth.
Metaphor Virtual Earth on Internet
WWW has made an overwhelming success and changed our lifestyles. The basic concept of WWW is based on hypertext. The second most popular information access method on Internet is to retrieve information by keywords using search engine. The metaphor virtual earth is considered to be the third prominent information access method on Internet. In order to obtain some information, we just move to the place where the information exists in a virtual space, in the same way as our daily routine in the real world. As human being is good at memorizing the places of information, the virtual earth fits to the capability of human's spatial perception. The virtual earth also provides users with virtual travel experiences which are beyond information retrieval systems.
Virtual spaces should be managed by individual users or organizations as distributed databases [26] . For the virtual earth, latitude and longitude are used for access keys for spatial information. Remote sensing data, environmental observation data, weather forecast, and Internet network configuration can be visualized on the virtual earth in a uniform manner [27] - [29] (Fig. 5) . Historical information and time-series data can be also represented on the virtual earth. 
Scale
There are various levels of detail for spatial data such as remote sensing images from satellites, aerial photographs, terrain data, and design data of buildings. It is desirable for users to browse these various data seamlessly. ART⊕COM [27] has developed the Terra Vision system which enables smooth browsing of these spatial data with various levels of detail (Fig. 6 ). For example, a user is approaching to the virtual earth from the virtual universe at a speed of rocket, landing and walking on the surface of the virtual earth continuously. While approaching to the virtual earth, the current data of producing a scene can be changed automatically and seamlessly. For instance, low resolution satellite images change into high resolution satellite images, high resolution satellite images change into low resolution aerial photos, and low resolution aerial photos change into high resolution aerial photos. Thus, appropriate levels of detail are used for visualizing the virtual earth depending on the distance from the user's viewpoint to the surface of the earth. Real-time 3D CG provides users with an environment to appreciate various kinds of spatial data continuously. The primal reason of using levels of detail is the limitation of computing for visualization. The amount of spatial data related to the virtual earth is enormous. In order to realize smooth real-time 3D CG, the number of polygons and the total size of texture images must be limited below some constant which depends on the power of computer. The levels of details are controlled depending on the distance from user's viewpoint to objects. Near objects are represented in more detail, while far objects are represented in less detail. The levels of detail are also used for other purposes such as managing the quality of service (QoS) of virtual spaces on computer networks [30] , [31] , appropriate visual communication [32] and access control of spatial data according to users' authorities [33] . Databases store all spatial data, and a part of the database is used as a scene model of visualizing the virtual earth. The scene model is dynamically generated from the distributed databases depending on the position and direction of the user's view as well as the user's purposes.
Mixing Live Videos and Virtual Spaces
Many live videos will become available on Internet in the near future. These live videos also have a characteristic of spatial data such as camera's position, direction and zoom ratio, and can be related to the real world spatially. It is useful to realize visual interfaces for overlapping contents of spatial databases on real-time videos of the real world [34] , [35] (Fig. 7) . This kind of application is called Augmented Reality (AR) [25] , [36] . For instance, if we watch the real world through a video camera connected to a computer, we can see, in addition to live videos, 3D CG objects such as annotations and virtual objects. In this section, objects existing in the real world or live videos are called real objects and objects stored in spatial databases are called virtual objects. Also, we can create and place new virtual objects in live videos through graphical user interfaces by hands. Furthermore, representative invisible virtual objects can be created for representing real objects in live videos by hands in order to attach anchors to the real objects for accessing the real objects through the corresponding representative invisible virtual objects. The anchors mean links of hypermedia. By attaching anchors to the real objects, the real world itself becomes a hypermedia. This application is named Spatial Hypermedia in [34] . Figure 7 demonstrates a basic principle of composing a live video and a computer-generated virtual scene referred to from spatial databases. Users should adjust the overlaps of them by good graphical user interfaces. The upper part of the figure shows live video and the outline data of virtual objects stored in spatial databases. The bottom part of the figure shows outline images of the virtual objects for letting readers to understand easily how the virtual objects are overlapped on the video scene, but the outline images are actually not displayed in the final video image. Annotations can be placed beside their corresponding invisible outline virtual objects. Anchors can also be attached to the invisible outline virtual objects as representative virtual objects for real objects. If we change the orientation, zoom ratio and focus of the real camera, the corresponding computer-generated virtual scenes are created and overlapped on the video image. Figure 8 shows a basic configuration of spatial hypermedia. A user controls a real camera to view their intended area. A region taken by the real camera can be detected by sensors and the region is used as a condition of a spatial query. The spatial query is executed and virtual objects existing in the region are retrieved and used as representative invisible virtual objects for real objects. Also, some visible graphic objects, such as annotations, can be created. Live videos, invisible representative virtual objects and visible graphic objects are composed together in real time as AR. The user can interact with the AR. For example, they can pan and zoom in some part of the live video image, click directly a real object in the live video image, and obtain more detail information about the clicked real object.
Spatialization of Time-Intervals for Use of Past Videos
Temporal aspect of spatial data is also important. For instance, we can visit a past virtual town. It is not natural to set an exact number as time of the virtual space to visit. As we can never control time stream in the real world, we have less knowledge to access data through time. However, we have a certain feeling to be able to fly or move through time. The fly and move are not temporal metaphor but spatial metaphor. Time should be spatialized or visualized as 3D objects in a virtual space to fly through time. We have studied on spatializing video data in a 3D virtual space using temporal-spatio data of camera's movement [37] . At first, a certain duration time-interval video sequence is represented by a 3D arrow icon. The position, direction, length of the 3D arrow icon corresponds to average values of the camera's position, direction and zoom ratio. Figure 9 shows an example of spatialization of time-intervals for video sequences as 3D arrow icons in a 3D virtual space. The virtual space represents the campus of Hiroshima City University, and videos took scenes of a campus festival held in Oct. 1997. If we click one of the 3D arrow icons, the corresponding video sequence will be replayed on a rectangle plane with a 3D virtual camera in a 3D virtual space (Fig. 10 ). It is a naive approach to visualize time-intervals of spatial data. ART⊕COM [27] has researched on spatialization of time-intervals in a more sophisticated approach. Their approach spatialize a video sequence as a 3D volume object. The 3D volume object is composed of a collection of video frames which are located and directed in the corresponding momentary camera's location (Fig. 11) . They call the 3D volume objects of video sequences invisible shape. If a user clicks a part of some invisible shape, the end plane of the invisible shape is getting short because the end plane is used as a screen for replaying the selected video sequence. Historical films were used for experimenting invisible shapes in a virtual space, Virtual Berlin. They place multiple historical films as invisible shapes in a virtual space. The virtual space can be considered a composite virtual space of multiple time-intervals. Their system provides a 3D time scale measure to change current time-interval of the virtual space (Fig. 12) . Only the invisible objects in the user's specified time-intervals are visualized with their original colors, others are visualized as transparent objects. Their approach is elegant and useful, but it is not perfect from the viewpoint of covering generic applications. For instance, their approach cannot guarantee cases of stopping cameras and many video sequences. Time-intervals of spatial data are various. For instance, aerial photos are taken every year, satellite images are taken every day, digital videos are taken every 1/60 second, and terrain data are updated every year and its time-interval are ambiguous. There remain many issues on spatialization of time-intervals of spatial data for information access.
Kansei Databases
Database Systems for Kansei Information
In the design of multimedia database systems, one of the important issues is how to deal with kansei of human beings. The concept of kansei includes several meanings on sensitive recognition, such as human senses, feelings, sensitivity, and physiological reaction [38] .
In the field of database systems, the concept of kansei is related to data definition and data retrieval with kansei information for multimedia data, such as images, music and video. The important subject is to retrieve images and music dynamically according to the user's impression given as kansei information. We review some multimedia systems which manipulate kansei information for defining and retrieving multimedia data.
As discussed in [38] , the field of kansei was originally introduced as the word aesthetics by Baumgrarten in 1750. The aesthetica of Baumgrarten had been established and succeeded by Kant with his ideological aesthetics.
The conceptual overview of a kansei database system is shown in Fig. 13 . Essential functions to incorporate kansei in database systems can be summarized as follows:
(1) Defining kansei information to media data (metadata definition for media data).
(2) Defining kansei information for user's requests (metadata definition for user's requests or keywords with kansei information).
(3) Computing semantic correlations between kansei information of media data and a user's request (media data retrieval subsystem with a correlation computation mechanism).
(4) Adapting retrieval results according individual variation and improving accuracy of the retrieval results by applying a learning mechanism to metadata (learning mechanism for metadata).
There are several research projects to realize these functions. In the design of the kansei information for media data, the important issues are how to define and represent the metadata of media data and how to extract media data dynamically according to the user's impression and the data contents.
Creation and manipulation methods of metadata for media data have been summarized in [39] , [40] . Furthermore, some research projects for kansei information have been established in academic fields. One of those is modeling the evaluation structure of kansei started in 1997 [38] . Multimedia database subjects related to kansei information retrieval has been promoted in this project.
Two major approaches for media data retrieval are direct retrieval using partial pattern matching and indirect retrieval using abstract information of images.
Several multimedia database systems for kansei information retrieval have been proposed. The pictorial information server systems, named TRADEMARK and Electrical Art Gallery Art Museum, have been proposed to perform picture retrieval using query-by-visualexample and query-by-subjective-descriptions [41] . The query-by-visual-example provides sketch retrieval facility to find similar pictorial data without textual information. The query-by-subjective-description provides a facility for a user to show his own emotional representations to find pictorial data which is appropriate to his subjective interpretation automatically evaluating the content of the pictorial data. Those systems have been implemented with several functions for computing correlations between the user's request and retrieval candidate pictorial data.
As one of the database systems dealing with kansei information, Kiyoki's group have introduced a semantic associative search system for images [42] . The semantic associative search system realizes image data retrieval by receiving keywords representing the user's impression and the image contents. This system provides several functions for performing the semantic associative search for images by using the metadata representing the features of images. These functions are realized by using the mathematical model of meaning [42] , [43] . The mathematical model of meaning provides semantic functions for computing specific meanings of keywords which are used for retrieving images unambiguously and dynamically. The main feature of this model is that the semantic associative search is performed in the orthogonal semantic space. This space is created for dynamically computing semantic equivalence or similarity between the metadata items of the images and keywords.
A structure of kansei information database has been proposed for supporting design processes by constructing static and dynamic image information of human motions and positions [44] . The main purpose of this project is to structure information regarding movement and posture of human bodies as databases for supporting tools for design ideas. The movement of hands( animated, still images) and operation sound (effects) can be included as the contents of the database. Currently, images of hand motions operating equipments are stored in databases and those data are manipulated by the senses of sight, touching, and listening.
A learning mechanism is very important for database systems dealing with kansei information to adapt retrieval results according to individual variation and improving accuracy of the retrieval results. Such database systems might not always select accurate and appropriate data items from databases, because the judgement of accuracy for the retrieval results is strongly dependent on individual variation. In the learning, if inappropriate retrieval results for a request are extracted by the system, accurate data items which must be the retrieval results are specified as suggestions. Then, the learning mechanism is applied to the system to extract the appropriate retrieval results in subsequent requests.
Several approaches for adapting retrieval results to the user's impression have been proposed. In [45] , in the framework of query-by-visual-example, individual variations of users are reflected by adapting individual user's information to database contents. This method is based on the computations of correlations between images data and user's individual data which are represented in vectors which consist of color elements.
In [46] , the learning mechanism has been proposed for applying it to the semantic associative search system. In this learning, if inappropriate retrieval results for a request are extracted by the semantic associative search, accurate data items which must be the retrieval results are specified as suggestions. Then, the learning mechanism is applied to the semantic associative search system to extract the appropriate retrieval results in subsequent requests.
A Semantic Associative Search System for Kansei
Information Retrieval
As an associative search system related to kansei information, we review a semantic associative search system for image databases dealing with kansei information [42] . The mathematical model of meaning has been designed for realizing the semantic associative search with semantic computation machinery for context recognition. This model can be applied for retrieving multimedia information, such as images and music, with kansei information. This model can be applied to extract images by giving the context words which represent the user's impression and contents of the images. Images and contexts are characterized by the specific features (words) as kansei information and those features are represented as vectors. Those vectors are named metadata items for images and metadata items for keywords. The important feature of this model is that semantic similarity between a given context and images is measured by using the following mathematical operations on the orthogonal semantic space.
The mathematical model of meaning consists of:
(1) A set of m words is given, and each word is characterized by n features. That is, m by n matrix is given as the data matrix M.
(2) The correlation matrix of M with respect to the n features is constructed. Then, the eigenvalue decomposition of the correlation matrix is computed and the eigenvectors are normalized. The orthogonal semantic space is created as the span of the eigenvectors which correspond to nonzero eigenvalues.
(3) Images are characterized by the specific features (words) which correspond to the n features in the step (1), and the metadata items for the images are represented as vectors with the n elements. the metadata items for keywords are also characterized by the same features and represented as vectors.
(4) The metadata items for images and keywords are mapped into the orthogonal semantic space by computing the Fourier expansion for the vectors.
(5) A set of all the projections from the orthogonal semantic space to the invariant subspaces (eigen spaces) is defined. Each subspace represents a phase of meaning, and it corresponds to a context or situation.
(6) A subspace of the orthogonal semantic space is selected according to the user's impression, which is given as a context representing kansei information with a sequence of context words.
The most correlated image (semantically closest image) to the given context as the user's impression (kansei information) is extracted in the selected subspace.
The semantic associative search system selects appropriate images for user's requests with kansei information by using metadata items and basic functions. This system consists of the following subsystems:
(1) Image Selection Subsystem: This subsystem supports the facilities for selecting appropriate images by using the mathematical model of meaning. Three methods are provided for representing the metadata items for images. This subsystem maps the metadata items in the semantic space created in the step (2) . When the context is given as the kansei information, this subsystem selects the most correlated image to the context.
(2) Metadatabase Management Subsystem: This subsystem supports the facilities for keeping metadata consistent in the orthogonal semantic space.
(3) Metadata Acquisition Subsystem: This subsystem supports the facilities for acquiring metadata from the database storing the source images by receiving user's requests with kansei information.
Automatic Extraction of Kansei Information from Images
In this section, we consider a method for automatically extracting kansei information from images. The metadata for images is created by using the image data items themselves. It is implemented by using image processing facilities which are studied in the field of image processing.
If we consider the case that the impression which we obtain from an image can be estimated from the elements composing the image, we can derive the following formula:
where P is an impression vector of an image itself, N is a number of elements composing the image, a i is some kind of coefficient for element i in the image, and I i is an impression vector of the element i. Each impression vector is expressed as follows:
where w ji is a word expressing an impression, and m is the number of features for expressing the impression. The actual value of w ji is the weight of that word. We consider the case that the colors used in the image can derive the impression of the image, that is, the color is the dominant factor which decides the impression of the image [42] , [45] , [47] . Images and colors are described by expression words such as 'warm,' 'bright' and so on.
The coefficient a i of the formula is the percentage of the region of specific color, and I i is the impression vector of that color, that is, its elements correspond to colors. The impression vector of the image P , that is, the metadata for the image, can be expressed as follows:
where c pi is a color used on the image. Actual value of c pi is the weight of that color in the image. In the case that only the area size of each color is considered, c pi should be calculated by the following formula:
where k is a constant value, A ci is the unit area of a color c i , and A is the unit area of the whole image.
Note that c i must be within [0, 1] . Similarly, the word w i , metadata for a keyword, is expressed as follows: 1 , c 2 , . . . , c m ).
As the result, the distance between images and words can be measured.
It is possible to use the Munsell color system to express colors, which is much more familiar to the human sense than the RGB color system.
We can use the results of psychological experiments, as many word association tests have been done on the relation between colors and psychological effects, e.g. showing a single color and asking the reminded words. According to the results, there seems to be an association between words and colors. For instance, from the color 'strong orange,' the word 'warm' is likely to be associated with it. Naturally, the association between colors and words is not one-to-one correspondence, but many-to-many.
For example, the color names defined by ISCC and NBS can be used as the features. The creation of the metadata for images can be done automatically, as the color of the image in the CIE color system can be obtained easily and can be transformed to the Munsell color system. The creation of the metadata can be done automatically.
However, the difficulty in automatic extraction is how to correspond the colors with explanatory keywords, that is, how to create the metadata for keywords. To solve this difficulty, the results of psychological experiments can be used, because many word association tests had been done on the relation between colors and psychological effects, e.g. showing a single color and asking for the reminded words.
Summary on Kansei Databases
We have reviewed several database systems dealing with kansei information for extracting media data according to the user's impression and the image contents. Those system provide functions for defining and retrieving images with kansei information. Those functions are realized by computing correlations between kansei information of media data and a user's request represented with kansei information.
In this field, the development for learning mechanisms is important for supporting adaptability to individual variations in kansei. The implementation of automatic extraction mechanisms for kansei information is also very important to realize actual kansei database system environments.
Concluding Remarks
This paper surveyed recent research activities on three major areas of digital media information base. We have reviewed several database systems that can handle temporal information (video data), spatial information (mixed reality), and kansei information (humanistic feelings). Current research results by the Advanced Database Systems are summarized. All the researches indicate that database systems incorporating those capabilities are now growing up to be what we call information base here, however researches on integrated or unified modeling of information base for digital media is still underway.
