In this paper, to realize the low delay and high throughput route discovery in multi-rate ad hoc networks, we propose a novel ondemand routing using signal strength, called signal strength aware routing (SSR). SSR is based on the on-demand routing with the route request (RREQ) and route reply (RREP) procedure. In SSR, a node measures the signal strength of a received RREQ, and calculate the appropriate data transmission rate. Nodes also calculate the standby time for the RREQ forwarding proportionally to the medium time at the data transmission rate. A RREQ through higher data rate links arrives at the destination earlier, and the destination can select a low delay and high throughput route easily. We evaluate the performance of SSR in terms of delay, throughput and route discovery delay by means of QualNet network simulator. As a result, we show that SSR can discover the lower delay and higher throughput route than the conventional shortest hop routing without increasing control overhead in multi-rate ad hoc networks.
Introduction
Recently, the rapid progress in wireless technologies realizes mobile ad hoc networks (MANETs). MANETs have an advantage that they need no specific predefined infrastructure. MANETs are applicable to a wide variety of fields. In MANETs, one of the current trends is to provide the physical layer multi-rate capability. Many wireless networking standards such as IEEE 802.11a, 802.11b and 802.11g support the multi-rate capability. For instance, IEEE 802.11b supports 1, 2, 5.5 and 11 Mb/s. As the multi-rate enhancement in MANETs, advanced medium access control (MAC) and network layer mechanisms are necessary.
As network layer mechanisms, many topology controls and routing protocols are presented [1] - [5] . For example, link bandwidth, MAC and queuing delay are considered in the routing metric [1] . In addition, multi-rate aware sub layer (MAS) [2] and medium time metric (MTM) [3] are presented, respectively. Especially, MTM introduces the routing metric considering the multi-rate transmission [3] . MTM uses the medium time in the routing metric. The medium time is defined as the time that takes to transmit a data packet on a given link with a data rate. The medium time includes the periods of the distributed coordination function inter frame spacing (DIFS), short IFS (SIFS) and contention window in addition to request to send (RTS), clear to send (CTS), data (DATA), acknowledgement (ACK) Manuscript received January 4, 2007. Manuscript revised April 16, 2007 . † The authors are with the Dept. of Computer Science, Shizuoka University, Hamamatsu-shi, 432-8011 Japan.
a) E-mail: bandai@inf.shizuoka.ac.jp DOI: 10.1093/ietcom/e90-b.9.2504 exchange. A high data rate link has the small routing metric due to the small medium time. A route that the smallest sum of the medium time is selected as the highest throughput route. Awerbuch [3] et al. present that both proactive and ondemand routing protocols can use with MTM. In the performance evaluation, MTM uses the destination-sequenced distance vector (DSDV) [6] , that is a proactive routing. However, as Zou [4] et al. pointed out, due to the inherent nature of the on-demand routing protocols, low rate links may still be selected even if the routing metric considering the multirate capability is introduced. It is necessary to develop the routing scheme that can discover the high throughput route without increasing the overhead in multi-rate ad hoc networks.
In this paper, to realize the low delay and high throughput route discovery in multi-rate ad hoc networks, we propose a novel on-demand routing using the signal strength, called signal strength aware routing (SSR). In SSR, nodes measure the signal strength of a received RREQ, and calculate the appropriate data transmission rate. Nodes also calculates the standby time for RREQ forwarding proportionally to the medium time at the data transmission rate. A RREQ through higher data rate links arrives at the destination earlier, and the destination can select an adequate route easily. By computer simulated results, we show that SSR can discover the lower delay and higher throughput route than the conventional routing scheme without increasing the control overhead in multi-rate ad hoc networks.
The rest of this paper is organized as follows. In Sect. 2, we introduce the related work. Section 3 provides the concept and operation of the proposed SSR. In Sect. 4, we evaluate the performance of SSR by means of computer simulations. Section 5 provides concluding remarks.
Related Work
As the multi-rate enhancement in MANETs, some advanced MAC and network layer mechanisms are presented.
MAC Layer Mechanisms
Among the MAC layer mechanisms [7] - [14] , the auto rate fallback (ARF) [7] , receiver based auto rate (RBAR) [8] and opportunistic auto rate (OAR) [9] are the representative protocols. ARF is the basic MAC protocol that supports the multi-rate capability. In ARF, a data sender increases or decreases the data transmission rate after consecutive sucCopyright c 2007 The Institute of Electronics, Information and Communication Engineers cessful or failed data transmissions, respectively. RBAR is more effective to use the multi-rate capability. The basic idea of RBAR is to adjust the data transmission rate based on the information acquired from the RTS/CTS handshake. A receiver measures the signal strength of the received RTS, and calculates the appropriate data transmission rate. The receiver replies a CTS including the appropriate transmission rate to the sender. In OAR, nodes under a good channel condition are granted access to the channel for a duration that allows multiple and burst data transmissions without the RTS/CTS handshake. In general, these MAC layer solutions use the conventional shortest hop routing. In this case, MAC protocols control the local topology. MAC layer solutions are effective when the number of hops between a source and a destination is small in small-scale networks. However, in large-scale networks, MAC protocols that control only the local topology cannot discover the effective end-to-end multi-rate route.
Network Layer Mechanisms
Network layer solutions such as topology control and routing are the promising techniques to obtain the merit of the multi-rate capability in MANETs because they have a possibility to discover the efficient end-to-end multi-hop route.
MAS [2] is a multi-rate aware routing protocol. The main idea of MAS is to change its next hop node to another node with a higher rate transmission. Since MAS is a sub layer protocol between the IP and MAC layers, the MAS header is added between the IP and MAC headers. Therefore, it is unnecessary to modify both the MAC and routing protocols. However, MAS has the drawbacks that the overhead of the header increases, and it has no interoperability with the existing protocols.
MTM [3] is also a multi-rate routing. Both proactive and on-demand routing protocols can use with MTM. The medium time is the routing metric in MTM. In a route discovery phase of on-demand routing protocols, when a node receives a RREQ, it checks whether it has received the RREQ with the same source address and sequence number. If the node receives, it simply discards the newly received RREQ. When MTM is used with an on-demand routing, the routing level backoff time referred to as the standby time to forward RREQ is necessary as well as on-demand routing protocols. In this case, since the standby time is randomly selected without considering routing metric, it is not always true that the RREQ with the smallest metric arrives at a destination earliest. This is the inherent nature of ondemand routing protocols [4] . Therefore, the performance is the same as that of the on-demand routing protocols without considering routing metric. One of the solutions to discover an efficient route is that nodes forward multiple RREQs with the same sequence number. However, the forwarding multiple RREQ causes the routing overhead in the network layer. Therefore, it is necessary to develop the mechanism that the RREQ with the smallest end-to-end routing metric arrives at the destination earliest.
The multi-rate aware topology control algorithm (MATC) is presented [4] . In MATC, each node keeps its connectivity information with the neighbor nodes. Each node removes some low rate links while preserving connectivity. MATC is effective when the network size is small. However, to construct and keep the connectivity information, each node periodically broadcasts to the neighbor. Therefore, the overhead increases.
Tan et al. present the integration with the topology management and multi-rate adaptation, called prioritybased adaptive topology management (PATM) [5] . In PATM, to alleviate the topological information exchange, the update intervals change adaptively according to the node mobility, and updating information piggybacks on data traffic. PATM is a proactive approach to support multi-rate ad hoc networks, and is suitable when the system is tolerant of control overhead. However, there are applications which are sensitive in terms of control overhead. Therefore, the on-demand approach is necessary to support the multi-rate capability without additional control overhead.
Proposed Scheme
We propose a novel on-demand routing using signal strength, called signal strength aware routing (SSR). SSR is based on the on-demand routing protocol with the RREQ/RREP procedure as well as DSR [15] and AODV [16] .
Overview
In SSR, when a node has a data to transmit, the node, we call Source, initiates a RREQ to discover a route to the destination node, we call Destination. When a node receives a RREQ and the node is not Destination, the node waits for the expiration of the standby time to forward the RREQ. As shown in Fig. 1 , SSR sets much longer standby time than the MAC level backoff time. The standby time is the routing level backoff time and is calculated according to the signal strength of the received RREQ. SSR sets a shorter standby time for a higher throughput link. Destination can select the highest throughput route that the RREQ with the earliest standby time expired at Destination. As well as the conventional on-demand routing, since each node transmits a RREQ once, the additional control overhead does not generate in SSR. The control overhead means control packets in the network layer such as RREQ, RREP and HELLO. Figure 2 shows example routes in the proposed SSR and conventional DSR. In this figure, a bold arrow shows a high data rate link. DSR discovers the route S → B → D with the minimum number of hops between the source and destination without considering the data rate of each link. On the contrary, SSR discovers the highest throughput route S → A → B → C → D including multiple high data rate links.
Standby Time Calculation for a RREQ Forwarding
In order to discover the highest throughput route without increasing the control overhead, SSR calculates the standby time by the following three steps.
• Step 1: When a node that receives a RREQ selects an appropriate data rate according to the signal strength of the received RREQ.
• Step 2: The node calculates the medium time at the selected data rate.
• Step 3: The node calculates the standby time based on the medium time at the data rate.
Data Rate Selection (Step 1)
We consider the multi-rate MAC protocol that can use n levels of data rates. We define the data rate of the i-th level as R i Mb/s, where R 0 < R 1 < ... < R n . For example, Cisco Aironet 350 Client Adaptor [17] supports the four levels of data rates, R 0 = 1, R 1 = 2, R 2 = 5.5 and R 3 = 11. Generally, a higher received power (signal strength) is necessary for the data reception at the higher data rate. The required signal strength depends on the modulation scheme and is derived theoretically [8] . For example, the required signal strength P req0 dBm at R 0 (1 Mb/s BPSK: binary phase shift keying) to achieve that packet error rate is 0.1 when the data size is 1,500 byte is −90.57 dBm. Likewise, P req1 = −85.94 (2 Mb/s QPSK: quadrature phase shift keying), P req2 = −85.13 and P req3 = −82.11 (5.5 and 11 Mb/s CCK: complementary code keying) are required, respectively. We consider a threshold about the required signal strength for the data rate selection. For example, when a received signal strength P r is in the range of P req0 < P r < P req1 , we select R 0 . We choose the required signal strength to achieve the packet error rate is 0.1 as the threshold to select the data rate because we should select only reliable links.
Medium Time Calculation (Step 2)
We define the medium time T med (R i ) second as the duration for the data transmission at the data rate R i in the multi-rate MAC protocol, shown as the following:
(1) Figure 3 shows an example of the medium time in RBAR where T di f s and T si f s are the duration of DIFS and SIFS, respectively. T rts , T cts , T data and T ack are the transmission time of RTS, CTS, DATA and ACK, respectively. T cw is the randomized duration of the contention window. In case of high data rate, the medium time becomes short, and vice versa. However, we shorten the medium time unlinearly because of the physical layer headers, RTS/CTS handshake and IFSs. Both RTS and CTS are transmitted at the base rate:
H phy is the length of the physical layer header. In all kinds of frames, the physical layer headers are transmitted at the base rate. L rts , L cts , L data and L ack are the frame length including the MAC header and payload of RTS, CTS, DATA and ACK, respectively. DATA and ACK frames excluding the physical header are transmitted at the rate R i .
We define the medium time ratio M(R i , L data ) as the ratio of the medium time Table 1 shows the medium time and medium time ratio in RBAR when the data payload size is 1,500 byte. In addition, we use the value of half the minimum contention window size multiplied by the slot time, T cw = 0.31 ms.
Standby Time Calculation (Step 3)
We calculate the standby time for the RREQ forwarding 
T stby according to the medium time ratio at the selected data rate. In the conventional DSR, T stby is a random value in the duration [0, T max ]. The default value of T max is 10 ms. We show an example operation of DSR in Fig. 4 . Node S initiates a RREQ to Node D, as shown in Fig. 4(a) . Nodes 1 and 2 receive the RREQ, and calculate T stby randomly between [0, T max ], respectively. Then, we assume that Nodes 1 and 2 select T stby = 1 and T stby = 5 ms, respectively. At T = 1 ms, Node 1 expires the standby time first, and forwards the RREQ. Nodes S and 2 receive the RREQ, as shown in Fig. 4(b) . Each node checks the sequence number of the received RREQ. Node S and 2 judge the RREQ that has been already transmitted by checking the sequence number, and they ignore the RREQ. As shown in Fig. 4(c) , the above procedure repeats. At T = 5, Node D receives the RREQ from Node 2 and can select the route S → 2 → D. The proposed SSR sets the standby time proportionally to the medium time. Concretely, SSR sets a short standby time at a high data rate, and vice versa. By using the medium time ratio, SSR calculates the standby time. Table 2 shows the standby time in SSR. In SSR, the standby time at the maximum rate R n is a random value in [(s f − 0.5)T max , (s f + 0.5)T max ], where s f is the scale factor. Ideally, SSR sets the standby time proportionally to the mean time ratio. For example, the standby time of 11 Mb/s is 5.39 times as that of 1 Mb/s. However, it is necessary to randomize the timing to forward the RREQ for collision avoidance. Therefore, we introduce the random process of [0, T max ] as well as DSR, and it centers on the mean time ratio. In addition, we introduce the scale factor s f , which is defined as follows: 
For example, when we set 5 ms as the mean standby time at 11 Mb/s and T max = 10 ms, the scale factor becomes s f = 5/10 = 0. Fig. 5(b) . In case where s f = 1, the standby time of 11 Mb/s and 1 Mb/s are [5, 15] and [48.9,58.9] ms, respectively. In the worst case, when 15 ms is selected as a random value of 11 Mb/s and 48.9 ms is selected as that of 1 Mb/s, the ratio between these values is 48.9/15 = 3.26. The value 3.26 is closer to 5.39 than 2.195. As shown above, we can set more appropriate standby time which is proportional to the medium time if we set large s f . In this case, we expect that the throughput S and delay D performances improve. However, if we set large s f , the standby time becomes longer and the route discovery delay D rd increases. Therefore, we should set the appropriate s f considering the trade-off between S and D rd . When a node receives a RREQ, it calculates the standby time by the above procedure. When a node receives multiple RREQs from different nodes, it updates the standby time to the shortest one. When a RREQ arrives at the destination, the destination calculates the standby time as well as intermediate nodes. If new RREQ arrives at the destination before expiring the standby time and the new standby time is earlier than the existing standby time, the node renews the standby time. If no RREQ arrives at the destination before expiring the standby time, the destination selects the route that the RREQ set the earliest standby time has gone through. Therefore, the expired RREQ at the destination means that the sum of the medium time M total between the source and destination is smallest. The destination can select the highest throughput route according to the expired RREQ.
In SSR, the route discovery delay becomes large because of introducing the long standby time. The route discovery delay occurs only in the route discovery phase, but the data transmitting phase.
In a real radio propagation environment, signal strength fluctuates. To overcome the problem of unstable links due to channel fluctuations, the standby time calculation of SSR should be modified. Concretely, a margin to the required received power should be introduced. Introducing this margin is also effective to the node mobility in addition to the channel fluctuations. For simplicity, in the performance evaluation of this paper, no channel fluctuation and no node mobility are considered.
An Example Operation of SSR
We assume a topology that has five nodes as shown in Fig. 6 . We also assume that the maximum standby time at the highest rate T max = 10 ms and s f = 1. In this example, we neglect the MAC level backoff. Node S initiates a RREQ to Node D as shown in Fig. 6(a) . Nodes 1 and 2 receive the RREQ, and the signal strengths of the received RREQ P r are −80 and −90 dBm, respectively. Nodes 1 and 2 calculate T stby according to the received power of the RREQ, respectively. Node 1 selects R 3 (11 Mb/s) because P r > P req3 , and it selects the standby time T stby randomly in [0.5, 1.5]. In addition, Node 2 selects R 0 (1 Mb/s) because P req0 < P r < P req1 , and it selects T stby randomly in [4.89, 5 .89]. Then, Nodes 1 and 2 select T stby = 1 and T stby = 5 ms, respectively. At T = 1 ms, Node 1 expires the standby time first, and forwards the RREQ. Nodes S and 2 receive the RREQ as shown in Fig. 6(b) . Each node checks the sequence number of the received RREQ. Node S judges the RREQ that has been already transmitted by checking the sequence number, and it cancels to forward the RREQ. Node 2 receives two RREQs from Node S and Node 1. We assume that the received signal strength at Node 2 is −70 dBm, and Node 2 selects the standby time 1.2 ms. Node 2 compares the remainder of the standby time, and the RREQ that has a longer standby time is canceled. In this example, since 1.2 < 4 ms, the RREQ from node S is canceled. As shown in Fig. 6(c) and Fig. 6(d) , the above procedure repeats. At Node D, when the standby time set by the received RREQ from Node 2 expires, node D can select the highest throughput route S → 1 → 2 → D at T = 3.8.
The data rate selection and medium time calculation process of SSR are likely to the conventional MTM. The different point between MTM and SSR is to decide the standby time according to the medium time. SSR can discover a high throughput route without increasing the overhead by introducing the standby time proportional to the medium time.
Numerical Results
In this section, we evaluate the performance of the proposed SSR by means of computer simulations. We implement SSR on QualNet 3.9.5 network simulator [18] . We evaluate the end-to-end delay of the discovered route D second, end-toend throughput of the discovered route S Mb/s and route discovery delay D rd second. We define the route discovery delay as the delay from initiating a RREQ at a source node until expiring the standby time of the earliest RREQ at a destination. Table 3 shows the simulation assumptions. We use the bit error rate (BER) reception model where BER depends on the received signal strength. In this situation, the transmission ranges of 11, 5.5, 2 and 1 Mb/s links are about 321, 454, 498 and 850 meter, respectively. The performance of MTM with the general on-demand routing is the same as that of DSR. Therefore, we choose DSR that is the typical shortest hop routing protocol as the comparative 10 ms model. In both the conventional DSR and proposed SSR, we use RBAR that is the typical multi-rate aware MAC protocol. N nodes with no mobility are randomly distributed in a network area. In all results, each plot is the average of hundred random topologies. Among the N nodes, one source and one destination exist in a network, and the source discovers a route to the destination by means of RREQ/RREP procedure. After the route discovery phase, the source transmits data to the destination via the discovered route. A data connection is fixed to ten second, and data generates in Poisson process with the mean arrival rate λ packet/s during the data connection. There is only a single flow between the source and destination in the network and there is no background traffic among the rest N −2 nodes. We assume such a general assumption in simulations to evaluate the basic performance of SSR. Figure 7 shows the average end-to-end delay performance. The number of nodes N is 200, and the scale factor s f is one. In all the following figures, we show the two-sided 95 percent confidence intervals. The confidence intervals become large due to the multi-rate transmission. In multi-rate transmissions, the delay performance depends deeply on the network topology. In a case, source and destination nodes can communicate directly in high data rate. In the other case, data are transmitted between a source and destination via several intermediate nodes. Therefore, the variance of the delay becomes a wide range as shown in this figure. In this figure, we can find that SSR can improve the delay performance in all arrival rates. In a low arrival rate, we can obtain the large improvement in the delay performance. Especially, when λ = 25, the delay of SSR is almost 5.2 percent as that of DSR. At a high arrival rate, the delay of both DSR and SSR are longer than the expected delay. It is well known that neighboring links interfere with one another because of the wireless communication characteristics in multi-hop wireless networks. Therefore, at a high arrival rate, the self-route interference occurs in multihop networks, and the delay increases excessively. This tendency occurs in every MAC protocol for multi-hop wireless networks. Similarly, in a high arrival rate, we can also obtain the performance improvement. Therefore, SSR is effective to decrease the data transmission delay without increasing the additional control traffic in all traffic conditions.
In Fig. 8 , we show the average end-to-end throughput performance. The values of N and s f are the same as Fig. 7 . From this figure, SSR can achieve better maximum throughput than DSR. In general, increasing the number of hops between a source and a destination affects negatively in the throughput performance due to the self-route interference. Especially, the interference affects the maximum throughput in a high arrival rate. Since SSR discovers a route with smallest summation of the standby time (also medium time), we can obtain the improvement in the maximum throughput performance. In this evaluation, we set the average contention window size T cw is a constant value (0.31 ms). However, the adequate T cw depends on the arrival rate. We can imagine intuitively that we should set a large T cw in a high arrival rate. The dynamic setting of T cw based on the traffic load may improve in the maximum throughput, and is our future work. Let us consider the relation between the throughput and number of hops. As shown in Fig. 9 , the number of hops between a source and a destination in SSR is larger than that of DSR. Therefore, we can easily imagine that SSR makes to increase the number of packet loss at the MAC layer. Since SSR uses the packet retransmission mechanism in the MAC layer, the packet loss ratio in the network layer that means the end-to-end packet loss ratio does not increase. In this case, although SSR increases the retransmission delay, the throughput performance improves because SSR can select higher data rate links than DSR. In Fig. 10 , we show the route discovery delay in logscale. We assume that the number of nodes N is hundred. We can find that SSR requires the longer route discovery delay than DSR. In addition, we can find that the long route discovery delay occurs in case of a large s f . This is because that SSR introduces the long standby time that is proportional to the medium time. As mentioned above, SSR should set the sufficient large standby time than the backoff time of the MAC protocol. Moreover, SSR should set the sufficient large scale factor to maintain the proportional mapping between the medium time and standby time. The performance degradation in the route discovery delay is the drawback of SSR when route discovery phases occur frequently. However, SSR is suitable for the specific applications such as the environment with a low node mobility. In the environment with the low node mobility, we set a long valid time of a route cache. Therefore, we can use a discovered route for a long term. We should set a possible small scale factor to satisfy the required route discovery delay.
From Figs. 7, 8 and 10, we confirm that SSR can achieve the low delay and high throughput performance without generating additional control overhead. SSR is suitable for the applications that have the tolerance of the route discovery delay. Figure 11 and Fig. 12 show the average end-to-end delay and throughput versus the scale factor, respectively. In both figures, the number of nodes N is hundred, and the mean data arrival rate λ is 400 packet/s. In these figures, it is found that when the scale factor is small such as s f = 0.5, both the delay and throughput performances degrade. This is because that the standby time does not become proportional to the medium time due to the randomization of the standby time in a small scale factor. We should set enough large s f where the effect of the randomization of the standby time can be ignored. In middle and large scale factors such as 1 ≤ s f ≤ 5, the performance in both the delay and throughput is almost a constant. We confirm that s f = 1 is the enough large scale factor to ignore the effect of randomization of the standby time. In addition, as shown in Fig. 10 , we should select a possible small scale factor. Therefore, by setting s f = 1, we can obtain the small delay, high throughput and relative small route discovery delay in SSR. Figure 13 and Fig. 14 show the average end-to-end delay and throughput versus node density, respectively. In both figures, the scale of the network area is a constant. Thus, large number of nodes means high node density. The data arrival rate is 400 packet/s, and the scale factor s f is one. In these figures, we can find that the performance improvement of SSR in both the delay and throughput becomes small in a low node density such as N = 50 or 100. In a low node density, since a number of neighbor nodes decreases, there is less candidate nodes for the next hop in a low node density. Therefore, both SSR and DSR tend to discover the similar route. As result, SSR cannot obtain the performance improvement in both delay and throughput performances in a low node density. Since the offered traffic load is a constant in all node densities, the performance does not degrade in a high node density. SSR is effective to improve delay and throughput performances in middle and high node densities.
In Figs. 7-14, we evaluate under a condition that there is a single flow in a network. Table 4 shows the end-to-end throughput and delay performance when multiple flows exist in a network. We assume that λ = 400 in each flow, s f = 1 in SSR and N = 200. Each value of the throughput and delay is the average of all flows. It is shown that when multiple flows exist in a network, SSR can obtain the performance improvement of both throughput and delay performances as well as the case of the single flow. When multiple flows exist in a network, the performance of SSR also improves in spite of the interference among flows.
Conclusions
In this paper, to realize the low delay and high throughput route discovery in multi-rate ad hoc networks, we have proposed a novel on-demand routing using the signal strength, called SSR. In SSR, a node measures the signal strength of the received RREQ, and calculates the appropriate transmission rate and the standby time of the RREQ forwarding proportionally to the medium time at the transmission rate. We evaluated the throughput, delay and route discovery delay performances of SSR by means of computer simulations. As a result, we have shown that SSR can discover higher throughput route than the conventional shortest hop routing without increasing the overhead in multi-rate ad hoc networks. Especially, SSR can improve the delay performance in all data arrival rates. Moreover, SSR is effective in the middle and high node densities. Since SSR has the drawback to increase the route discovery delay, we should select SSR with considering its suitable application scenarios.
