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Abstract
We provide an explicit procedure to glue (not necessarily compact) silting
objects along recollements of triangulated categories with coproducts having a
‘nice’ set of generators, namely, well generated triangulated categories. This
procedure is compatible with gluing co-t-structures and it generalizes a result
by Liu, Vitória and Yang. We provide conditions for our procedure to restrict
to tilting objects and to silting and tilting modules. As applications, we re-
trieve the classification of silting modules over the Kronecker algebra and the
classification of non-compact tilting sheaves over a weighted noncommutative
regular projective curve of genus 0.
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Introduction
Representation theory aims to explore algebraic structures such as algebras
and rings through their actions on simpler objects (such as vector spaces). Clas-
sifying these actions, called representations, is the main aim of representation
theory.
To achieve this goal there are two main ways: the first one is to explicitly
compute representations, the second one is to compare the categories of repre-
sentations of different rings, or equivalently, their categories of modules. This
second way was initiated in 1958 by Morita, who considered two rings to be
equivalent (now Morita equivalent) if, roughly speaking, they share the same
representation theory. An example is any ring 𝑅 being Morita equivalent to
the ring of matrices 𝑀𝑛(𝑅) with entries in 𝑅. He proved that two rings are
Morita equivalent if and only if one ring is the endomorphism ring of a special
module (a projective generator) over the other. Indeed 𝑀𝑛(𝑅) ≅ End𝑅(𝑅⊕𝑛).
Tilting theory was developed in the seventies as a generalization of the
theory of Morita. A central theorem of Brenner and Butler (1979) established
the equivalence of certain subcategories of mod𝑅 and modEnd𝑇 , for a special
𝑅-module 𝑇 that they called tilting, which is a generalization of a projective
generator. Some years later, Happel introduced into representation theory the
concept of derived module categories of algebras, a formalism that had recently
been developed by Grothendieck and Verdier. He proved [31] that the bounded
derived categories of mod𝑅 and modEnd𝑇 are equivalent for a tilting module
𝑇 . Shortly afterwards, Rickard [61] and Keller [33] established a derived Morita
theory by means of tilting complexes.
Tilting theory can now be understood as a tool to study derived categories
and their equivalences. It provides links between different areas of mathemat-
ics: a classical example is the derived equivalence between the category of
quasicoherent sheaves over the projective line and the category of modules over
the Kronecker algebra, linking algebraic geometry and representation theory.
Silting theory was initiated by Keller and Vossieck [36] as an extension of
tilting theory: the conditions of tilting objects being exceptional is weakened
to the condition of having no positive self-extensions, required for silting ob-
jects. Silting theory was rediscovered years later by several authors [2, 19,
32, 49, 56] as a way to overcome a problem in tilting theory, namely, that
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8mutations of (compact) tilting objects are not always possible. Meanwhile,
in [35, 37, 49], correspondences relating silting complexes to t-structures and
co-t-structures were studied. These are particular torsion pairs, which are de-
compositions of triangulated categories and represent another tool to compare
categories. For any finite dimensional 𝑘-algebra 𝐴, Koenig and Yang [37] es-
tablished one-to-one correspondences between equivalence classes of compact
silting objects in K𝑏(proj𝐴), bounded t-structures on D𝑏(mod𝐴) with length
heart, and bounded co-t-structures on K𝑏(proj𝐴).
Initially, the definition of a silting object 𝑇 in a triangulated category 𝒟
included a strong generation property and the study of silting objects was
mainly concentrated on categories of compact objects. As happened for tilting
modules and tilting complexes, the notion of silting complex was extended to
the unbounded derived category of a ring (see [69] and [11]). A more general
version of the Koenig-Yang bijections, which included these new ‘large’ silting
objects was provided in [11].
A further step in this direction was made independently in [56] and [59];
the authors introduced a new and more abstract concept of silting object in a
triangulated category with coproducts, defined here as an object 𝑇 such that
the pair of subcategories (𝑇⟂>0 , 𝑇⟂≤0) is a t-structure,where 𝑇⟂>0 (resp. 𝑇⟂≤0)
denotes the set of objects 𝑋 such that Hom(𝑇 ,𝑋[𝑖]) = 0 for 𝑖 > 0 (resp. for
𝑖 ≤ 0). For a large class of triangulated categories, it was proved in [13] that
silting objects correspond bijectively to certain TTF triples, that are triples of
subcategories consisting of a t-structure and a left-adjacent co-t-structure.
TTF triples are closely related to recollements, which consist of a diagram
of three triangulated categories together with six additive functors
𝒴 𝒟 𝒳𝑖∗
𝑖∗
𝑖!
𝑗∗
𝑗!
𝑗∗
,
satisfying a number of axioms. Each row of functors resembles a short exact
sequence, and the category 𝒴 can be seen as a (categorical) quotient 𝒟/𝒳. A
recollement can be thought as a way to glue together triangulated categories
and obtain a bigger one. The properties of 𝒳, 𝒴 and 𝒟 are closely related.
In particular, given t-structures, respectively co-t-structures, in 𝒳 and 𝒴, one
can produce a t-structure (resp. co-t-structure) in the category 𝒟 in a quite
‘natural’ way (the glued t-structure).
In the context of comparing different categories, several authors have stud-
ied the relations existing between silting or tilting objects in the three categories
composing a recollement. In particular, given a recollement as above and silt-
ing objects 𝑇𝒳 in 𝒳 and 𝑇𝒴 in 𝒴, Liu, Vitória and Yang [46] and Saorín and
Zvonareva [65] have proposed procedures to explicitly compute the silting ob-
ject in 𝒟 associated to the t-structure or co-t-structure obtained by gluing the
t-structures or co-t-structures corresponding to 𝑇𝒳 and 𝑇𝒴.
Our work fits into this context, but builds instead on a paper by Angeleri,
Koenig and Liu [6], who construct a (compact) tilting object in 𝒟 from two
exceptional objects in 𝒳 and 𝒴 describing the recollement. Following their
ideas, we consider two objects 𝜎1 and 𝜎2 with no positive self-extensions in
a triangulated category 𝒟 with coproducts and a map 𝛼∶ 𝜎2 → 𝜎1[1]. We
show that, when 𝜎1 and 𝜎2 satisfy some orthogonality conditions, the cocone
?̃? of 𝛼 have no positive self-extensions if and only if the map 𝛼 satisfies some
9approximation properties. Now, if 𝜎1 satisfies the additional hypothesis that
the class 𝜎⟂>01 is closed under coproducts (i.e. 𝜎1 is partial silting) and the
category 𝒟 is well-generated, then 𝜎1 gives rise to a recollement of triangulated
categories
𝜎⟂Z1 𝒟 Loc(𝜎1)𝑖∗
𝑖∗
𝑖!
𝑗∗
𝑗!
𝑗∗
,
and it is silting in Loc(𝜎1) ([13, 55]). If 𝜎2 is silting in 𝜎⟂Z1 , then we use the
result above to show (see Theorem 2.10) that, under some hypotheses, ?̃?⊕𝑖∗𝜎2 is
silting in 𝒟, where ?̃? is the cocone of the Add(𝑖∗𝜎2)-precover 𝛼∶ 𝑖∗𝜎(𝐼)2 → 𝑗!𝜎1,
for 𝐼 = Hom𝒟(𝑖∗𝜎2, 𝑗!𝜎1). We show that this procedure is compatible with
gluing co-t-structures, in the sense that, whenever we can associate a co-t-
structure to the silting objects, the glued silting object is associated to the
glued co-t-structure. This means that the glued silting object is equivalent to
the one constructed in [46] if both methods can be applied. However, our result
applies also to large silting objects, in contrast with [46].
In Theorem 2.16, we prove a ‘dual’ version of the previous theorem: if
𝛼∶ 𝑖∗𝜎2 → 𝑗∗𝜎𝐼1 is an Add(𝑗∗𝜎1)-preenvelope, then ?̃?⊕𝑖∗𝜎2 is silting. This result
requires however some additional and much stronger hypotheses, in particular,
𝑗∗𝜎1 is required to be compact and the set 𝐼 finite. This procedure is compatible
with gluing t-structures along a lower adjacent recollement, if it exists. Thus,
this variant gives a silting object that is equivalent to the one constructed in
[65], when both procedures apply.
Both variants of our procedure restrict to tilting objects and to tilting mod-
ules when some natural conditions are satisfied. We also study the particular
case in which the recollement is induced by a homological ring epimorphism
𝜆, for example a homological universal localization of rings. If 𝜆∶ 𝑅 → 𝑆 is a
universal localization, or more generally a silting ring epimorphism, then we
can associate a 2-term partial silting complex 𝜔 to it. In some particular case,
for instance if 𝑆 has projective dimension at most 1 as 𝑅-module, the partial
silting complex 𝜔 can be explicitly computed, and the induced recollement gets
a nice form. Finally, we study the case in which the recollement is induced by
a triangular matrix ring (that also comprises one-point extensions).
To conclude, we apply our results to two examples. In the first one we con-
sider the category of modules over the Kronecker algebra 𝑅 = 𝑘( • • ).
The classification of silting 𝑅-modules was completed in [12] and consists of
the compact tilting modules, the compact silting non-tilting ones (0, the simple
projective and the simple injective), the non-compact tilting modules, which
are parametrized by universal localizations of 𝑅 at a nonempty set of simple
regular modules, and the Lukas tilting module.
A universal localization 𝑅 → 𝑅𝑆 at a simple regular module 𝑆 induces an
embedding of the module category Mod 𝑘[𝑥] over the polynomial ring into the
category of 𝑅-modules and a recollement of derived categories. If we let 𝑆 run
through the simple regular 𝑅-modules, knowing the classification of silting 𝑘[𝑥]-
modules, we can get all non-compact silting 𝑅-modules.The compact silting 𝑅-
modules can be obtained by gluing along a recollement induced by a localization
at a preprojective or preinjective 𝑅-module.
For the second example we consider the category QcohX of quasicoherent
sheaves over a weighted noncommutative regular projective curve of genus zero.
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The classification of non-compact tilting sheaves over X was completed in [9].
To talk about objects in nonhomogeneous tubes (or even their closure under
direct limits), we make use of a geometric model introduced in [16], where
a tube of rank 𝑛 is represented as an annulus with 𝑛 marked points on the
outer boundary, finite length indecomposable objects are oriented arcs joining
two such points, and Prüfer objects are infinite arcs starting from a point and
spiraling around the inner boundary (see Figure 1).
Figure 1: An example of a Prüfer and a length 2 object in a tube of rank 𝑛, in the
geometric model of [16].
𝑛 − 1 0 1
2
3• • • •
•
Since extensions correspond to negative crossings between arcs ([16, The-
orem 4.3]), the model is very handy to visualize exceptional objects in tubes.
Assuming that there is at least one exceptional tube in QcohX, we can get a
recollement of triangulated categories by means of expansions of abelian cat-
egories, a construction by Chen and Krause [24] which, in this case, provides
an alternative point of view for reduction of weights [30, §9]. More precisely,
we can arbitrarily choose a simple exceptional sheaf 𝑆 at a point of weight
𝑟 ≥ 2: the right perpendicular category 𝑆⟂0,1 is again a category QcohX′ of
quasicoherent sheaves, where the point 𝑥 in X′ has weight 𝑟 − 1 and there is a
recollement of triangulated categories ([24, Theorem 4.2.1])
D𝑏(cohX′) D𝑏(cohX) D𝑏(mod 𝑘).𝑖∗
𝑖∗
𝑖!
𝑗∗
𝑗!
𝑗∗
It turns out that gluing tilting objects with respect to Theorem 2.10, always
yields a glued object with a new summand from the ‘inflated’ tube. In contrast,
gluing with respect to Theorem 2.16, in some cases, keeps the component in
this tube ‘as it is’ while modifying the torsionfree part.
By appropriately choosing the simple object 𝑆 and a non-compact tilting
sheaf in QcohX′, we recover the whole classification of non-compact tilting
sheaves in QcohX, including the Lukas sheaf.
The work is structured as follows. In Chapter 1 we introduce the notation
and basic definitions. We present the concepts of recollements, TTF triple, t-
structure and recollements of triangulated categories and see how t-structures
and co-t-structures are related in the three categories forming a recollement.
We motivate why well-generated categories are a suitable environment to work
11
in, and present the notions of silting object, (2-term) silting complex and silting
module. Finally, we introduce ring epimorphisms, universal localizations and
their connections with (partial) silting complexes.
Chapter 2 is devoted to the proof of the main theorem and its dual version.
In the first two sections we present some general results about universal maps
and prove some preliminary lemmas. After proving the main theorem, we
explore the compatibility of the gluing procedure with the gluing of t-structures
and co-t-structures. We also restrict the gluing procedures to tilting objects and
tilting modules, and then explore the particular case of a recollement induced
by a silting ring epimorphism and a triangular matrix ring. Finally, we compare
our result to the gluing procedures of other authors, more precisely, the ones
appearing in [46] and [65].
In Chapter 3 we recover the classification of silting modules over the Kro-
necker ring 𝑅. To this aim, we consider different recollements involving the
derived category of the Kronecker algebra over a ring 𝑘, induced by universal
localization. Actually, since 𝑅 is a hereditary ring, all recollements of D(𝑅)
are induced by a universal localization (see Proposition 1.9 and [40, Theorem
8.1]). To get the large silting modules, we consider, in turn, the universal local-
izations at sets {𝑆} consisting of a single simple regular module, which induces
a recollement
D(𝑘[𝑥]) ≅ D(ℛ𝑆) D(ℛ) Loc(𝑆∞)𝑖∗
𝑖∗
𝑖!
𝑗∗
𝑗!
𝑗∗
involving the derived category of the polynomial ring and the localizing sub-
category generated by the partial silting object 𝑆∞, that is the (not finitely
generated) Prüfer module with simple socle 𝑆. To get the compact silting
modules, we consider instead the localization at a preprojective or preinjective
module. In this case, the induced recollement involves the localizing subcate-
gories generated by two different finitely presented modules.
Finally, in Chapter 4 we start by studying the two tools that are needed:
the expansion of abelian categories ([24]), and the geometric model of objects
in the tube ([16]). We present the classification of non-compact tilting objects
in categories of coherent sheaves over a weighted noncommutative regular pro-
jective curve of genus zero that had been completed in [8] and [9]. Finally, we
consider the recollement of derived categories of quasicoherent sheaves induced
by an expansion of categories of coherent sheaves and recover the classification
presented above by means of gluing.

Definitions and
preliminaries 1
We introduce here the notation and some preliminary results. After defining
TTF triples and recollements, we present the concepts of t-structures and co-
t-structures and see how they naturally glue along recollements. We compare
different definitions of silting and tilting objects, (2-term) silting complexes,
silting and tilting modules. Finally, we consider ring epimorphisms, universal
localizations and their connections to (partial) silting complexes.
1.1 Preliminaries and notation
Throughout, 𝒟 will be a triangulated category with shift functor [1]. All
subcategories considered will be full and closed under isomorphisms. Given a
triangle 𝑋 → 𝑌 → 𝑍 → 𝑋[1] in 𝒟, the object 𝑌 is said to be an extension of
𝑋 and 𝑍. For a class of objects 𝒳 in 𝒟 and a set of integers 𝐼 ∈ Z, we define
the following orthogonal classes
𝒳⟂𝐼 = {𝑌 ∈ 𝒟 ∣ Hom𝒟(𝑌 ,𝑋[𝑖]) = 0 for all 𝑋 ∈ 𝒳 and 𝑖 ∈ 𝐼}
⟂𝐼𝒳 = {𝑌 ∈ 𝒟 ∣ Hom𝒟(𝑋, 𝑌 [𝑖]) = 0 for all 𝑋 ∈ 𝒳 and 𝑖 ∈ 𝐼}.
We will often replace the set 𝐼 by notation such as 𝑛, > 𝑛, ≥ 𝑛, < 𝑛, ≤ 𝑛, ≠ 𝑛,
with the obvious associated meaning.
We denote by add(𝒳) the smallest subcategory of 𝒟 containing 𝒳 and
closed under finite coproducts and direct summands. If 𝒟 has coproducts (re-
spectively, products), we denote by Add(𝒳) (respectively, Prod(𝒳)) the small-
est subcategory of 𝒟 containing 𝒳 and closed under coproducts (respectively,
products) and summands. If 𝒳 consists of a single object 𝑋, we write 𝑋⟂𝐼 ,
⟂𝐼𝑋, add(𝑋), Add(𝑋) and Prod(𝑋).
An additive functor from 𝒟 to and abelian category 𝒜 is cohomological if it
takes triangles in 𝒟 to long exact sequences in 𝒜. A triangulated subcategory
of 𝒟 is a subcategory which is closed under extensions and shifts; if it is also
closed under summands, then it is called thick. A subcategory of𝒟 is suspended
if it is closed under extensions and positive shifts, cosuspended if it is closed
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under extensions and negative shifts. Given a class of objects 𝒳 in 𝒟, we
denote by thick(𝒳) the smallest thick subcategory of 𝒟 containing 𝒳. We
denote by Susp(𝒳) the smallest suspended subcategory of 𝒟 containing 𝒳 and
closed under all existing coproducts. We say that a class of objects 𝒳 (weakly)
generates 𝒟 if 𝒳⟂Z = 0; when 𝒳 consists of a single object 𝑋, we call 𝑋 a
(weak) generator. Of course, 𝒳 generates 𝒟 whenever thick(𝒳) = 𝒟.
Given an abelian category 𝒜, we denote by D(𝒜) its unbounded derived
category. For a ring 𝑅, we denote by Mod𝑅 the category of all right 𝑅-modules
and write D(𝑅) = D(Mod𝑅). The subcategories of projective and of finitely
generated projective 𝑅-modules are denoted, respectively, by Proj𝑅 and proj𝑅.
Their bounded homotopy categories are denoted byK𝑏(Proj𝑅) andK𝑏(proj𝑅),
respectively. The category of all finitely presented right 𝑅-modules is denoted
by mod𝑅, and D𝑏(mod𝑅) is its bounded derived category. Given an object 𝑋
in an abelian category𝒜 possessing arbitrary coproducts, we denote by Gen(𝑋)
the class of all modules that are epimorphic images of objects in Add(𝑋).
1.2 TTF triples and recollements of triangulated
categories
A torsion pair in a triangulated category 𝒟 is a pair of subcategories (𝒰,𝒱)
of 𝒟 such that
(1) 𝒰 and 𝒱 are closed under direct summands;
(2) Hom𝒟(𝒰,𝒱) = 0;
(3) every object 𝑋 of 𝒟 fits into a triangle 𝑈 → 𝑋 → 𝑉 → 𝑈[1] with 𝑈 ∈ 𝒰
and 𝑉 ∈ 𝒱.
A torsion pair (𝒱,𝒲) is a t-structure [17] if 𝒱 is suspended, or equiva-
lently 𝒲 is cosuspended. It is a co-t-structure [19, 57] if 𝒲 is suspended, or
equivalently if 𝒱 is cosuspended. A torsion pair (𝒰,𝒱) is left nondegenerate if
⋂𝑛∈Z𝒰[𝑛] = 0, right nondegenerate if ⋂𝑛∈Z 𝒱[𝑛] = 0, nondegenerate if it is leftand right nondegenerate.
Example 1.1. In the derived category 𝒟 = D(𝑅) of a module category con-
sider the subcategories
𝐷≤𝑛 = {𝑋 ∈ D(𝑅) ∣ 𝐻0(𝑋) = 0 for any 𝑖 > 𝑛},
𝐷>𝑛 = {𝑋 ∈ D(𝑅) ∣ 𝐻0(𝑋) = 0 for any 𝑖 ≤ 𝑛}.
The pair of subcategories (𝐷≤0, 𝐷>0) is a t-structure, called the standard t-
structure.
A TTF triple is a triple (𝒰,𝒱,𝒲) of subcategories such that (𝒰,𝒱) and
(𝒱,𝒲) are torsion pairs. A TTF triple is
• stable if 𝒱 is a triangulated subcategory of 𝒟,
• suspended if 𝒱 is suspended,
• generated by a set of objects 𝒮 if 𝒱 = 𝒮⟂0 .
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A suspended TTF triple (𝒰,𝒱,𝒲) is nondegenerate if (𝒱,𝒲) is nondegenerate.
Note that a TTF triple (𝒰,𝒱,𝒲) is suspended if and only if (𝒰,𝒱) is a co-t-
structure, if and only if (𝒱,𝒲) is a t-structure.
Definition 1.2. [17, §1.4.1] A recollement (of 𝒟) is a diagram
𝒴 𝒟 𝒳𝑖∗
𝑖∗
𝑖!
𝑗∗
𝑗!
𝑗∗
(1.1)
of three triangulated categories and six triangulated functors satisfying
(1) (𝑖∗, 𝑖∗), (𝑖∗, 𝑖!), (𝑗!, 𝑗∗), (𝑗∗, 𝑗∗) are adjoint pairs;
(2) 𝑖!𝑗∗ = 0 (and thus 𝑗∗𝑖∗ = 0 and 𝑖∗𝑗! = 0);
(3) 𝑖∗, 𝑗∗, 𝑗! are full embeddings (and thus 𝑖∗𝑖∗ ≅ 𝑖!𝑖∗ ≅ 1𝒴);
It follows from the definition of recollement ([58]) that for each object 𝐶 in
𝒟 there are triangles
𝑖∗𝑖!𝐶 → 𝐶 → 𝑗∗𝑗∗𝐶 → 𝑖∗𝑖!𝐶[1] and
𝑗!𝑗∗𝐶 → 𝐶 → 𝑖∗𝑖∗𝐶 → 𝑗!𝑗∗𝐶[1].
Two recollements
𝒴 𝒟 𝒳𝑖∗
𝑖∗
𝑖!
𝑗∗
𝑗!
𝑗∗
and
𝒴′ 𝒟 𝒳′𝑖′∗
𝑖′∗
𝑖′!
𝑗′∗
𝑗′!
𝑗′∗
are equivalent [55, Definition 4.2.2] if Im(𝑗!) = Im(𝑗′! ), Im(𝑖∗) = Im(𝑖′∗) and
Im(𝑗∗) = Im(𝑗′∗), where by Im(𝑖∗) we mean the essential image of 𝑖∗, and
analogously with the other functors.
This equivalence relation is motivated by the relation between TTF triples
and recollements. Indeed, stable TTF triples in a triangulated category 𝒟 are
in bijection with equivalence classes of recollements of 𝒟 ([17, p. 1.4.1], [53,
Subsection 9.2]). The bijection associates to a recollement like (1.1) the TTF
triple (𝑗!𝒳, 𝑖∗𝒴, 𝑗∗𝒳), where by 𝑗!𝒳 we mean the essential image of 𝑗!, and
analogously with the other functors. Conversely, given a TTF triple (𝒰,𝒱,𝒲)
in 𝒟, there exists a recollement of 𝒟 as follows
𝒱 𝒟 𝒰,𝑖∗
𝑗!
where 𝑖∗ and 𝑗! are the inclusion functors of 𝒱 and 𝒰 into 𝒟, respectively. See
[55, §4.2] for more details.
Given torsion pairs in the two outer terms of a recollement, the glued torsion
pair is defined in [19] along the lines of [17]; see also [46].
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Proposition 1.3. [19, Theorem 8.2.3],[17, Theorem 1.4.10] Consider a rec-
ollement
𝒴 𝒟 𝒳𝑖∗
𝑖∗
𝑖!
𝑗∗
𝑗!
𝑗∗
,
and assume torsion pairs (𝒳′,𝒳″) and (𝒴′, 𝒴″) are given, respectively in 𝒳
and 𝒴. Then there is a torsion pair (𝒟′,𝒟″) in 𝒟, defined by
𝒟′ = {𝑍 ∈ 𝒟 ∣ 𝑖∗𝑍 ∈ 𝒴′, 𝑗∗𝑍 ∈ 𝒳′},
𝒟″ = {𝑍 ∈ 𝒟 ∣ 𝑖!𝑍 ∈ 𝒴″, 𝑗∗𝑍 ∈ 𝒳″}.
If the torsion pairs in the outer categories are t-structures (resp. co-t-structures),
then so is the glued torsion pair.
1.3 Triangulated categories with coproducts
Let now 𝒟 be a triangulated category with arbitrary (set-indexed) coprod-
ucts.
A subcategory ℒ of 𝒟 is
• complete if it is closed under products,
• cocomplete if it is closed under coproducts,
• localizing if it is triangulated and cocomplete,
• smashing if it a localizing subcategory such that the inclusion functor
admits a right adjoint and ℒ⟂0 is cocomplete.
For a set 𝒮 of objects in 𝒟, denote by Loc(𝒮) the smallest localizing sub-
category of 𝒟 containing 𝒮. If ℒ is a localizing subcategory and 𝒮 is a set of
objects in 𝒟, we say that 𝒮 (strongly) generates ℒ if Loc(𝒮) = ℒ. If 𝒮 consists
of a single object 𝑋, we call 𝑋 a (strong) generator of ℒ.
An object 𝑋 ∈ 𝒟 is said to be compact if the functor Hom𝒟(𝑋,−) com-
mutes with coproducts. The subcategory of compact objects will be denoted
by 𝒟𝑐; if 𝒟𝑐 is skeletally small and generates 𝒟, then 𝒟 is said to be compactly
generated. By [53, Proposition 8.4.6 and Theorem 8.3.3], in this case 𝒟 also
admits products. For a ring 𝑅, it is well known that K𝑏(proj𝑅) = D(𝑅)𝑐 and
D(𝑅) is compactly generated.
We will often consider a generalization of compactly generated categories,
namely well generated categories, where things work well enough.
Definition 1.4. [38, 53] Given a regular cardinal 𝛼 and a triangulated category
𝒟, we say that
• an object 𝑋 in 𝒟 is 𝛼-small if given any map ℎ∶ 𝑋 → ∐𝜆∈Λ 𝑌𝜆 for some
family of objects (𝑌𝜆)𝜆∈Λ in𝒟, the map ℎ factors through a subcoproduct
∐𝜔∈Ω 𝑌𝜔, where Ω is a subset of Λ of cardinality strictly less then 𝛼;
• 𝒟 is 𝛼-well generated if it has set-indexed coproducts and it has a set of
objects 𝒮 such that
– 𝒮⟂Z = 0;
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– for every set of maps (𝑔𝜆 ∶ 𝑋𝜆 → 𝑌𝜆)𝜆∈Λ in 𝒟, if Hom𝒟(𝑆, 𝑔𝜆) is
surjective for all 𝜆 ∈ Λ and all 𝑆 ∈ 𝒮, then Hom𝒟(𝑆,∐𝜆∈Λ𝑔𝜆) is
surjective for all 𝑆 ∈ 𝒮;
– every object 𝑆 in 𝒮 is 𝛼-small.
• 𝒟 is well generated if it is 𝛼-well generated for some regular cardinal 𝛼.
Of course, compactly generated triangulated categories with coproducts
are well generated categories. Other examples of well generated triangulated
categories include
• the homotopy category of projective modules over a ring is ℵ1-well gen-
erated ([52, Theorem 1.1]);
• the derived category of a Grothendieck abelian category 𝒜 is 𝛼-well gen-
erated, with 𝛼 a regular cardinal that depends on 𝒜 ([50, Theorem 0.2]).
One of the advantages of working in well generated triangulated categories
is given by the following proposition.
Proposition 1.5. [22, Proposition 3.8][54, Theorem 2.3] In a well generated
triangulated category𝒟 the pairs of subcategories (Loc(𝜔), 𝜔⟂Z) and (Susp(𝜔), 𝜔⟂≤0)
are torsion pairs, for any object 𝜔 ∈ 𝒟; thus, if 𝜔⟂Z = 0, then Loc(𝜔) = 𝒟.
In other words, in a well generated category the following properties are
equivalent for an object 𝜔:
(i) 𝜔⟂Z = 0 (weak generating property) and
(ii) Loc(𝜔) = 𝒟 (strong generating property).
A further interesting property of well generated triangulated categories is
related to representability of cohomological functors.
Definition 1.6. We say that the triangulated category 𝒟 satisfies Brown
representability if every (contravariant) cohomological functor 𝒟op → ModZ
sending coproducts to products is representable. Dually, 𝒟 satisfies dual Brown
representability if it is complete and every (covariant) cohomological functor
𝒟→ ModZ sending products to products is representable.
By [53, Proposition 8.4.6], if a triangulated category 𝒟 satisfies Brown
representability, then it is complete.
Theorem 1.7. [53, Theorem 8.3.3 and Proposition 8.4.2] Any well generated
triangulated category satisfies Brown representability. Any compactly generated
triangulated category satisfies, in addition, dual Brown representability.
The following proposition is a useful characterization of smashing subcate-
gory in well generated triangulated categories ([55, Propositon 4.2.4 and 4.4.14],
see also [13, Proposition 2.9]).
Proposition 1.8. If 𝒟 is a well generated triangulated category, then the
assignment ℒ ↦ (ℒ,ℒ⟂0 , (ℒ⟂0)⟂0) yields a bijection between smashing subcat-
egories of 𝒟 and stable TTF triples in 𝒟.
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Taking into account the bijection between TTF triples and recollement,
Proposition 1.8 yields the following.
Proposition 1.9. For a well generated triangulated category 𝒟, there is a
bijections between
(1) smashing subcategories of 𝒟 and
(2) recollements of the category 𝒟.
The bijection assigns to any smashing subcategory ℒ of 𝒟 the recollement
ℒ⟂0 𝒟 ℒ,𝑖∗
𝑖∗
𝑖!
𝑗∗
𝑗!
𝑗∗
(1.2)
where 𝑗! and 𝑖∗ are the respective embeddings of the subcategories ℒ and ℒ⟂0 .
1.4 Silting and tilting objects
We collect here some of the definitions of silting and tilting objects in dif-
ferent settings and outline the differences and connections between them. Let
𝒟 be a triangulated category with (set-indexed) coproducts (later on we will
assume 𝒟 to be well generated). Let 𝑅 be any ring. When not otherwise
stated, 𝑅-modules will be right 𝑅-modules.
Definition 1.10. The following definition is due to Psaroudakis and Vitória
[59] and it is equivalent to the one given by Nicolás, Saorín and Zvonareva [56].
Let 𝒟 be a triangulated category with coproducts. We say an object 𝜎 of 𝒟
is silting if the pair (𝜎⟂>0 , 𝜎⟂≤0) is a t-structure. It is tilting if it is silting and
Add(𝜎) ⊆ 𝜎⟂≠0 .
Note that a silting object according to this definition is contained in 𝜎⟂>0
and generates 𝒟, i.e., 𝜎⟂Z = 0. Following Angeleri, Marks and Vitória [13] we
can give the following equivalent definition of silting object in a well generated
triangulated category:
Definition 1.11. [13, Definition 3.1 and Remark 3.2] An object 𝜎 in a well
generated category 𝒟 is partial silting if
(S1) 𝜎 lies in 𝜎⟂>0 and
(S2) 𝜎⟂>0 is closed under coproducts.
Remark 1.12. [13, 56] An object 𝜎 in a well generated category 𝒟 is silting if
and only if it is partial silting and
(S3) 𝜎⟂Z = 0.
It is is (partial) tilting if and only if it is (partial) silting and
(T) 𝜎(𝐽) ∈ 𝜎⟂≠0 for any set 𝐽 .
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If 𝒟 is a well generated triangulated category satisfying dual Brown rep-
resentability, to a silting object 𝑇 in 𝒟 we can associate a co-t-structure
(⟂0(𝑇⟂>0), 𝑇⟂>0), which is called the co-t-structure associated to 𝑇 . The next
result makes this more precise.
Theorem 1.13. [13, Theorem 3.9] Let 𝒟 be a well generated triangulated
category satisfying dual Brown representability. The assignment sending an
object 𝑇 to the triple (⟂0(𝑇⟂>0), 𝑇⟂>0 , (𝑇⟂>0)⟂0) yields a bijection between
• equivalence classes of partial silting objects in 𝒟 and
• suspended TTF triples (𝒰,𝒱,𝒲) in 𝒟 such that (𝒰,𝒱) is generated by a
set of objects from 𝒟 and (𝒱,𝒲) is right nondegenerate.
From now on, 𝒟 will be a well generated triangulated category. The fol-
lowing results will also be useful.
Proposition 1.14. [13, Proposition 3.5] The following are equivalent for an
object 𝜔 in 𝒟:
(i) 𝜔 is partial silting,
(ii) Loc(𝜔) is smashing and 𝜔 is silting in Loc(𝜔).
Combining Proposition 1.14 and Proposition 1.9, and noting that Loc(𝜔)⟂0 =
𝜔⟂Z , one gets the following recollement associated to a partial silting object 𝜔
in 𝒟.
𝜔⟂Z 𝒟 Loc(𝜔)𝑖∗
𝑖∗
𝑖!
𝑗∗
𝑗!
𝑗∗
, (1.3)
Working with recollements of well generated categories we will find useful
the following result of Krause.
Theorem 1.15. [39, Theorem 7.2.1] Given a well generated category 𝒟 and
a localizing subcategory 𝒳 that is generated by a set of objects, assume there
exists a recollement
𝒴 𝒟 𝒳𝑖∗
𝑖∗
𝑖!
𝑗∗
𝑗!
𝑗∗
, (1.4)
Then 𝒳 and 𝒴 are well generated.
From Theorem 1.15, it follows that Loc(𝜔) and 𝜔⟂Z are well generated for
any partial silting object 𝜔 in a well generated triangulated category 𝒟. Next
proposition states that recollements of the form (1.3) are indeed quite general.
Proposition 1.16. Let 𝒟 be a well generated triangulated category and assume
there is a recollement like (1.4). If there exists a silting object 𝜔 in 𝒳, then the
recollement is of the form (1.3).
Proof. By Krause’s Theorem 1.15, the category 𝒳 is well generated. Thus, by
Proposition 1.5, 𝒳 = Loc(𝜔) and consequently 𝒴 = 𝜔⟂Z .
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1.5 Silting complexes
Let now 𝑅 be a ring. A complex 𝜎 in K𝑏(Proj𝑅) is 𝑛-term if it is con-
centrated between degrees −𝑛 + 1 and 0 ([11, §4]). Silting complexes in D(𝐴)
were introduced in [69] by Wei, who named them “big semi-tilting”. See also
[5, Definition 5.1].
Definition 1.17. A bounded complex of projective 𝑅-modules 𝜎 inK𝑏(Proj𝑅)
is a silting complex if it satisfies the following conditions:
(1) HomD(𝑅)(𝜎, 𝜎(𝐼)[𝑖]) = 0 for all sets 𝐼 and 𝑖 > 0;
(2) the smallest triangulated category ofD(𝑅) containing Add(𝜎) isK𝑏(Proj𝑅).
Moreover, 𝜎 is a tilting complex if, in addition, it is compact and exceptional,
that is, it belongs to K𝑏(proj𝑅) and satisfies HomD(𝑅)(𝜎, 𝜎[𝑖]) = 0 for all 𝑖 ≠ 0.
By condition (1), the class 𝜎⟂>0 given by a silting complex 𝜎 contains
Susp(𝜎) ([69, Corollary 2.6]). Conversely, given an object 𝑋 in 𝜎⟂>0 , we can
consider the canonical triangle 𝑉 → 𝑋 → 𝑊 → 𝑉 [1] with respect to the t-
structure (Susp(𝜎), 𝜎⟂≤0) from Proposition 1.5. Then 𝑊 belongs to 𝜎⟂≤0 , but
also to 𝜎⟂≥0 since so do 𝑋 and 𝑉 [1]. Since 𝜎 is a generator, we infer that
𝑊 = 0 and thus 𝑋 belongs to Susp(𝜎). Then, the pair (𝜎⟂>0 , 𝜎⟂≤0) coincides
with (Susp(𝜎), 𝜎⟂≤0) and hence it is a t-structure, that means 𝜎 is a silting
object in D(𝑅).
The following proposition states the compatibility of the definitions of silt-
ing object and silting complex.
Proposition 1.18. [11, Proposition 4.2] (see also [5, Proposition 5.3]) A
bounded complex of projective 𝑅-modules is a silting object in D(𝑅) if and only
if it is a silting complex.
Note, however, that a silting object in D(𝑅) needs not be bounded ([5,
Example 7.9]). A bounded complex of projectives 𝜎 is called a partial silting
complex if it is a partial silting object in D(𝑅).
1.6 Silting and tilting modules
For a morphism 𝜎 between projective 𝑅-modules, consider the following
classes of 𝑅-modules
𝒟𝜎 ={𝑋 ∈ Mod𝑅 ∣ Hom𝑅(𝜎,𝑋) is surjective} ;
𝒴𝜎 = {𝑋 ∈ Mod𝑅 ∣ Hom𝑅(𝜎,𝑋) is a bijection}.
Note that if 𝜔 is a complex in Proj(𝑅) concentrated in degrees 0 and −1 with
𝐻0(𝜔) = 𝑋, the following lemma holds true.
Lemma 1.19. (1) The following conditions are equivalent for two 2-term
complexes 𝜎 and 𝜔 in K𝑏(Proj𝑅) with 𝐻0(𝜔) = 𝑋:
(i) the map Hom𝑅(𝜎,𝑋) is surjective,
(ii) HomD(𝑅)(𝜎,𝑋[1]) = 0,
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(iii) HomK𝑏(Proj𝑅)(𝜎, 𝜔[1]) = 0.
(2) In the same setting, the following are equivalent:
(i) the map Hom𝑅(𝜎,𝑋) is bijective,
(ii) HomD(𝑅)(𝜎,𝑋[𝑖]) = 0 for 𝑖 ∈ {0, 1},
Proof. We just prove (2); the ideas for (1) are similar (see also [11, Lemma
3.9(3)], [1, Lemma 3.4]).
Identify 𝜎 with its cone:
𝑄−1
𝜎⟶𝑄0 ⟶𝑍 ⟶𝑄−1[1]
and apply the functor HomD (𝑅)(−,𝑋) to get the long exact sequence
(𝑄−1[1],𝑋) → (𝑍,𝑋) → (𝑄0, 𝑋)
(𝜎,𝑋)
⟶ (𝑄−1, 𝑋) → (𝑍[−1],𝑋) → (𝑄0[−1],𝑋).
The first item is zero since it is a negative extension of modules, and the last
item is zero because 𝑄0 is projective. Thus, HomD(𝑅)(𝜎,𝑋) is an isomorphism
if and only if HomD (𝑅)(𝑍,𝑋) = 0 = HomD (𝑅)(𝑍[−1],𝑋), and since 𝑍 is
quasi-isomorphic to 𝜎, this is in turn equivalent to HomD (𝑅)(𝜎,𝑋) = 0 =
HomD (𝑅)(𝜎,𝑋[1]).
Definition 1.20. An 𝑅-module 𝑇 is
• silting (with respect to 𝜎) if there exists a projective presentation 𝜎 such
that Gen(𝑇 ) = 𝒟𝜎 [11, Definition 3.10];
• partial silting (with respect to 𝜎) if there exists a projective presentation
𝜎 such that 𝑇 ∈ 𝒟𝜎 and 𝒟𝜎 is closed under coproducts;
• (partial) tilting if it is (partial) silting with respect to a monomorphic
projective presentation 𝜎.
A module 𝑇 is tilting if and only if Gen(𝑇 ) = KerExt1𝑅(𝑇 ,−). This is
equivalent to the following set of conditions [26, Proposition 2.2]:
(1) proj.dim𝑇 ≤ 1;
(2) Ext1𝑅(𝑇 , 𝑇 (𝐽)) = 0 for any set 𝐽 ;
(3) for all 𝑅-modules 𝑀 , if Hom𝑅(𝑇 ,𝑀) = 0 = Ext1𝑅(𝑇 ,𝑀), then 𝑀 = 0.
Moreover, a tilting module is always a tilting object in D(𝑅) according to Defi-
nition 1.10 (see [59, Example 4.2(iv)]). Conversely, we can prove the following.
Lemma 1.21. Assume 𝑇 is a tilting object in the derived category D(𝑅)
of a module category over a ring 𝑅. If 𝑇 is concentrated in degree 0 and
proj.dim𝑇 ≤ 1, then 𝑇 is a tilting 𝑅-module.
Proof. We have to prove conditions (2) and (3) of the definition above. Indeed,
Ext1𝑅(𝑇 , 𝑇 (𝐽)) = 0 for any set 𝐽 by condition (T) of Definition 1.11; thus, (2)
is satisfied. If 𝑋 is a module with Hom𝑅(𝑇 ,𝑋) = 0 = Ext1𝑅(𝑇 ,𝑋), from
proj.dim𝑇 ≤ 1 it follows that Ext𝑘𝑅(𝑇 ,𝑋) vanishes also for all 𝑘 ≥ 2. Thus,
HomD(𝑅)(𝑇 ,𝑋[𝑘]) = 0 for all 𝑘 ∈ Z and then 𝑋 = 0 by (S3).
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Colpi and Trlifaj defined a partial tilting module as a module 𝑇 such that
Gen(𝑇 ) ⊆ KerExt1𝑅(𝑇 ,−) and Gen(𝑇 ) ⊆ KerExt1𝑅(𝑇 ,−) is a torsion class [27,
Definition 1.4]. It is easy to see that this definition is equivalent to ours. Indeed,
if 𝑇 is partial silting with respect to a projective presentation 𝜎, then 𝒟𝜎 is a
torsion class if and only if it is closed under coproducts, and if 𝜎 is injective,
then 𝒟𝜎 = KerExt1𝑅(𝑇 ,−). Conversely, if 𝑇 is partial silting in the definition
of Colpi and Trlifaj, then 𝒟𝜎 = KerExt1𝑅(𝑇 ,−) for a projective resolution 𝜎
of 𝑇 (which has projective dimension at most 1) and thus 𝑇 is partial silting
with respect to 𝜎.
Lemma 1.22. [11, Lemma 4.8] The following hold for a 2-term complex 𝜎 in
K𝑏(Proj𝑅) with 𝐻0(𝜎) = 𝑇 :
(1) An object 𝑋 in 𝐷≤0 belongs to 𝜎⟂>0 if and only if 𝐻0(𝑋) lies in 𝒟𝜎.
(2) An object 𝑋 in 𝐷≥0 belongs to 𝜎⟂≤0 if and only if 𝐻0(𝑋) lies in 𝑇⟂0 .
The following proposition generalizes Lemma 1.22 and describes the com-
plexes lying in 𝜎⟂>0 in terms of their cohomologies.
Proposition 1.23. Let 𝜎 be a two-term complex in K𝑏(Proj𝑅) with 𝑇 =
𝐻0(𝜎). Then
𝜎⟂>0 = {𝑋 ∈ D(𝑅) ∣ 𝐻0(𝑋) ∈ 𝒟𝜎 and 𝐻𝑖(𝑋) ∈ 𝒴𝜎 for all 𝑖 ≥ 1}.
Proof. In view of the equality 𝒴𝜎 = 𝒟𝜎 ∩ 𝑇⟂0 , the characteristic property can
be rewritten as
𝐻𝑖(𝑋) ∈ 𝒟𝜎 and 𝐻𝑖+1(𝑋) ∈ 𝑇⟂0 for 𝑖 ≥ 0.
For 𝑖 ≥ 0, consider the triangle
𝑈𝑖 → 𝑋[𝑖] → 𝑉𝑖 → 𝑈𝑖[1], (†)
where 𝑈𝑖 ∈ 𝐷≤0 and 𝑉𝑖 ∈ 𝐷>0. Then 𝐻𝑖(𝑋) = 𝐻0(𝑈𝑖), 𝐻𝑖+1(𝑋) = 𝐻0(𝑉𝑖[1])
and by Lemma 1.22, the claim amounts to showing that 𝑋 ∈ 𝜎⟂>0 if and only
if
𝑈𝑖 ∈ 𝜎⟂>0 and 𝑉𝑖[1] ∈ 𝜎⟂≤0 , for all 𝑖 ≥ 0.
We first prove the implication “⇐”.
Consider the triangle
𝑈𝑖[1] → 𝑋[𝑖 + 1] → 𝑉𝑖[1] → 𝑈𝑖[2] (⋆)
for 𝑖 ≥ 0 and apply the functor HomD(𝑅)(𝜎,−). One gets
HomD(𝑅)(𝜎, 𝑈𝑖[1]) → HomD(𝑅)(𝜎,𝑋[𝑖 + 1]) → HomD(𝑅)(𝜎, 𝑉𝑖[1]) → .
Since the two outer terms are zero for 𝑖 ≥ 0, we have that 𝑋 ∈ 𝜎⟂>0 .
“⇒”. Assume now that 𝑋 ∈ 𝜎⟂>0 . Since 𝜎 is concentrated in degrees −1
and 0, we have 𝐷≤−2 ⊆ 𝜎⟂0 and 𝐷>0 ⊆ 𝜎⟂0 .
Consider the triangle (⋆) for 𝑖 ≥ 0; an application of HomD(𝑅)(𝜎,−) yields
HomD(𝑅)(𝜎,𝑋[𝑖 + 1]) → HomD(𝑅)(𝜎, 𝑉𝑖[1]) → HomD(𝑅)(𝜎, 𝑈𝑖[2]) →.
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For 𝑖 ≥ 0, since 𝑈𝑖[2] ∈ 𝐷≤−2, the two outer terms are zero, hence the middle
term is zero and 𝑉𝑖[1] ∈ 𝜎⟂0 . Moreover, since 𝑉𝑖[1][−𝑗] ∈ 𝐷≥𝑗 ⊆ 𝒟>0 for 𝑗 > 0,
we conclude 𝑉𝑖[1] ∈ 𝜎⟂≤0 .
The second condition follows by analogous reasoning: in the short exact
sequence
HomD(𝑅)(𝜎, 𝑉𝑖) → HomD(𝑅)(𝜎, 𝑈𝑖[1]) → HomD(𝑅)(𝜎,𝑋[𝑖 + 1]) →
the two outer terms vanish for 𝑖 ≥ 0. Thus, 𝑈𝑖 ∈ 𝜎⟂1 ; but since 𝑈𝑖[𝑗] ∈
𝐷≤−𝑗 ⊆ 𝐷≤−2 for 𝑗 ≥ 2, we also have HomD(𝑅)(𝜎, 𝑈𝑖[𝑗]) = 0 for 𝑗 ≥ 2. Hence,
𝑈𝑖 ∈ 𝜎⟂>0 .
Corollary 1.24. Let 𝜎 be a 2-term complex of projectives and 𝑇 = 𝐻0(𝜎). If
𝒟𝜎 is closed under coproducts, then so are 𝒴𝜎 and 𝜎⟂>0 .
Proof. The fact that 𝒴𝜎 is closed under coproducts follows from the equality
𝒴𝜎 = 𝒟𝜎 ∩ 𝑇⟂0 . Thus, 𝜎⟂>0 is closed under coproducts as a consequence of
Proposition 1.23.
Proposition 1.25. The following hold for an 𝑅-module 𝑇 .
(1) 𝑇 is silting if and only if there exists a 2-term silting complex 𝜎 with
𝐻0(𝜎) = 𝑇 .
(2) 𝑇 is partial silting if and only if there exists a 2-term partial silting
complex 𝜎 with 𝐻0(𝜎) = 𝑇 .
Proof. (1) follows from [11, Proposition 4.2, Theorem 4.11].
(2) Assume 𝜎 is a 2-term partial silting complex of projectives with 𝑇 =
𝐻0(𝜎). By the characterization of Lemma 1.22 and since 𝜎 ∈ 𝜎⟂>0 , it is
immediate that 𝑇 ∈ 𝒟𝜎. Moreover, again Lemma 1.22 implies that 𝒟𝜎 =
𝜎⟂>0 ∩Mod𝑅 and as such it is closed under coproducts.
Conversely, assume 𝒟𝜎 is closed under coproducts and 𝑇 ∈ 𝒟𝜎. By Corol-
lary 1.24, 𝜎⟂>0 is closed under coproducts. Finally, 𝐻0(𝜎) = 𝑇 ∈ 𝒟𝜎 by
assumption and 𝐻𝑖(𝜎) = 0 ∈ 𝒴𝜎 for 𝑖 ≥ 1, and hence 𝜎 ∈ 𝜎⟂>0 .
1.7 Ring epimorphisms and universal localizations
Let now 𝜆∶ 𝑅 → 𝑆 be a ring epimorphism, that is, an epimorphism in the
category of rings. We say that two ring epimorphisms 𝑓 ∶ 𝑅 → 𝑆 and 𝑔 ∶ 𝑅 → 𝑆′
are equivalent if there is a ring isomorphism ℎ∶ 𝑆 → 𝑆′ such that 𝑔 = ℎ ∘ 𝑓 . In
this case we say that 𝑓 and 𝑔 lie in the same epiclass of 𝑅.
A particular case of ring epimorphism is given by the following theorem of
Schofield’s.
Theorem 1.26. [66, Theorem 4.1] Let 𝑅 be a ring and Σ a set of morphisms
in proj𝑅. Then there exists a ring 𝑅Σ and ring homomorphism 𝑓 ∶ 𝑅 → 𝑅Σ
such that
(1) 𝑅Σ ⊗𝑅 𝜎 is an isomorphism for all 𝜎 ∈ Σ and
(2) every ring homomorphism 𝑔 ∶ 𝑅 → 𝑆 such that 𝑆⊗𝑅 𝜎 is an isomorphism
for all 𝜎 ∈ Σ factors uniquely through 𝑓.
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The ring 𝑅Σ of Theorem 1.26 is called the universal localization of 𝑅 at Σ.
The homomorphism 𝑓 ∶ 𝑅 → 𝑅Σ is a ring epimorphism with Tor𝑅1 (𝑅Σ, 𝑅Σ) = 0
(see [66, Theorem 4.7]).
A subcategory 𝒳 of Mod𝑅 is called bireflective if the inclusion functor
admits both a left and a right adjoint. Bireflective subcategories are precisely
those that are closed under products, coproducts, kernels and cokernels.
Define the following full subcategory of Mod(𝑅):
𝒳𝑆 = the essential image of the restriction of
scalars functor 𝜆∗ ∶ Mod𝑆 → Mod𝑅.
In case the ring epimorphism 𝜆 is a universal localization 𝑅 → 𝑅Σ we will write
𝒳Σ instead of 𝒳𝑅Σ .
Theorem 1.27. (1) [28, 30] The assignment Φ∶ 𝜆 ↦ 𝒳𝑆 yields a bijection
between epiclasses of ring epimorphisms 𝜆∶ 𝑅 → 𝑆 and bireflective sub-
categories of Mod𝑅.
(2) [12, Proposition 3.3] If 𝑇 is a partial silting module with respect to 𝜎,
then the full subcategory 𝒴𝜎 of Mod𝑅 is bireflective and extension-closed.
As a consequence of Theorem 1.27 and Proposition 1.25, to any 2-term
partial silting complex 𝜎 in Mod(𝑅) one can associate a ring epimorphism
𝜆∶ 𝑅 → 𝑆 such that 𝒴𝜎 = 𝒳𝑆. A ring epimorphism 𝜆∶ 𝑅 → 𝑆 such that
𝒴𝜎 = 𝒳𝑆 for some two-term partial silting complex 𝜎 is called a silting ring
epimorphism.
A ring epimorphism 𝜆∶ 𝑅 → 𝑆 is homological if Tor𝑅𝑖 (𝑆, 𝑆) = 0 for all 𝑖 > 0.
In this case there exists a recollement of triangulated categories
D(𝑆) D(𝑅) Loc(𝑋)𝜆∗
𝜆∗=−⊗L𝑅𝑆
𝜆!=RHom𝑅(𝑆,−)
𝑗∗
𝑗!
𝑗∗
, (1.5)
where 𝜆∗ is the derived functor of the restriction of scalars functor 𝜆∗ ∶ Mod𝑆 →
Mod𝑅, 𝑋 is the cone of the morphism 𝜆 in D(𝑅)
𝑅 𝜆⟶𝑆⟶𝑋⟶𝑅[1]
and 𝑗! is the embedding of Loc(𝑋) into D(𝑅) [6, §1.7].
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This chapter is devoted to the proof of the main theorem (Theorem 2.10)
and its dual version (Theorem 2.16). We will study the compatibility of the
gluing procedure with the gluing of t-structures and co-t-structures. We also
restrict the gluing procedures to tilting objects and tilting modules, and then
explore the particular case of a recollement induced by a silting ring epimor-
phism and a triangular matrix ring. Finally, we will compare our result to
other gluing procedures appearing in [46] and [65].
Throughout this chapter, 𝒟 will be a well generated triangulated category.
2.1 Universal maps
Definition 2.1. Let 𝒳 be an additive subcategory of 𝒟. For objects 𝑀 and
𝑁 in 𝒟, a map 𝛼 ∈ Hom𝒟(𝑀,𝑁) is called
(1) left universal if the map Hom𝒟(𝑀,𝛼)∶ End𝒟(𝑀) → Hom𝒟(𝑀,𝑁) is
an epimorphism, that is, for any morphism 𝑓 ∶ 𝑀 → 𝑁 there exists a
𝑔 ∶ 𝑀 → 𝑀 such that the following diagram
𝑀
𝑀 𝑁
𝑔 𝑓
𝛼
commutes;
(2) an𝒳-precover, or a right𝒳-approximation if𝑀 ∈ 𝒳 and for any object𝑋
in 𝒳, the map Hom𝒟(𝑋, 𝛼) is an epimorphism, that is, for any morphism
𝑓 ∶ 𝑋 → 𝑁 there exists a 𝑔 ∶ 𝑋 → 𝑀 such that the following diagram
𝑋
𝑀 𝑁
𝑔 𝑓
𝛼
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commutes.
Dually the map 𝛼 is called
(1) right universal if the map Hom𝒟(𝛼,𝑁)∶ End𝒟(𝑁) → Hom𝒜(𝑀,𝑁) is
an epimorphism;
(2) an 𝒳-preenvelope or a left 𝒳-approximation if 𝑁 ∈ 𝒳 and for any object
𝑋 in 𝒳, the map Hom𝒟(𝛼,𝑋) is an epimorphism.
Note that a map 𝛼 ∈ Hom𝒟(𝑀,𝑁) is left universal if and only if it is an
Add(𝑀)-precover; it is right universal if and only if it is a Prod𝑁 -preenvelope.
2.2 Some preliminary results
Inspired by [6], we consider the following conditions, for two objects 𝜎1 and
𝜎2 in 𝒟 with 𝜎1 ∈ 𝜎⟂>01 and 𝜎2 ∈ 𝜎
⟂>0
2 :
(A1) Hom𝒟(𝜎1, 𝜎2[𝑘]) = 0 for all 𝑘 ≥ 0;
(A2) Hom𝒟(𝜎2, 𝜎1[𝑘]) = 0 for all 𝑘 ≥ 2.
The following results are adapted from [6]. Let 𝜎1 and 𝜎2 be two objects in
𝒟 such that 𝜎1 ∈ 𝜎⟂>01 , 𝜎2 ∈ 𝜎
⟂>0
2 and conditions (A1) and (A2) are satisfied.
Consider a morphism 𝛼∶ 𝜎2 → 𝜎1[1] and let ?̃? be the object defined by the
triangle
𝜎1 → ?̃?
𝛾
⟶𝜎2
𝛼⟶𝜎1[1]. (2.1)
Lemma 2.2. In the setting above, the following hold:
• Hom𝒟(?̃?, 𝜎2[𝑘]) = 0 for any 𝑘 > 0,
• Hom𝒟(?̃?, 𝜎1[𝑘]) = 0 for any 𝑘 ≥ 2,
• Hom𝒟(𝜎2, ?̃?[𝑘]) = 0 for any 𝑘 ≥ 2,
• Hom𝒟(𝜎1, ?̃?[𝑘]) = 0 for any 𝑘 > 0.
Proof. For an integer number 𝑘, apply the functor Hom𝒟(−, 𝜎2[𝑘]) to the trian-
gle (2.1). The condition 𝜎2 ∈ 𝜎⟂>02 and condition (A1) imply that Hom𝒟(?̃?, 𝜎2[𝑘]) =
0 for any 𝑘 > 0.
Next apply the functor Hom𝒟(−, 𝜎1[𝑘]) to the same triangle. Condition
(A2) and 𝜎1 ∈ 𝜎⟂>01 imply that Hom𝒟(?̃?, 𝜎1[𝑘]) = 0 for any 𝑘 ≥ 2.
Apply then Hom𝒟(−, 𝜎2[𝑘]). By assumption, Hom𝒟(𝜎2, 𝜎2[𝑘]) = 0 for all
positive integers 𝑘 and Hom𝒟(𝜎1, 𝜎2[𝑘]) = 0 for all 𝑘 ≥ 0. This implies that
Hom𝒟(?̃?, 𝜎2[𝑘]) = 0 for any 𝑘 > 0.
Finally, apply Hom𝒟(𝜎2, −). Now Hom𝒟(𝜎2, 𝜎2[𝑘]) = 0 for any 𝑘 > 0, while
Hom𝒟(𝜎2, 𝜎1[𝑘]) = 0 for any 𝑘 ≥ 2. This implies Hom𝒟(𝜎2, ?̃?[𝑘]) = 0 for any
𝑘 ≥ 2.
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Proposition 2.3. With the notation above, ?̃? ∈ ?̃?⟂>0 if and only if the homo-
morphism
𝜑∶ Hom𝒟(𝜎2, 𝜎2) ⊕Hom𝒟(𝜎1[1], 𝜎1[1]) → Hom𝒟(𝜎2, 𝜎1[1])
(𝑓, 𝑔) ↦ 𝛼 ∘ 𝑓 + 𝑔 ∘ 𝛼
is surjective.
Remark 2.4. Note that the homomorphism 𝜑 above is surjective in particular
if either
(i) the map Hom𝒟(𝜎2, 𝛼) is surjective, or equivalently the map 𝛼 is left
universal, or
(ii) Hom𝒟(?̃?, 𝜎1[1]) = 0, equivalently, the map Hom𝒟(𝛼, 𝜎1[1]) is surjective,
that is, the map 𝛼 is right universal.
Proof of Proposition 2.3. By Lemma 2.2, Hom𝒟(?̃?, 𝜎2[𝑘]) = 0 for 𝑘 > 0 and
Hom𝒟(?̃?, 𝜎1[𝑘]) = 0 for 𝑘 ≥ 2.
Applying the functor Hom𝒟(?̃?, −) to the triangle (2.1), we can see that
Hom𝒟(?̃?, ?̃?[𝑘]) = 0 for any 𝑘 ≥ 2, and Hom𝒟(?̃?, ?̃?[1]) = 0 if and only if the
map
Hom𝒟(?̃?, 𝛼) ∶ Hom𝒟(?̃?, 𝜎2) → Hom𝒟(?̃?, 𝜎1[1])
is surjective.
Finally, consider the following commutative diagram with exact columns:
0 Hom𝒟(𝜎1[1], 𝜎1[1])
Hom𝒟(𝜎2, 𝜎2) Hom𝒟(𝜎2, 𝜎1[1])
Hom𝒟(?̃?, 𝜎2) Hom𝒟(?̃?, 𝜎1[1])
0 0.
(𝛼,𝜎1[1])
(𝜎2,𝛼)
(𝛾,𝜎2) (𝛾,𝜎1[1])
(?̃?,𝛼)
One proves now easily by diagram chasing that the map (?̃?, 𝛼) being surjective
is equivalent to the surjectivity of the map
Hom𝒟(𝜎2, 𝜎2) ⊕Hom𝒟(𝜎1[1], 𝜎1[1]) ⟶ Hom𝒟(𝜎2, 𝜎1[1])
(𝑓, 𝑔) ⟼ 𝛼 ∘ 𝑓 + 𝑔 ∘ 𝛼.
Proposition 2.5. Let 𝜎1 and 𝜎2 be two objects in 𝒟 satisfying 𝜎1 ∈ 𝜎⟂>01 ,
𝜎2 ∈ 𝜎⟂>02 and conditions (A1) and (A2) and let ?̃? be constructed as in Propo-
sition 2.3. Then the following hold
(1) the object ?̃? ⊕𝜎2 ∈ (?̃?⊕𝜎2)⟂>0 if and only if the morphism 𝛼∶ 𝜎2 → 𝜎1[1]
is left universal;
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(2) the object ?̃? ⊕𝜎1 ∈ (?̃?⊕𝜎1)⟂>0 if and only if the morphism 𝛼∶ 𝜎2 → 𝜎1[1]
is right universal.
Proof. (1) By Lemma 2.2, Hom𝒟(𝜎2, ?̃?[𝑘]) = 0 for 𝑘 ≥ 2 and Hom𝒟(?̃?, 𝜎2[𝑘]) =
0, for 𝑘 > 0. Applying Hom𝒟(𝜎2, −) to the triangle (2.1), we obtain
Hom𝒟(𝜎2, 𝜎2)
(𝜎2,𝛼)⟶ Hom𝒟(𝜎2, 𝜎1[1]) → Hom𝒟(𝜎2, ?̃?[1]) → 0.
Then Hom𝒟(𝜎2, ?̃?[1]) = 0 is equivalent to the map (𝜎2, 𝛼) being surjective, i.e.,
𝛼 being left universal.
(2) is proved in a similar way. By Lemma 2.2, Hom𝒟(𝜎1, ?̃?[𝑘]) = 0 for 𝑘 > 0
and Hom𝒟(?̃?, 𝜎1[𝑘]) = 0, for 𝑘 ≥ 2.
Applying Hom𝒟(−, 𝜎1) to the triangle (2.1), we obtain
Hom𝒟(𝜎1, 𝜎1)
(𝛼,𝜎1)⟶ Hom𝒟(𝜎2, 𝜎1[1]) → Hom𝒟(?̃?, 𝜎1[1]) → 0.
Then Hom𝒟(?̃?, 𝜎1[1]) = 0 is equivalent to the map (𝛼, 𝜎1) being surjective, i.e.,
𝛼 being right universal.
Finally, use Remark 2.4 and Proposition 2.3 to see that in both cases (1)
and (2), Hom𝒟(?̃?, ?̃?[𝑘]) = 0 for all 𝑘 > 0.
2.3 Adjacent recollements
Consider a recollement
𝒴 𝒟 𝒳𝑖∗
𝑖∗
𝑖!
𝑗∗
𝑗!
𝑗∗
(2.2)
of triangulated categories, let 𝒟 be well generated and let 𝜎 be a silting object
in 𝒴. Notice that in this case 𝒳 and 𝒴 are also well generated and all three
categories satisfy Brown representability. We investigate equivalent conditions
for the class (𝑖∗𝜎)⟂>0 to be closed under coproducts in 𝒟. This property will
be important in the following; however, it is quite a restrictive condition to
assume, in that it turns out to be equivalent to the given recollement having a
lower adjacent recollement1.
We say a recollement of triangulated categories is lower adjacent to (2.2) if
it is of the form
𝒳 𝒟 𝒴.𝑗∗
𝑗∗
𝑗#
𝑖!
𝑖∗
𝑖#
Lemma 2.6. Consider a recollement of well generated triangulated categories
of the form (2.2) and let 𝜎 be a silting object in 𝒴. If the class (𝑖∗𝜎)⟂>0 is closed
under coproducts in 𝒟, then so is also the class Im(𝑗∗).
Proof. The TTF triple (Ker 𝑖∗ = Im 𝑗!, Im 𝑖∗, Im 𝑗∗ = Ker 𝑖!) associated to the
given recollement shows that the subcategory Im 𝑗∗ of 𝒟 coincides with the
1We are grateful to Jorge Vitória for pointing out these equivalences.
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perpendicular subcategory (𝑖∗𝒴)⟂0 , which in turn can be written as (𝑖∗𝜎)⟂Z ,
since 𝜎 generates 𝒴. By noticing that
(𝑖∗𝜎)⟂Z = ⋂
𝑘∈Z
(𝑖∗𝜎)⟂>0 [𝑘],
we have the claim.
Lemma 2.7. [53, Theorem 8.4.4] Let 𝐹 ∶ 𝒴 → 𝒟 be a (covariant) functor
between triangulated categories with coproducts. Assume 𝒴 satisfies Brown rep-
resentability. Then 𝐹 has a right adjoint if and only if it preserves coproducts.
Lemma 2.8. If Im 𝑗∗ is closed under coproducts, then 𝑗∗ preserves coproducts.
Proof. Consider a recollement of triangulated categories with coproducts of the
form (2.2). Assume Im 𝑗∗ is closed under coproducts and consider the torsion
pair (Im 𝑖∗, Im 𝑗∗) in 𝒟 induced by the recollement. By [18, Lemma III.1.2],
the functor 𝑖! preserves coproducts. We have then the following isomorphism
of triangles, for any family (𝑍𝑗)𝑗∈𝐽 of objects of 𝒟:
𝑖∗𝑖!⨁
𝑗∈𝐽
𝑍𝑗 ⨁
𝑗∈𝐽
𝑍𝑗 𝑗∗𝑗∗⨁
𝑗∈𝐽
𝑍𝑗 𝑖∗𝑖!⨁
𝑗∈𝐽
𝑍𝑗[1]
⨁
𝑗∈𝐽
𝑖∗𝑖!𝑍𝑗 ⨁
𝑗∈𝐽
𝑍𝑗 ⨁
𝑗∈𝐽
𝑗∗𝑗∗𝑍𝑗 ⨁
𝑗∈𝐽
𝑖∗𝑖!𝑍𝑗[1].
≅ ≅ ≅
Thus,
⨁
𝑗∈𝐽
𝑗∗𝑗∗𝑍𝑗 ≅ 𝑗∗𝑗∗⨁
𝑗∈𝐽
𝑍𝑗 ≅ 𝑗∗⨁
𝑗∈𝐽
𝑗∗𝑍𝑗,
where the second isomorphism follows from the fact that 𝑗∗ has a right adjoint
and thus it commutes with coproducts. Finally, the identity
⨁
𝑗∈𝐽
𝑗∗𝑋𝑗 ≅ 𝑗∗⨁
𝑗∈𝐽
𝑋𝑗,
holds true for any family (𝑋𝑗)𝑗∈𝐽 of objects in 𝒳 since 𝑗∗ is dense.
Proposition 2.9. Consider a recollement of well generated triangulated cat-
egories of the form (2.2) and let 𝜎 be a silting object in 𝒴. The following
statements are equivalent:
(1) The class (𝑖∗𝜎)⟂>0 is closed under coproducts;
(2) The functor 𝑗∗ has a right adjoint;
(3) The functor 𝑖! has a right adjoint;
(4) The recollement (2.2) has a lower adjacent recollement.
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Proof. The equivalence between (2), (3) and (4) follows from [25, Theorem 2.1]
and its dual. We prove that (1) implies (2) and (3) implies (1).
(1)⇒ (2). Assume that (𝑖∗𝜎)⟂>0 is closed under coproducts. By Lemma 2.6,
the class Im 𝑗∗ is closed under coproducts. Since 𝒴 is well generated (The-
orem 1.15) and well generated triangulated categories satisfy Brown repre-
sentability, Lemma 2.7 and Lemma 2.8 give the claim.
(3) ⇒ (1). Assume the functor 𝑖! has a right adjoint and consider a family
(𝑋𝑗)𝑗∈𝐽 of objects in 𝒟 such that for each 𝑗 ∈ 𝐽 , 𝑋𝑗 ∈ (𝑖∗𝜎)⟂>0 . By adjunction,
this implies 𝑖!𝑋𝑗 ∈ 𝜎⟂>0 for any 𝑗 ∈ 𝐽 . Then, for each 𝑘 > 0,
Hom𝒟(𝑖∗𝜎,⨁
𝑗∈𝐽
𝑋𝑗[𝑘]) ≅ Hom𝒴(𝜎, 𝑖!⨁
𝑗∈𝐽
𝑋𝑗[𝑘])
≅ Hom𝒴(𝜎,⨁
𝑗∈𝐽
𝑖!𝑋𝑗[𝑘]) = 0,
where the last isomorphism holds true since 𝑖! has a right adjoint and the last
term is zero since 𝜎⟂>0 is closed under coproducts.
2.4 Recollements generated by partial silting objects
Throughout this section, let 𝒟 be a well generated triangulated category.
Suppose there is a partial silting object 𝜔 in 𝒟 and a silting object 𝜎 in 𝜔⟂Z .
We can construct a recollement associated to 𝜔, as in Section 1.4:
𝜔⟂Z 𝒟 Loc(𝜔)𝑖∗
𝑖∗
𝑖!
𝑗∗
𝑗!
𝑗∗
, (2.3)
where 𝜔 and 𝜎 are silting respectively in Loc(𝜔) and in 𝜔⟂Z . In view of the
recollement (2.3), we will write 𝑗!𝜔 and 𝑖∗𝜎 when these objects are considered
as objects of 𝒟. We are now ready to state the main result.
Theorem 2.10. Consider a recollement of the form (2.3) associated to a
partial silting object 𝜔 and let 𝜎 be a silting object in 𝜔⟂Z . Assume the following
additional hypotheses are satisfied:
(1) the class (𝑖∗𝜎)⟂>0 ∩ (𝑗!𝜔)⟂>0 is closed under coproducts in 𝒟,
(2) Hom𝒟(𝑖∗𝜎, 𝑗!𝜔[𝑘]) = 0 for all integers 𝑘 ≥ 2.
Consider the set 𝐼 = Hom𝒟(𝑖∗𝜎, 𝑗!𝜔[1]), let 𝛼∶ 𝑖∗𝜎(𝐼) → 𝑗!𝜔[1] be the canon-
ically induced map and ?̃? be the cocone of 𝛼:
𝑗!𝜔 → ?̃? → 𝑖∗𝜎(𝐼)
𝛼⟶𝑗!𝜔[1]. (2.4)
Then ?̃? ⊕ 𝑖∗𝜎 is a silting object in 𝒟.
Proof. We prove that the object ?̃? ⊕ 𝑖∗𝜎 is silting. First we prove (S1), that
is, Hom𝒟(?̃? ⊕ 𝑖∗𝜎, (?̃? ⊕ 𝑖∗𝜎)[𝑘]) = 0 for 𝑘 > 0. We show that the hypothe-
ses of Proposition 2.3 are satisfied for the objects 𝜎1 = 𝑗!𝜔 and 𝜎2 = 𝑖∗𝜎(𝐼)
in 𝒟. The objects 𝑗!𝜔 and 𝑖∗𝜎(𝐼) clearly satisfy 𝑗!𝜔 ∈ (𝑗!𝜔)⟂>0 and 𝑖∗𝜎(𝐼) ∈
(𝑖∗𝜎(𝐼))⟂>0 , and condition (A2) holds by hypothesis (2). We are left to prove
(A1), that is, Hom𝒟(𝑗!𝜔, 𝑖∗𝜎(𝐼)[𝑘]) = 0 for all 𝑘 ≥ 0. Indeed, for any 𝑘 ∈ Z,
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Hom𝒟(𝑗!𝜔, 𝑖∗𝜎(𝐼)[𝑘]) ≅ HomLoc(𝜔)(𝜔, 𝑗∗𝑖∗𝜎(𝐼)[𝑘]) = 0 since 𝑗∗𝑖∗ = 0. Finally,
the map 𝛼 is left universal by construction, and thus Proposition 2.5 gives the
claim.
Next, we prove that ?̃? ⊕ 𝑖∗𝜎 is partial silting, which amounts to prove that
(?̃? ⊕ 𝑖∗𝜎)⟂>0 is closed under coproducts. Consider the long exact sequence
Hom𝒟(𝑖∗𝜎(𝐼), 𝑋[𝑘]) ⟶ Hom𝒟(?̃?,𝑋[𝑘]) ⟶ Hom(𝑗!𝜔,𝑋[𝑘]) ⟶ Hom(𝑖∗𝜎(𝐼), 𝑋[𝑘 + 1])
for some 𝑋 in 𝒟 and 𝑘 > 0: it is easy to see that 𝑋 belongs to (𝑖∗𝜎 ⊕ ?̃?)⟂>0 if
and only if it belongs to (𝑖∗𝜎⊕𝑗!𝜔)⟂>0 , which coincides with (𝑖∗𝜎)⟂>0 ∩(𝑗!𝜔)⟂>0 .
The latter class is closed under coproducts by hypothesis (2).
Finally, we prove the generating property (S3). Notice that ?̃? ⊕ 𝑖∗𝜎 is a
generator if and only if so is 𝑖∗𝜎⊕𝑗!𝜔. Assume then Hom𝒟(𝑖∗𝜎⊕𝑗!𝜔,𝑋[𝑘]) = 0
for all 𝑘 ∈ Z. In particular, 0 = Hom𝒟(𝑗!𝜔,𝑋[𝑘]) ≅ HomLoc(𝜔)(𝜔, 𝑗∗𝑋[𝑘]) for
all 𝑘 ∈ Z, but since 𝜔 is silting in Loc(𝜔) (Proposition 1.14), it follows 𝑗∗𝑋 = 0.
Consider then the triangle
𝑖∗𝑖∗𝑋 → 𝑋 → 𝑗!𝑗∗𝑋 → 𝑖∗𝑖∗𝑋[1]
induced by the recollement. Since 𝑗∗𝑋 = 0, the object 𝑋 is isomorphic to
𝑖∗𝑖∗𝑋. Thus
0 = Hom𝒟(𝑖∗𝜎,𝑋[𝑘]) ≅ Hom𝒟(𝑖∗𝜎, 𝑖∗𝑖∗𝑋[𝑘]) ≅ Hom𝜔⟂Z (𝜎, 𝑖∗𝑋[𝑘])
and since 𝜎 is silting in 𝜔⟂Z , it follows 𝑖∗𝑋 = 0. Thus 𝑋 = 0.
Remark 2.11. (1) A sufficient for hypothesis (1) of Theorem 2.10 to hold is that
given recollement has a lower adjacent recollement. To see this, recall that it
is equivalent to the class (𝑖∗𝜎)⟂>0 being closed under coproducts. Moreover,
(𝑗!𝜔)⟂>0 is always closed under coproducts: consider indeed a class (𝑋𝑗)𝑗∈𝐽 of
objects lying in (𝑗!𝜔)⟂>0 . By adjunction, this implies 𝑗∗𝑋𝑗 ∈ 𝜔⟂>0 for every
𝑗 ∈ 𝐽 . Then, for each 𝑘 > 0,
Hom𝒟(𝑗!𝜔,⨁
𝑗∈𝐽
𝑋𝑗[𝑘]) ≅ Hom𝒳(𝜔, 𝑗∗⨁
𝑗∈𝐽
𝑋𝑗[𝑘])
≅ Hom𝒳(𝜔,⨁
𝑗∈𝐽
𝑗∗𝑋𝑗[𝑘]) = 0,
where the last isomorphism holds true since 𝑗∗ has a right adjoint, and the last
term is zero since 𝜔⟂>0 is closed under coproducts.
Thus, the intersection (𝑖∗𝜎)⟂>0 ∩ (𝑗!𝜔)⟂>0 is closed under coproducts and
hypothesis (1) is satisfied.
(2) With reference to point (1), combining [7, Proposition 3.2 and Lemma
2.5] we get a handy criterion to tell if a recollement can be extended one step
downwards. Namely, if 𝐴, 𝐵, 𝑅 are 𝑘-algebras and
D(𝐵) D(𝑅) D(𝐴)𝑖∗
𝑖∗
𝑖!
𝑗∗
𝑗!
𝑗∗
is a recollement of triangulated categories, then the recollement can be extended
one step downwards if and only if 𝑖∗𝐵 ∈ K𝑏(proj𝑅), equivalently if 𝑗!𝐴 ∈
K𝑏(proj𝑅). Dually, there is a similar criterion for such a recollement to be
extended one step upwards. A generalized version of this criterion is available
in [65].
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Next we determine conditions under which Theorem 2.10 restricts to tilting
objects.
Corollary 2.12. In the hypotheses of Theorem 2.10, assume 𝜎 and 𝜔 are
tilting objects respectively in 𝜔⟂Z and in Loc(𝜔). Assume moreover the following
additional condition is satisfied:
(3) Hom𝒟(𝑖∗𝜎, 𝑗!𝜔(𝐽)[𝑘]) = 0 for 𝑘 < 0, for any set 𝐽 .
Then the object ?̃? ⊕ 𝑖∗𝜎 is tilting in 𝒟.
Assume, in addition, that 𝒟 = D(𝑅) for a ring 𝑅, and that 𝜎 and 𝜔
have cohomologies concentrated in degree 0 and have projective dimension, as
𝑅-modules, at most 1. Then ?̃? ⊕ 𝑖∗𝜎 is a tilting 𝑅-module.
Proof. We have to check the following conditions hold for any set 𝐽 and 𝑘 < 0:
(i) Hom𝒟(𝑖∗𝜎, 𝑖∗𝜎(𝐽)[𝑘]) = 0,
(ii) Hom𝒟(?̃?, 𝑖∗𝜎(𝐽)[𝑘]) = 0,
(iii) Hom𝒟(𝑖∗𝜎, ?̃?(𝐽)[𝑘]) = 0,
(iv) Hom𝒟(?̃?, ?̃?(𝐽)[𝑘]) = 0.
Condition (i) holds because 𝑖∗ is fully faithful and since 𝜎 is tilting in 𝜔⟂Z .
For (ii), apply the functor Hom𝒟(−, 𝑖∗𝜎(𝐽)), to the triangle
𝑗!𝜔 → ?̃? → 𝑖∗𝜎(𝐼) → 𝑗!𝜔[1].
Moreover, Hom𝒟(?̃?, 𝑗!𝜔(𝐽)[𝑘]) = 0, for 𝑘 < 0, follows by an application of
HomD(𝑅)(−, 𝑗!𝜔(𝐽)) to the same triangle.
For conditions (iii) and (iv) apply respectively the functors Hom𝒟(𝑖∗𝜎,−)
and Hom𝒟(?̃?, −) to the triangle
𝑗!𝜔(𝐽) → ?̃?(𝐽) → 𝑖∗𝜎(𝐼×𝐽) → 𝑗!𝜔(𝐽)[1].
This proves that ?̃? ⊕ 𝑖∗𝜎 is a tilting object.
In case 𝒟 = D(𝑅) and 𝜎 and 𝜔 have cohomologies concentrated in degree
0, then the triangle (2.4) is induced by a short exact sequence
0 → 𝜔 → ?̃? → 𝜎(𝐼) → 0
in Mod𝑅. In particular, ?̃? is an 𝑅-module and the short exact sequence implies
?̃?, and hence ?̃? ⊕ 𝑖∗𝜎, has projective dimension at most 1. By Lemma 1.21 we
conclude that ?̃? ⊕ 𝑖∗𝜎 is a tilting module.
Remark 2.13. (1) Corollary 2.12 generalizes [6, Theorem 2.4]. Indeed, let 𝑇1 =
𝑗!𝜔 and 𝑇2 = 𝑖∗𝜎; if 𝑇2 is compact, then hypothesis (1) of Theorem 2.10 is
satisfied since 𝑇⟂>02 is closed under coproducts.
(2) In case 𝒟 = D(𝑅) and 𝜎 and 𝜔 have cohomologies concentrated in
degree 0, then the triangle (2.4) is induced from a short exact sequence
0 → 𝑈 → ̃𝑇 → 𝑇 (𝐼) → 0
in Mod𝑅, where 𝑈 = 𝐻0(𝑗!𝜔), ̃𝑇 = 𝐻0(?̃?) and 𝑇 = 𝐻0(𝑖∗𝜎). This sequence
coincides with the Bongartz sequence as generalized by Trlifaj ([68, Lemma
6.8]).
2.5. The gluing preserves co-t-structures 33
2.5 The gluing preserves co-t-structures
We show now that the method presented above is a gluing of silting objects
with respect to co-t-structures, meaning that the co-t-structure generated by
?̃? ⊕ 𝑖∗𝜎 coincides with the co-t-structure obtained by gluing the co-t-structures
generated by 𝜎 and 𝜔.
Consider the co-t-structures (𝒴′, 𝒴″) = (⟂0(𝜎⟂≥0), 𝜎⟂≥0) and (𝒳′,𝒳″) =
(⟂0(𝜔⟂≥0), 𝜔⟂≥0) respectively in 𝜔⟂Z and in Loc(𝜔), associated to the silting ob-
jects 𝜎 and 𝜔 respectively. Denote by 𝜌 = ?̃?⊕𝑖∗𝜎 the silting object constructed
as in Theorem 2.10. Consider a recollement of the form (2.3) and assume 𝒟 is
well generated and 𝒟, Loc(𝜔) and 𝜔⟂Z satisfy dual Brown representability (for
example this holds if 𝒟 is compactly generated and there is a lower adjacent
recollement to the given one). In this case one can associate a co-t-structure
to any silting objects in the categories forming the recollement. Consider the
following co-t-structures in 𝒟:
• (⟂0(𝜌⟂≥0), 𝜌⟂≥0) associated to the silting object 𝜌 and
• (𝒟′,𝒟″) obtained by gluing the two co-t-structures (𝒴′, 𝒴″) and (𝒳′,𝒳″)
as in Proposition 1.3.
Theorem 2.14. In the situation above, the co-t-structures (⟂0(𝜌⟂≥0), 𝜌⟂≥0)
and (𝒟′,𝒟″) coincide.
Proof. Consider the coaisle 𝒟″ of the glued co-t-structure:
𝒟″ = {𝑍 ∈ 𝒟 ∣ 𝑖!𝑍 ∈ 𝜎⟂≥0 , 𝑗∗𝑍 ∈ 𝜔⟂≥0} .
The first condition is equivalent to Hom𝒟(𝑖∗𝜎,𝑍[𝑘]) = 0 for 𝑘 ≥ 0, the second
to Hom𝒟(𝑗!𝜔,𝑍[𝑘]) = 0 for 𝑘 ≥ 0. From the long exact sequence
Hom𝒟(𝑖∗𝜎(𝐼), 𝑍[𝑘]) → Hom𝒟(?̃?, 𝑍[𝑘]) → Hom𝒟(𝑗!𝜔,𝑍[𝑘]) → Hom𝒟(𝑖∗𝜎(𝐼), 𝑍[𝑘 + 1])
it is clear that the condition Hom𝒟(𝑗!𝜔,𝑍[𝑘]) = 0 = Hom𝒟(𝑖∗𝜎, 𝑍[𝑘]) for all
𝑘 ≥ 0 is equivalent to Hom𝒟(?̃?, 𝑍[𝑘]) = 0 = Hom𝒟(𝑖∗𝜎,𝑍[𝑘]) for all 𝑘 ≥ 0.
Thus 𝒟″ coincides with
𝜌⟂≥0 = {𝑍 ∈ 𝒟 ∣ Hom𝒟(𝑖∗𝜎, 𝑍[𝑘]) = 0, Hom𝒟(?̃?, 𝑍[𝑘]) = 0 for 𝑘 ≥ 0}.
Now the aisles of the two co-t-structures coincide since they are left Hom-
perpendicular to the coaisles, and these coincide.
2.6 A ‘dual’ version
In this section we prove a ‘dual’ version of Theorem 2.10, in the sense
that we consider right universal maps and exploit the second statement of
Proposition 2.5. Such a version requires however some quite strong additional
hypotheses.
Lemma 2.15. Let 𝑀 be a compact object in a triangulated category 𝒟 with
coproducts and 𝛼∶ 𝑀 → 𝑁 be a morphism in 𝒟. Let {𝑋𝑗}𝑗∈𝐽 be a set of
objects in 𝒟 and assume Hom𝒟(𝛼,𝑋𝑗) is surjective for all 𝑗 ∈ 𝐽 . Then
Hom𝒟(𝛼,⨁𝑗∈𝐽 𝑋𝑗) is surjective.
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Proof. Consider the following commutative diagram of abelian groups:
⨁
𝑗∈𝐽
Hom𝒟(𝑁,𝑋𝑗) ⨁
𝑗∈𝐽
Hom𝒟(𝑀,𝑋𝑗)
Hom𝒟(𝑁,⨁
𝑗∈𝐽
𝑋𝑗) Hom𝒟(𝑀,⨁
𝑗∈𝐽
𝑋𝑗),
⨁(𝛼,𝑋𝑗)
≅
(𝛼,⨁𝑋𝑗)
where the vertical arrows are the universal morphisms induced by the respective
coproducts of Hom groups. The vertical map on the right is an isomorphism
since𝑀 is compact, and the map⨁(𝛼,𝑋𝑗) is surjective since the coproduct of
epimorphisms is an epimorphism. Thus, the map (𝛼,⨁𝑋𝑗) is surjective.
Theorem 2.16. Consider a recollement of the form (2.3) associated to the
partial silting object 𝜔 and let 𝜎 be a silting object in 𝜔⟂Z . Assume 𝑗∗𝜔 has an
add(𝑖∗𝜎)-preenvelope 𝛼∶ 𝑗∗𝜔 → 𝑖∗𝜎𝐼 [1], for a finite index set 𝐼, and assume the
following additional hypotheses are satisfied:
(1) the class (𝑖∗𝜎)⟂>0 is closed under coproducts in 𝒟,
(2) Hom𝒟(𝑗∗𝜔, 𝑖∗𝜎[𝑘]) = 0 for all integers 𝑘 ≥ 2,
(3) 𝑗∗𝜔 is a compact object in 𝒟.
Let ?̃? be the cocone of the map 𝛼:
𝑖∗𝜎𝐼 → ?̃? → 𝑗∗𝜔
𝛼⟶ 𝑖∗𝜎𝐼 [1]. (2.4’)
Then ?̃? ⊕ 𝑖∗𝜎 is a silting object in 𝒟.
Proof. We prove that the hypotheses (S1)–(S3) of Definition 1.11 are satisfied
for the object ?̃? ⊕ 𝑖∗𝜎. To prove (S1), that is, Hom𝒟(?̃? ⊕ 𝑖∗𝜎, (?̃? ⊕ 𝑖∗𝜎)[𝑘]) = 0
for 𝑘 > 0, we show that the hypotheses of Proposition 2.5 are satisfied for the
objects 𝜎1 = (𝑖∗𝜎)𝐼 and 𝜎2 = 𝑗∗𝜔 in 𝒟. This means we have to prove the
following four conditions:
• 𝑖∗𝜎𝐼 ∈ (𝑖∗𝜎𝐼)⟂>0 ,
• 𝑗∗𝜔 ∈ (𝑗∗𝜔)⟂>0 ,
(A1) Hom𝒟(𝑖∗𝜎𝐼 , 𝑗∗𝜔[𝑘]) = 0 for all 𝑘 ≥ 0,
(A2) Hom𝒟(𝑗∗𝜔, 𝑖∗𝜎𝐼 [𝑘]) = 0 for all 𝑘 ≥ 2.
The object 𝑗∗𝜔 clearly satisfies 𝑗∗𝜔 ∈ (𝑗∗𝜔)⟂>0 ; moreover,
Hom𝒟(𝑖∗𝜎𝐼 , 𝑖∗𝜎𝐼 [𝑘]) ≅ Hom𝒟(𝑖∗𝜎, 𝑖∗𝜎)𝐼×𝐼
≅ Hom𝒟(𝜎, 𝜎[𝑘]) = 0
for 𝑘 > 0, where the first isomorphism follows since 𝐼 is finite. Next we prove
condition (A2), that is,
Hom𝒟(𝑗∗𝜔, 𝑖∗𝜎𝐼 [𝑘]) = 0 for 𝑘 ≥ 2.
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This holds by hypothesis (2) since the covariant Hom functor commutes with
products. We are left to prove (A1), that is,
Hom𝒟(𝑖∗𝜎𝐼 , 𝑗∗𝜔[𝑘]) = 0 for all 𝑘 ≥ 0.
Indeed, for any 𝑘 ∈ Z, Hom𝒟(𝑖∗𝜎𝐼 , 𝑗∗𝜔[𝑘]) ≅ HomLoc(𝜔)(𝑗∗𝑖∗𝜎𝐼 , 𝜔[𝑘]) = 0 since
𝑗∗𝑖∗ = 0. Finally, the map 𝛼 is right universal by construction, and thus
Proposition 2.5 gives the claim.
Next, we prove that ?̃? ⊕ 𝑖∗𝜎 is partial silting, which amounts to prove
(S2) (?̃? ⊕ 𝑖∗𝜎)⟂>0 is closed under coproducts.
Consider a family of objects 𝑋𝑗, 𝑗 in some index set 𝐽 , with 𝑋𝑗 ∈ (?̃? ⊕ 𝑖∗𝜎)⟂>0
for each 𝑗. Then, from the long exact sequence
Hom𝒟(𝑖∗𝜎𝐼 [1],𝑋𝑗[𝑘])
(𝛼,𝑋𝑗[𝑘])
⟶ Hom𝒟(𝑗∗𝜔,𝑋𝑗[𝑘]) → Hom𝒟(?̃?,𝑋𝑗[𝑘]) → Hom𝒟(𝑖∗𝜎𝐼 , 𝑋𝑗[𝑘])
we infer that for all 𝑗 ∈ 𝐽 and 𝑘 ≥ 2, Hom𝒟(𝑗∗𝜔,𝑋𝑗[𝑘]) = 0 and the map
Hom𝒟(𝛼,𝑋𝑗[1]) is surjective.
By hypotheses (1) and (3), 𝑖∗𝜎 and 𝑗∗𝜔 are partial silting, and thus the two
outer terms in the following exact sequence are zero for 𝑘 ≥ 1
Hom𝒟(𝑗∗𝜔,⨁
𝑗∈𝐽
𝑋𝑗[𝑘]) → Hom𝒟(?̃?,⨁
𝑗∈𝐽
𝑋𝑗[𝑘]) → Hom𝒟(𝑖∗𝜎𝐼 ,⨁
𝑗∈𝐽
𝑋𝑗[𝑘]).
Moreover, by hypothesis (3) and Lemma 2.15, the map Hom𝒟(𝛼,⨁𝑋𝑗) is
surjective. It follows that ⨁𝑗∈𝐽 𝑋𝑗 belongs to ?̃?⟂>0 and thus to (?̃? ⊕ 𝑖∗𝜎)⟂>0 .
Finally, we prove the generating property (S3). Notice that ?̃? ⊕ 𝑖∗𝜎 is a
generator if and only if so is 𝑖∗𝜎⊕𝑗∗𝜔. Assume then Hom𝒟(𝑖∗𝜎⊕𝑗∗𝜔,𝑋[𝑘]) = 0
for all 𝑘 ∈ Z. In particular, 0 = Hom𝒟(𝑖∗𝜎𝐼 , 𝑋[𝑘]) ≅ Hom𝜔⟂Z (𝜎𝐼 , 𝑖!𝑋[𝑘]) for
all 𝑘 ∈ Z, but since 𝜎 is silting in 𝜔⟂Z , it follows 𝑖!𝑋 = 0. Consider then the
triangle
𝑖∗𝑖!𝑋 → 𝑋 → 𝑗∗𝑗∗𝑋 → 𝑖∗𝑖!𝑋[1]
induced by the recollement. Since 𝑖!𝑋 = 0, the object 𝑋 is isomorphic to 𝑗∗𝑗∗𝑋.
Thus
0 = Hom𝒟(𝑗∗𝜔,𝑋[𝑘]) ≅ Hom𝒟(𝑗∗𝜔, 𝑗∗𝑗∗𝑋[𝑘]) ≅ HomLoc(𝜔)(𝜔, 𝑗∗𝑋[𝑘])
for any 𝑘 ∈ Z and since 𝜔 is silting in Loc(𝜔), it follows 𝑗∗𝑋 = 0. Thus
𝑋 = 0.
In a similar fashion to Theorem 2.14, we present a connection of this version
of the algorithm to t-structures.
Consider the t-structures (𝒴′, 𝒴″) = (𝜎⟂>0 , 𝜎⟂≤0) and (𝒳′,𝒳″) = (𝜔⟂>0 , 𝜔⟂≤0)
respectively in 𝜔⟂Z and in Loc(𝜔), associated to the silting objects 𝜎 and 𝜔
respectively. Denote by 𝜌 = ?̃? ⊕ 𝑖∗𝜎 the silting object constructed as in Theo-
rem 2.16. By hypothesis (1) and Proposition 2.9, the recollement has a lower
adjacent recollement
𝒳 𝒟 𝒴.𝑗∗
𝑗∗
𝑗#
𝑖!
𝑖∗
𝑖#
Consider the following t-structures in 𝒟:
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• (𝜌⟂>0 , 𝜌⟂≤0) associated to the silting object 𝜌 and
• (𝒟′,𝒟″) obtained by gluing the two t-structures (𝒴′, 𝒴″) and (𝒳′,𝒳″)
along the lower adjacent recollement, as in Proposition 1.3.
Theorem 2.17. In the situation above, the t-structures (𝜌⟂>0 , 𝜌⟂≤0) and (𝒟′,𝒟″)
coincide.
Proof. Consider the coaisle 𝒟″ of the glued t-structure:
𝒟″ = {𝑍 ∈ 𝒟 ∣ 𝑗#𝑍 ∈ 𝜔⟂≤0 , 𝑖!𝑍 ∈ 𝜎⟂≤0} .
The condition 𝑗#𝑍 ∈ 𝜔⟂≤0 is equivalent to Hom𝒟(𝑗∗𝜔,𝑍[𝑘]) = 0 for 𝑘 ≤ 0, and
the condition 𝑖!𝑍 ∈ 𝜎⟂≤0 to Hom𝒟(𝑖∗𝜎, 𝑍[𝑘]) = 0 for 𝑘 ≤ 0. From the long
exact sequence
Hom𝒟(𝑗∗𝜔,𝑍[𝑘]) → Hom𝒟(?̃?, 𝑍[𝑘]) → Hom𝒟(𝑖∗𝜎𝐼 , 𝑍[𝑘]) → Hom𝒟(𝑗∗𝜔,𝑍[𝑘 + 1])
obtained applying the functor Hom𝒟(−,𝑍[𝑘]) to the triangle (2.4’), it is clear
that the condition Hom𝒟(𝑖∗𝜎,𝑍[𝑘]) = 0 = Hom𝒟(𝑗∗𝜔,𝑍[𝑘]) for all 𝑘 ≤ 0 is
equivalent to Hom𝒟(?̃?, 𝑍[𝑘]) = 0 = Hom𝒟(𝑖∗𝜎, 𝑍[𝑘]) for all 𝑘 ≤ 0 (consider
that 𝐼 is a finite set). Thus 𝒟″ coincides with
𝜌⟂≤0 = {𝑍 ∈ 𝒟 ∣ Hom𝒟(𝑖∗𝜎,𝑍[𝑘]) = 0, Hom𝒟(?̃?, 𝑍[𝑘]) = 0 for 𝑘 ≤ 0}.
Now the aisles of the two co-t-structures coincide since they are left Hom-
perpendicular to the coaisles, and these coincide.
Also Theorem 2.16 restricts to tilting objects.
Corollary 2.18. In the hypotheses of Theorem 2.16, assume 𝜎 and 𝜔 are
tilting objects respectively in 𝜔⟂Z and in Loc(𝜔). Assume moreover the following
additional condition is satisfied:
(4) Hom𝒟(𝑗∗𝜔, 𝑖∗𝜎(𝐽)[𝑘]) = 0 for 𝑘 < 0, for any set 𝐽 .
Then the object ?̃? ⊕ 𝑖∗𝜎 is tilting in 𝒟. In particular, if 𝒟 = D(𝑅) and 𝜎 and
𝜔 are isomorphic to 𝑅-modules of projective dimension at most 1, then ?̃? ⊕ 𝑖∗𝜎
is a tilting 𝑅-module.
Proof. The proof is dual to the one of Corollary 2.12. We have to check that
the following conditions hold for any set 𝐽 and for 𝑘 < 0:
(i) Hom𝒟(𝑖∗𝜎, 𝑖∗𝜎(𝐽)[𝑘]) = 0,
(ii) Hom𝒟(?̃?, 𝑖∗𝜎(𝐽)[𝑘]) = 0,
(iii) Hom𝒟(𝑖∗𝜎, ?̃?(𝐽)[𝑘]) = 0,
(iv) Hom𝒟(?̃?, ?̃?(𝐽)[𝑘]) = 0.
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Condition (i) holds because 𝑖∗ is fully faithful. For (iii), apply the functor
Hom𝒟(𝑖∗𝜎,−), to the triangle
(𝑖∗𝜎𝐼)(𝐽) → ?̃?(𝐽) → 𝑗∗𝜔(𝐽) → (𝑖∗𝜎𝐼)(𝐽)[1].
An application of the functor HomD(𝑅)(𝑗∗𝜔,−) to the same triangle yields also
Hom𝒟(𝑗∗𝜔, ?̃?(𝐽)[𝑘]) = 0, for 𝑘 < 0.
For conditions (ii) and (iv) apply respectively the functors Hom𝒟(−, 𝑖∗𝜎(𝐽)[𝑘])
and Hom𝒟(−, ?̃?(𝐽)[𝑘]) to the triangle
𝑖∗𝜎𝐼 → ?̃? → 𝑗∗𝜔 → 𝑖∗𝜎𝐼 [1].
In case 𝒟 = D(𝑅) and 𝜎 and 𝜔 have cohomologies concentrated in degree 0,
then the triangle (2.4’) is induced by a short exact sequence
0 → 𝜎𝐼 → ?̃? → 𝜔 → 0
in Mod𝑅. In particular, ?̃? is an 𝑅-module and the short exact sequence implies
?̃?, and hence ?̃? ⊕ 𝑖∗𝜎, has projective dimension at most 1. By Lemma 1.21 we
conclude that ?̃? ⊕ 𝑖∗𝜎 is a tilting module.
2.7 Recollements induced by ring epimorphisms
In this section we specify some results of Section 2.4 to the particular case
of 2-term silting complexes along a recollement induced by a homological ring
epimorphism.
Consider a homological ring epimorphism 𝜆∶ 𝑅 → 𝑆 and assume it is a
silting ring epimorphism. Let 𝜔 be a 2-term partial silting complex such that
the two subcategories 𝒴𝜔 and 𝒳𝑆 of Mod𝑅 coincide (see Section 1.7). Notice
that D(𝑆) can be described as the full subcategory of D(𝑅) of objects with
cohomologies lying in Mod𝑆 ([6, Lemma 4.6]). On the other hand, by [13,
Proposition 4.2], the subcategory Loc(𝜔)⟂0 = 𝜔⟂Z consists precisely of those
complexes whose cohomologies lie in 𝒴𝜔. Since 𝒳𝑆 = 𝒴𝜔, we can conclude that
𝜆∗(D(𝑆)) = 𝑖∗(𝜔⟂Z) and thus the recollements (1.5) and (2.3) are equivalent
and of the form
D(𝑆) D(𝑅) Loc(𝜔).𝜆∗
𝜆∗=−⊗L𝑅𝑆
𝜆!=RHom𝑅(𝑆,−)
𝑗∗
𝑗!
𝑗∗
, (2.5)
In particular, it was shown in [48, Theorem 6.7] that universal localizations
in the sense of [66] are silting ring epimorphisms. In the same paper [48],
moreover, an explicit construction of the silting object associated to a universal
localization is shown. The situation is depicted in Figure 1.
We can then state the following consequence of Theorem 2.10.
Corollary 2.19. Let 𝜆∶ 𝑅 → 𝑆 be a silting ring epimorphism which is homolog-
ical, arising from a 2-term partial silting complex 𝜔, and let 𝜎 be a 2-term silting
complex in D(𝑆). Assume the following additional hypotheses are satisfied:
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Figure 1: A diagram summarizing the situation. The triangles commute.
{ bireflective subcategories }𝒳𝑆 of Mod(𝑅)
{ ring epimorphisms }𝜆∶ 𝑅 → 𝑆 /∼
{ partial silting 𝑅-modules }𝑇1 with respect to 𝜔 /∼
⎧{
⎨{⎩
silting ring ⎫}
⎬}⎭
epimorphisms
𝜆∶ 𝑅 → 𝑆 /∼
{ universal localizations }𝜆∶ 𝑅 → 𝑅Σ
[48
]
[66
]
Φ∶
𝜆 ↦
𝒳 𝑆
[28,
30] 𝒴
𝜔 ↤
𝜔 ∶Ψ
[12]
Φ−1 ∘ Ψ
[48]
Ξ
(1) the class (𝜆∗𝜎)⟂>0 ∩ (𝑗!𝜔) is closed under coproducts in D(𝑅),
(2) 𝜆∗𝜎 is a 2-term complex of projectives in D(𝑅).
Consider the set 𝐼 = HomD(𝑅)(𝜆∗𝜎, 𝑗!𝜔[1]), let 𝛼∶ 𝜆∗𝜎(𝐼) → 𝑗!𝜔[1] be the
canonically induced map and ?̃? be the cocone of 𝛼:
𝑗!𝜔 → ?̃? → 𝜆∗𝜎(𝐼)
𝛼⟶𝑗!𝜔[1].
Then ?̃? ⊕ 𝜆∗𝜎 is a 2-term silting complex in D(𝑅).
Proof. Since 𝑗!𝜔 and 𝜆∗𝜎 are 2-term complexes of projectives, hypothesis (2)
of Theorem 2.10 is satisfied; thus Theorem 2.10 applies and ?̃? ⊕𝜆∗𝜎 is a silting
complex in D(𝑅). Finally, the triangle defining ?̃? implies that it is a 2-term
complex of projectives.
Remark 2.20. Let 𝜆∶ 𝑅 → 𝑆 be a homological ring epimorphism such that the
projective dimension of 𝑆 as an 𝑅-module is not greater than 1. Then
(1) 𝜔 = Cone(𝜆) is a 2-term partial silting complex and 𝜆 is the corresponding
silting ring epimorphism.
(2) If 𝜆 is injective, then 𝜔 is quasi-isomorphic to the partial tilting module
𝑇1 = Coker𝜆.
(3) Assume 𝜆 is injective and 𝑅 hereditary. Then for every tilting 𝑆-module
𝑇 satisfying
(1) (𝜆∗𝑇 )⟂1 is closed under coproducts,
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the object ̃𝑇 ⊕ 𝜆∗𝑇 is a tilting module, where ̃𝑇 is constructed as the
cocone in D(𝑅) of the left universal map 𝛼∶ 𝜆∗𝑇 (𝐼) → 𝑇1[1], for a set of
generators 𝐼 of HomD(𝑅)(𝜆∗𝑇 , 𝑇1[1]).
Proof. (1) Considering a projective resolution 0 → 𝑃−1
𝜎⟶ 𝑃0 → 𝑆 → 0 of 𝑆
as 𝑅-module, we have the following isomorphisms of triangles in D(𝑅)
𝑅 𝜎 𝜔 𝑅[1]
𝑅 𝑆 Cone(𝜆) 𝑅[1]
≅ ≅
𝜆
and we know 𝐻0(𝜔) = Coker(𝜆) is a partial silting module with respect to 𝜔
and with silting ring epimorphism 𝜆 ([10], see also [48, Example 6.5]).
(2) If 𝜆 is injective, 𝐻−1(𝜔) = Ker(𝜆) = 0, hence 𝑇1 = Coker(𝜆) is partial
silting with respect to the injective map 𝜔, and thus partial tilting.
(3) It follows from Corollaries 2.12 and 2.19.
2.8 Recollements induced by triangular matrix rings
We recall here some well-known facts about modules over a ring. Let 𝑅 be
a ring. For idempotent elements 𝑒1 and 𝑒2, Hom𝑅(𝑒1𝑅, 𝑒2𝑅) ≅ 𝑒2𝑅𝑒1. Define
the trace 𝜏𝑀(𝑁) of a right 𝑅-module 𝑀 in 𝑁 as the sum of the images of
all morphisms in Hom𝑅(𝑀,𝑁). Note that if (𝑁𝑗)𝑗∈𝐽 is an indexed set of 𝑅-
modules, then 𝜏𝑀(⨁𝑗∈𝐽 𝑁𝑗) ≅ ⨁𝑗∈𝐽 𝜏𝑀(𝑁𝑗) [3, Proposition 8.18]. For 𝑒 an
idempotent element and 𝑃 = 𝑒𝑅 the corresponding projective right 𝑅-module,
the two-sided ideal 𝑅𝑒𝑅 can be computed as the trace 𝜏𝑃 (𝑅) [42, Remark 2.41].
Lemma 2.21. The canonical epimorphism 𝜆∶ 𝑅 → 𝑅/𝑅𝑒𝑅 is the universal
localization of 𝑅 at the projective module 𝑃 = 𝑒𝑅, that means at the zero
morphism Σ = {0 → 𝑃}.
Proof. The map 𝜆 is Σ-inverting, since 𝑒𝑅 ⊗𝑅 (𝑅/𝑅𝑒𝑅) = 0. It is universal
because if 𝜇∶ 𝑅 → 𝑆 is Σ-inverting, then 𝑒𝑅 ⊗𝑅 𝑆 = 0. Thus 𝑅𝑒𝑅 ⊗𝑅 𝑆 = 0,
and 𝑅𝑒𝑅 ⊆ Ker𝜇 and 𝜇 factors through 𝜆. See also [6, Example 4.5(2)].
We will use the following result for a ring 𝑅.
Theorem 2.22 (Keller). [34, Theorem 8.5] [6] Let 𝒟 be a full subcategory of
D(𝑅) closed under coproducts. If 𝑇 is a compact generator of 𝒟, then there
is a differential graded algebra 𝐸 = RHom(𝑇 , 𝑇 ) with homology 𝐻∗(𝐸) ≅
⨁𝑖∈ZHom𝒟(𝑇 , 𝑇 [𝑖]) such that the functor − ⊗L𝐸 𝑇 ∶ D(𝐸) → 𝒟 is a triangle
equivalence. In particular, if 𝑇 is exceptional, then 𝐸 = End𝒟(𝑇 ).
Let now 𝐴 and 𝐵 be arbitrary rings and 𝐴𝑀𝐵 be an 𝐴-𝐵-bimodule. Define
the matrix ring
𝑅 = [𝐴 𝐴𝑀𝐵0 𝐵 ] .
We aim at investigating tilting 𝑅-modules comparing them to tilting 𝐴- and
𝐵-modules.
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Let 𝑒𝐴 = [
1𝐴 0
0 0] and 𝑒𝐵 = [
0 0
0 1𝐵
] = 1𝑅 − 𝑒𝐴 be the idempotents
corresponding respectively to 𝐴 and 𝐵.
Lemma 2.23. For a matrix ring 𝑅 as above, the quotient ring 𝑅/𝑅𝑒𝐴𝑅 is
isomorphic to 𝐵.
Proof. We compute the two-sided ideal 𝑅𝑒𝐴𝑅, as a right 𝑅-module:
𝑅𝑒𝐴𝑅 ≅ 𝜏𝑒𝐴𝑅(𝑅)
≅ 𝜏𝑒𝐴𝑅(𝑒𝐴𝑅) ⊕ 𝜏𝑒𝐴𝑅(𝑒𝐵𝑅)
= 𝑒𝐴𝑅.
For the last equality, notice that 𝜏𝑒𝐴𝑅(𝑒𝐴𝑅) = 𝑒𝐴𝑅, while 𝜏𝑒𝐴𝑅(𝑒𝐵𝑅) = 0 sinceHom𝑅(𝑒𝐴𝑅, 𝑒𝐵𝑅) = 𝑒𝐵𝑅𝑒𝐴 = 0. Thus, the quotient is
𝑅/𝑅𝑒𝐴𝑅 ≅ (𝑒𝐴𝑅 ⊕ 𝑒𝐵𝑅)/𝑒𝐴𝑅 ≅ 𝑒𝐵𝑅.
Now, as rings, 𝑒𝐵𝑅 ≅ 𝑒𝐵𝑅𝑒𝐵 ≅ 𝐵.
Theorem 2.24. Let 𝐴 and 𝐵 be algebras over a field 𝑘 and 𝑅 be a matrix
ring as above. Let 𝑇 be a tilting 𝐵-module and 𝑃 = 𝑒𝐴𝑅. Let ̃𝑇 be the
Bongartz-Trlifaj extension of 𝑇 and 𝑃 constructed as in [68, Lemma 6.8], so
that
0 → 𝑃 → ̃𝑇 → 𝑇 (𝐼) → 0
is a short exact sequence in 𝑅, with 𝐼 = Ext1𝑅(𝑇 , 𝑃 ). Then ̃𝑇 ⊕ 𝑇𝑅 is a tilting
𝑅-module.
Proof. We want to apply Corollary 2.19. Let then 𝒰 = {𝑃}; we have al-
ready seen that 𝑅𝒰 = 𝑅/𝑅𝑒𝐴𝑅 ≅ 𝐵 and the canonical epimorphism 𝜆∶ 𝑅 →
𝑅/𝑅𝑒𝐴𝑅 is the universal localization; as a silting ring epimorphism it arises
from the partial silting module 𝑃 . Note that 𝑅𝑒𝐴𝑅 is an idempotent ideal;
moreover, as right 𝑅-modules, 𝑅𝑒𝐴𝑅 ≅ 𝑒𝐴𝑅 (see the proof of Lemma 2.23),
and thus it is projective. For 𝐽 = 𝑅𝑒𝐴𝑅, the exact sequence
Tor𝑅𝑘+1(𝑅,𝑅/𝐽) → Tor𝑅𝑘+1(𝑅/𝐽,𝑅/𝐽) → Tor𝑅𝑘 (𝐽,𝑅/𝐽).
shows that Tor𝑅𝑘 (𝑅/𝐽,𝑅/𝐽) = 0 for 𝑘 ≥ 2, since 𝐽 and 𝑅 are projective. Using
the well-known identity Tor𝑅1 (𝑅/𝐼,𝑅/𝐼 ′) ≅ (𝐼 ∩ 𝐼 ′)/𝐼𝐼 ′, for any two ideals 𝐼
and 𝐼′, we get that also Tor𝑅1 (𝑅/𝐽,𝑅/𝐽) ≅ 𝐽/𝐽2 = 0, since 𝐽 is idempotent.
By [30, Theorem 4.4], the ring epimorphism 𝜆∶ 𝑅 → 𝐵 is homological.
Again the proof of Lemma 2.23 shows that 𝐵 is projective as right 𝑅-module.
Thus, projective 𝐵-modules are projective as 𝑅-modules and the projective
dimension is preserved, implying hypothesis (2).
Finally, to prove hypothesis (1), use the criterion in Remark 2.11 and show
that the recollement induced by 𝜆 can be extended one step downwards. This is
also shown in [7, Example 3.4] and we recall the construction. The recollement
has the form
D(𝐵) D(𝑅) Loc(𝑃 ) D(𝐴)𝜆∗
𝜆∗=−⊗L𝑅𝐵
𝜆!=RHom𝑅(𝐵,−)
𝑗∗
𝑗!
𝑗∗
≅ ,
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where 𝐴 = End𝑅(𝑃 ) and the equivalence Loc(𝑃 ) ≅ D(𝐴) is provided by
Keller’s Theorem 2.22. Considering the ideals of 𝑅 as left 𝑅-modules, we can
prove the dual version of Lemma 2.23, namely, that 𝑅/𝑅𝑒𝐵𝑅 ≅ 𝐴. The epi-
morphism 𝜇∶ 𝑅 → 𝑅/𝑅𝑒𝐵𝑅 ≅ 𝐴 is a universal localization and the induced
functor 𝜇∗ ∶ D(𝐴) → D(𝑅) can be expressed as 𝜇∗ = RHom𝐴(𝑅𝐴𝐴, −) ≅
− ⊗L𝐴 𝐴𝐴𝑅. As a Hom functor, it coincides with the functor 𝑗∗ of the recolle-
ment (see [7, §2.2.3]); as a tensor functor it has a right adjoint 𝜇! = 𝑗# =
Hom𝑅(𝐴𝐴𝑅, −) ∶ D(𝑅) → D(𝐴). By [7, Proposition 3.2], the recollement can
be extended one step downwards. This proves (1) and concludes the proof.
2.9 Silting objects obtained by gluing
We investigate here the conditions under which a silting object in the cen-
tral category of a recollement is glued from two silting objects. Consider a
recollement
𝒴 𝒟 𝒳𝑖∗
𝑖∗
𝑖!
𝑗∗
𝑗!
𝑗∗
of well generated triangulated categories.
Definition 2.25. Let 𝜔 and 𝜎 be objects in 𝒳 and 𝒴, respectively. We say
that a silting object 𝜏 in 𝒟 is glued from 𝜎 and 𝜔 if there exists a triangle
𝑗!𝜔 → ?̃? → 𝑖∗𝜎(𝐼)
𝛼⟶𝑗!𝜔[1] (#)
such that 𝛼 is an Add(𝑖∗𝜎)-precover and ?̃? ⊕ 𝑖∗𝜎 is a silting object equivalent
to 𝜏 .
Theorem 2.26. In the situation above, the silting object 𝜏 is glued from two
silting objects 𝜎 in 𝒴 and 𝜔 in 𝒳 if and only if the following conditions hold:
(i) 𝑖∗𝑖∗𝜏 ∈ Add(𝜏),
(ii) 𝑗∗𝜏 is partial silting in 𝒳.
Proof. Let 𝜎 and 𝜔 be silting objects respectively in 𝒴 and in 𝒳, let ?̃? be
constructed as in triangle (#), and let 𝜏 = ?̃?⊕𝑖∗𝜎. An application of the functor
𝑖∗ to the triangle (#) yields 𝑖∗?̃? ≅ 𝑖∗𝑖∗𝜎(𝐼), hence 𝑖∗𝑖∗𝜏 ≅ 𝑖∗𝑖∗?̃?⊕𝑖∗𝑖∗𝑖∗𝜎 ≅ 𝑖∗𝜎(𝐽)
belongs to Add 𝜏 and (i) holds. An application of the functor 𝑗∗ to the same
triangle gives 𝑗∗𝑗!𝜔 ≅ 𝑗∗?̃?, hence 𝑗∗𝜏 = 𝑗∗?̃? ⊕ 𝑗∗𝑖∗𝜎 ≅ 𝑗∗𝑗!𝜔 ≅ 𝜔, that is partial
silting in 𝒳 by hypothesis, proving (ii).
Conversely, suppose 𝜏 is a silting object in 𝒟 satisfying (i) and (ii). We
claim that 𝜔 = 𝑗∗𝜏 is silting in 𝒳. By hypothesis (ii), we only have to check
(S3). Suppose then an object 𝑋 in 𝒳 satisfies Hom𝒟(𝜔,𝑋[𝑖]) = 0 for all 𝑖 ∈ Z.
Then Hom𝒟(𝜏, 𝑗∗𝑋[𝑖]) = 0 for all 𝑖 ∈ Z, hence 𝑗∗𝑋 = 0 since 𝜏 is silting in 𝒟,
that implies 𝑋 = 0 since 𝑗∗ is fully faithful, proving the claim. Since 𝒳 is well
generated, we conclude that 𝒳 = Loc(𝜔) and 𝒴 = 𝜔⟂Z .
Next, we claim the object 𝜎 = 𝑖∗𝜏 is silting in 𝜔⟂Z . Property (S1) follows
since
Hom𝜔⟂Z (𝜎, 𝜎[𝑖]) ≅ Hom𝜔⟂Z (𝑖∗𝜏, 𝑖∗𝜏[𝑖])
≅ Hom𝒟(𝜏, 𝑖∗𝑖∗𝜏[𝑖]) = 0
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for 𝑖 > 0 by hypothesis (i) and because 𝜏 is silting in 𝒟.
For (S2), let (𝑌𝑗)𝑗∈𝐽 be a family of objects in 𝜔⟂Z lying in 𝜎⟂>0 , and let
𝑌 = ∐𝑗∈𝐽 𝑌𝑗. Then, for 𝑖 > 0,
Hom𝜔⟂Z (𝜎, 𝑌 [𝑖]) ≅ Hom𝒟(𝜏, 𝑖∗𝑌 [𝑖])
≅ Hom𝒟(𝜏,∐
𝑗∈𝐽
𝑖∗𝑌𝑗[𝑖]) = 0
because Hom𝒟(𝜏, 𝑖∗𝑌𝑗[𝑖]) ≅ Hom𝜔⟂Z (𝜎, 𝑌𝑗[𝑖]) = 0 for all 𝑖 > 0 and 𝜏⟂>0 is closed
under coproducts in 𝒟.
To prove (S3), suppose 𝑌 ∈ 𝜔⟂Z satisfies Hom𝜔⟂Z (𝜎, 𝑌 [𝑖]) = 0 for all 𝑖 ∈ Z.
Then Hom𝒟(𝜏, 𝑖∗𝑌 [𝑖]) = 0 for all 𝑖 ∈ Z and since 𝜏 is a generator, 𝑖∗𝑌 = 0 and
thus 𝑌 = 0 since 𝑖∗ is fully faithful.
Consider then the canonical triangle
𝑗!𝑗∗𝜏 → 𝜏 → 𝑖∗𝑖∗𝜏
𝛼⟶𝑗!𝜔[1]
induced by the recollement, that can be rewritten as
𝑗!𝜔 → 𝜏 → 𝑖∗𝜎
𝛼⟶𝑗!𝜔[1].
An application of the functor Hom𝒟(𝑖∗𝜎,−) to this triangle yields
Hom𝒟(𝑖∗𝜎, 𝑖∗𝜎)
(𝑖∗𝜎,𝛼)⟶ Hom𝒟(𝑖∗𝜎, 𝑗!𝜔[1]) → Hom𝒟(𝑖∗𝜎, 𝜏[1])
where the last term is zero by hypothesis (i) and since 𝜏 is silting. Thus, 𝛼
is an Add(𝑖∗𝜎)-precover and 𝜏 fits into a triangle of the form (#); moreover
𝜏 ⊕ 𝑖∗𝜎 is silting since Add(𝜏 ⊕ 𝑖∗𝜎) = Add(𝜏) by hypothesis (i). Thus, 𝜏 ⊕ 𝑖∗𝜎
is glued from 𝜎 and 𝜔 since 𝜏 is equivalent to 𝜏 ⊕ 𝑖∗𝜎.
Remark 2.27. Assume the recollement is of the form (1.5), induced by a homo-
logical ring epimorphism 𝜆∶ 𝑅 → 𝑆, and let𝑋 be the cone of 𝜆 as a morphism in
D(𝑅). Let 𝜏 be a 2-term silting complex inD(𝑅) and assume there exist 2-term
silting complexes 𝜎 in D(𝑆) and 𝜔 in Loc(𝑋) such that 𝜏 is glued from 𝜎 and 𝜔.
Let 𝐻0(𝜏) = 𝑇 . Then the proof of Theorem 2.26 shows Add(𝜆∗𝜏) = Add(𝜎),
in particular 𝜆∗𝜏 is silting in D(𝑆). Thus, by [20, Theorem 2.2], the condition
(i’) 𝜆∗𝜆∗𝑇 ∈ Gen𝑇
holds (and it is actually equivalent to 𝜆∗𝜏 being silting inD(𝑆)). The conditions
(i) and (ii) of Theorem 2.26 are indeed stronger, since the request of 𝜏 being
glued from 𝜎 and 𝜔 implies that 𝜆∗𝜏 is silting.
2.10 Other gluing methods
Aim of this section is to compare the previous results, in particular Theo-
rem 2.10 and Theorem 2.16, with other gluing methods appeared in the litera-
ture.
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A first gluing procedure
The method described below appeared in [46] and shows how to glue (clas-
sical) silting objects in a way that is compatible with the co-t-structures asso-
ciated to them. We say an object 𝑀 in a triangulated category 𝒟 is classical
silting if it satisfies the following two conditions:
• Hom𝒟(𝑀,𝑀[𝑘]) = 0 for 𝑘 > 0,
• 𝒟 = thick(𝑀).
Note that, by a result of Neeman ([51], see [2, Proposition 4.2]), if 𝒟 is a
triangulated category with coproducts and 𝑀 is a silting object in 𝒟 which
belongs to 𝒟𝑐, then 𝑀 is classical silting in 𝒟𝑐. Conversely, if 𝒟 is compactly
generated, then it follows from [56, Example 4.2(1)] that any classical silting
object in 𝒟𝑐 is silting in 𝒟. Indeed, since thick(𝑀) = 𝒟𝑐 and 𝒟 is com-
pactly generated, there exists a set 𝒮 of generators of 𝒟 which is contained in
thick(𝑀).
Let 𝒟 be a triangulated category. For a co-t-structure (𝒟′,𝒟″) in 𝒟 and
an object 𝑍 in 𝒟, denote by 𝛽′𝑍 (resp. 𝛽″𝑍) a (non-functorial) choice of an
object in 𝒟′ (resp. in 𝒟″) such that
𝛽′𝑍 → 𝑍 → 𝛽″𝑍 → 𝛽′𝑍[1]
is a triangle.
Theorem 2.28. [46, Theorem 3.1] Let
𝒴 𝒟 𝒳𝑖∗
𝑖∗
𝑖!
𝑗∗
𝑗!
𝑗∗
be a recollement of triangulated categories. Let 𝑋 and 𝑌 be classical silt-
ing objects in 𝒳 and 𝒴, respectively. Let (𝒳′,𝒳″) = (⟂0(𝑋⟂>0),𝑋⟂>0) and
(𝒴′, 𝒴″) = (⟂0(𝑌 ⟂>0), 𝑌 ⟂>0) be the co-t-structures associated to 𝑋 and 𝑌 in 𝒳
and 𝒴, respectively. Let 𝛽′ and 𝛽″ be a (non-functorial) choice of truncation for
the co-t-structure (𝒴′, 𝒴″) in 𝒴, and let ?̃? be defined by the following triangle
𝑖∗𝛽′𝑖!𝑗!𝑋 → 𝑗!𝑋 → ?̃? → (𝑖∗𝛽′𝑖!𝑗!)𝑋[1].
Then the object 𝑍 = ?̃? ⊕ 𝑖∗𝑋 is silting in 𝒟 and the co-t-structure associated
to 𝑍 is the glued co-t-structure of (𝒳′,𝒳″) and (𝒴′, 𝒴″).
Assume a recollement of compactly generated triangulated categories of the
form (1.3) is given, and assume it restricts to the respective subcategories of
compact objects. If 𝜔 and 𝜎 are compact silting objects in𝒳 and 𝒴 respectively,
they glue to a silting object 𝜏 in 𝒟 through Theorem 2.10. On the other hand,
since they are classical silting in the respective subcategories of compact objects,
they glue to a classical silting object in 𝒟𝑐, which is then silting in 𝒟. The
co-t-structures associated to 𝜏 and ̃𝜏 coincide, and hence the two silting objects
are equivalent.
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A second gluing procedure
Another gluing procedure was described by Saorín and Zvonareva [65]. In
the next definition we introduce what is called ‘partial silting’ object in [65]:
here we are calling it ‘weak partial silting’ in order to distinguish it from our
notion of partial silting (Definition 1.11).
Definition 2.29. An object 𝑇 in a triangulated category 𝒟 with coproducts
is weak partial silting if
(1) 𝑇 and its positive shifts generate a t-structure, i.e. (𝒰𝑇 = ⟂0(𝑇⟂≤0), 𝑇⟂≤0)
is a torsion pair;
(2) 𝒰𝑇 is contained in 𝑇⟂>0 .
An object 𝑇 is partial silting if and only if it is weak partial silting and
𝑇⟂>0 is cocomplete (see [13, §3.1]).
Note that, in the following, our notation deviates from [65].
Theorem 2.30. [65, Theorem 6.3] Let
𝒳 𝒟 𝒴𝑗∗
𝑗∗
𝑗#
𝑖!
𝑖∗
𝑖#
be a recollement of triangulated categories, let 𝜔 and 𝜎 be (weak partial) silting
objects respectively in 𝒳 and 𝒴, let (𝒳′,𝒳″) and (𝒴′, 𝒴″) be the associated
t-structures and let (𝒟′,𝒟″) be the glued t-structure. Suppose the following
condition holds:
(⋆) there exists a triangle ?̃? → 𝑗∗𝜔 → 𝑈 → ?̃?[1] such that 𝑈 ∈ 𝑖∗𝒴′ and
?̃? ∈ ⟂0(𝑖∗𝒴′).
Then ?̃? ⊕ 𝑖∗𝜎 is a (weak partial) silting object with associated t-structure
(𝒟′,𝒟″).
A criterion for condition (⋆) to hold is also provided.
Lemma 2.31. [65, Corollary 6.5] Assume 𝒳 has coproducts and the recolle-
ment of Theorem 2.30 can be extended upwards:
𝒴 𝒟 𝒳.𝑖∗
𝑖#
𝑖!
𝑖∗
𝑗∗
𝑗#
𝑗∗
𝑗!
Let 𝜔 and 𝜎 be weak partial silting objects in 𝒳 and 𝒴 respectively, associated
to the t-structures (𝒳′,𝒳″) and (𝒴′, 𝒴″), respectively. If
(‡) the t-structure (𝒴′, 𝒴″) has a left adjacent co-t-structure in 𝒴,
then condition (⋆) of Theorem 2.30 holds, so ?̃? ⊕ 𝑖∗𝜎 is a weak partial silting
object generating the t-structure (𝒟′,𝒟″) in 𝒟 glued with respect to the lower
recollement of the ladder.
2.10. Other gluing methods 45
Proof. Glue the co-t-structures (⟂0(𝒴′), 𝒴′) and (𝒳, 0) with respect to the upper
recollement of the ladder to get a co-t-structure whose coaisle is 𝑖∗(𝒴′). Then
the canonical triangle of the torsion pair (⟂0(𝑖∗𝒴′), 𝑖∗𝒴′) is the desired triangle
of condition (⋆).
Notice that, by Theorem 1.13, the condition (‡) is always satisfied if 𝜎 is
a partial silting object in a well generated category 𝒴 satisfying dual Brown
representability.
Assume a ladder of recollements as above is given, with silting objects 𝜔 in
𝒳 and 𝜎 in 𝒴 such that both Theorem 2.30 and Theorem 2.16 apply. Then the
glued silting objects ?̃?⊕𝑖∗𝜎 with respect to the procedures of the two theorems
are equivalent, since they correspond to the same t-structure.

The example of
Kronecker modules 3
We now apply the construction presented in Corollary 2.19 to the instance
of Kronecker modules. More precisely, consider the path algebra 𝑅 = 𝑘𝑄 of
the Kronecker quiver
𝑄 = 1 2
𝛽
𝛼
over an algebraically closed field 𝑘. It is isomorphic to the matrix ring
(𝑘 𝑘
2
0 𝑘 )
with basis {(1 00 0), (0 00 1), (0 10 0), (0 𝑥0 0)}.
Denote by 𝑃𝑖 (respectively 𝑄𝑖), with 𝑖 ∈ N, the (finite dimensional) inde-
composable preprojective (respectively preinjective) module, indexed such that
dim𝑘Hom𝑅(𝑃𝑖, 𝑃𝑖+1) = 2 (resp. dim𝑘Hom𝑅(𝑄𝑖+1, 𝑄𝑖) = 2).
The following list gives a complete classification of silting 𝑅-modules [12,
Examples 5.10 and 5.18], together with the corresponding 2-term silting com-
plex, when not quasi-isomorphic:
silting non tilting
⎧{
⎨{⎩
0, with respect to 𝑃1[1] ⊕ 𝑃2[1]
𝑃1, with respect to 𝑃2[1] ⊕ 𝑃1
𝑄1, with respect to 𝑃1[1] ⊕ (𝑃 21 → 𝑃2)
compact tilting
⎧{
⎨{⎩
𝑃𝑖 ⊕ 𝑃𝑖+1, 𝑖 ≥ 2
𝑄𝑖+1 ⊕𝑄𝑖, 𝑖 ≥ 1
𝑅 = 𝑃1 ⊕ 𝑃2
non-compact tilting { 𝑅𝒰 ⊕𝑅𝒰/𝑅 0 ≠ 𝒰 ∈ P
1
𝑘
𝐿 (the Lukas module)
We show that we can retrieve all silting modules, except the Lukas, by
gluing silting modules along appropriate recollements of the derived category
of Kronecker modules. We summarize here the outcome of the next sections.
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3.1 Summary
To recover large (non-compact) silting 𝑅-modules, we consider the recolle-
ments induced by a universal localization𝑅 → 𝑅𝑆 at a simple regular𝑅-module
𝑆. Such a recollement has the form
D(𝑘[𝑥]) D(𝑅) Loc(𝑆∞)𝜆∗
𝜆∗
𝜆!
𝑗∗
𝑗!
𝑗∗
and glued silting modules have always the Prüfer 𝑆∞ as a direct summand.
Thus, when we let 𝑆 run through all simple regular modules, and 𝑇 run through
all (large) silting 𝑅𝑆-modules, we recover all large tilting 𝑅-modules having at
least one Prüfer summand, that is, all except for the Lukas. This construction
is presented in Section 3.2.
To recover compact silting modules, we use instead the recollement induced
by universal localizations 𝑅 → 𝑅{𝑃} at an indecomposable preprojective or
preinjective modules. This recollement has the form
D(𝑘) D(𝑅) D(𝑘).𝜆∗ 𝑗∗
𝑗!
𝑗∗
We compute explicitly the images of 𝑗! and 𝑖∗ by separating three cases:
• 𝑃 is projective,
• 𝑃 is preprojective not projective, or
• 𝑃 is preinjective.
The first case is studied in Section 3.4 and we further distinguish two subcases:
(1) Localization at the projective 𝑃1 = 𝑒1𝑅. In this case, Im𝜆∗ = Loc(𝑄1)
and Im 𝑗! = Loc(𝑃1); we can glue the silting module 𝑄1 in Loc(𝑄1)
and the silting module 𝑃1 in Loc(𝑃1), to get the glued silting 𝑅-module
𝑄1 ⊕ 𝑄2. Or, we can glue the silting module 𝑄1 in Loc(𝑄1) and the
silting module 0 (with respect to 𝑃1 → 0) in Loc(𝑃1), to get the glued
silting 𝑅-module 𝑄1.
(2) Localization at the projective 𝑃2 = 𝑒2𝑅. Now, Im𝜆∗ = Loc(𝑃1) and
Im 𝑗! = Loc(𝑃2); we glue the silting module 𝑃1 in Loc(𝑃1) and the silting
module 0 (with respect to 𝑃2 → 0) in Loc(𝑃2), to get the glued silting 𝑅-
module 𝑃1. Or, we can glue the silting module 0 in Loc(𝑃1) (with respect
to 𝑃1 → 0) and the silting module 𝑃2 in Loc(𝑃2), to get the glued silting
𝑅-module 𝑄1. Finally, we can glue the silting modules 𝑃1 in Loc(𝑃1)
and 𝑃2 in Loc(𝑃2) to get the silting 𝑅-module 𝑃1 ⊕ 𝑃2. The latter case
is studied in Section 3.5.
The second case, that is, if 𝑃 = 𝑃𝑖, for 𝑖 ≥ 3, is preprojective not projective,
is studied in Section 3.5. In this case, Im𝜆∗ = Loc(𝑃𝑖−1) and Im 𝑗! = Loc(𝑃𝑖).
We can glue the silting modules 𝑃𝑖−1 in Loc(𝑃𝑖−1) and 𝑃𝑖 in Loc(𝑃𝑖) to get
the silting 𝑅-module 𝑃𝑖−1 ⊕ 𝑃𝑖. If 𝑖 = 3, since 𝑃𝑖−1 = 𝑃2 is projective, we can
glue the silting module 0 (with respect to 𝑃2 → 0) in Loc(𝑃2) and the silting
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module 𝑃3 in Loc(𝑃3), getting the glued silting 𝑅-module 0 (with respect to
𝑃1[1] ⊕ 𝑃2[1]).
Finally, the case 𝑃 = 𝑄𝑖, for 𝑖 ≥ 1, is preinjective, is studied in Section 3.6.
In this case, Im𝜆∗ = Loc(𝑄𝑖+1) and Im 𝑗! = Loc(𝑄𝑖). We glue the silting
modules 𝑄𝑖+1 in Loc(𝑄𝑖+1) and 𝑄𝑖 in Loc(𝑄𝑖) to get the silting 𝑅-module
𝑄𝑖−1 ⊕𝑄𝑖.
This exhausts the list of compact silting 𝑅-modules.
3.2 Gluing large silting objects
Consider the morphism ̄𝛼 ∶ 𝑃1 → 𝑃2 induced by the arrow 𝛼 and let the
simple regular 𝑆 be its cokernel. Consider the universal localization 𝜆∶ 𝑅 → 𝑅𝑆
of 𝑅 at the set { ̄𝛼}. The ring 𝑅𝑆 can be regarded as the path algebra 𝑘𝑄′/ ∼
of the quiver
𝑄′ = 1 2
𝛼−1
𝛽
𝛼
modulo the ideal generated by the relations 𝛼𝛼−1−𝑒1 and 𝛼−1𝛼−𝑒2, and it is
isomorphic to the 2-by-2 matrix ring 𝑀2(𝑘[𝑥]) over the polynomial ring, where
the isomorphism is given by the map
𝜑∶ 𝑅𝑆 ⟶𝑀2(𝑘[𝑥])
𝑒1 ⟼(1 00 0)
𝑒2 ⟼(0 00 1)
𝛼⟼ (0 10 0)
𝛼−1 ⟼(0 01 0)
𝛽 ⟼ (0 𝑥0 0)
extended to the paths in 𝑘𝑄′ by setting 𝜑(𝑠𝑡) = 𝜑(𝑠)𝜑(𝑡) for any two paths 𝑠
and 𝑡 and by linearity to the whole algebra 𝑘𝑄′/ ∼. One can check that such
map is well-defined and it is a morphism of 𝑘-algebras. To see that it is bijective
note that for any positive integer 𝑛, 𝜑((𝛽𝛼−1)𝑛) = (𝑥𝑛 00 0) and 𝜑((𝛼−1𝛽)𝑛) =
(0 00 𝑥𝑛). Moreover, 𝜑(𝛼(𝛼−1𝛽)𝑛) = (0 𝑥
𝑛
0 0 ) and 𝜑(𝛼−1(𝛽𝛼−1)𝑛) = ( 0 0𝑥𝑛 0). This
shows that 𝜑 is surjective; one can also show that the map is injective.
Thus, 𝑅𝑆 is Morita equivalent to 𝑘[𝑥]. The embedding 𝜆∗ ∶ Mod𝑅𝑆 →
Mod𝑅 can be explicitly described as follows, taking into account the equiva-
lence between Mod 𝑘[𝑥] and the category of representations of the quiver with
one vertex and one loop:
Mod 𝑘[𝑥] Mod 𝑘(• •)
𝜆∗
𝑉
𝑥
𝑉 𝑉
1
𝑥
(3.1)
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Since 𝑅 is a hereditary ring, the universal localization 𝜆 is homological and
there is a recollement of the form (1.5). Moreover, the universal localization 𝜆
is injective and its cokernel is isomorphic to a sum of two copies of the Prüfer
module 𝑆∞ [15, Proposition 1.10]. Thus, the recollement has the form
D(𝑘[𝑥]) D(𝑅) Loc(𝑆∞)𝜆∗
𝜆∗
𝜆!
𝑗∗
𝑗!
𝑗∗
, (3.2)
where 𝑗! is the natural embedding of Loc(𝑆∞) into D(𝑅).
By Remark 2.20, 𝜆 is the ring epimorphism associated to the partial silting
𝑅-module 𝑆∞ (that is even partial tilting).
Recall now the classification of silting modules over the polynomial ring
𝑘[𝑥]. Since 𝑘[𝑥] is a Dedekind domain, the only silting non-tilting module is
the zero module, and [14, Corollary 6.12] tilting modules are in bijection, up
to equivalence, with subsets of Max-spec 𝑘[𝑥], i.e. sets of maximal ideals, that
in turn are in bijection with the elements of 𝑘. To each such subset 𝒫, we
associate the corresponding subset 𝒰𝒫 of simple objects and the tilting module
𝑇𝒫 = 𝑘[𝑥]𝒰𝒫 ⊕𝑘[𝑥]𝒰𝒫/𝑘[𝑥]. We want to glue the tilting objects 𝑇𝒫 in Mod 𝑘[𝑥]and 𝑆∞ in Loc(𝑆∞) (or their projective presentation, respectively 𝜎𝒫 and 𝜔).
Notice that simple 𝑘[𝑥]-modules are sent to simple regular 𝑅-modules by the
embedding 𝜆∗ (see (3.1)) and let 𝜆∗𝒰𝒫 = {𝜆∗(𝑦) ∣ 𝑦 ∈ 𝒰𝒫} be the set of simple
regular 𝑅-modules that consists of the images of all simple 𝑘[𝑥]-modules in 𝒰𝒫.
In order to apply Corollary 2.12, we have to determine 𝜆∗(𝑇𝒫) = 𝜆∗(𝑘[𝑥]𝒰𝒫)⊕𝜆∗(𝑘[𝑥]𝒰𝒫/𝑘[𝑥]). For the first summand, observe that iterated universal localiza-tions are again universal localizations [66, Theorem 4.6]. Thus, Add(𝜆∗(𝑘[𝑥]𝒰𝒫)) ≅Add(𝑅{𝑆}∪𝜆∗𝒰𝒫), since 𝑅𝑆 and 𝑘[𝑥] are Morita equivalent. The second sum-mand is the sum of all the injective envelopes of the 𝑘[𝑥]-modules belonging to
𝒰𝒫. The embedding 𝜆∗ sends them to the corresponding Prüfer 𝑅-modules:
𝜆∗(𝑘[𝑥]𝒰𝒫/𝑘[𝑥]) = 𝜆∗( ⨁
𝑆′∈𝒰𝒫
𝑆′∞) ≅ ⨁
𝑆′∈𝜆∗𝒰𝒫
𝑆′∞ ≅ 𝑅𝜆∗𝒰𝒫/𝑅.
This can be directly verified from the description of 𝜆∗ above; see also [64, Ex-
ample 1.4]. Consider now hypothesis (2) of Theorem 2.10, that is, (𝜆∗𝑇𝒫)⟂>0 ∩
(𝑗!𝑆∞)⟂>0 is closed under coproducts. This is satisfied because 𝜆∗𝑇𝒫 ⊕ 𝑗!𝑆∞ is
a tilting object in 𝒟 (equivalent to 𝑅{𝑆}∪𝜆∗𝒰𝒫 ⊕𝑅{𝑆}∪𝜆∗𝒰𝒫/𝑅).According to Corollary 2.12, we now have to calculate the set
𝐼 = HomD(𝑅)(𝜆∗𝑇𝒫, 𝑗!𝑆∞[1]).
Taking into account the equality
Add(𝜆∗𝑇𝒫) = Add(𝑅{𝑆}∪𝜆∗𝒰𝒫 ⊕ ⨁
𝑆′∈𝜆∗𝒰𝒫
𝑆′∞),
this amounts to computing the group
Ext1𝑅 (𝑅𝜆∗𝒰𝒫∪{𝑆}, 𝑆∞) ⊕ Ext
1
𝑅 ( ⨁
𝑆′∈𝜆∗𝒰𝒫
𝑆′∞, 𝑆∞).
The summand 𝑅{𝑆}∪𝜆∗𝒰𝒫 embeds into the localization of 𝑅 at the set of all sim-ple regular modules, which is isomorphic to the sum of two copies of the generic
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module 𝐺 (see [15, Proposition 1.10]); since Ext1𝑅(𝐺, 𝑆∞) = 0 for any Prüfer ob-
ject (see for instance [60, Proposition 10.1]), then also Ext1𝑅(𝑅{𝑆}∪𝜆∗𝒰𝒫 , 𝑆∞) =
0. The second Ext1-group vanishes because Prüfer modules are Ext1-orthogonal.
Thus, 𝐼 = 0, the triangle (2.4) is the trivial one
𝑆∞ → 𝑆∞ → 0 → 𝑆∞[1],
and ̃𝑇𝒫 = 𝑆∞. Thus, the glued silting object (in fact, tilting) is determined,
up to equivalence, by
Add(𝜆∗𝑇𝒫 ⊕ ̃𝑇𝒫) = Add(𝑅{𝑆}∪𝜆∗𝒰𝒫 ⊕ ⨁
𝑆′∈𝜆∗𝒰𝒫
𝑆′∞ ⊕ 𝑆∞)
= Add(𝑅{𝑆}∪𝜆∗𝒰𝒫 ⊕𝑅{𝑆}∪𝜆∗𝒰𝒫/𝑅).
By letting 𝒫 run through through all subsets of Max-spec 𝑘[𝑥] we retrieve all
large silting 𝑅-modules having 𝑆∞ as a direct summand. We can then let 𝑆
run through all simple regular modules and construct a similar recollement
localizing at 𝑆. In this way we get all silting 𝑅-modules corresponding to a
localization at a nonempty set of simple regular modules, and thus all large
silting modules except the Lukas.
3.3 Gluing compact silting objects
We consider now a different family of recollements of D(𝑅), namely, the
ones induced by compact partial silting objects. We want to glue 2-term silting
complexes through Corollary 2.19. We will use the following lemma.
Lemma 3.1. [12, Theorem 5.8] Let 𝑅 be a hereditary ring and 𝜆∶ 𝑅 → 𝑆 a
homological ring epimorphism. Then 𝑆 ⊕ Coker𝜆 is a silting 𝑅-module.
Remark 3.2. If KerExt1𝑅(𝑆,−) is closed under coproducts (e.g., if 𝑆 is finitely
presented as 𝑅-module), we can deduce the statement of Lemma 3.1 from the
gluing procedure of Corollary 2.19. Consider indeed a projective resolution
0 → 𝑃−1
𝜎⟶𝑃0 → 𝑆 → 0 of 𝑆 as 𝑅-module. As in the proof of Remark 2.20,
we have the following isomorphisms of triangles in D(𝑅)
𝑅 𝜎 𝜔 𝑅[1]
𝑅 𝑆 Cone(𝜆) 𝑅[1]
≅ ≅
𝜆
and the recollement (1.5) induced by 𝜆 has the form
D(𝑆) D(𝑅) Loc(𝜔).𝜆∗ 𝑗∗
𝑗!
𝑗∗
Notice that 𝐻0(Cone𝜆) = Coker𝜆, 𝐻−1(Cone𝜆) = Ker𝜆 and 𝐻𝑖(Cone𝜆) = 0
if 𝑖 ≠ 0,−1. We glue the silting objects 𝑆 inD(𝑆) and 𝜔 in Loc(𝜔). Notice that
𝐼 = HomD(𝑅)(𝜆∗𝑆, 𝑗!𝜔[1]) ≅ Ext1𝑅(𝑆,Coker𝜆) = 0. Indeed, Ext1𝑅(𝑆, 𝑆(𝐽)) ≅
Ext1𝑆(𝑆, 𝑆(𝐽)) = 0 for any set 𝐽 and hence Add(𝑆) ⊆ 𝑆⟂1 ; but since 𝑅 is a
52 3.4. Universal localization at a projective module
hereditary ring, the covariant Ext1𝑅 functor is right exact and thus Gen𝑆 ⊆ 𝑆⟂1 .
In particular, Coker𝜆 ∈ 𝑆⟂1 . Moreover, 𝜆∗𝑆 ≅ 𝜎 satisfies condition (1) of
Corollary 2.19. Indeed, 𝜎⟂>0 is closed under coproducts since so is 𝒟𝜎 =
Ext1𝑅(𝑆,−) by assumption.
Since 𝐼 = 0, the triangle (2.4) of Theorem 2.10 has the form
𝑗!𝜔 → 𝑗!𝜔 → 0 → 𝑗!𝜔[1],
and the glued silting object is 𝑗!𝜔 ⊕ 𝜎 (note that 𝜎 is quasi-isomorphic in
D(𝑅) to 𝜆∗(𝑆)). This is indeed a 2-term complex and its zero-cohomology
𝐻0(𝑗!𝜔 ⊕ 𝜎) = Coker𝜆 ⊕ 𝑆 is a silting object.
In Table 1 we list the compact partial silting modules and describe the ring
epimorphisms and the recollements induced. For the sake of completeness we
also include the already studied case relative to the non-compact partial silting
object 𝑆∞, for a simple regular object 𝑆.
Table 1: The recollements associated to partial silting Kronecker modules (see also
[12, Example 5.18]).
2-term partial
silting complex
Partial
silting
𝑅-module
Ring
epimorphism Recollement
𝑃1 → 0 0 𝑅 → 𝑅/𝑅𝑒1𝑅 Loc(𝑄1)—— D(𝑅)—— Loc(𝑃1)0 → 𝑃1 𝑃1
𝑃2 → 0 0 𝑅 → 𝑅/𝑅𝑒2𝑅 Loc(𝑃1)—— D(𝑅)—— Loc(𝑃2)0 → 𝑃2 𝑃2
𝑃 𝑖+11 → 𝑃 𝑖2 𝑄𝑖, 𝑖 ≥ 1 𝑅 → 𝑅{𝑄𝑖} Loc(𝑄𝑖+1)
—— D(𝑅)—— Loc(𝑄𝑖)
𝑃 𝑖−21 → 𝑃 𝑖−12 𝑃𝑖, 𝑖 ≥ 3 𝑅 → 𝑅{𝑃𝑖} Loc(𝑃𝑖−1)
—— D(𝑅)—— Loc(𝑃𝑖)
proj. resolution 𝑆∞ 𝑅 → 𝑅𝑆 D(𝑅𝑆)—— D(𝑅)—— Loc(𝑆∞)
3.4 Universal localization at a projective module
We consider the two recollements induced by the universal localization at a
projective module. Recall that, for an idempotent 𝑒, defined 𝑃 = 𝑒𝑅, the right
𝑅-module 𝑅𝑒𝑅 can be computed as the trace 𝜏𝑃 (𝑅) of the projective module 𝑃
into 𝑅. If 𝑒1 and 𝑒2 denote the idempotent elements of 𝑅 such that 𝑒1𝑅 = 𝑃1
and 𝑒2𝑅 = 𝑃2, we compute the quotient rings 𝑅/𝑅𝑒1𝑅 and 𝑅/𝑅𝑒2𝑅 as right
𝑅-modules. We have
𝑅𝑒1𝑅 ≅ 𝜏𝑃1(𝑅)
≅ 𝜏𝑃1(𝑃1) ⊕ 𝜏𝑃1(𝑃2)
≅ 𝑃1 ⊕ 𝑃 21 = 𝑃 31 .
Thus, since 𝑅𝑅 = 𝑃1 ⊕ 𝑃2 has dimension vector (1 3) and 𝑃1 has dimension
vector (0 1), the quotient 𝑅/𝑃 31 has dimension vector (1 0) and it is isomorphic
to 𝑄1.
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Similarly,
𝑅𝑒2𝑅 ≅ 𝜏𝑃2(𝑅)
≅ 𝜏𝑃2(𝑃1) ⊕ 𝜏𝑃2(𝑃2)
≅ 0 ⊕ 𝑃2 = 𝑃2.
Since 𝑅𝑅 ≅ 𝑃1 ⊕ 𝑃2, then the quotient 𝑅/𝑃2 is isomorphic to 𝑃1.
Now, the silting object induced by the ring epimorphism 𝜆∶ 𝑅 → 𝑅/𝑅𝑒1𝑅
according to Lemma 3.1 is 𝑅/𝑅𝑒1𝑅⊕Coker𝜆 ≅ 𝑄1; it corresponds to gluing the
2-term partial silting complexes 𝑃1 → 0 in Loc(𝑃1) and 𝑃 21 → 𝑃2 in Loc(𝑄1).
Similarly, the silting object induced by the ring epimorphism 𝜆∶ 𝑅 → 𝑅/𝑅𝑒2𝑅
is 𝑅/𝑅𝑒2𝑅 ⊕ Coker𝜆 ≅ 𝑃1; it corresponds to gluing the 2-term partial silting
complexes 𝑃2 → 0 in Loc(𝑃2) and 𝑃1 in Loc(𝑃1).
For the recollement induced by the ring epimorphism 𝑅 → 𝑅/𝑅𝑒1𝑅, we
may also choose the 2-term silting complexes 0 → 𝑃1 in Loc(𝑃1) and 𝑃 21 → 𝑃2
in Loc(𝑄1). In this case,
HomD(𝑅)(𝜆∗𝑄1, 𝑗!𝑃1[1]) ≅ Ext1𝑅(𝑄1, 𝑃1)
≅ 𝐷Hom(𝑃1, 𝜏𝑄1)
= 𝐷Hom(𝑃1, 𝑄3)
has 𝑘-dimension 2. Indeed, the dimension vectors of 𝑃1 and𝑄3 are, respectively,
(0 1) and (3 2), and hence Hom𝑅(𝑃1, 𝑄3) ≅ Hom𝑘(𝑘, 𝑘2). Thus, the set 𝐼 can
be taken to have cardinality 2 and the triangle defining ?̃? is
𝑃1 → ?̃? → 𝑄21 → 𝑃1[1],
corresponding to the short exact sequence
0 → 𝑃1 → 𝑄2 → 𝑄21 → 0.
Thus, ?̃? = 𝑄2 and the glued silting object is 𝑄1 ⊕𝑄2.
Similarly, for the recollement induced by the ring epimorphism𝑅 → 𝑅/𝑅𝑒2𝑅,
we may choose the 2-term silting complexes 0 → 𝑃2 in Loc(𝑃2) and 𝑃1 → 0 in
Loc(𝑃1). Then dim𝑘Hom(𝑃1[1], 𝑃2[1]) = 2, the triangle defining ?̃? is
𝑃2 → ?̃? → 𝑃 21 [1] → 𝑃2[1],
that yields ?̃? ≅ 𝑄1. The glued silting module is 𝑄1 with respect to the 2-term
silting complex (𝑃 21 → 𝑃2) ⊕ 𝑃1[1].
3.5 Universal localization at a preprojective non
projective
Consider now the family of recollements
Loc(𝑃𝑖−1) D(𝑅) Loc(𝑃𝑖)𝜆∗ 𝑗∗
𝑗!
𝑗∗
induced by the partial silting object 𝑃𝑖, for 𝑖 ≥ 2.
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By [67] and [47, Lemma 4.1] (compare [12, §5]), the universal localization
𝜆∶ 𝑅 → 𝑅{𝑃𝑖} is injective for 𝑖 ≥ 3 since 𝑃𝑖 is finitely presented with noprojective summands. Moreover, the cokernel Coker𝜆 is filtered by 𝑃𝑖, and
thus it belongs to Add(𝑃𝑖). Since 𝑅{𝑃𝑖} belongs to (Coker𝜆)⟂0,1 = Add(𝑃𝑖−1),then the glued silting object 𝑅{𝑃𝑖}⊕Coker𝜆 of Lemma 3.1 is equivalent to thecompact tilting object 𝑃𝑖−1 ⊕ 𝑃𝑖.
For 𝑖 = 3 we may also choose the 2-term silting complexes 0 → 𝑃3 in Loc(𝑃3)
and 𝑃2 → 0 in Loc(𝑃2). Then dim𝑘Hom(𝑃2[1], 𝑃3[1]) = 2, the triangle defining
?̃? is
𝑃3 → ?̃? → 𝑃 22 [1] → 𝑃3[1],
that implies ?̃? ≅ 𝑃1[1]. The glued silting module is 0 with respect to the 2-term
silting complex 𝑃1[1] ⊕ 𝑃2[1].
3.6 Universal localization at a preinjective
Finally, consider the recollement
Loc(𝑄𝑖+1) D(𝑅) Loc(𝑄𝑖)𝜆∗ 𝑗∗
𝑗!
𝑗∗
induced by the ring epimorphism 𝜆∶ 𝑅 → 𝑅{𝑄𝑖}, for 𝑖 ≥ 1. Similarly to thepreprojective non-projective case, by Lemma 3.1 we get the silting module
𝑅𝑄𝑖 ⊕ Coker𝜆, which is equivalent to 𝑄𝑖+1 ⊕𝑄𝑖.This exhausts the list of compact silting 𝑅-modules. Apparently, the only
way of getting the Lukas tilting module 𝐿 by means of gluing is through a
trivial recollement. Indeed, this module enjoys the remarkable property that
for any direct summand 𝑀 , Add(𝑀) = Add(𝐿) (see [4]). Thus, any partial
tilting module 𝑀 that is a direct summand of 𝐿 generates the same localizing
subcategory Loc(𝑀) = Loc(𝐿) = D(𝑅) and one gets the trivial recollement
0 D(𝑅) Loc(𝐿)𝑗∗
𝑗!
𝑗∗
.
The Lukas module can then be obtained by gluing the silting modules 𝐿 in
Loc(𝐿) and 0 in the zero category.
Expansions of abelian
categories 4
In Chapter 3 we employed recollements induced by universal localizations
to get the derived category of Kronecker modules from the derived module
category of the polynomial ring and eventually get as many silting modules as
possible through gluing. Now we want to retrieve silting objects on concealed
canonical algebras starting from the classification of silting modules over the
Kronecker algebra. Indeed, concealed canonical algebras are related to the
Kronecker algebra by iterated universal localizations at one-element sets of
simple regular objects. Expansions of abelian categories offer the geometric
perspective for the same phenomenon.
4.1 Left and right expansions
We recall here briefly the construction of expansions of abelian categories, a
concept developed by Chen and Krause [23, 24]. Roughly speaking, an expan-
sion is a fully faithful and exact functor ℬ → 𝒜 between abelian categories that
admits an exact left adjoint and an exact right adjoint. In addition one requires
the existence of simple objects 𝑆𝜆 and 𝑆𝜌 in 𝒜 such that 𝑆
⟂0,1
𝜆 = ℬ = ⟂0,1𝑆𝜌,
where ℬ is viewed as a full subcategory of 𝒜. In fact, these simple objects are
related by an exact sequence 0 → 𝑆𝜌 → 𝑆 → 𝑆𝜆 → 0 in 𝒜 such that 𝑆 is a
simple object in ℬ. On the other hand, the left adjoint of ℬ → 𝒜 identifies 𝑆𝜌
with 𝑆, whereas the right adjoint identifies 𝑆𝜆 with 𝑆.
Let 𝒜 be an abelian category. Recall that a full subcategory ℬ of 𝒜 is
called exact abelian if ℬ is an abelian category and the inclusion functor is
exact. Now let 𝑖 ∶ ℬ → 𝒜 be a fully faithful and exact functor between abelian
categories. It is convenient to identify ℬ with the essential image of 𝑖, which
means that ℬ is an exact abelian subcategory of 𝒜.
Definition 4.1. [24, Definition 3.1.1] A fully faithful end exact functor 𝑖 ∶ ℬ →
𝒜 between abelian categories is called left expansion if the following conditions
are satisfied:
(E1) The functor 𝑖 ∶ ℬ → 𝒜 admits an exact left adjoint.
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(E2) The category ⟂0,1ℬ is equivalent to modΔ for some division ring Δ.
(E3) Ext2𝒜(𝐴,𝐵) = 0 for all 𝐴,𝐵 ∈ ⟂0,1ℬ.
The functor ℬ → 𝒜 is called right expansion if the dual conditions are satisfied.
Left expansions admit the following characterization.
Lemma 4.2. [24, Lemma 3.1.4] The following are equivalent for an abelian
category 𝒜 and an exact abelian subcategory ℬ:
(1) The inclusion ℬ → 𝒜 is a left expansion.
(2) There exists a simple object 𝑆 ∈ 𝒜 such that 𝑆⟂0,1 = ℬ that satisfies the
following properties:
a) Hom𝒜(𝑆,𝐴) and Ext1𝒜(𝑆,𝐴) are of finite length over End𝒜(𝑆) for
all 𝐴 ∈ 𝒜,
b) Ext1𝒜(𝑆, 𝑆) = 0 and Ext2𝒜(𝑆,𝐴) = 0 for all 𝐴 ∈ 𝒜.
Dually, one can define right expansions, which admit a dual characteriza-
tion.
Definition 4.3. A fully faithful and exact functor 𝑖 ∶ ℬ → 𝒜 between abelian
categories is an expansion of abelian categories if the functor 𝑖 is a left and
right expansion.
Let 𝑖 ∶ ℬ → 𝐴 be an expansion of abelian categories. We identify ℬ with
the essential image of 𝑖. We denote by 𝑖𝜆 the left adjoint of 𝑖 and by 𝑖𝜌 the
right adjoint of 𝑖. We choose an indecomposable object 𝑆𝜆 in ⟂0,1ℬ and an
indecomposable object 𝑆𝜌 inℬ⟂0,1 . Thus ⟂0,1ℬ = add(𝑆𝜆) andℬ⟂0,1 = add(𝑆𝜌)
by property (E2).
An expansion 𝑖 ∶ ℬ → 𝒜 is called split if ℬ⟂0,1 = ⟂0,1ℬ; it is split if and only
if ([24, Lemma 3.2.4]) 𝒜 decomposes as the disjoint union ℬ⨿𝒞 for some Serre
subcategory 𝒞. If the expansion is non-split, ([24, Lemma 3.2.5]) the object
̄𝑆 = 𝑖𝜆(𝑆𝜌) is simple in ℬ and isomorphic to 𝑖𝜌(𝑆𝜆). Moreover, there exists a
short exact sequence
0 → 𝑆𝜌 → 𝑖 ̄𝑆 → 𝑆𝜆 → 0
and the functor 𝑖𝜆 (resp. 𝑖𝜌) induces an equivalence ℬ⟂0,1
∼−→ add( ̄𝑆) (resp.
⟂0,1ℬ ∼−→ add( ̄𝑆)). In particular, ⟂0,1ℬ ≅ ℬ⟂0,1 .
An expansion ℬ → 𝒜 of abelian categories determines a division ring Δ
such that ⟂0,1ℬ and ℬ⟂0,1 are equivalent to modΔ: we call Δ the associated
division ring.
Let 𝑖 ∶ ℬ → 𝒜 be an expansion with associated division ring Δ, so that
⟂0,1ℬ ≅ modΔ ≅ ℬ⟂0,1 .Then there are inclusions 𝑗 ∶ ⟂0,1ℬ ↪ 𝒜 and 𝑘 ∶ ℬ⟂0,1 ↪
𝒜 with adjoints 𝑗𝜌 and 𝑘𝜆, yielding a diagram
ℬ 𝒜 modΔ𝑖
𝑖𝜆
𝑖𝜌
𝑗𝜌
𝑘𝜆
𝑗
𝑘
.
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When one passes from the abelian categories to their derived categories, the
diagram above induces a recollement of triangulated categories [24, Proposition
3.3.2]
D𝑏(ℬ) D𝑏(𝒜) D𝑏(modΔ),𝑖∗
𝑖∗
𝑖!
𝑗∗
𝑗!
𝑗∗
(4.1)
where 𝑖∗, 𝑖∗, 𝑖!, 𝑗!, 𝑗∗ are induced by the corresponding functors 𝑖, 𝑖𝜆, 𝑖𝜌, 𝑗, 𝑘
between abelian categories, while 𝑗∗ is the right adjoint of 𝑗!, that is isomorphic
to the left adjoint of 𝑗∗.
The following results describe the functor 𝑖 ∶ ℬ → 𝒜 and its adjoints with
respect to simple objects. The left adjoint 𝑖𝜆 induces a bijection between the
isomorphism classes of simple objects of 𝒜 that are different from 𝑆𝜆, and the
isomorphism classes of simple objects of ℬ.
Lemma 4.4. [24, Lemma 3.4.1] Let 𝑖 ∶ ℬ → 𝒜 be an expansion of abelian
categories.
(1) If 𝑆 is a simple object in ℬ and 𝑆 ≇ ̄𝑆, then 𝑖𝑆 is simple in 𝒜 and
𝑖𝜆𝑖𝑆 ≅ 𝑆.
(2) If 𝑆 is a simple object in 𝒜 and 𝑆 ≇ 𝑆𝜆, then 𝑖𝜆𝑆 is simple in ℬ.
Moreover, 𝑆 ≅ 𝑖𝑖𝜆𝑆 if 𝑆 ≇ 𝑆𝜌.
4.2 Coherent and quasicoherent sheaves
Throughout this section, let 𝑘 be an algebraically closed field. Weighted
projective curves were introduced in [29]; following [9, 41], a noncommutative
curve X can be described axiomatically by a category ℋ that is regarded as
the category cohX of coherent sheaves over X:
(NC1) ℋ is small, connected, abelian and every object in ℋ is noetherian;
(NC2) ℋ is a 𝑘-category with finite-dimensional Hom and Ext spaces;
(NC3) ℋ admits a Serre functor, that is an autoequivalence 𝜏 such that the
Serre duality
Ext1𝒜(𝑋, 𝑌 ) ≅ 𝐷Hom𝒜(𝑌 , 𝜏𝑋)
holds, where 𝐷 = Hom𝑘(−, 𝑘).
(NC4) ℋ contains an object of infinite length.
Notice that (NC3) is equivalent to ask that 𝒜 be hereditary and has no nonzero
projective objects [23, Proposition 3.4.5].
For a categoryℋ of coherent sheaves there is a positively 𝐻-graded noethe-
rian ring 𝑅, with (𝐻,≤) an ordered abelian group of rank one, such that ℋ
is
ℋ = mod
𝐻(𝑅)
mod𝐻0 (𝑅)
,
the quotient category of finitely generated 𝐻-graded modules modulo the Serre
subcategory of those modules which are finite-dimensional over 𝑘.
58 4.3. A geometric model for the tube category
This description can be used to define the category ⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗ℋ = QcohX of quasi-
coherent sheaves as
⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗ℋ = Mod
𝐻(𝑅)
Mod𝐻0 (𝑅)
,
where Mod𝐻0 (𝑅) denotes the localizing subcategory of Mod𝐻(𝑅) of all locally
finite-dimensional modules, that is, direct limits of finite-dimensional mod-
ules over 𝑘. The category ⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗ℋ is hereditary abelian, and a locally noetherian
Grothendieck category; every object in ⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗ℋ is a direct limit of objects in ℋ.
The full abelian subcategory ℋ consists of the coherent (= finitely presented
= noetherian) objects in ⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗ℋ, and we also write ℋ = fp( ⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗ℋ) = coh( ⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗ℋ). Ev-
ery indecomposable coherent sheaf has a local endomorphism ring, and ℋ is a
Krull-Schmidt category. The closure under direct limits of a tube 𝒰 in ⃗⃗⃗⃗⃗⃗𝒜 will
be denoted by ⃗⃗ ⃗⃗ ⃗⃗𝒰.
If X is the non-weighted projective line P1𝑘 over 𝑘, then 𝐻 = Z and 𝑅 =
𝑘[𝑥0, 𝑥1] (see [23]).
Let ℋ0 be the Serre subcategory of ℋ consisting of all objects of finite
length. Then
ℋ0 = ∐
𝑥∈X
𝒰𝑥
(for some index set X), where 𝒰𝑥 are connected uniserial categories, called tubes.
A category 𝒰 that is equivalent to a tube 𝒰𝑥, for some weighted projective
curve X and some 𝑥 ∈ X, will be called a tube category. By [45, Proposition
1.1], every coherent sheaf inℋ belongs either toℋ0 or toℋ+ = vectX, that is
the class of sheaves not containing any simple sheaf, also called vector bundles
or torsionfree sheaves. Objects in ℋ0 will be called torsion sheaves. We also
require any curve to satisfy the following property:
(NC5) X consists of infinitely many points.
The quotient categoryℋ/ℋ0 is, by [45, Proposition 3.4], of the formℋ/ℋ0 ≅
mod(𝑘(X)) for a unique division ring 𝑘(ℋ), called the function field of ℋ (or
X). If we denote by ⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗ℋ the closure under direct limits of ℋ0 in ℋ, then
⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗ℋ/ ⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗ℋ0 ≅ Mod 𝑘(ℋ).
Ifℋ is a category satisfying (NC1) through (NC5), then we call X a weighted
noncommutative regular projective curve over 𝑘. It is shown in [41, Theorem
7.11] that for a weighted noncommutative regular projective curve, for all 𝑥 ∈ X
there are (up to isomorphism) precisely 𝑝(𝑥) < ∞ simple objects in 𝒰𝑥 and
for almost all 𝑥, 𝑝(𝑥) = 1. The numbers 𝑝(𝑥) are called weights; points 𝑥 ∈ X
are called exceptional if 𝑝(𝑥) > 1, homogeneous otherwise. In case 𝑝(𝑥) = 1 for
each 𝑥 ∈ X, we say that the curve X is non-weighted. Notice that ℋ is non-
weighted if and only if for any simple object 𝑆, Ext1ℋ(𝑆, 𝑆) ≠ 0 (equivalently,
𝜏𝑆 ≅ 𝑆). Finally, we say ℋ is of genus 0 if it satisfies the following condition:
(G0) ℋ admits a tilting object.
4.3 A geometric model for the tube category
We describe here a geometric model by Baur, Buan and Marsh [16] for
objects in the closure ⃗⃗ ⃗⃗ ⃗⃗𝒰 under direct limits of a tube category 𝒰. This model
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provides a handy way of visualizing modules and computing Hom and Ext
groups in such categories, and gives a characterization of maximal exceptional
objects. Recall an object 𝑇 in an abelian category 𝒜 is said to be exceptional
if Ext𝑖𝒜(𝑇 , 𝑇 ) = 0 for all integers 𝑖 > 0.
Before talking about tube categories, we present a geometric model for the
category mod 𝑘𝑄, where 𝑄 is the linearly oriented quiver of type A𝑛:
1 2 3 ⋯ 𝑛 − 1 𝑛.
Write 𝑆𝑖, 1 ≤ 𝑖 ≤ 𝑛 for the simple 𝑘𝑄-modules. For 𝑖 ≤ 𝑗−2, let𝑀𝑖𝑗 denote the
indecomposable 𝑘𝑄-module with composition factors 𝑆𝑖+1,… , 𝑆𝑗−1 (starting
from the socle). The modules 𝑀𝑖𝑗 are uniquely determined since mod 𝑘𝑄 is
a serial category. In this notation, the simple objects are 𝑆𝑖 = 𝑀𝑖−1 𝑖+1. If
𝑖 ≥ 𝑗 − 1, we set 𝑀𝑖𝑗 = 0.
Consider a line segment ℓ𝑛 with 𝑛 + 2 marked points, numbered from 0 to
𝑛 + 1:
• • • • • • •
0 1 2 3 𝑛 − 1 𝑛 𝑛 + 1…
and associate the module 𝑀𝑖𝑗 to the (isotopy class of) arcs [𝑖, 𝑗] above ℓ𝑛
from 𝑖 to 𝑗 oriented towards 𝑗, for 0 ≤ 𝑖 ≤ 𝑗 − 2 ≤ 𝑛. Recall two arcs are
isotopic if there exists a continuous transformation which sends one to the
other, preserving orientation. This gives a bijection between indecomposable
𝑘𝑄-modules and the set 𝒜(ℓ𝑛) of isotopy classes of arcs between marked points
of ℓ𝑛, above ℓ𝑛, which are not isotopic to boundary arcs [16, §3.1]. Moreover,
for arcs [𝑖, 𝑗] and [𝑖′, 𝑗′], Ext1(𝑀𝑖𝑗,𝑀𝑖′𝑗′) ≅ 𝑘 if there is a negative crossing
between [𝑖, 𝑗] and [𝑖′, 𝑗′], and 0 otherwise. By negative crossing we mean the
arcs [𝑖, 𝑗] and [𝑖′, 𝑗′] cross as in Figure 1. In case Ext1(𝑀𝑖𝑗,𝑀𝑖′𝑗′) ≅ 𝑘, then
Figure 1: A negative crossing between [𝑖, 𝑗] and [𝑖′, 𝑗′].
𝑖′ 𝑗′𝑖 𝑗
the non-split extension has the form
0 → 𝑀𝑖′𝑗′ →𝑀𝑖′𝑗 ⊕𝑀𝑖𝑗′ →𝑀𝑖𝑗 → 0
if 𝑗′ − 𝑖 ≥ 2, while if 𝑗′ = 𝑖 + 1, it has the form
0 → 𝑀𝑖′𝑗′ →𝑀𝑖′𝑗 →𝑀𝑖𝑗 → 0.
A geometric representation of extensions is given in Figure 2, where dashed
lines represent the direct summands of the middle terms of the short exact
sequences above.
The Auslander-Reiten translation 𝜏 moves an arc one step to the left (or
gives zero if this is not defined). Nonzero quotients of an indecomposable
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Figure 2: Non-split extensions.
𝑖′ 𝑗′𝑖 𝑗
(a) Case 𝑗′ ≥ 𝑖 + 2
𝑖′ 𝑗′ = 𝑖 + 1𝑖 𝑗
(b) Case 𝑗′ = 𝑖 + 1
module 𝑀𝑖𝑗 are modules 𝑀𝑖′𝑗, with 𝑖 ≤ 𝑖′ ≤ 𝑗 − 2, and thus represented by
arcs sharing the ending vertex 𝑗 and with shorter length. Similarly, nonzero
subobjects of an indecomposable module 𝑀𝑖𝑗 are modules 𝑀𝑖𝑗′ , with 𝑖 + 2 ≤
𝑗′ ≤ 𝑗, and thus represented by arcs sharing the starting vertex 𝑖 and with
shorter length.
Assume now 𝒰 is a tube of rank 𝑛. Denote the simples in ⃗⃗ ⃗⃗ ⃗⃗𝒰 by 𝑆𝑖, for
1 ≤ 0 ≤ 𝑛 − 1, ordered in such a way that 𝜏𝑆𝑖 = 𝑆𝑖−1 for 1 ≤ 𝑖 ≤ 𝑛 − 1 and
𝜏𝑆0 = 𝑆𝑛−1. For −1 ≤ 𝑖 ≤ 𝑛 − 2 and 𝑗 ≥ 𝑖 + 2, denote by 𝑀𝑖𝑗 the unique
indecomposable object in ⃗⃗ ⃗⃗ ⃗⃗𝒰 with simple socle 𝑆𝑖+1 and length 𝑗 − 𝑖 − 1. For
any 𝑘 ∈ Z, let 𝑀𝑖+𝑘𝑛 𝑗+𝑘𝑛 = 𝑀𝑖𝑗. With similar notation, denote by 𝑀𝑖∞ the
Prüfer module with simple socle 𝑆𝑖+1, for −1 ≤ 𝑖 ≤ 𝑛 − 1. Note that the
indecomposable objects in ⃗⃗ ⃗⃗ ⃗⃗𝒰 are exactly the indecomposables 𝑀𝑖𝑗 in ⃗⃗ ⃗⃗ ⃗⃗𝒰 and
the Prüfer modules 𝑀𝑖∞ (see for example [9, Corollary 3.7(4)]).
The geometric model for ⃗⃗ ⃗⃗ ⃗⃗𝒰 extends the geometric model for 𝒰 presented
above. Consider an annulus A𝑛 with 𝑛 marked points on the outer bound-
ary. The points are labeled 0, 1,… , 𝑛 − 1 and arranged counterclockwise, as in
Figure 3. Let U𝑛 be the universal cover of A𝑛, that is, a strip R× [0, 1] with
Figure 3: The annulus A𝑛.
𝑛 − 1 0 1
2
3• • • •
•
marked points corresponding to (𝑘, 0), for all 𝑘 ∈ Z, together with a continuous
surjective map 𝜋𝑛 ∶ U𝑛 → A𝑛 such that for every 𝑥 ∈ A𝑛, there exists an open
neighborhood 𝑈 of 𝑥, such that 𝜋−1𝑛 (𝑈) is a union of disjoint open sets in U𝑛,
each of which is mapped homeomorphically onto 𝑈 by 𝜋𝑛. The marked points
on U𝑛 are mapped to the corresponding marked points on A𝑛 (modulo 𝑛). See
Figure 4.
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For integers 𝑖, 𝑗, with 𝑗 − 𝑖 ≤ 2, denote by [𝑖, 𝑗] the arc in U𝑛 with starting
point 𝑖 and ending point 𝑗, oriented from 𝑖 to 𝑗. We also allow arcs of the
form [𝑖,∞] with starting point at 𝑖 and oriented in the positive 𝑥 direction (see
Figure 4). Such arcs will be called (right) infinite arcs.
Figure 4: The universal cover U𝑛 with a (right) infinite arc.
• • • • • •
… −1 0 1 2 𝑛 − 1 𝑛 ……
Let 𝜋𝑛([𝑖, 𝑗]) be the corresponding arc in A𝑛 and let ⃗⃗⃗⃗⃗⃗𝒜 = ⃗⃗⃗⃗⃗⃗𝒜(A𝑛) denote
the set of (isotopy classes of) such arcs. It contains the set 𝒜 = 𝒜(A𝑛) of arcs
of the form 𝜋𝑛([𝑖, 𝑗]) with 𝑖, 𝑗 finite. The map 𝜓∶ ⃗⃗⃗⃗⃗⃗𝒜 → ⃗⃗⃗⃗⃗⃗𝒰 sending 𝜋𝑛([𝑖, 𝑗]) to
𝑀𝑖𝑗 induces a bijection between ⃗⃗⃗⃗⃗⃗𝒜 and the class of indecomposable objects in
⃗⃗ ⃗⃗ ⃗⃗𝒰 (see [16, §4.2]).
Figure 5: A (right) infinite arc in A𝑛.
𝑛 − 1 0 1
2
3• • • •
•
Define a quiver 𝑄(𝒜) with vertices given by the element in 𝒜 and arrows
𝜋𝑛([𝑖, 𝑗]) ⟶ 𝜋([𝑖, 𝑗 + 1]) and
𝜋𝑛([𝑖, 𝑗]) ⟶ 𝜋([𝑖 + 𝑖, 𝑗]) (if 𝑗 > 𝑖 + 2).
The map 𝜏 ∶ 𝒜 → 𝒜 defined using the formula 𝜏(𝜋𝑛([𝑖, 𝑗])) = 𝜋𝑛([𝑖 − 1, 𝑗 − 1])
is a translate, that means, it is a bijection and for arcs 𝛼 and 𝛽 in 𝒜, the
number of arrows from 𝛽 to 𝛼 equals the number of arrows from 𝜏(𝛼) to 𝛽.
A quiver together with a translate is called translation quiver and the pair
(𝑄(𝒜), 𝜏) is called the (translation) quiver of 𝒜(A𝑛). The restriction of 𝜓 to
𝒜 induces an isomorphism between the translation quiver of 𝒜(A𝑛) and the
Auslander-Reiten quiver of 𝒰𝑛 ([16, Proposition 4.2]).
For arcs 𝛼, 𝛽 in 𝒜(A𝑛), let 𝐼(𝛼, 𝛽) be the minimum number of intersections
between arcs in the isotopy classes of 𝛼 and 𝛽, not allowing multiple intersec-
tions. Similarly, let 𝐼+(𝛼, 𝛽) (resp. 𝐼−(𝛼, 𝛽)) denote the number of positive
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(resp. negative) crossings between 𝛼 and 𝛽 (see Figure 1 for an example of
negative crossing). Then the following formula holds for two indecomposable
objects 𝑀𝑖𝑗 and 𝑀𝑖′𝑗′ in ⃗⃗ ⃗⃗ ⃗⃗𝒰 [16, Theorem 4.3]:
Ext1(𝑀𝑖𝑗,𝑀𝑖′𝑗′) ≅ ∏
𝐼−(𝜋𝑛([𝑖,𝑗]),𝜋𝑛([𝑖′,𝑗′])
𝑘. (4.2)
Note finally that the map 𝜓∶ 𝜋𝑛([𝑖, 𝑗]) ↦ 𝑀𝑖𝑗 induces a bijection between
maximal collections of mutually noncrossing arcs inA𝑛 (including right infinite
arcs) and maximal exceptional objects in ⃗⃗ ⃗⃗ ⃗⃗𝒰 [16, Remark 6.3]. Moreover, max-
imal exceptional objects in ⃗⃗ ⃗⃗ ⃗⃗𝒰 are exactly exceptional objects with 𝑛 pairwise
nonisomorphic indecomposable direct summands ([21], see also [16, Proposition
5.1]).
4.4 Expansions of categories of coherent sheaves
We describe now expansions of categories of coherent sheaves. We start by
talking about expansions of tube categories.
Let 𝒰 be a tube of rank 𝑛 ≥ 2 and fix a simple object 𝑆𝜆 of 𝒰. This object
satisfies conditions (a) and (b) of Lemma 4.2(2), as well as the dual conditions;
thus, the inclusion 𝑖 ∶ 𝑆⟂0,1𝜆 → 𝒰 is an expansion and 𝑆
⟂0,1
𝜆 is a tube category
of rank 𝑛 − 1. In Figure 6 is represented the Auslander-Reiten quiver of the
tube category 𝒰: the vertices represent indecomposable objects and there is
an arrow between two vertices if and only if there is an irreducible morphism
between them. The indecomposable objects not lying in 𝑆⟂0,1𝜆 are represented
Figure 6: The Auslander-Reiten quiver of a tube category 𝒰 of rank 𝑛 = 7. The
two dotted lines are identified.
• • • ∘ ∘ • • •
• • ∘ • ∘ • •
• • ∘ • • ∘ • •
• ∘ • • • ∘ •
⋮ ⋮
𝑆𝜆𝜏𝑆𝜆 = 𝑆𝜌
̄𝑆
by circles. The object ̄𝑆 is the only simple object in 𝒰 that is not simple in
𝑆⟂0,1𝜆 . The same expansion is represented in Figure 7 in the geometric model
for the tube category of Section 4.3. The image 𝑖 ̄𝑆 of the simple object ̄𝑆 in
𝑆⟂0,1𝜆 is the nontrivial extension of the two simple objects 𝑆𝜆 and 𝑆𝜌 = 𝜏𝑆𝜆 in
𝒰. Considering that 𝑖 is exact, it is easy to visualize the image under 𝑖 of any
arc. Namely, each time an arc corresponding to an object 𝑀 passes over ̄𝑆 in
𝑆⟂0,1𝜆 , the arc corresponding to 𝑖𝑀 will pass over both 𝑆𝜌 and 𝑆𝜆 in 𝒰.
Consider now a category 𝒜 = cohX of coherent sheaves over a weighted
noncommutative regular projective curve of genus 0. Chen and Krause proved
the following characterization of expansions of categories of coherent sheaves.
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Figure 7: The expansion 𝑖 of tube categories in the geometric model. Note that the
dashed lines are identified.
• • • • • • • • •̄𝑆
𝑖
• • • • • • • • •𝑆𝜌 𝑆𝜆
•
Lemma 4.5. [23, Lemma 6.5.1] Let 𝒜 be a category satisfying (NC1)–(NC3)
and (G0). For a full subcategory ℬ of 𝒜, the following are equivalent:
(1) The inclusion 𝑖 ∶ ℬ → 𝒜 is an expansion of abelian categories.
(2) There exists a simple object 𝑆𝜆 in 𝒜 such that 𝜏𝑆𝜆 ≇ 𝑆𝜆 and 𝑆
⟂0,1
𝜆 = ℬ.
Moreover, if 𝑖 ∶ ℬ → 𝒜 is a non-split expansion of abelian categories satis-
fying the conditions of Lemma 4.5, then 𝑖 restricts to an expansion ℬ0 → 𝒜0
by [24, Proposition 3.4.3]. Furthermore, if we write 𝒜0 = ∐𝑥∈X𝒜𝑥 and
ℬ0 = ∐𝑥∈Xℬ𝑥 as decompositions into connected tubes, then there exists ̄𝑥 ∈ X
such that 𝑖 restricts to an expansion ℬ?̄? → 𝒜?̄? and to equivalences ℬ𝑥
∼−→ 𝒜𝑥
for all 𝑥 ≠ ̄𝑥.
We have also the following result.
Theorem 4.6. [23, Theorem 6.5.4] Let 𝑘 be a field and ℬ → 𝒜 a non-split
expansion of 𝑘-linear abelian categories with associated division ring 𝑘. Then
𝒜 satisfies (NC1)–(NC5) and (G0) if and only if ℬ satisfies (NC1)–(NC5) and
(G0).
4.5 The classification of tilting sheaves
In [9], Angeleri and Kussin provide the classification of large tilting objects
in categories ⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗ℋ = QcohX of quasicoherent sheaves over weighted noncommu-
tative regular projective curves of genus 0.
Let 𝒰 = 𝒰𝑥 be a tube of rank 𝑝 > 1. If 𝐸 ∈ 𝒰 is an indecomposable
exceptional sheaf, then the collection 𝒲 of all subquotients of 𝐸 is called the
wing rooted in 𝐸. Notice that the full subcategory add(𝒲) of ℋ is equivalent
to the category of finite-dimensional representation of the linearly oriented
Dynkin quiver A𝑟 ([43, Chapter 3]), for some 1 ≤ 𝑟 ≤ 𝑝 − 1 which equals
the length of the root 𝐸. The set of all simple sheaves in 𝒲 is of the form
{𝑆, 𝜏−𝑆,… , 𝜏−(𝑟−1)𝑆} for an exceptional simple sheaf 𝑆. Such a set of simples
is called a segment and it forms the basis of𝒲. Two wings in 𝒰 are non-adjacent
if their bases are disjoint and their union consists of less than 𝑝 simples and is
not a segment.
Any tilting object 𝐵 in the category add(𝒲) has precisely 𝑟 nonisomorphic
indecomposable summands 𝐵1,… ,𝐵𝑟 (see [62, p. 205]). We call the object
𝐵 = 𝐵1 ⊕ ⋯ ⊕ 𝐵𝑟 a connected branch in 𝒲: one of the 𝐵𝑖 is isomorphic to
𝐸 and for every 𝑗 the wing rooted in 𝐵𝑗 contains as many summands of 𝐵 as
the length of 𝐵𝑗. A sheaf 𝐵 of finite length is called a branch sheaf if it is
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a multiplicity free direct sum of connected branches in pairwise non-adjacent
wings; then Ext1𝑅(𝐵,𝐵) = 0.
By [9, Theorem 4.8], tilting sheaves with large torsion part are parametrized
by pairs (𝐵, 𝑉 ), where 𝐵 is a branch sheaf and 𝑉 a nonempty subset of X. More
precisely, every tilting sheaf with large torsion part is of the form 𝑇(𝐵,𝑉 ) =
𝑇+ ⊕𝑇0, where the torsionfree part 𝑇+ is 𝑉 -divisible (that is, Ext1𝑅(𝑆, 𝑇+) = 0
for every simple object supported in 𝑉 ) and the torsion part 𝑇0 is given by
𝑇0 = 𝐵 ⊕⨁
𝑥∈𝑉
⨁
𝑗∈ℛ𝑥
𝜏 𝑗𝑆𝑥[∞],
where 𝑆𝑥 is a simple object in the tube 𝒰𝑥 and where ℛ𝑥 = {𝑥 ∈ {0,… , 𝑝(𝑥)−
1} ∣ 𝜏 𝑗+1𝑆𝑥 ∉ 𝒲}. We write 𝐵 = 𝐵𝔢⊕𝐵𝔦, where 𝐵𝔢 is supported in X ∖ 𝑉 and
𝐵𝔦 in 𝑉 . In this case we say 𝐵𝔢 is exterior and 𝐵𝔦 is interior with respect to
𝑉 . In Figure 8 is represented an example.
Figure 8: An example of a large tilting sheaf, corresponding to the pair (𝐵 = 𝐵𝔦 ⊕
𝐵𝔢, 𝑉 ). The stars ⋆ denote Prüfer summands.
⋆ ⋆ ⋆
𝑉
𝑇+
𝐵𝔦 𝐵𝔢
⋆ ⋆⋆ …
4.6 The recollement induced by an expansion
Consider a simple exceptional compact object 𝑆 in 𝒜. Let ℬ = 𝑆⟂0,1 . Then
by Lemma 4.5, the embedding 𝑖 ∶ ℬ → 𝒜 of the full subcategory ℬ = 𝑆⟂0,1 is
an expansion. Thus we have a recollement like (4.1)
D𝑏(ℬ) D𝑏(𝒜) D𝑏(mod 𝑘), (4.3)
where 𝑘 = End𝒜(𝑆).
We may also consider 𝑆 as a simple exceptional object in the category ⃗⃗⃗⃗⃗⃗𝒜 of
quasicoherent sheaves. Since 𝑆 is compact, 𝑆 is a partial silting (even partial
tilting) object in ⃗⃗⃗⃗⃗⃗𝒜 and thus we can build the recollement (1.3) associated to
𝑆
𝑆⟂Z D( ⃗⃗⃗⃗⃗⃗𝒜) Loc(𝑆) ≅ D(Mod 𝑘).𝑖∗
𝑖∗
𝑖!
𝑗∗
𝑗!
𝑗∗
(4.4)
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It is easy to see that the category ℬ is a subcategory of the triangulated
subcategory 𝑆⟂Z of D( ⃗⃗⃗⃗⃗⃗𝒜): just recall that ℬ is characterized as the full abelian
subcategory of 𝒜 of objects 𝑋 with Hom𝒜(𝑆,𝑋) = 0 = Ext1𝒜(𝑆,𝑋). Thus,
the restriction of 𝑖∗ to ℬ gives back the expansion 𝑖 of abelian categories.
4.7 Gluing tilting sheaves
Now we are ready to glue. Assume that 𝒜 satisfies (NC1)–(NC5) and (G0).
We will need the following results.
Proposition 4.7. [9, Theorem 3.8] If 𝑇 ∈ ⃗⃗⃗⃗⃗⃗𝒜 is a sheaf satisfying Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑇 , 𝑇 ) =
0, then 𝑇 is a direct sum of its torsionfree part 𝑇0 and its torsion part 𝑇+.
Lemma 4.8. Let 𝒟 be a triangulated category.
(1) If 𝐴 → 𝐵 → 𝐶⊕𝐷 𝛼⟶𝐴[1] is a triangle in 𝒟 and Hom𝒟(𝐷,𝐴[1]) = 0,
then 𝐵 ≅ 𝐵′ ⊕𝐷, where 𝐵′ is the cocone of the restriction 𝛼′ of 𝛼 to 𝐶.
(2) Dually, if 𝐴 𝛼⟶𝐵⊕𝐶 → 𝐷 → 𝐴[1] is a triangle in𝒟 and Hom𝒟(𝐴,𝐶) =
0, then 𝐷 ≅ 𝐷′⊕𝐶, where 𝐷′ is the cone of the map 𝛼′ ∶ 𝐴 → 𝐵 induced by 𝛼.
Proof. (1) The map 𝛼 decomposes as 𝛼′ ⊕ 0∶ 𝐶 ⊕𝐷 → 𝐴⊕ 0 and we have the
following isomorphism of triangles
𝐴 𝐵 𝐶 ⊕𝐷 𝐴[1]
𝐴 ⊕ 0 𝐵′ ⊕𝐷 𝐶 ⊕𝐷 𝐴⊕ 0[1].
≅
𝛼
𝛼′⊕0
(2) is dual.
4.7.1 A summary
We summarize here the outcome of the next sections, which are devoted to
prove the following
Proposition 4.9. Let ⃗⃗⃗⃗⃗⃗𝒜 be a category of quasicoherent sheaves over a weighted
noncommutative regular projective curve X of genus 1, with nontrivial weights.
Then every large tilting sheaf 𝑇 is obtained by gluing appropriate tilting sheaves
along a recollement of the form
𝑆⟂Z D( ⃗⃗⃗⃗⃗⃗𝒜) Loc(𝑆) ≅ D(Mod 𝑘)𝑖∗
𝑖∗
𝑖!
𝑗∗
𝑗!
𝑗∗
for some partial tilting sheaf 𝑆 in ⃗⃗⃗⃗⃗⃗𝒜.
In Section 4.7 we glue the tilting objects 𝑆 in Loc(𝑆) and 𝑇 = 𝑇(𝐵,𝑉 ) in
𝑆⟂Z . The glued tilting object is (in the equivalence class of) 𝑇(𝑖∗𝐵⊕ ̃𝑆),𝑉 , where
̃𝑆 is the indecomposable torsion sheaf of minimal length with the properties of
having 𝑆𝜆 = 𝑗!𝑆 as simple socle and such that Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑖∗𝑇 , ̃𝑆) = 0. Actually, we
just have to check that Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝐵, ̃𝑆) vanishes for the summand 𝐵 of 𝑇 belonging
to the tube 𝒰?̄? in which 𝑆𝜆 lies (see Figure 9).
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The computation is divided in the two cases: ̄𝑥 belongs to 𝑉 (Subsec-
tion 4.8.1), or ̄𝑥 does not belong to 𝑉 (Subsection 4.8.2).
Next, in Section 4.9 we glue with respect to Theorem 2.16. Here, we have
to distinguish some cases:
(1) If either
• ̄𝑥 belongs to 𝑉 (computed in Subsection 4.9.1), or
• ̄𝑥 does not belong to 𝑉 but 𝑆𝜌 = 𝑗∗𝑆 lies inside a wing corresponding
to some indecomposable branch summand of 𝑖∗𝑇 (see Figure 11,
computed in Subsection 4.9.2),
then the glued tilting object is (equivalent to) 𝑇(𝑖∗𝐵⊕ ̃𝑆,𝑉 ), where ̃𝑆 is theindecomposable torsion sheaf of minimal length with the properties of
having 𝑆𝜌 as simple top and such that Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜( ̃𝑆, 𝑖∗𝑇 ) = 0. Actually, we
just have to check that Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜( ̃𝑆, 𝐵) vanishes for the summand 𝐵 of 𝑇
belonging to the tube 𝒰?̄? in which 𝑆𝜆 lies (see Figure 10).
(2) If ̄𝑥 does not belong to 𝑉 and 𝜏𝑆𝜌 belongs to (𝑖∗𝐵?̄?)⟂0,1 , where 𝐵?̄? is
the branch component of 𝑇 lying in 𝒰?̄? (see Figure 12). In this case,
the torsionfree part of 𝑖∗𝑇 is modified, while its torsion part is not. The
computation is done in Subsection 4.9.3 and the glued tilting sheaf is
equivalent to 𝑇(𝐵,𝑉 ).
(3) If 𝜏𝑆𝜌 lies inside a wing corresponding to some indecomposable branch
summand of 𝑖∗𝑇 , but 𝑆𝜌 does not. In this case it is not clear what is the
outcome of the gluing procedure.
Finally, in Section 4.10 we put together pieces and show that, even if our
understanding of the outcome is not complete, every tilting sheaf in ⃗⃗⃗⃗⃗⃗𝒜 can be
obtained by gluing appropriate tilting objects in ⃗⃗⃗ ⃗⃗ ⃗ℬ and Loc(𝑆).
4.8 Gluing, the first procedure
Consider the simple partial tilting object 𝑆 in Loc(𝑆) and a tilting object
𝑇 = 𝑇(𝐵,𝑉 ) = 𝑇+ ⊕ 𝑇0
in ⃗⃗⃗ ⃗⃗ ⃗ℬ ⊆ D( ⃗⃗⃗ ⃗⃗ ⃗ℬ). Let ̄𝑥 be the point of X such that the simple object 𝑆𝜆 = 𝑗!𝑆
belongs to the tube 𝒰?̄?; let ̄𝑟 be the rank of 𝒰?̄?. Denote by 𝒰′?̄? the corresponding
tube in ⃗⃗⃗ ⃗⃗ ⃗ℬ, which has rank ̄𝑟 − 1 (see Section 4.4), such that 𝑖∗𝒰′?̄? ⊆ 𝒰?̄?. Write
𝑇0 =⨁
𝑥∈X
𝐵𝑥 = ⨁
𝑥∈X∖{?̄?}
𝐵𝑥 ⊕𝐵?̄?,
where 𝐵𝑥 is the direct sum of the branch and Prüfer modules supported in 𝑥,
for each 𝑥 ∈ X. Let 𝐵′ =⨁𝑥∈X∖{?̄?}𝐵𝑥. We have to determine the set
𝐼 = HomD( ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜)(𝑖∗𝑇 , 𝑆𝜆[1])
≅ Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑖∗𝑇 , 𝑆𝜆)
≅ Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑖∗𝑇+, 𝑆𝜆) ⊕ Ext
1
⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑖∗𝐵?̄?, 𝑆𝜆) ⊕ Ext
1
⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑖∗𝐵′, 𝑆𝜆).
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Here, the only possibly nonzero summand is Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑖∗𝐵?̄?, 𝑆𝜆), because there are
no nonsplit extensions between the tube 𝒰?̄? and vector bundles or a tube ⃗⃗ ⃗⃗ ⃗⃗𝒰𝑥,
with 𝑥 ≠ ̄𝑥. Recall the tubes ⃗⃗ ⃗⃗ ⃗⃗𝒰𝑥 are serial categories, thus each nonzero inde-
composable has exactly one simple subobject, its socle. From the Auslander-
Reiten formula
𝐷Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝐵, 𝑆𝜆) ≅ Hom ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝜏−𝑆𝜆, 𝐵)
it follows that for an indecomposable object 𝐵 in ⃗⃗ ⃗⃗ ⃗⃗𝒰?̄?, Ext1𝑅(𝐵, 𝑆𝜆) ≠ 0 if and
only if the simple socle of 𝐵 is 𝜏−(𝑆𝜆). This is also clear from the geometric
model. More generally, by Equation 4.2 the dimension of Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝐵, 𝑆𝜆) equals
the number of (nonisomorphic) indecomposable direct summands of 𝐵 with
simple socle 𝜏−(𝑆𝜆). Notice also that if 𝐵 is indecomposable of length 1 ≤ ℓ ≤
∞ with simple socle 𝜏−(𝑆𝜆), then the unique sheaf 𝐸 fitting in the short exact
sequence
0 → 𝑆𝜆 → 𝐸 → 𝐵 → 0
is the one of length ℓ + 1 and simple subobject 𝑆𝜆.
The triangle (2.4) has the form
𝑆𝜆 → ̃𝑇 → 𝑖∗𝑇 (𝐼) → 𝑆𝜆[1]
and it is induced by the short exact sequence
0 → 𝑆𝜆 → ̃𝑇 → 𝑖∗𝑇 (𝐼) → 0
in ⃗⃗⃗⃗⃗⃗𝒜. Up to multiplicity of the summands, ̃𝑇 may be written as
̃𝑇 = ̃𝑇+ ⊕ ?̃?
= 𝑖∗𝑇+ ⊕ 𝑖∗𝐵′ ⊕ ?̃??̄?,
where ?̃??̄? is the universal extension of 𝑆𝜆 by 𝑖∗𝐵?̄?:
0 → 𝑆𝜆 → ?̃??̄? → 𝑖∗𝐵(𝐼)?̄? → 0.
Next, we determine the object 𝑖∗𝐵?̄? ⊕ ?̃??̄?.
Recall that ?̃??̄? has the following properties:
• 𝑆𝜆 is a subobject of ?̃??̄?,
• Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑖∗𝐵?̄?, ?̃??̄?) = 0 and Ext
1
⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(?̃??̄?, 𝑖∗𝐵?̄?) = 0.
• 𝑖∗𝐵?̄? is a quotient of ?̃??̄?.
This translates into the following set of properties of the geometric model,
assuming 𝑆𝜆 is the simple object labeled 𝑖 in 𝒰?̄? and identifying objects in ⃗⃗ ⃗⃗ ⃗⃗𝒰?̄?
with their representation in the geometric model:
• ?̃??̄? has at least one arc starting in 𝑖 − 1,
• no arc of 𝑖∗𝐵?̄? intersects any arc of ?̃??̄?,
• all arcs of 𝑖∗𝐵?̄? share the ending vertex with some arc of ?̃??̄?.
Recall that objects with simple socle 𝑆𝜆 are not in the image of 𝑖∗. Thus, 𝑖∗𝐵?̄?
has no arcs starting in 𝑖 − 1 and therefore ?̃??̄? has at least one arc, starting in
𝑖 − 1 that is not isotopic to any arc of 𝑖∗𝐵?̄?.
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4.8.1 Case ̄𝑥 ∈ 𝑉
If ̄𝑥 belongs to 𝑉 , then 𝐵?̄? is maximal exceptional in ⃗⃗⃗ ⃗⃗ ⃗ℬ and thus 𝑖∗𝐵?̄? has
exactly ̄𝑟 − 1 nonisomorphic indecomposable summands; the sum 𝑖∗𝐵?̄? ⊕ ?̃??̄?
has at least ̄𝑟 nonisomorphic indecomposable summands, and thus exactly ̄𝑟.
Hence, the only indecomposable summand of ?̃??̄? that is not isomorphic to any
indecomposable summand of 𝑖∗𝐵?̄? is the unique one with simple socle 𝑆𝜆 and
Ext1-orthogonal to 𝑖∗𝐵?̄?. See Figure 9 (a).
Figure 9: The component 𝐵?̄? of a tilting sheaf, with 𝒰?̄? of rank 8. Here the ex-
pansion 𝑖 ∶ ℬ → 𝒜 sends the simple 𝑀13 in ℬ to 𝑀13 (of length 2) in
𝒜. On the right is represented 𝑖∗𝐵?̄? ⊕ ?̃??̄?. The dashed arc represents
the unique indecomposable summand of ?̃??̄? that is not isomorphic to any
summand of 𝑖∗𝐵?̄?. The dotted arc represents 𝑆𝜆 and it is not a summand
of 𝑖∗𝐵?̄? ⊕ ?̃??̄?.
• • • • • • • • •… 6 0 1 2 3 4 5 6 0 …
𝑖∗
• • • • • • • • •… 6 0 1 2𝜌 2𝜆 3 4 5 6 0 …
•
(a) Case ?̄? ∈ 𝑉 .
• • • • • • • • •… 6 0 1 2 3 4 5 6 0 …
𝑖∗
• • • • • • • • •… 6 0 1 2𝜌 2𝜆 3 4 5 6 0 …
•
(b) Case ?̄? ∈ X ∖ 𝑉 .
4.8.2 Case ̄𝑥 ∉ 𝑉
Similarly, if ̄𝑥 does not belong to 𝑉 , then 𝐵?̄? is the direct sum of connected
branches. There exists at most one connected branch 𝐶 which is a direct
summand of 𝐵?̄? and such that Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑖∗𝐶,𝑆𝜆) ≠ 0. If there is no such 𝐶, then
?̃??̄? ≅ 𝑆𝜆; assume such 𝐶 exists and let 𝐸 be its root and ℓ the length of 𝐸;
denote by 𝒲𝐶 the wing rooted in 𝑖∗𝐸 if Ext ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑖∗𝐸,𝑆𝜆) = 0, or rooted in the
unique nontrivial extension of 𝑆𝜆 by 𝑖∗𝐸 if Ext ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑖∗𝐸,𝑆𝜆) ≠ 0. Then
Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑖∗𝐵?̄?, 𝑆𝜆) ≅ Ext ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑖∗𝐶, 𝑆𝜆)
≅ Ext𝒲𝐶(𝑖∗𝐶, 𝑆𝜆).
Thus, we determine the universal extension
0 → 𝑆𝜆 → ̃𝐶 → 𝑖∗𝐶(𝐼) → 0
in𝒲𝐶 . In𝒲𝐶 maximal exceptional objects have ℓ+1 nonisomorphic indecom-
posable summands. Since 𝑖∗𝐶 has ℓ nonisomorphic indecomposable summands
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in 𝒲𝐶 , none of them with socle 𝑆𝜆, and since ̃𝐶 has at least one indecom-
posable summand with socle 𝑆𝜆, we can conclude as above that 𝑖∗𝐶 ⊕ ̃𝐶 has
exactly one indecomposable object with simple socle 𝑆𝜆, which is the unique
indecomposable summand of ̃𝐶 not appearing as a summand in 𝑖∗𝐶. See Fig-
ure 9 (b).
In both cases (𝑥 ∈ 𝑉 or 𝑥 ∉ 𝑉 ) the glued silting object has exactly one
indecomposable direct summand ̃𝑆 not isomorphic to a direct summand of 𝑖∗𝑇 ;
̃𝑆 has 𝑆𝜆 as simple socle and it is the only summand of ̃𝑇 ⊕ 𝑖∗𝑇 with this
property. When starting from the tilting object 𝑇 = 𝑇(𝐵,𝑉 ) in ⃗⃗⃗ ⃗⃗ ⃗ℬ, the glued
tilting object ̃𝑇 ⊕ 𝑖∗𝑇 is the one corresponding to the pair (𝑖∗𝐵 ⊕ ̃𝑆, 𝑉 ) in ⃗⃗⃗⃗⃗⃗𝒜.
If we let 𝑆𝜆 run though all simple exceptional objects in ⃗⃗⃗⃗⃗⃗𝒜, and let 𝑇
run through all tilting objects in 𝑆⟂Z𝜆 concentrated in degree 0, we obtain a
large part of the classification of tilting objects in ⃗⃗⃗⃗⃗⃗𝒜. To get a more complete
picture of the classification, however, we need to employ the dual construction
of Theorem 2.16 (and its Corollary 2.18).
4.9 Gluing on the other side
Consider again the recollement (4.4) induced by an expansion 𝑖 ∶ ℬ → 𝒜 of
categories of coherent sheaves. Assume ⃗⃗⃗⃗⃗⃗𝒜 = QcohX and ⃗⃗⃗ ⃗⃗ ⃗ℬ = QcohX′. We
first investigate the functor 𝑗∗, which plays a role in Theorem 2.16. To this aim,
let 𝑆𝜆 = 𝑗!𝑆 as in previous subsection, where 𝑆 is the chosen simple exceptional
compact object. Recall that 𝑖!𝑆𝜆 = ̄𝑆, and notice that there is an isomorphism
of triangles
𝑖∗𝑖!𝑆𝜆 𝑆𝜆 𝑗∗𝑗∗𝑆𝜆 𝑖∗𝑖!𝑆𝜆[1]
𝑖∗ ̄𝑆 𝑆𝜆 𝑆𝜌[1] 𝑖∗ ̄𝑆[1],
≅ ≅ ≅
the first one being the canonical triangle given by the recollement (4.4), the
second one induced by the short exact sequence 0 → 𝑆𝜌 → 𝑖∗ ̄𝑆 → 𝑆𝜆 → 0.
Thus, 𝑗∗𝑆 ≅ 𝑗∗𝑗∗𝑗!𝑆 = 𝑗∗𝑗∗𝑆𝜆 ≅ 𝑆[1].
Consider then the simple partial tilting object 𝑆[−1] in Loc(𝑆) and the
tilting object
𝑇 = 𝑇(𝐵,𝑉 ) = 𝑇+ ⊕ 𝑇0
in D( ⃗⃗⃗ ⃗⃗ ⃗ℬ). Let 𝑆𝜌 = 𝑗∗𝑆[−1] and note that 𝑆𝜌 = 𝜏𝑆𝜆, where 𝑆𝜆 = 𝑖!𝑆. Let ̄𝑥 be
the point on X such that the simple object 𝑆𝜌 belongs to the tube 𝒰?̄? of rank
̄𝑟 in ⃗⃗⃗⃗⃗⃗𝒜. Write
𝑇0 =⨁
𝑥∈X
𝐵𝑥 = ⨁
𝑥∈X∖{?̄?}
𝐵𝑥 ⊕𝐵?̄?,
where 𝐵𝑥 is the direct sum of the branch and Prüfer modules supported in 𝑥.
Let 𝐵′ =⨁𝑥∈X∖{?̄?}𝐵𝑥. We have to determine a set of generators 𝐼 of
HomD( ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜)(𝑆𝜌, 𝑖∗𝑇 [1]) ≅ Ext
1
⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑖∗𝑇 )
≅ Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑖∗𝑇+) ⊕ Ext
1
⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑖∗𝐵?̄?) ⊕ Ext
1
⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑖∗𝐵′).
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Theorem 2.16 requires the set 𝐼 to be finite. It is clear that Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑖∗𝐵′) = 0;
we have to make sure the two remaining summands are finitely generated.
Since 𝑖∗𝐵?̄? has at most ̄𝑟−1 summands and 𝑆𝜌 is simple, then Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑖∗𝐵?̄?)
has dimension at most ̄𝑟 − 1. We investigate then Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑖∗𝑇+).
The object 𝑇+ is 𝑉 -divisible in ⃗⃗⃗ ⃗⃗ ⃗ℬ by [9, Theorem 4.8]; hence, when ̄𝑥 ∈ 𝑉 ,
Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑖∗𝑇+) = HomD( ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜)(𝑆𝜌, 𝑖∗𝑇+[1])
≅ HomD(⃗⃗⃗ ⃗⃗ ⃗ℬ)(𝑖∗𝑆𝜌, 𝑇+[1])
≅ Ext ⃗⃗⃗ ⃗⃗ ⃗ℬ(𝑖∗𝑆𝜌, 𝑇+) = 0.
Assume then ̄𝑥 ∉ 𝑉 and, as in Section 4.5, write
𝑇0 = 𝐵𝔦 ⊕𝐵𝔢 ⊕⨁
𝑥∈𝑉
⨁
𝑗∈ℛ𝑥
𝜏 𝑗𝑆𝑥[∞].
We denote by ⃗⃗⃗ ⃗⃗ ⃗ℬ′ the full exact subcategory (𝐵𝔢 ⊕ 𝜏−𝐵𝔦)⟂0,1 ⊆ ⃗⃗⃗⃗⃗ ⃗ℬ. Note that
⃗⃗⃗ ⃗⃗ ⃗ℬ′ = QcohX′, where X′ is a noncommutative regular projective curve with
reduced weights ([9, Lemma 4.16(1)]).
Choose a canonical configuration 𝑇 ′can in ⃗⃗⃗ ⃗⃗ ⃗ℬ′, that is a compact torsionfree
tilting sheaf whose endomorphism algebra is canonical in the sense of [63] (see
[9, §5], [44]). By [9, Theorem 5.8], the torsionfree summand 𝑇+ is determined
by the short exact sequence
0 → 𝑇 ′can → 𝑇+ →⨁
𝑥∈𝑉
𝔖𝑥 → 0 (4.5)
in ⃗⃗⃗ ⃗⃗ ⃗ℬ′, where 𝔖𝑥 is a direct sum of Prüfer sheaves supported in 𝑥 such that
Add(𝔖𝑥) = Add(⨁𝑗∈ℛ𝑥 𝜏
𝑗𝑆𝑥[∞]).
Notice that Hom ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌,⨁𝑥∈𝑉 𝔖𝑥) = 0 = Ext
1
⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌,⨁𝑥∈𝑉 𝔖𝑥) since ̄𝑥 ∉ 𝑉 .
Thus, the exact sequence
Hom ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌,⨁
𝑥∈𝑉
𝔖𝑥) → Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑖∗𝑇 ′can) → Ext
1
⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑇+) → Ext
1
⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌,⨁
𝑥∈𝑉
𝔖𝑥)
yields Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑇+) ≅ Ext
1
⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑇 ′can) ≅ Ext
1
⃗⃗⃗ ⃗⃗ ⃗ℬ(𝑖∗𝑆𝜌, 𝑇 ′can). The vector bundle
𝑇 ′can is finitely presented in ⃗⃗⃗ ⃗⃗ ⃗ℬ′, hence Ext ⃗⃗⃗ ⃗⃗ ⃗ℬ′(𝑖∗𝑆𝜌, 𝑇 ′can) is finitely generated
and so is Ext ⃗⃗⃗ ⃗⃗ ⃗ℬ(𝑖∗𝑆𝜌, 𝑇 ′can), because ⃗⃗⃗ ⃗⃗ ⃗ℬ′ is an exact subcategory of ⃗⃗⃗ ⃗⃗ ⃗ℬ.
Thus, the set of generators 𝐼 of Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑖∗𝑇+) ⊕ Ext
1
⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑖∗𝐵?̄?) can be
chosen to be finite and the hypotheses of Corollary 2.18 are satisfied.
We construct then ̃𝑇 as the cocone of the right universal map 𝛼:
𝑖∗𝑇 𝐼 → ̃𝑇 → 𝑆𝜌
𝛼⟶ 𝑖∗𝑇 𝐼 [1].
Such a triangle induces the short exact sequence
0 → 𝑖∗(𝑇+ ⊕𝐵?̄? ⊕𝐵′)𝐼 → ̃𝑇 → 𝑆𝜌 → 0 (4.6)
in ⃗⃗⃗⃗⃗⃗𝒜.
In view of Proposition 4.7 and since Hom ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜( ̃𝑇 , ̃𝑇 ) = 0, we can write ̃𝑇 =
̃𝑇+⊕ ̃𝑇0 = ̃𝑇+⊕?̃??̄?⊕?̃?′ as the direct sum of its torsionfree part ̃𝑇+, the torsion
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summand ?̃??̄? belonging to ⃗⃗ ⃗⃗ ⃗⃗𝒰?̄? and the sum ?̃?′ of torsion summands in tubes
⃗⃗ ⃗⃗ ⃗⃗𝒰𝑥 with 𝑥 ≠ ̄𝑥.
We determine the torsion part ̃𝑇0 ⊕ 𝑖∗𝑇0 of ̃𝑇 ⊕ 𝑖∗𝑇 . The component ?̃?′ ⊕
𝑖∗𝐵′ belonging to tubes ⃗⃗ ⃗⃗ ⃗⃗𝒰𝑥 with 𝑥 ≠ ̄𝑥 belongs to Add(𝑖∗𝐵′): indeed, since
Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑖∗𝐵′) = 0, then 𝑖∗𝐵′𝐼 appears as a summand of ̃𝑇 (see Lemma 4.8)
and there is no indecomposable summand supported in points 𝑥 ≠ ̄𝑥 being not
isomorphic to a summand of 𝑖∗𝐵′.
We concentrate then on the component ?̃??̄? ⊕ 𝑖∗𝐵?̄? lying in the tube ⃗⃗ ⃗⃗ ⃗⃗𝒰?̄?.
The short exact sequence (4.6) implies that ?̃??̄? has the following properties:
• 𝑆𝜌 is a quotient of ?̃??̄?,
• Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(?̃??̄?, 𝑖∗𝐵?̄?) = 0 and Ext
1
⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑖∗𝐵?̄?, ?̃??̄?) = 0.
• 𝑖∗𝐵?̄? is a subobject of ?̃??̄?.
We distinguish now some cases in which we can see what happens.
4.9.1 Case ̄𝑥 ∈ 𝑉
In case ̄𝑥 ∈ 𝑉 , it holds additionally Ext1𝒜(𝑆𝜌, 𝑖∗𝑇+) = 0 (see Section 4.5).
Thus, by Lemma 4.8 and since Ext1𝒜(𝑆𝜌,𝑖∗𝐵′) = 0, ̃𝑇 is just determined by the
extension of 𝐵?̄? by 𝑆𝜌 in ⃗⃗ ⃗⃗ ⃗⃗𝒰?̄?.
A maximality argument shows that there is exactly one indecomposable
summand ̃𝑆 of ?̃??̄? (up to multiplicity) with the three properties above (see
also Figure 10 (a)). The glued tilting object in this case is equivalent to the
tilting object 𝑇(𝑖∗𝐵⊕ ̃𝑆,𝑉 ) in ⃗⃗⃗⃗⃗⃗𝒜.
Figure 10: The component ?̃??̄? of a tilting sheaf when gluing through a right univer-
sal map. The expansion 𝑖 ∶ ℬ → 𝒜 sends the simple 𝑀46 in ℬ to 𝑀46 (of
length 2) in 𝒜. The dashed arc represents the unique indecomposable
summand ̃𝑆 of ?̃??̄? that is not isomorphic to any summand of 𝑖∗𝐵?̄?. The
dotted arc represents 𝑆𝜌 and it is not a summand of 𝑖∗𝐵?̄? ⊕ ?̃??̄?.
• • • • • • • • •… 6 0 1 2 3 4 5 6 0 …
𝑖∗
• • • • • • • • •… 6 0 1 2 3 4 5𝜌 5𝜆 6 0 …
•
(a) Case ?̄? ∈ 𝑉 .
• • • • • • • • •… 6 0 1 2 3 4 5 6 0 …
𝑖∗
• • • • • • • • •… 6 0 1 2 3 4 5𝜌 5𝜆 6 0 …
•
(b) Case 𝑥 ∉ 𝑉 , if 𝑆𝜌 lies inside a wing.
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4.9.2 If ̄𝑥 ∉ 𝑉 , first case
Figure 11: Case ̄𝑥 ∉ 𝑉 and 𝑆𝜌 belongs to the wing 𝒲?̄?. The solid line is the root
of the wing, the dotted lines are the possible arcs for 𝑆𝜌.
• • • • • • • • •
Let 𝒲?̄? be the union of wings corresponding to 𝐵?̄? in ⃗⃗⃗⃗⃗⃗𝒜 (notice that 𝑖∗𝐵?̄?
is no more a branch module in ⃗⃗⃗⃗⃗⃗𝒜, but we can still associate a union of wings
to it). In case 𝑆𝜌 belongs to 𝒲?̄?, then
Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑖∗𝑇+) ≅ HomD( ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜)(𝑆𝜌, 𝑖∗𝑇+[1]) ≅ Ext ⃗⃗⃗ ⃗⃗ ⃗ℬ(𝑖∗𝑆𝜌, 𝑇+) = 0,
since ̄𝑆 = 𝑖∗𝑆𝜌 belongs to the wing 𝒲?̄? associated to 𝐵?̄? in ⃗⃗⃗ ⃗⃗ ⃗ℬ and thus ̄𝑆 and
𝑇+ are direct summands of the same tilting object in ⃗⃗⃗ ⃗⃗ ⃗ℬ [9].
Thus, Ext ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑖∗𝑇 ) ≅ Ext
1
⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑖∗𝐵?̄?). This means the glued tilting object
is determined by the extensions of 𝑖∗𝐵?̄? by 𝑆𝜌, which can be computed within
the abelian category add(𝒲?̄?). If we denote by ̃𝑆 the unique indecomposable
object in𝒲?̄? having simple top 𝑆𝜌 and no nontrivial extensions with 𝑖∗𝐵?̄?, then
the glued tilting object ̃𝑇 ⊕ 𝑖∗𝑇 is equivalent to the tilting object 𝑇(𝑖∗𝐵⊕ ̃𝑆,𝑉 ) in
⃗⃗⃗⃗⃗⃗𝒜. The situation is depicted in Figure 10 (b).
4.9.3 If ̄𝑥 ∉ 𝑉 , second case
Figure 12: Case ̄𝑥 ∉ 𝑉 and 𝜏𝑆𝜌 belongs to (𝑖∗𝐵?̄?)⟂0,1 . The solid line is the root of
the wing, the dotted lines are the possible arcs for 𝑆𝜌.
• • • • • • • • •
Assume then ̄𝑥 ∉ 𝑉 and 𝜏𝑆𝜌 belongs to (𝑖∗𝐵?̄?)⟂0,1 . Then,
0 = Hom ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑖∗𝐵?̄?, 𝜏𝑆𝜌) ≅ 𝐷Ext
1
⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑖∗𝐵?̄?).
Thus, Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑖∗𝑇 ) ≅ Ext
1
⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑖∗𝑇+). Moreover,
𝐷Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑖∗𝑇+) ≅ Hom ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑖∗𝑇+, 𝜏𝑆𝜌).
An application of Hom ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(−, 𝜏𝑆𝜌) to the short exact sequence (4.5) defining 𝑇+
shows that Hom ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑖∗𝑇+, 𝜏𝑆𝜌) ≅ Hom ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑖∗𝑇 ′can, 𝜏𝑆𝜌), since Hom ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(⨁𝑥∈𝑉 𝔖𝑥, 𝜏𝑆𝜌[𝑘]) =
0 for each 𝑘 ∈ Z. But
Hom ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑖∗𝑇 ′can, 𝜏𝑆𝜌) ≅ Hom ⃗⃗⃗ ⃗⃗ ⃗ℬ(𝑇 ′can, 𝑖!𝜏𝑆𝜌)
= Hom ⃗⃗⃗ ⃗⃗ ⃗ℬ′(𝑇 ′can, 𝜏𝑆𝜌)
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(recall 𝑖! is the identity on simple objects different from 𝑆𝜌 and 𝑆𝜆). This is
nonzero, since 𝑇 ′can is tilting in ⃗⃗⃗ ⃗⃗ ⃗ℬ′ ([44, Proposition 5.4]) and Ext1⃗⃗⃗ ⃗⃗ ⃗ℬ′(𝑇 ′can, 𝜏𝑆𝜌) =
0. We conclude that Ext1⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑇+) is nonzero.
Notice that the extensions of 𝑇+ by 𝑆𝜌 do not contribute to the torsion part
of ̃𝑇 : for any non-split short exact sequence
0 → 𝑇+ → 𝐸
𝑔
⟶𝑆𝜌 → 0,
the sheaf 𝐸 does not have any nonzero torsion subobject. Indeed, assume 𝐸0
is a torsion subobject of 𝐸 not isomorphic to 𝑆𝜌. Then there is a diagram as
follows, with exact rows and where vertical arrows are inclusions:
0 ker 𝑔′ 𝐸0 𝑆𝜌 0
0 𝑇+ 𝐸 𝑆𝜌 0.
𝑔′
𝑔
Since ⃗⃗⃗⃗⃗⃗𝒜0 is an abelian subcategory of ⃗⃗⃗⃗⃗⃗𝒜, ker 𝑔′ is a torsion subobject of the
torsion subobject 𝑇+, and thus it is zero. This means 𝐸0 ≅ 𝑆𝜌, but in this case
the sequence would split.
We conclude that in this case, Add(?̃??̄? ⊕ 𝐵?̄?) = Add(𝐵?̄?) and the glued
object is the tilting object 𝑇(𝑖∗𝐵,𝑉 ) in ⃗⃗⃗⃗⃗⃗𝒜.
4.9.4 If ̄𝑥 ∉ 𝑉 , third case
Consider now the case that 𝜏𝑆𝜌 belongs to 𝒲?̄? but 𝑆𝜌 does not, see Fig-
ure 13. In this case, 𝜏𝑆𝜌 does not belong to 𝐵
⟂0,1
?̄? as Ext ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝐵?̄?) ≠ 0, but we
Figure 13: Case ̄𝑥 ∈ 𝑉 , with 𝜏𝑆𝜌 ∈ 𝒲?̄? and 𝑆𝜌 ∉ 𝒲?̄?. The solid line is the root of
the wing 𝒲?̄?, the dotted line is 𝑆𝜌.
• • • • • • • • •
cannot show that Ext ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆𝜌, 𝑇+) = 0 as in Subsection 4.9.2. I am not certain
whether or not ̃𝑇 provides a new summand in ⃗⃗ ⃗⃗ ⃗⃗𝒰?̄?.
4.10 Conclusion
Even if our understanding of the behavior of glued tilting sheaves is not
complete, we can retrieve the whole classification of large tilting sheaves over
a weighted (with nontrivial weights) noncommutative regular projective curves
of genus zero, by gluing along the recollement induced by an expansion and
known the classification on curves with smaller weights.
Consider then a category ⃗⃗⃗⃗⃗⃗𝒜 = QcohX as above, and assume there is at least
one non-homogeneous tube ⃗⃗ ⃗⃗ ⃗⃗𝒰𝑥 of rank 𝑟 ≥ 2. Consider a large tilting object
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𝑇 = 𝑇(𝐵,𝑉 ) in ⃗⃗⃗⃗⃗⃗𝒜 and denote by 𝐵𝑥 the summand of 𝑇 supported in ⃗⃗ ⃗⃗ ⃗⃗𝒰𝑥. Our
goal is to appropriately choose a simple object 𝑆𝜆 in 𝒰𝑥 (and hence 𝑆𝜌 = 𝜏𝑆𝜆)
and a tilting sheaf 𝑇 ′ in ⃗⃗⃗ ⃗⃗ ⃗ℬ = QcohX′ = 𝑆⟂0,1 such that 𝑇 results from gluing
𝑇 ′ and 𝑆𝜆 or 𝑆𝜌 along the recollement
D( ⃗⃗⃗ ⃗⃗ ⃗ℬ) D( ⃗⃗⃗⃗⃗⃗𝒜) Loc(𝑆𝜆).𝑖∗
𝑖∗
𝑖!
𝑗∗
𝑗!
𝑗∗
with respect to either the method of Theorem 2.10 or of Theorem 2.16.
4.10.1 Case 1. 𝐵𝑥 = 0
Assume first that 𝐵𝑥 = 0 (and thus necessarily 𝑥 ∉ 𝑉 ). In this case, we can
choose 𝑆𝜆 to be any simple object in 𝒰𝑥, and 𝑇 ′ the tilting object corresponding
to the pair (𝐵, 𝑉 ) in ⃗⃗⃗ ⃗⃗ ⃗ℬ. Then gluing with respect to Theorem 2.16, as in 4.9,
gives the desired object 𝑇 .
4.10.2 Case 2. 𝐵𝑥 has a nonzero branch component
Assume now that 𝐵𝑥 is nonzero and it has a branch summand. In this
case, 𝐵𝑥 has at least one simple direct summand 𝑆1. Write 𝐵𝑥 = 𝐵1 ⊕ 𝑆1, so
that 𝐵1 has no summands isomorphic to 𝑆1. Then exactly one of the following
conditions is satisfied:
(a) Hom ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝐵1, 𝑆1) ≠ 0;
(b) Hom ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆1, 𝐵1) ≠ 0;
(c) Hom ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝐵1, 𝑆1) = 0 = Hom ⃗⃗⃗ ⃗⃗ ⃗⃗𝒜(𝑆1, 𝐵1).
In case (a), choose 𝑆𝜆 = 𝑆1 and let 𝑇 ′ be the tilting object corresponding
to the pair (𝐵1, 𝑉 ) in ⃗⃗⃗ ⃗⃗ ⃗ℬ. Notice that 𝐵1 is a branch sheaf in ⃗⃗⃗ ⃗⃗ ⃗ℬ and it is
isomorphic to 𝑖∗𝐵𝑥. Glue with respect to Theorem 2.10, as in Section 4.7, to
get back the tilting sheaf 𝑇 . See Figure 14.
Figure 14: Case 2(a). To the left is represented the branch component 𝐵𝑥 in 𝒜;
to the right is its image 𝑖∗𝐵𝑥. Note that the image 𝑖∗𝑆𝜆 of the simple
summand represented by the dashed line is zero.
• • • • • • • • •𝑆𝜌 𝑆𝜆
𝑖∗
• • • • • • • •̄𝑆
In case (b), choose 𝑆𝜆 = 𝜏−𝑆1 (hence 𝑆1 = 𝑆𝜌) and let 𝑇 ′ be the tilting
object corresponding to the pair (𝐵1, 𝑉 ) in ⃗⃗⃗ ⃗⃗ ⃗ℬ. The object 𝐵1 is a branch sheaf
in ⃗⃗⃗ ⃗⃗ ⃗ℬ and it is isomorphic to 𝑖!𝐵. Glue with respect to Theorem 2.16, as in
Section 4.9, to get back the tilting sheaf 𝑇 . See Figure 15.
Case (c) occurs exactly when 𝑆1 is the root of the connected branch con-
taining it. Here the choice is the same as case (a). See Figure 16
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Figure 15: Case 2(b). To the left is represented the branch component 𝐵𝑥 in 𝒜;
to the right is its image 𝑖!𝐵𝑥. Note that the image 𝑖!𝑆𝜌 of the simple
summand represented by the dashed line is zero.
• • • • • • • • •𝑆𝜌 𝑆𝜆
𝑖!
• • • • • • • •̄𝑆
Figure 16: Case 2(c). As for case (a), the object to the left is the image 𝑖∗𝐵𝑥 of
the branch component 𝐵𝑥 in 𝒜. Note that the image 𝑖∗𝑆𝜆 of the simple
summand represented by the dashed line is zero.
• • • • • • • • •𝑆𝜌 𝑆𝜆
𝑖∗
• • • • • • • •̄𝑆
4.10.3 Case 3. 𝐵𝑥 is a sum of Prüfer sheaves
In this case, 𝑥 belongs necessarily to 𝑉 . Pick any simple 𝑆𝜆 in 𝒰𝑥 and
the tilting sheaf 𝑇 ′ corresponding to (𝐵, 𝑉 ) in ⃗⃗⃗ ⃗⃗ ⃗ℬ, whose component in ⃗⃗ ⃗⃗ ⃗⃗𝒰′𝑥 is
again the sum of all Prüfer sheaves the tube. Gluing 𝑆𝜆 and 𝑇 ′ with respect to
Theorem 2.10, as in Section 4.7, gives back the tilting sheaf 𝑇 . See Figure 17.
Figure 17: Case 3. An object 𝐵𝑥 in ⃗⃗⃗⃗⃗⃗𝒜 that is a direct sum of all Prüfer objects
supported in 𝑥 is sent to the object 𝑖∗𝐵 that is the direct sum in ⃗⃗⃗ ⃗⃗ ⃗ℬ of all
Prüfer supported in 𝑥. The Prüfer with simple socle 𝑆𝜆 is sent to zero.
• • • • • • • • •𝑆𝜌 𝑆𝜆
𝑖∗
• • • • • • • •̄𝑆
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