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Abstract 
Let k be a positive integer. We call a graph G = (V, E) a k-dot product graph if there is 
a function f: V --, •k SO that for all vertices v ~ w we have vw ~ E if and only if f(v) ,f(w) >>- 1. 
The least k for which G is a k-dot product graph is called the dot product dimension of G and is 
denoted p(G). 
We discuss the significance of dot product dimension and obtain various results about the 
dot product dimension of various sorts of graphs. 
I. Introduction 
This paper  concerns a part icular geometric representations of graphs, namely, dot 
product representations. In this section we present basic definitions and motivate the 
concept of dot product  representation. 
1.1. Basic definitions 
Let G = (V, E) be a (simple, undirected) graph and let k be a positive integer. We say 
that G is a k-dot product  graph provided there is a function f :  V -~ ~k SO that for 
distinct vertices v, w we have v ~ w (v is adjacent o w, i.e., vw ~ E) if and only if 
f (v)  . f (w)/> 1 where the dot  ( .)  is the standard inner product  on R k. The function f is 
called a dot product representation of G. Often we write v for f (v),  i.e., we use 
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corresponding roman and bold letters for the vertex name and representing vector, 
respectively. 
Proposition 1. For every graph G there is an integer k so that G is a k-dot product 
graph. 
Proof. Let k = [E(G)I and associate to each coordinate of Nk an edge of G. For  
v e V(G) let v be the characteristic vector of the set of edges incident with v. Note that 
vw e E if and only if v and w are incident with a common edge if and only if v. w = 1. 
Furthermore, if vwCE then v. w = 0. Therefore G is a k-dot product graph. []  
Given a graph G, by Proposit ion 1 we may define the dot product dimension of G, 
denoted p(G), to be the least k such that G is a k-dot product graph. Indeed, 
Proposit ion 1 implies that p(G) <~ JE(G)I. 
(Note that if G is edgeless then we may define p(G) = 0. We may think of fl~o as 
{0} with 0"0 = 0. Clearly, a graph has a 0-dot product representation iff it is 
edgeless.) 
1.2. Equivalent definitions 
We call a dot product representation of a graph G strict if for no pair of vertices do 
we have v. w = 1. In other words, when vw e E(G) we have v. w > 1. 
Proposition 2. A graph has a k-dot product representation if and only if it has a strict 
k-dot product representation. 
Proof. Let f be k-dot product representation of a graph G. Choose e > 0 so that for 
all pairs of nonadjacent vertices v, w we have v. w < 1 - e. Next, choose 6 > 0 so that 
(1 - e)(1 + 3) 2 < 1. Finally, let f(v) = (1 + O)f(v) = (1 + 0)v. Note that if vwCE(G) 
then 
f(v) .f(w) = (1 + 6) 1 v. w < (1 + 3)2(1 - e) < 1, 
while if vw e E(G) then 
f (v ) . f (w)  = (1 + O)Zv. w >. (1 + 0) 2 > 1. 
Thus f is a strict k-dot product representation of G. 
The opposite implication is trivial. []  
We call a dot product representation of a graph rational provided all coordinates of 
all the vectors in the representation are rational numbers. 
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Proposition 3. A graph has a k-dot product representation if and only if it has a rational 
k-dot product representation. 
Proof. Let G be a graph with n vertices and suppose G has a k-dot product representa- 
tion. By Proposition 2 we may assume that the representation f is strict. We may 
think of the representation f as being a k x n matrix whose i, j-entry is the ith 
coordinate of vj. Let O c Nk×, denote the set of all strict representations of G. Thus 
f2 is a subset of Nk × n defined by (~) polynomial inequalities of the form vi. v i < 1 or 
vi. vj > 1. Therefore I2 is an open subset of Rk × n and we have fe  f2. Since f2 is open, we 
may choose an f also in f2 all of whose coordinates are rational. 
The opposite implication is trivial. [] 
We can use the same proof to show that if G is a k-dot product graph, then G has 
a k-dot product representation in which the vectors are in general position, by which 
we mean that no k - 1 of the vectors in the representation are linearly dependent. 
Proposition 4. I f  G is a k-dot product graph, then G has a k-dot product representation 
in which the vectors are in general position. 
Dot product is not the only inner product defined on Nk. Recall that an inner 
product is a symmetric, positive definite, bilinear form, and that in general we can 
write 
(v, w) = v T Mw, 
where M is a symmetric, positive definite, k × k matrix. In case M = I we have the 
usual dot product. 
We might wish to extend our definition to arbitrary inner products. We could 
define a ( )-representation f G by f :  V(G) --. ~k with vw ~ E(G) iff (v, w) >~ 1 where 
( ~ is an inner product on •k. However, this would not result in a new concept. 
Proposition 5. Let ( ) be an inner product on ~k. Then a graph is a k-dot product graph 
iff it is a ( )-inner product graph. 
Proof. Express ( ) in terms of a symmetric, positive definite k x k matrix M, i.e., we 
have (v, w) = v T Mw for all v, w e Rk. 
By Schur's theorem, we can write M -- STAS where S is orthogonal (i.e., S-  1 : S T) 
and A is a diagonal matrix all of whose diagonal entries are positive. Let x/A be the 
matrix whose entries are the square roots of the corresponding entries in A. 
Define • : Nk _., Nk by ~(v) = x/-ASv. Since S and ~ are nonsingular, • is invert- 
ible. Further 
(v, w)  : v~ Mw : vT(S~ AS)w = (~/-ASv)~(~c/ASw) = ~(v). ~(w). 
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Let f be a ( )-representation f G. Then 
vw ~ E(G) ~e, (v, w) >1 1 ¢:, ~(v). ~(w) ~ 1. 
Thus f is a ( )-representation f G if and only if • of is a k-dot product representa- 
tion. [] 
We have seen that the choice of dot product as opposed to another inner product is 
not important. Likewise, the '1' in the condition v. w ~> 1 can be replaced by any other 
positive constant. However, replacing '1' by zero (or a negative constant) would give 
a different definition. See, for example, [13]. 
1.3. Motivation 
The assignment ofvectors to vertices based on graph structure is a natural concept. 
For example, Lov~isz [10] 'colors' vertices of a graph with unit vectors so that 
adjacent vertices receive orthogonal vectors. Here we present our motivations in 
studying dot product graphs. 
1.3.1. Generalizing intersection umber 
The concept of dot product representation is a generalization of intersection 
representation, and dot product dimension is a generalization of the intersection 
number of a graph [5]. Recall that an intersection representation of a graph G 
is an assignment to each vertex v a set So so that vw ~ E(G) iff SoC~Sw ~ O. The 
intersection umber of a graph is the smallest size of the union of the sets assigned 
to vertices in an intersection representation. I  these definitions, the sets So can 
be replaced by characteristic 0,1-vectors v and the condition SoC~Sw ~ 0 can be 
replaced by v.w ~> 1. We then obtain the following modest improvement of 
Proposition 1. 
Proposition 6. The dot product dimension of a graph is less than or equal to the graph's 
intersection umber. 
Thus the concept of dot product dimension is a relaxation of intersection number 
somewhat in the spirit of [14]. In particular, if the coordinates are restricted to be in 
the interval [0, 1] there is a natural 'probabilistic intersection representation' i ter- 
pretation. Let k be a positive integer and let f :  V(G)~ E0,1] k be a dot product 
representation. We may interpret thejth coordinate of v as the probability that vertex 
v selects element j of {1, 2, 3, ..., k} to be in its representing set So. The dot product 
v. w then becomes the expected size of SoC~Sw. We have an edge between v and w just 
when the expected size of the intersection is at least 1. See [ 15] for a different model of 
'random intersection graphs'. 
C.M. Fiduccia et al. /Discrete Mathematics 181 (1998) 113 138 117 
1.3.2. Generalized representations 
Dot product representations stand in a long line of important geometric representa- 
tions of graphs including interval graphs, permutation graphs, circular arc graphs, 
etc.; see [6]. 
Many such representations of graphs can be described abstractly as follows. To 
each vertex v of a graph we assign a list of numbers, i.e., a vector v. The assignment 
v ~ v e Nk will vary from graph to graph. To determine adjacency of v and w there is 
a symmetric function (which is fixed and does not depend on the graph) 
~:~kx~k- -*~ and we have v~w exactly when ~(v,w)>>, 1. If a graph can be 
represented as described, we call it a ~-graph. 
For example, a tolerance graph [7] is defined by assigning to each vertex v of 
G a pair (Iv, rv) where I~, = [av, by] is a real interval and rv is a nonnegative number. 
We have an edge between vand w just when the length of Ivc~l~ is at least % or Zw. We 
can express this in the above formalism as follows. To a vertex v we assign a vector 
[a,, by, %]T ~ ~3. Then we may define ~ : ~3 x R 3 --. ~ by 
([al [ b~ , b,~ 
"~v Tw 
= #([av,bv]c~[aw, b~]) - min{zv,Tw} + 1, 
where p denotes Lebesgue measure on R. See also [9] for a generalization ftolerance 
graphs in which the 'min' above is replaced by a general function 4~- 
While this formulation can be a bit awkward, it does provide a general setting for 
describing families of graphs such as tolerance graphs, interval graphs, etc. 
Any given symmetric ~: Nk x R k --, R induces the class of 0-graphs, but it is natural 
to consider 0's with nice properties. Perhaps the simplest example is given when we 
restrict ~ to be a (nontrivial) linear transformation from Nkx Nk= R2k to R. It is 
interesting to note that for any such ~ the resulting classes of graphs are all the same: 
the threshold graphs. 
A graph G = (V, E) is a threshold graph provided there is a number T and a function 
f:  V --. ~ with the property that S _c V is independent if and only if 
f (v) < T. 
v~S 
There are a variety of characterization results for threshold graphs including the 
following (see [6, 12]). 
Theorem 7. The following are equivalent statements about a graph G. 
(1) G is a threshold graph. 
(2) There is a function f :  V(G) --* ~ so that xy ~ E(G) iff f (x)  +f(y)  >~ 1. 
(3) There is a function f: V(G) --* ~ so that xy ~ E(G) iff f (x)  + f (y)  >10. 
(4) None of 2K2, P4, or C4 is an induced subgraphs of G. 
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Using condition (2) of this result, we see that if we define ~k:R 1 x I~ ~ --, I~ simply as 
¢(x, y) = x + y, then the family of ~O-graphs are exactly the threshold graphs. Indeed, 
this is exactly what happens for any nontrivial, linear ~O. 
Theorem 8. Let k be a positive integer and let ff:lRkx ~k _~ ~ be symmetric. I f  ~, 
considered as a function on ~2k, is a nonzero linear transformation, then the family of 
~-9raphs is exactly the set of threshold graphs. 
Proof. A linear function if: ~kx ~k= ~2k..._~ ~ must be of the form ~k(x,y)= 
aXx +bXy. Let ei denote the ith standard basis vector. Since ~O(ei, O)= ~(O, el) 
it follows that a -- b ~ 0. Since a ~ 0 we may assume that the first coordinate of a is 
a l~0.  
We now show that G is a threshold graph if and only if G is a ~O-graph. 
First, suppose that G is a threshold graph. Let f :  V(G) ~ ~ be as in condition (2) of 
Theorem 7. To see that G is also a ~k-graph assign to v the vector 
v= ,0 ,0  . . . .  ,0 e~k.  
l a l  
Observe that 
0(V,W) = aTv + aTw = al (f(v)/al) + aa(f(w)/aO =f(v)  + f(w) 
so ~9(v,w) >I 1 ~f (v )  + f(w) >1 1 ,¢~v ~ w. Therefore G is a ~k-graph. 
On the other hand, suppose G is a ~O-graph and let v ~ v be a ~O-representation of G. 
Letf(v) = a T v and check that f is a threshold representation f G (as in condition (2) 
of Theorem 7). [] 
Thus linear ~k are of moderate interest. Where does one go next? A natural choice is 
to consider ff to be a bilinear or quadratic form. In case ~ is also positive definite (i.e., 
~b(x, x) > 0 for all x ~ 0) we arrive, via Proposition 5, at the families of dot product 
graphs. 
1.3.3. Local representations 
The families of k-dot product graphs are of interest in connection with a conjecture 
of [8, 11] on local or implicit representations of families of graphs. Here we roughly 
sketch the concept of local representation. 
Given a hereditary (i.e., closed under induced subgraphs) family of graphs P, 
we wish to find an efficient data structure for representing graphs in this family. 
The idea is to label each vertex of the graph with a 'small' amount of information 
so that adjacency of two vertices can be quickly computed simply by knowing the 
labels on the two vertices. In particular, if the graph to be labeled has n vertices, 
the labels attached to the vertices may consist of at most O(logn) bits. If such 
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a labeling scheme can be found for all graphs in P, then P is said to have local 
structure. 
For example, interval graphs admit local structure. In the definition, the end- 
points of intervals assigned to vertices may be arbitrary real numbers. However, 
there is no loss of generality if the endpoints of the representation f an interval graph 
on n vertices are restricted to the integers {1, 2 . . . .  ,2n}. Thus we may label each vertex 
of an interval graph on n vertices with a pair of integers using only O(log n) bits for 
each vertex. Adjacency is readily computed just from knowing the labels on the 
vertices. 
However, not all hereditary families of graphs have local structure. For example, let 
B denote the family of bipartite graphs. Observe that B does not have local structure, 
for if it did, we could specify a bipartite graph on n vertices using merely O(n log n) 
bits. This would imply that there are at most n k" bipartite graphs of n vertices (where 
k is a constant and we are counting labeled graphs), but the number of bipartite 
graphs on n vertices is roughly 2 "2/4, which is much larger than n k" for n sufficiently 
large. 
It is therefore conjectured [-8, 11] that any hereditary family of graphs P for which 
the number of labeled P-graphs on n vertices is at most n k" for some k admits local 
structure. 
We believe that the families of k-dot product graphs provide a serious challenge for 
this conjecture. Using the real algebraic ounting technique derived from Warren's 
theorem (see, e.g., [-1]) one can check that the number of labeled k-dot product graphs 
on n vertices is on the order of n k". Thus k-dot product graphs atisfy the hypothesis of 
the local structure conjecture. Indeed, our original motivation in considering these 
graphs was as a test case for this conjecture. 
We have seen that we may assume that the vectors in our representation are 
rational. Indeed, we may express all our coordinates in decimal using only 
finitely many digits. What we do not know is whether or not we can bound the 
number of digits in each coordinate to be O(log n) for graphs on n vertices. Worse yet, 
we do not even have a polynomial bound on the number of digits, so it is not clear 
whether or not the k-dot product graph recognition problem is in NP (see Section 4 
below). 
1.4. Overview o f  results 
In Section 2 we find some simple bounds on the dot product dimension of a 
graph and show that we can convert a general dot product representation i to a 
new representation i  which all coordinates are in [0, 1] at the 'cost' of just one 
dimension. 
In Section 3 we examine the dot product dimension of various families of graphs 
including bipartite graphs, complete multipartite graphs, interval graphs, trees, and 
cycles. 
We conclude in Section 4 with some open problems. 
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2. Bounds 
2.1. A simple upper bound 
For vertices v, w of a graph G, let d(v, w) denote the distance between v and w in G. 
Theorem 9. Let  G be a graph and let v be any vertex o f  G. Then p(G) <<. p(G - v) + 1. I f  
v, w ~ V(G) and d(v, w) > 2 then p(G) <<. p(G - v - w) + 1. 
Proof. For the first result, let k = p(G - v) and choose a k-dot product representation 
f of G-v .  Choose e E(0,1) so that for all x, yeE(G-  v) with x PC y we have 
x .y<.  1 - -e .  
We now form a (k + 1)-dot product representation f of G by adding an extra 
coordinate to the representation f. Let 
i(u)= [% uq 
if u¢v  and u~v,  
i fuCv  and upCv, and 
if u=v.  
It is now easy to check that f is a representation f G. 
Now suppose that x, y e V(G) are at distance greater than 2. Let k = p(G - x - y) 
and let f be a strict k-dot product representation f f. Choose e e (0, 1) so that for 
u, veG-x -y i fupcvthenu.v~<l -e ,  and i fu '~vthenu.v~>l+e.  Wenow 
form a (k + 1)-dot product representation f of G by adding an extra coordinate to the 
representation f. Let 
[Quq 
y(u) = ] 
[L] 
Since no vertex can 
a (k + 1)-dot product 
if u~x,y ,  
if u¢x,y ,  
if u~x,y ,  
if u=x 
if u=y.  
be adjacent to both 
representation f G. 
u~ x and u pc y, 
u pc x, and u~ y, 
u pc x and u pc y, 
x and y we readily check that f is 
[] 
Since p(K1)  = 0, we achieve the following corollary. 
Corollary 10. Let  G be a graph on n vertices, then p(G) ~ n - 1. 
This can be strengthened modestly. One checks that all graphs on 4 vertices are 
2-dot product graphs, and then for n/> 4 we therefore have p(G) <~ n - 2. 
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Let p(n) be the maximum of p(G) taken over all graph G with n vertices. We know 
that p(n)-%< n-  2 (for n >i 4). On the other hand, we show that p(n)>~ Ln/2J in 
Theorem 17 below. Indeed, we believe the latter is the correct value for p(n). 
Conjecture 11. Let G be a graph on n vertices. Then p(G)<~ L n/21, and hence 
p(n) = L n/2 J. 
Note that among all graphs on 2n vertices, the one with largest intersection number 
is K..,  which has intersection number n2; see [5]. Likewise, we suspect that K,,, is also 
the extremal graph for p. 
2.2. Other bounds 
Here we present some other bounds on the dot product dimension. We begin with 
a very simple result. 
Proposition 12. I f  G is an induced subgraph of H, the p(G) <% p(H). 
Proof. If f is a k-dot product representation f H, then f restricted to V(G) is a k-dot 
product representation f G. [] 
In Section 1.3 we observed a natural probabilistic interpretation of a dot product 
representation in case all coordinates are in the interval [0, 1]. Here we consider how 
many 'extra' dimensions it 'costs' to impose this additional constraint. To this end, we 
say that a dot product representation is nonnegative if all coordinates of all vectors in 
the representation are nonnegative. Further, we say that the representation is stochas- 
tic provided all coordinates are in the interval [0, 1]. 
Theorem 13. Consider the following statements about a graph G and an integer 
k>~O. 
(1) G has a k-dot product representation. 
(2) G has a stochastic (k + 1)-dot product representation. 
(3) G has a nonnegative (k + 1)-dot product representation. 
Then (1)~ (2 )~ (3), and neither of these implications may be reversed. 
The implication (2)~ (3) is trivial. The fact that (2) does not imply (1) is shown 
below (see Proposition 33) where we show that p(C6) = 2, but there is no nonnegative 
(or stochastic) representation. To see that (3) does not imply (2) consider the graph Ps; 
P(P3) = 1, but in a 1-dot product representation e of the vectors must have length 
greater than 1. Thus the interesting portion of the theorem is (1)=~ (2). To prove this, 
we use the following tool. 
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Lemma 14. Suppose G has a k-dot product representation. Let u be a given unit vector 
and let e > O. Then G has a (k + 1)-dot product representation i which all vectors are 
within distance e of u. 
Proof. Let f :  V(G) ~ ~k be a dot product representation f G. Consider any pair of 
nonzero real numbers a, b for which a 2 + b 2 --- 1. Observe that for x,y  ~ Nk, 
One checks that 
Thus f :  V(G) -~ Nk+ 1 byf(v) = [,~v)] is a (k + 1)-dot product representation f G for 
anya  2+b 2=1 witha, b¢0 .  
Choose a arbitrarily close to 0 (so b is close to 1) so that all vectors f (v)  are within 
distance of the unit vector ek+l. Now apply a rotation of R k+l in which ek+l W-~U. 
This brings the vectors to within e of the unit vector u. [] 
Proof of Theorem 13. It remains to show (1) =,, (2). Consider a k-dot product repres- 
entation of G. If k = 0, then G is edgeless. We can form a 1-dot product representation 
of G by assigning all vertices the vector 0. So we restrict our attention to the case 
k>0.  
Given a k-representation f G, apply Lemma 14 so that all vectors are within 
distance 1/(5x/k + 1) of the unit vector [-1, 1 . . . . .  1]x/x//-k + 1. Thus all coordinates are 
at least 4/(5x/~ + 1) > 0 and at most 6/(5x/~- + 1) ~< 6/(5x/~ ) < 1 as required. [] 
We can use Lemma 14 to derive the following bound on the dot product dimension 
of a graph relative to the dot product dimensions of its components. 
Theorem 15. Let G be a graph with components H1, H2, . . . ,  Hc, Then 
p(G) ~< 1 + max {p(Hi) }. 
i 
Proof. Let k = maxi{p(Hi)} and fix a k-dot product representations of the compo- 
nents Hi. Choose c distinct unit vectors in Nk ÷ 1 Ul . . . .  , uc. Note that ul. uj < 1 for all 
i # j .  Indeed, there is a 6 > 0 so that ui .u j  < 1 - ft. 
Now choose a very small e > 0 and apply Lemma 14 to the representation f the 
components, assigning vectors for Hi with e of ui. If e is sufficiently small, then the dot 
product of vectors from different Hi is less than 1 as required. This gives a (k + 1)-dot 
product representations of G. [] 
CM. Fiduccia et al. / Discrete Mathematics 181 (1998) 113-138 
The inequality in Theorem 15 cannot be improved by removing the 
example p(3K3) = 2, but p(K3) = 1. 
123 
+ 1 term. For 
3. Examples 
In this section we find the dot product dimension of a number of important families 
of graphs. This section illustrates techniques for finding dot product representations 
as well as irrepresentability methods for showing when a graph fails to have a k-dot 
product representation. 
3.1. Bipartite and complete multipartite graphs 
In this section we prove that the bound in Conjecture 11 is correct for bipar- 
tite graphs and we compute the dot product dimension of complete multipartite 
graphs. 
Theorem 16. I f  G is a bipartite graph on n vertices, then p(G) <, L n/2 J. 
Proof. Let XwY be a bipartition of V(G) with IX[ ~< [Y[. Suppose X = {x  1 . . . . .  Xk} 
and note that k <~ L n/2 J. We show that p(G) <. k. 
Note that if X = 0 then G is edgeless and so p(G) = O. We may therefore assume 
x~0. 
First, assign to x~ the vector xi = 2keg. Note that x~.x~ = 0 < 1 as required. 
To a vertex y ~ Y assign y whose ith coordinate is 1/(2k) if y ,-~ x~ and 0 otherwise. 
Note that y.x~ is either 1 or 0 depending on whether or not y ~ xi respectively. 
Finally, given two vertices, y, y'E Y we have y.y'<~ k(1/2k)2= 1/4k < 1 as 
required. [] 
Now we show that p(K,,,) = n and therefore the inequality in Theorem 16 is sharp. 
Theorem 17. p(K.,.) = n. 
The proof relies on the following well-known result. A proof is included for the sake 
of completeness. 
Lemma 18. Let zl,z2, ... ,Zd+2 ~- ~d. Then for some i v~ j we have zi'zj >~ O. 
Proof. Suppose zx,z2 . . . . .  Zd+2 ~ Ed, but Zi'Zj < 0 for all i # j .  Let zi = []'] (i.e., ap- 
pend a 1 to each vector). The f:i's are d + 2 vectors in Ed+l and are therefore 
linearly dependent. Choose coefficients at, not all zero, so that Zi a~ = 0. In other 
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words, the al satisfy 
d+2 d+2 
aizi = O and ~ ai = O. 
i=1  i=1 
Since the a~ are not all zero, some of them are positive and some are negative. Let 
P={ i :a i>0} and U={i :a i<0}.  
Note that P and N are disjoint and both nonempty. Let 
v= ~ a~z~= ~ -a j z j .  
ieP j~N 
We compute 
because - aiaj > 0 and zi.zj  < 0. This is a contradiction and concludes the proof of 
Lemma 18. [] 
Proof of Theorem 17. We write V(K , , . )=XwY where X = {xl, . . . ,x,} and 
Y = {YI, -.-,Y.} are the two independent sets of size n. By Theorem 16 we have 
p(K., ,)  <~ n. We show that p(K., ,)  > n - 1. 
For sake of contradiction, suppose K,,, had an (n - 1)-dot product representation 
in which xi~-~xi and yi~--~yi (1 ~< i ~< n). We have 
x i .x j< l  for a l l iC j ,  
Y i 'Y j< I  for a l l iC j ,  
xi .y j  ~> 1 for all i,j. 
Clearly, none of these vectors is 0. Let 
X={x l  . . . . .  x,} and V={y,  . . . . .  y,}. 
Let B denote the unit ball in N"-~, i.e. 
B={u~R" a:u.u ~< 1}. 
Finally, let (Y) denote the convex hull of E 
The proof now breaks into two cases depending on whether or not (Y) and 
B intersect. 
Case I: (11) caB # O. 
Let u ~ (Y) c~B. Thus 
[u[ ~< 1 and u = ~ aiyi, 
i=1  
where the a~ are nonnegative and sum to 1. 
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If u = 0 we note that 
0 = X 1 " 0 = X 1 • 11 = X 1 "~ a iy  i ---- ~ aixi "Yl ~ ~ ai = 1 
i i i 
a contradict ion. Thus we may assume u 4: 0. 
Let u -L be the orthogonal  complement of u, i.e., u I = {v e E" -  1 :u .  v = 0}. Let 
n: E" -  1 ~ u ± be the project ion of E" -  1 onto the (n - 2)-dimensional subspace uI. In 
part icular,  we have 
for any v E gU- 1. 
Now for i ~ j we compute 
Ix (x,. u)u7 r (~~)"7 7~(Xi)'7~(Xj)= i ~ j.lX  lul = j 
= x i 'x ;  - 2 (xi" u)(xj,  u) 
lul 2 
(x~ . u)(xj ,  u)(u . u) + 
lu l  4 
(x,. u)(xj ,  u) 
= x , .x j  lu 12 
Recall that x~.xj < 1 and compute 
Xi . U = ~ xi . akYk >~ ~'~ ak = l. 
k=l  k=l  
Likewise, x~. u ~> 1. We conclude our computat ion 
(xi" u)(xj, u) 1 
~(xi) 'n(x j )  =x i 'x j  lu12 < 1 -~ ~<0 
since lul ~< 1. Thus n(xl),n(x2) . . . . .  n(x.) are n vectors in u ± ~ ~, -2  whose pairwise 
dot  products are negative, contradict ing Lemma 18. 
Case II: (Y>nB = 0. 
Since (Y') and B are disjoint, compact,  convex sets there exists a hyperplane which 
separates them. Translate this hyperplane until it is just tangent with B, so B lies in 
one closed halfspace determined by this plane and (Y> lies in the complementary 
open halfspace. In other words, we can find a unit vector u so that Yi'U > 1 for 
i = 1, 2 . . . .  , n. As in Case I, let n : $" -  1 ~ u" be a projection. As u is a unit vector, 
n can be simply expressed as 
~(v)  = v - ( r .  u )u .  
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As before, we compute (with i va j), 
"~y,) ' ' (vr)  = [y,  - (v," u )u ] .  [Yr - (Yr" u )~]  
= Yi'Yr - (ri" u)(rr, u). 
Since y~ 'Yr < 1, Yi" u > 1, and Yr" u > 1, we have 
, ty,) . . ty j)  < 0 
and therefore n(yl) . . . .  ,•{y,) are n vectors in u" whose pairwise dot products are 
negative. This contradicts Lemma 18 and completes the proof of Theorem 17. [] 
Corollary 19. Let nl >~ n2 >>- ... >t np >~ 1 be integers. Then p[K(n l ,  n2 . . . .  ,np)] = n2. 
Proof. First note that K(n l ,  n2 . . . .  , np) contains K(n2, n2) as an induced subgraph, 
therefore 
p[K(n l ,  n2, ... ,np)]/> p[K(n2,  n2)] = nz. 
The upper bound is constructive. Note that it is enough to show that 
p[K(N,n ,n  . . . .  ,n)] ~< n 
provided N ~> n. 
The vertices in the larger (N) part are all assigned to the vector 
=~_1 , 1,  l I T  
U ~2n 2n " " '2n  ~ ~" 
Note that u .u  = 1/4n < 1 as required. 
Now assign to the n vertices in the second part the vectors 2nei for i -- 1 . . . .  , n. 
These vectors have pairwise dot product equal to zero (which is less than 1 as 
required) but (2nei). u = 1 as required. 
Note that the coordinates of all vectors are nonnegative. This will remain the case 
throughout the construction. 
We proceed by induction assuming we have represented (using nonnegative vec- 
tors) K(N,n  . . . . .  n). We modify the vectors to create such a representation for 
K(N,  n . . . . .  n, n) (one more part of size n). 
First, note that there must exist a positive number e so that for all nonadjacent 
vertices x, y we have x .y ~< 1 - e. Thus if we increase all coordinates of all vectors by 
a minuscule 6 > 0 the altered representation is still a valid representation of 
K(N,  n . . . . .  n) in which all coordinates of all vectors are at least 6. Finally, to the n new 
vertices assign the vectors (1If)el (i = 1, . . . ,  n) and check that we now have a non- 
negative representation f K(N,  n . . . . .  n, n). [] 
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3.2. Graphs of dot product dimension 1 and threshold graphs 
We begin by characterizing graphs of dot product dimension one. These graphs 
are, essentially, threshold graphs. (See the discussion preceding Theorem 7 in 
Section 1.3.2.) 
Consider a 1-dot product representation f a graph G. Some vertices are assigned 
positive vectors (numbers) and those vertices induce a threshold graph. The same is 
true for those vertices assigned negative numbers. Any vertex assigned 0 must be an 
isolate. We call a component of G trivial if it consists of just one vertex (necessarily 
isolated). Note that a threshold graph can have at most one nontrivial component. 
Theorem 20. The following are equivalent statements about a graph G. 
• p(G) <<. 1, i.e., G is a 1-dot product graph. 
• G has at most two nontrivial components, both of which are threshold graphs. 
• None of 3K2, P4, or C4 is an induced subgraph of G. 
Proof. The proof is routine once the following observations are made. If f:V(G) --* 
is a threshold representation (as in the condition (3) of Theorem 7) then v~-, e/Iv~ is 
a 1-dot product representation, as is v~e z(v~. Conversely, if f: V(G) --, ~ is a 1-dot 
product representation then v~-*log[f(v)] is a threshold representation of those 
vertices for which f(v) > 0 and v w-~ log [ - f (v ) ]  is a threshold representation f those 
vertices for which f (v) < O. [] 
3.3. Interval graphs 
A graph G is called an interval graph provided we can assign to each v ~ V(G) a (real, 
closed) interval Iv so that vw ~ E(G) if and only if Ivc~I~, :¢ O. In this subsection we 
prove the following. 
Theorem 21. I f  G is an interval graph, then p(G) <<. 2. 
Two comments before we begin the proof. First, not all 2-dot product graphs are 
interval graphs; for example, all cycles are 2-dot product graphs (see Proposition 33) 
but Ck (with k/> 4) is not an interval graph. Second, while we find this result 
interesting and natural, the techniques we employ in this proof are as (or perhaps 
more!) interesting. The two main steps in the proof are (1) to develop the notion of 
cap-capture r presentations and (2) to apply a polysemy result for interval and 50% 
tolerance graphs. 
3.3.1. Cap-capture graphs 
Let k be a positive integer. Let S k 1 denote the unit sphere in ~k i.e., 
S k- 1 = {u 6 Ek: u. u = 1}. A (closed) cap of S k- x is a nonempty intersection of S k- 1 
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with a closed half-space. For us, a cap is a set of the form {x E sk - I :X .  U >>. t) where 
u ~ S k- a and t is a real number in [0, 1). The point u is the center of the cap and 
cos- a t is the angular adius which lies in the interval [0, re/2). Thus, for us, caps are 
less than hemispheres. 
We call G a k-cap-capture graph if we can assign to each vertex v ~ V(G) a cap Co on 
S k- 1 SO that (1) when v ,,~ w either the center of Co is contained in C~, or the center of 
Cw is contained in Co, and (2) when v 7 c w we have Coc~Cw = O. 
Theorem 22. I f  G is a k-cap-capture graph, then G is a k-dot product graph. 
Proof. Let v ~ Co be a k-cap-capture presentation f G. Let the center of Cv be the 
unit vector uo and let the angular radius of Co be 0o. 
We claim that v ~ v := (sec Oo)uo is a k-dot product representation f G. Note that in 
this representation all vectors have length at least 1. We now check that 
v ~ wc~v.w >>. 1. 
First, suppose that v ,,~ w. Without loss of generality, suppose the center of Co is in 
Cw. In other words, uo ~ Cw, which implies that uo. uw 1> cos 0w. But then 
v. w = [(sec Ov)u~]. [(sec O~)uw] >~ sec 0~ sec Ow cos Ow = sec 0~ ~> 1 
as required. 
Second, suppose that v 7~ w. Let 0 < 0~ + Ow + ~ <~ rc be the angular separation 
between v and w. Note that ~ > 0 is the angular separation of the caps. Since cosine is 
decreasing in the interval [0, ~] we have 
v. w = sec 0~ sec Ow cos (0v + Ow + ct) 
< sec 0o sec 0~ cos (0o + 0~) 
= sec 0v sec 0~ (cos 0~ cos Ow - sin 0, sin Ow) 
~< sec 0~ sec 0w cos 0o cos Ow 
=1 
as required. [] 
Analogous to cap-capture graphs, we may define k-ball capture graphs. We say that 
G is a k-ball-capture graph provided one can assign to each v ~ V(G) a ball By in ~k SO 
that (1) if v -~ w then either the center of Bo is contained in Bw, or the center of Bw is 
contained in Bo, and (2) if v 7 ~ w, then Bv~Bw = O. 
Note that we can convert ball-capture graphs to cap-capture graphs by stereo- 
graphic projection from ~k Up to S k. While stereographic projection maps balls to 
caps and preserves intersections, it does not necessarily preserve centers; we need to be 
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careful. First, we may assume (by slightly increasing the radii of the balls) that when 
the center of one ball is captured by another ball, the center of the first ball is in the 
interior of the second. Second we may shrink the balls so that all centers and radii are 
within a very small e of 0 and 0 respectively. Then, when we lift the balls to caps on the 
sphere, the displacement of the centers can be made very small and the caps form 
a k-cap-capture presentation f the graph. 
It follows that every k-ball-capture graph is a (k + 1)-dot product graph. Below, we 
use this fact in the case k = 1. In this case, stereographic projection is not necessary. 
We may assume the balls (i.e., intervals) all lie in the interval [0, n/2] and then simply 
'wrap' the representation into the arc of S 1 in the first quadrant of the plane. 
It is natural to ask, Is the converse of Theorem 22 true? That is, if G is a k-dot 
product graph, then is G a k-cap-capture graph? The answer is, no. Consider the graph 
K3, 3 which has dot product dimension 3by Theorem 17. We claim that K3, 3 does not 
have a 3-cap-capture representation. Suppose, for sake of contradiction, we had 
a 3-cap-capture presentation f K3, 3. Embed K3.3 on S 2 by siting each vertex at the 
center of its representing cap. Join adjacent vertices by the shorter geodesic arc 
between the corresponding points. We claim that such an embedding is crossing-free. 
Suppose that edges ab and cd cross. Without loss of generality a and c are in one part 
of K3, 3 and b and d are in the other. Therefore we also have the edges ad and bc. Let 
Ca through Ca be the caps with centers a through d and angular adii 0a through Oa, 
respectively. Let (a(x,y) be the angular separation between x ,y  E S 2. Note that q~ is 
a metric. 
Since ac, bdCE, we have Cf~Cc = CbC~Ca = 0. Thus 
q~(a,c)>O~+Oc and c~(b,d)>Ob+Oa. 
Let x be the point of intersection of arcs ab and ed. Apply the triangle inequality: 
q~(a,b) + c~(c,d) = ~)(a,x) + ~b(x,b) + q~(c,x) + dp(x,d) 
>~ dp(a,c) + ~a(b,d) 
> 0, + 0~ + 0c + 0e. 
Therefore we have at least one of the following inequalities: 
(~(a,b) > O. + Ob or  (o(c,d) > Oc + Oa 
which contradict either Car~Cb ¢ 0 or C~c~Ca v ~ O, respectively. Thus the embedding 
of K3, 3 on S 2 is crossing-free, but this is impossible since K3,3 is nonplanar. 
Therefore the converse to Theorem 22 is false. 
3.3.2. 50% tolerance graphs 
To prove Theorem 21 it is enough to show that interval graphs have 2-cap-capture 
representations, or 1-disk-capture representations. The 1-disk-capture graphs are 
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related to a type of tolerance graph (see Section 1.3.2 above for a definition of 
tolerance graphs) in which the tolerance on an interval is exactly half the length of the 
interval. Such graphs are called 50% tolerance graphs. 
More formally, we say that G is a 50% tolerance graph if one can assign to each 
ve V(G) an interval Iv so that v ~ w if and only if #(Ivc~Iw)>>.½ min{ll(Iv),p(Iw)} 
where p is Lebesgue measure. Equivalently, we have v ~ w if and only if the center of 
one of Iv or Iw is contained in the other. 
To apply Theorem 22 in the case of interval graphs we seek an interval representa- 
tion of G which is simultaneously an interval representation a d a 50%-tolerance 
representation. Such dual interpretations of representations are called polysemic and 
are studied in [16]. We use the following result from [2]. 
Theorem 23. Let G be an interval graph. Then there exists a family of intervals 
which is both an interval (intersection) representation a d a 50% tolerance representa- 
tion of G. 
From this it follows that interval graphs are 1-ball-capture graphs, and, by wrap- 
ping the representation to the arc ofS 1 in the first quadrant, hat interval graphs are 
2-cap-capture graphs. Thus Theorems 22 and 23 imply Theorem 21. 
3.4. Trees 
In this 
the form 
removed 
section we compute the dot product dimension of all trees. A star is a tree of 
KI,,.  A caterpillar is a tree T with the property that if all leaves of T are 
what remains is a path. 
Theorem 24. Let T be a tree. The dot product dimension of T is 
• p(T) = 0 if T = K1, otherwise, 
• p(T) = 1 if T is a star, otherwise, 
• p(T) = 2 if T is a caterpillar, otherwise 
• p (T )  = 3. 
Much of the proof is simple. We know that p(G) = 0 iff G is edgeless. A tree is a star 
provided it does not contain P4, hence such a tree is a threshold graph, and therefore 
is a 1-dot product graph. However, if a tree does contain P4, then its dot product 
dimension is at least 2. Caterpillars are interval graphs, hence Theorem 21 implies that 
caterpillars are 2-dot product graphs. 
What remains is to show that if T is a tree that is not a caterpillar then p(T)  -- 3. 
This requires two steps. First, we show that any tree is a 3-cap-capture graph, 
hence p(T)~< 3 by Theorem 22. Second, we must show that if T is not a cater- 
pillar, then p(T)> 2. These two tasks are done below in Theorems 25 and 27, 
respectively. 
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Theorem 25. Let T be a tree. Then T is a 3-cap-capture graph and therefore p (T )  <. 3. 
Proof. In this proof we only use caps with positive angular adius. We call a 3-cap- 
capture representation f a graph displayed if for every cap C in the representation 
there is an open subset of S 2 which intersects the boundary of C, but does not intersect 
any other cap of C. 
We prove, by induction on the number of vertices, that every tree has a displayed 
3-cap-capture presentation. 
The basis of the induction (T = K1 ) is trivial. Simply assign the cap with center, say, 
el and angular adius n/4. 
So we suppose the claim is true for all trees on fewer than n vertices and let T be 
a tree with n vertices. Let v be a leaf of T and, by induction, find a displayed 
3-cap-capture presentation f T - v. Let w be v's unique neighbor in T and let Cw be 
its cap. Let L be an open subset of S 2 which intersects only Cw and let p be on the 
boundary of Cw which lies in L. We assign to v the cap C~ centered at p with angular 
radius sufficiently small that C~ c L. See Fig. 1. 
Observe that the new representation is a displayed 3-cap-capture presentation f 
T. Finally, by Theorem 22 we conclude that p(T) <~ 3. [] 
We now know that all trees are 3-dot-product graphs, and that caterpillars are 
2-dot product graphs. It remains to show that if T is not a caterpillar, then T is not 
a 2-dot-product graph. In this regard we have good news and bad news. First the good 
news: It is sufficient to show that one particular noncaterpillar is not a 2-dot-product 
graph. Let Y be the tree shown in Fig. 2. The following result is well-known and easy 
to verify. 
L 
) 
other caps in the 
representation 
Fig. 1. Constructing a displayed 3-cap-capture representation of atree. 
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) 
) 
Fig. 2. The minimal noncaterpillar t ee. 
Lemma 26. Let Y be the graph depicted in Fig. 2. A tree is a caterpillar if and only if it 
does not contain Y as an induced subgraph. 
Thus, applying Proposit ion 12, it follows that if p(Y) = 3, then for any noncaterpil- 
lar T we have p(T)  = 3. 
The bad news is that it takes quite a bit of work to show that Y does not admit 
a 2-dot-product representation. 
Theorem 27. Let Y be the graph depicted in Fig. 2. Then p(Y)  = 3. 
The proof  relies on a number  of lemmas. We begin with a definition. Let x,y, z ~ ~2. 
We say that z is between x and y provided we can write z as a nonnegative linear 
combinat ion of x and y, i.e., z = sx + ty with s, t ~> 0. Geometrically, this means that 
the vector z must lie in the smaller of the two angles determined by the vectors x andy.  
(In case x and y are collinear, then z is necessarily collinear with them as well. 
However, we may and do assume that all vectors in a dot product representation are 
in general position, so this situation does not arise.) 
Lemma 28. Let V(G) = {a, b, c} and let E(G) = {ab}. If, in a 2-dot product representa- 
tion of G we have c between a and b, then Ic[ < [a[,Icl < Ib[, and [cl < 1. 
Proof. First note that c between a and b implies that 
c .a  b .a  
Icl[al Ibllal" 
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Since b .a  >~ 1 and c .a  < 1 we have 
1 c .a  b .a  1 
IcL lal > ~ >~  ~> Ibl la--~ 
and therefore Ibl > Icl. Likewise, lal > Icl. 
Now if either lal ~< 1 or Ibl ~< 1 we have Icl < 1, so we may assume that lal > 1 and 
Ibl > 1. Write c = sa + tb where s,t >>, O. Note that 
c .c  = (sa + tb).c = s(a.c) + t(b.c) < s + t 
and 
1 > a .c  = a.(sa + tb) = sial 2 + ta.b >~ s + t. 
Summarizing, we have c .c  < s + t ~< 1, so [cl < 1 as claimed. [] 
Lemma 29. Let V(P3) = {a, b, c} with a ,,~ b ~ c. If, in a 2-dot product representation of
P3 we have c between a and b, then Icl < [bl. 
Proof. The proof  is akin to that of Lemma 28. Since c is between a and b we have 
a.c  a .b  
lallel lallbl 
and therefore 
1 a .c  a .b  1 
la[ I c-----/> ~ ~> ~ ~> [al Ibl 
and therefore I b[ > I cl. [] 
Lemma 30. Let  V(P4) = {a, b, c, d} with a ~ b ,,~ c ,,, d. In a 2-dot product representa- 
tion of  P4 we cannot have c between a and b and also b between c and d. 
Proof. Suppose we had c between a and b as well as b between c and d. Applying 
Lemma 29 (twice) we have Ibl < [cl and Icl < Ibl, a contradiction. [] 
Lemma 31. Let V(G)= {a,b,c,d} with ab, cd~E(G) ,  but ac, bd~E(G). In a 2-dot 
product representation of  G we cannot have both c and d between a and b. [Note: We 
have made no assumption about the existence of  edges ad or bc.] 
Proof. See Fig. 3. In the figure we allow fl < 0 so long as c and d are between a and b. 
By hypothesis we have 
a.b=la l lb lcos (~ + [3 + 7)>~ 1, 
c .d  = Icl Idlcos/~/> 1, 
a.c  - - la l  Iclcos(~ +/~) < 1, 
b.d  -- Ibl Idl cos(/~ + ~) < 1. 
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a c 
Fig. 3. Impossible configuration of vectors for Lemma 31. 
Multiply the first two inequalities and the second two (use the facts that a. c > 0 and 
b.d  > 0), and divide by lal Ibllcl Idl to obtain 
cos(~ +/~ + 7)cos/~ > cos(~ + #)cos(/~ + 7). (,) 
However, applying the angle sum formulas for sine and cosine we derive 
cos(~ + fl + 7)cosfl - cos(or + fl)cos(fl + 7) = - sin~ sin7 
which is nonpositive for the relevant values of ~ and 7, contradicting (.). [] 
Lemma 32. Let V(Ps) = {a,b,c,d,e} with a ~ b ~ c ~ d... e. In a 2-dot product 
representation of P5 we must have c between b and d. 
Proof. Suppose, for sake of contradiction, that c is not between b and d. Now vectors 
b and d must be within 90 ° of c, so without loss of generality, we may assume that b is 
between c and d. 
Next, we know that the angle between b and c is less than 90 °. Likewise, the angle 
between c and d is less than 90 °, but since b is between c and d, we have that d is within 
90 ° of b as well. See Fig. 4. Finally, a must also be within 90 ° of b, so all three vectors 
a, c, and d are within 90 ° of b as shown in the figure. Furthermore, there are a number 
of potential ocations for vector a. We claim that a must be to the left of d (i.e., d is 
between a and b). To show this, we rule out the other three possibilities: 
• Claim: a is not between d and b. Otherwise, we would have a violation of Lemma 31. 
• Claim: a is not between b and c. Otherwise, we would have a violation of Lemma 31. 
• Claim: a is not to the far right, i.e., c is not between a and b. Otherwise, we would have 
a violation of Lemma 30. 
Thus we may assume that the order of the vectors is a,d,b, and then c as shown in 
Fig. 5. We know that all four vectors are within 90 ° of b. Since we now know that d is 
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b 
a c 
Fig. 4. Possible positions of the vector a in the proof of Lemma 32. 
d 
a b 
e c 
e 
e 
Fig. 5. Possible positions of the vector e in the proof of Lemma 32. 
between a and b, we also know that all four vectors are within 90 ° of d as well (as 
shown in Fig. 5). 
Note: Since d is between a and b, we have, by Lemma 28, that Id[ is less than all of 
la[, Ib[, and 1. 
We now consider the possible locations of e. Since e --~ d we know that e is also 
within 90 ° of d, so there are five possible locations for e as shown in Fig. 5. We show 
that each leads to a contradiction, and therefore our original supposition (c is not 
between b and d) is false and the proof  wilt be complete. 
• e is not to the far left, i.e., we do not have a between e and d. Otherwise, we have 
lal < [dl (Lemma 28 applied to e, d, a) and [dl < la[ (noted above). 
• e is not between a and d. Otherwise, [e] < 1 (Lemma 28 applied to a,b,e) and, as 
noted above, [dl < 1. Therefore d.e < 1, contradiction d ,-~ e. 
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• e is not between d and b. Otherwise, as just above, we have lel < 1 (Lemma 28 
applied to a, b, e) yielding d. e < 1. 
• e is not between b and c. Otherwise, we again have lel < 1 (this time applying 
Lemma 28 to b, c, e) and we obtain a contradiction. 
• e is not to the far right, i.e., we do not have c between b and e. Otherwise we have 
a contradiction to Lemma 31 (applied to b, c, d, e). [] 
Lemma 32 is the key step in concluding the proof of Theorem 27 that Y is not 
a 2-dot product graph. 
Proof of Theorem 27. Suppose Y were a 2-dot product graph and fix a representation. 
Label the vertices of Y as follows. Let the central vertex (degree 3) be called c, let the 
neighbors of c be called bl, b2, b3, and let ai be the name of the leaf attached to bi. 
Observe that ai ~ bl ",, c ~ bj ~ aj (with i ~ j) is a P5 and so, by Lemma 32, we 
know that c is between bi and bj for all i ~ j. In other words, b~ and bj must lie on 
opposite sides of the line through c. But since there are three hi's, we have a contradic- 
tion via the pigeon hole principle. [] 
We can also apply Lemma 32 to prove the following. 
Proposition 33. For all n >>. 6 the n-cycle, C., is a 2-dot product graph which does not 
have a nonnegative 2-dot product representation. 
Proof. Let vl "-~ v2 . . . . .  v, ,-~ v~ be the vertices of C,. First we verify that C, is 
a 2-dot product graph. Let 
[rcosOj~ 
vj = I rsin 0 j ] '  
where 
__  1 
O j= 2~j and r - - -  
n x/cos 01" 
One checks that vj.vj+l = 1, but otherwise the dot product of distinct vj's is less 
than 1. 
Now suppose C, had a nonnegative 2-dot product representation. Thus all n vec- 
tors must lie in the first quadrant of the plane. Without loss of generality, let v3 be the 
vector closest to the x-axis (smallest angle). Then v 3 is not between 122 and v4, 
contradicting Lemma 32 applied to vl . . . . .  vs. [] 
3.5. Chordal graphs 
The tree upper bound p(T)  ~< 3 of Theorem 24 can be extended to all chordal 
graphs. Recall that a graph is chordal if it does not contain a cycle on 4 or more 
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vertices as an induced subgraph. Just as every tree has a leaf, every chordal graph has 
a simplicial vertex, i.e., a vertex whose neighbors form a clique. 
The key to proving that every tree is a 3-dot product graph is to prove the stronger 
result that every tree has a displayed 3-cap capture representation. The displayed 
region enables us to 'grow' new leaves onto our tree. 
It is straightforward to extend this argument to chordal graphs of bounded clique 
size, ~o(G) ~< k. We generalize the idea of a displayed (k + 1)-cap representation: for 
every clique K of size k - 1, the caps on S k associated with the vertices in K intersect 
to form a circle. Further, there is an open set L containing an arc of this circle which 
intersects only the caps associated with K. (When k = 2, this exactly generalizes the 
displayed 3-cap representations of trees on $2.) One can then insert a small cap into 
L to grow a new simplicial vertex (with k - 1 neighbors) and maintain the displayed 
property. 
Thus if G is a (k -  1)-tree (built up from Kk-1 by adding simplicial vertices of 
degree k), then p(G) ~< k + 1. Since every chordal graph of maximum clique size 
re(G) ~< k is an induced subgraph of a (k - 1)-tree, we have sketched the proof of the 
following. 
Theorem 34. Let G be a chordal graph. Then p(G) <<. o~(G) + 1. 
4. Problems 
We conclude with a list of various open problems about dot product graphs. 
1. I f  G has n vertices, then is it the case that p(G) <<, L n/2 J? 
This is Conjecture 11. We know (Theorem 16) this is true for bipartite graphs. 
Using Theorem 9 it is enough to prove the conjecture for graphs of diameter 2. 
2. Is the k-dot product graph recognition problem in NP? ... is it NP-hard? 
The k-dot product graph recognition problem is: 
• Instance: A graph G. 
• Question: Is G a k-dot product graph? 
Note that k is not part of the input, but is fixed. The 1-dot product graph 
recognition problem is polynomially solvable. We suspect that for k ~> 2 the k-dot 
product representation problem is NP-hard, and we are uncertain about its 
membership in NP. 
3. Is every planar graph a 3-dot product graph? 
This is an exciting generalization of Theorem 24. The evidence in favor of this 
question is that every planar graph can be represented asthe intersection graph of 
caps on a sphere. Is it the case that every planar graph is a 3-cap-capture graph? 
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4. Characterize k-dot product graphs. 
This is, perhaps, an intractable problem. The easy case k = 1 is handled in Theorem 
20. It would be nice to have a list of forbidden subgraphs for 2-dot product graphs, 
i.e., to know the complete set of graphs G for which p(G) = 3, but p(G - v) = 2 for 
any v ~ V(G). 
5. What is the dot product dimension of a random graph? 
By random graph we mean the ordinary ErdSs-Rbnyi random graph on n vertices 
with edge probability equal to ½. Counting gives a lower bound of roughly 
n/(2 log n) on the dot product dimension. Can a matching upper bound be found, 
perhaps using the methods of [4]? 
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