In this paper, self-similar solutions for a fractional thin film equation governing hydraulic fractures are constructed. One of the boundary conditions, which accounts for the energy required to break the rock, involves the toughness coefficient K ≥ 0. Mathematically, this condition plays the same role as the contact angle condition in the thin film equation. We consider two situations: The zero toughness (K = 0) and the finite toughness K ∈ (0, ∞) cases. In the first case, we prove the existence of self-similar solutions with constant mass. In the second case, we prove that for all K > 0 there exists an injection rate for the fluid such that self-similar solutions exist.
Introduction

The model
The following third order degenerate parabolic equation arises in the modeling of hydraulic fractures:
where the operator I denotes the square root of the Laplace operator:
This equation can be seen as a fractional version of the thin film equation (which corresponds to I(u) = ∆u). It is also reminiscent of the porous media equation, which corresponds to I(u) = −u.
In the context of hydraulic fractures, the unknown u(x, t) represents the opening of a rock fracture which is propagated in an elastic material due to the pressure exerted by a viscous fluid which fills the fracture. Such fractures occur naturally, for instance in volcanic dikes where magma causes fracture propagation below the surface of the earth, or can be deliberately propagated in oil or gas reservoirs to increase production. The term S in the right hand side of the equation is a source term which models the injection of fluid into the fracture. It is usually assumed to be 0 or of the form h(t)δ(x) (corresponding at the injection of fluid into the fracture at a rate h(t) through a pipe located at x = 0).
There is a significant amount of work involving the mathematical modeling of hydraulic fractures (see for instance Barenblatt [4] and references therein). The model that we consider in our paper, which corresponds to a very simple fracture geometry, was developed independently by Geertsma and De Klerk [10] and Khristianovic and Zheltov [20] . The profile of the self-similar solution of the porous medium equation exhibited independently by Zeldovitch and Kompaneets [19] and Barenblatt [3] is a stationary solution of (1). Spence and Sharp [18] initiated the work on self-similar solutions and formal asymptotic analysis of the behavior of the solutions of (1) near the tip of the fracture (i.e. the boundary of the support of u). There is now an abundant literature that has extended this formal analysis to various regimes (see for instance [1] , [2] , [12] and reference therein). Several numerical methods have also been developed for this model (see in particular Peirce et al. [13] , [14] , [16] and [15] ).
In a recent paper [11] , we established the existence of weak solution to this equation in a bounded interval. To our knowledge, this was the first rigorous existence result for this equation. In fact, in that paper, we considered the more general equation ∂ t u + ∂ x (u n ∂ x I(u)) = 0 for any n ≥ 1. Indeed, as shown in [11] , the particular value n = 3 in (1) follows from the choice of no-slip Navier boundary conditions for the fluid in contact with the rock. However, as for the thin film equation, other values of n (namely n = 1 and n = 2) are also of interest when other types of fluid boundary conditions are considered in the derivation of the equation (see [11] for more details about the derivation of the equation). Mathematically, the properties of the solutions depend strongly on the value of the parameter n, as is the case for the thin film equation. In fact, the results of [11] , show that many aspects of the mathematical analysis of 1 are similar to the theory of the thin film equation; however, the fact that I is a non-local operator introduces many new difficulties to the problem. It was also pointed out in [11] that the value n = 4 is critical for this equation, in the same way that the value n = 3 is known to be critical for the thin film equation. As we will see, the main results in our paper will indeed require that n < 4.
Before going any further, we need to determine the appropriate boundary conditions. Equation (1) is satisfied within the fracture, that is in the region {u > 0} (note that u has to be defined in whole of R so that the non-local square root of the Laplacian can be defined). At the tip of the fracture, that is on ∂{u > 0}, it is natural to assume a null flux boundary condition (no leak of fluid through the rock): u n ∂ x I(u) = 0 on ∂{u > 0} (models involving leak at the tip of the fracture are also of interest for applications, but will not be discussed in this paper). Together with the fact that u = 0 in R n \ {u > 0}, this gives us two boundary conditions. Since we are dealing with a free boundary problem of order three, these two conditions are not enough to have a well posed problem. The missing condition takes into account the energy required to break the rock and takes the form (see for instance [12] ):
for all x 0 ∈ ∂{u(t, ·) > 0} where the coefficient K is related to the toughness of the rock and is assumed to be known. From a mathematical point of view, we note that condition (2) plays the same role as the contact angle condition for the thin film equation.
The particular case K = 0 is mathematically interesting (it corresponds to the "zero contact angle" condition -or complete wetting regime -often studied in the thin film literature). In the framework of hydraulic fracture, this zero toughness condition can be interpreted as modeling the expansion of a fracture in a pre-cracked rock.
Note that in [11] , we did not include a free boundary condition, and instead considered that Equation (1) was satisfied everywhere. The solutions that we constructed there belonged to L 2 t (H 3/2 x ) and thus satisfied u(t, ·) ∈ C α for a.e. t > 0 for all α < 1. In particular, compactly supported solutions would satisfy (2) on the boundary of their support (or tip of the fracture) with K = 0 (zero thoughness). In the present paper, we consider the full free boundary problem and we will prove the existence of self-similar solutions in both the zero thoughness and the non-zero thoughness case. This is thus the first rigorous existence results for solutions satisfying the free boundary condition (2) with K > 0.
In the case of the thin film equation (I(u) = ∆u), the existence of self-similar solutions has been proved in the zero contact angle case (which corresponds to the case K = 0 here) in particular by Bernis, Peletier and Williams [5] in dimension 1 and by Ferreira and Bernis [9] in dimension greater than 2. It is worth noticing that while our result concerns only the dimension 1, the proofs will be somewhat more similar to the higher dimensional case for the thin film equation.
Main results
To summarize the introduction above, the equation under consideration in this paper is the following:
where n ≥ 1, together with the boundary conditions
and
for all x 0 ∈ ∂{u(t, ·) > 0}.
The two main parameters are the function h(t), which corresponds to the injection rate of the fluid into the fracture, and the constant K, which describes the toughness of the rock. Note that when h = 0 (no injection of fluid) and K = 0, then (3)-(4)-(5) has a stationary solution supported in (−1, 1) given by
(this is checked easily using the fact that I(
). Clearly, the function √ a V (x/a) is also a stationary solution supported in (−a, a) for any a > 0.
The goal of this paper is to prove the existence of another type of particular solution of (3)- (4)- (5): compactly supported self-similar solutions. More precisely, we are looking for solutions of the form
for some profile function U which is even and supported in an interval [−a, a] for some a > 0. Inserting (6) into (3), we find that U must solve
(using the fact that t −β δ(t −β x) = δ(x)). So we must take α and β such that
and the injection rate h(t) given by
for some constant λ ∈ R. Then the profile y → U (y) is solution to the equation
The profile function U must also satisfy appropriate boundary conditions. Clearly, if U satisfies
then u will satisfy (4) . The boundary condition (5), however, is more delicate. Indeed, we notice that if U satisfies
then the function u(t, x) defined by (6) satisfies
with a(t) = t β a ∈ ∂{u(t, ·) > 0}. So a self-similar solution u(t, x) can only satisfy the free boundary condition (5) with given, time independent, toughness coefficient K if either K = 0 (zero toughness) or if α = − β 2
We will thus construct two types of self-similar solutions:
• In the case where no fluid is injected (h(t) = 0), we will show that there exists self-similar solutions satisfying (5) with K = 0 (zero toughness case) and constant mass m (in particular α = β).
• For given toughness coefficient K > 0, we will show that there exists an injection rate h(t) (of the form (8)) such that there exists a self-similar solution satisfying (5) for all t.
More precisely, our main result is the following: Theorem 1.1. Assume that n ∈ [1, 4). (i) Assume that K = 0 and h(t) = 0. Then, for any m > 0 there exists a self-similar solution of (3)- (4)- (5) of the form
satisfying R u(t, x) dx = m for all t > 0. The profile function x → U (x) is a non-negative, even function with supp U = [−a, a] for some a > 0 (depending on m). Furthermore, for all t > 0, there exists a constant C(t) > 0 such that u satisfies 3 )
(ii) For any K > 0 and for any a > 0 there exists λ > 0 such that equation 
Remark 1.2.
1. Note that in the physical case, that is when n = 3, we find h(t) = λ, so self-similar solutions in that case correspond to constant injection rate.
2. Note also that in the first part of the theorem (K = 0), the self-similar solution satisfies lim
in the sense of distributions. Such a solution is also sometimes called a Sourcetype solution. On the other hand, in the second part (K = 0), we clearly have
3. In the second part of the theorem, we fix K and a (which is half the length of the support of u at time t = 1), and find the appropriate value of λ for a solution to exist. It would be more satisfactory to show that a solution exists for all values of K > 0 and λ > 0. We will see in the next section that the constant λ satisfies
Using this relation, we will then show that for a given K, we have λ(a) → 0 as a → 0 and λ(a) → ∞ as a → ∞. It seems thus reasonable to expect that for all K and for all λ > 0, there exists a self similar solution of (3)- (4)- (5) (which is obtained for an appropriate choice of a). However, to prove this rigorously, one needs to show that the the function a → λ(a) is continuous, and such result should typically follow from some uniqueness principle for U .
Unfortunately the question of the uniqueness of the self-similar solution for this problem, which is of independent interest, is notoriously hard to obtain for such higher order equations. In [9] , Ferreira and Bernis prove the uniqueness of self similar solutions for the thin film equation in the zero contact angle case. However, even in the zero toughness case, such a proof does not seem to apply to our case, mainly because of the nonlocal character of the fractional laplacian. The question of the uniqueness of self similar solutions, both in the case K = 0 and K > 0 is thus left as an open problem here.
In the next section, we will set up the equations to be solved by the profile U (x) in both cases of Theorem 1.1. At the end of that section (see Section 2.3 below), we describe the general strategy to be used, which is reminiscent of the approach of Bernis and Ferreira [9] for the thin film equation in dimension greater than or equal to 2. In particular, this strategy relies on an integral formulation and a fixed point argument, which requires a detailed knowledge of the Green function associated to the operator u → I(u)
′ . The properties of this Green function are discussed in Section 3 which is the core of this paper. In particular, very detailed results concerning the boundary behavior of the solution of the equation I(u) ′ = f are given in that section. These results play a fundamental role in the proof of our main result, which is given in Section 4.
Preliminary 2.1 The zero toughness case (Theorem 1.1-(i))
When h(t) = 0 (no injection of fluid), equation (3) preserves the total mass, and so in order to find a self-similar solution of the form (6) we must take α = β. According to (11) , the free boundary condition (5) can then only be satisfied for all time if we have K = 0 (there also exist solutions with K = 0 depending on t, but the physical meaning of such solutions is not clear).
Next, we note that the condition (7), with α = β, implies
, and equation (9) becomes
We can integrate this equation once, and using the null flux boundary condition (10), we find
At the end points ±a, we have the obvious condition U (±a) = 0, and condition (5) (with K = 0) can also be written as
We recall that we also have the mass condition
However, instead of fixing the mass, we will fix a = 1 and ignore the mass condition. Indeed, if U solves (12) (12) in (−a, a) and satisfies
We can also remove the multiplicative factor n + 3 (consider the function
In conclusion, our task will be to prove that there exists a profile function
Remark 2.1. Note that for n = 1, the equation reduces to I(U ) ′ = x, which has an explicit solution (see [6] ):
See Lemma A.1 in Appendix for a proof of this fact.
So the first part of Theorem 1.1 is a consequence of the following proposition:
when x → ±1 for some positive constant C * > 0.
The finite toughness case (Theorem 1.1-(ii))
When the toughness coefficient K is non zero, then (11) imposes
and using (7) we see that we must have n = 6 and
In particular, in view of (8) we see that a self-similar solution can only exist in that case if the injection rate has the form h(t) = λt n−3 6−n . Equation (9) can then be written as
We now choose a > 0 and try to solve (15) on the interval (−a, a). If we integrate this equation on (−a, a), we see that the null-flux boundary condition (10) implies a compatibility condition between λ and the mass of U :
We can now eliminate λ from (15): The profile U (x) must solve the following equation:
Integrating and using (10), we thus find
where
We thus need to construct a solution of (16) satisfying
for a given K > 0. Any such solution will solve (15) for the particular choice of λ given by
As before, we see that we can always take a = 1 and get rid of the parameter β in the equation by considering the function V (x) = bU (ax) with b such that
Note that condition (17) can then be written as
In Section 4.2 (see Proposition 2.3 below), we will prove the existence of such a V (x). This implies that for any K > 0 and a > 0, Equation (15) has a solution for a particular value of λ (given by (18)). As noted in Remark 1.2, we would like to say that for given K > 0 and λ 0 , we can always find a > 0 such that λ(a) = λ 0 . While we are unable to prove that fact, we do want to point out that Lemma 4.5 will give
for all x ∈ (−1, 1) and
for a constant C depending only on n. We deduce
and the corresponding function U , will thus satisfies
Using (18), we deduce that for K > 0 fixed we have lim a→0 λ(a) = 0 and lim
It is thus reasonable to expect that λ(a) = λ 0 for some a (but, as noted in Remark 1.2, one needs to establish the continuity of a → λ(a) in order to conclude).
In conclusion, it is enough to solve (16) when a = 1 and β = 1. So we have to construct, for any
The second part of Theorem 1.1 is thus an immediate consequence of the following proposition:
when x → ±1.
General strategy
In order to show the existence of even solutions to (13) and (19), we will follow the general approach used in [9] to prove the existence of source-type solutions for the thin film equation. The first step is to rewrite these equations as integral equations by introducing an appropriate Green function. More precisely, we consider the function
In particular, formally at least, for any even function V (x) satisfying V (x) = 0 for all x / ∈ (−1, 1), the function
We can thus rewrite equation (13) as
and equation (19) as
Solutions of these integral equations will be obtained via a fixed point argument in an appropriate functional space. One of the main difficulty in developing this fixed point argument is the fact that for n > 1, the function U 1−n is singular at the endpoints ±1. Another difficulty will be to show that the solution has the appropriate behavior at ±1. These two difficulties are in fact clearly related, and both will require us to have a very precise knowledge of the behavior of the Green function g as x and z approach ±1. This will be the goal of the next section.
Properties of the Green function
In this section, we are going to derive the formula for the Green function g(x, z) solution of (21) and study its properties (in particular its behavior near the endpoints ±1).
Green function for (−∆)
1/2
First, we recall that the Green function for the square root of the Laplacian in [−1, 1] with homogeneous Dirichlet conditions, that is the solution of
is given in [17, 8] by the formula:
Equivalently, we have the following formula for x, y ∈ (−1, 1),
(Eq. (23) follows from (22) using the relation argsinh(u) = ln(u + √ u 2 + 1))). We give the following lemma for the reader's sake (see also [17] and [8, Corollary 4] 
Lemma 3.1 (Green function of (−∆) 1 2 ). The function G defined above satisfies, for all y ∈ (−1, 1), , 1) ).
In particular, for any function f :
for some b > − 3 2 , the function defined by
is continuous in (−1, 1) and it satisfies
Proof. Computations were first made in [17] . The validity of formulas in the one-dimensional setting were established in [8] . So we just want to prove that the integral (25) is finite for all x ∈ (−1, 1) under condition (24). The rest of the proof follows as in [8] .
For that purpose, we fix x ∈ [0, 1) (the case x ∈ (−1, 0] would be treated similarly) and denote ε = 1−x 2 . We then write:
To bound the first term, we use Formula (23) to get
|G(x, y)| dy
where we used the fact that
In order to bound the last two terms, we use formula (22) and the fact that argsinh(u) ≤ u for all u ≥ 0 to get
We have thus showed that
for some function h which satisfies in particular h(y) ≤ (1 + y b )(| ln y|).
Remark 3.2. The inequality that we obtain for u is far from optimal, as we will see later on.
Green function for Equation (21)
We now claim that the Green function g(x, z), solution of (21), is given by
More precisely, we have the following proposition.
Proposition 3.3 (A Green function for a higher order operator). For all z ∈ (−1, 1), the function x → g(x, z) defined by (26) is the unique solution of
Before proving this result, we give two simple but useful lemmas.
Lemma 3.4. The partial derivatives of G are given by the following formulas
Proof of Lemma 3.4. Remark that G(x, y) = G(y, x); hence, it is enough to prove one of the two formulas. To prove the first one, simply write
A rather long but straightforward computation gives the desired result.
Furthermore, with a simple integration by parts using Lemma 3.4 (see Appendix for details) we get the following lemma.
Lemma 3.5. For all z ∈ (−1, 1) and x ∈ (−1, 1), we have
We now turn to the proof of Proposition 3.3.
Proof of Proposition 3.3. We will actually derive formula (26): Integrating the equation
with respect to x, we find that the function x → g(x, z) must solve
for some a(z), where H is the Heaviside function satisfying H(x) = 1 for x ≥ 0, H(x) = 0 otherwise. Together with the boundary condition g(x, z) = 0 for x / ∈ (−1, 1), (29) has a unique solution given by Lemma 3.1:
Note that since G(x, 1) = G(x, −1) = 0, (28) with z → 1 gives
and (30) thus gives
. Finally, the function a(z) (and thus b(z)) will be determined uniquely using the last boundary condition in (27). Indeed, using the fact that argsinh(u) ∼ u as u → 0, we get
when either x → ±1 with z fixed, or when z → ±1 with x fixed. We deduce
Hence, g satisfies
for all z ∈ (−1, 1) if and only if we choose b(z) = 0 (that is a(z) = 1 π arcsin(z)). The proof of the proposition is now complete.
Further properties of g(x, z)
The following proposition summarizes the properties of g that will be needed for the proof of our main result. 2 and for all x, z ∈ (−1, 1) with x = z and x = −z, we have
In particular, x → g(x, z) is decreasing on (0, 1) for all z ∈ (0, 1).
2). We have
so the function z → g(x, z) is odd and the function x → g(x, z) is even. Furthermore, g satisfies g(x, z) > 0 for all x ∈ (−1, 1) and for all z ∈ (0, 1) (and so g(x, z) < 0 for all x ∈ (−1, 1) and for all z ∈ (−1, 0)).
3). For all x, z ∈ (−1, 1),
4). For all x ∈ (−1, 1),
for some C > 0.
Proof of Proposition 3.6.
1. The continuity of g is easy to check. Indeed, the only singularity for the function G(x, z) occurs when x = z, and since it is a logarithmic singularity, it is clear that the function (z − x)G(x, z) is continuous everywhere. Next, we have
and using Lemma 3.4, we find
We deduce
The last formula follows from the identity
2. The fact that z → g(x, z) is odd and x → g(x, z) is even is a direct consequence of the formulas (26) and (22). The positivity of g follows from the monotonicity and the fact that g(1, z) = 0 for all z (see (34) for instance).
3. Since argsinh(u) ≤ u for all u ≥ 0, we have
and so
To prove (35), we use the fact that for u ≥ 0, we have √ 1 + u 2 ≤ 1 + u, and so argsinh(u) = ln(u + 1 + u 2 ) ≤ ln(1 + 2u).
Inequality (35) now follows from (33) for x, z ∈ (0, 1). The symmetries of g then give the result for x, z ∈ (−1, 1).
4. In order to prove (36), we write for x ∈ [0, 1),
Integrating by parts, we get
Keeping in mind that (z − x)G(x, z) is not singular and vanishes when z = x and using the formulas for partial derivatives of G (Lemma 3.4), we obtain
Since arccos(x) ≥ √ 1 − x 2 the result follows.
Application: Solving the linear problem
In this subsection, we use the Green function g(x, z) introduced above to find a solution to the linear equation
and to study the behavior of this solution U as x → ±1.
We note that the function V (x) = (1 − x 2 ) + solves I(V ) ′ = 0 in (−1, 1), and so given one solution U 0 of (37), we can find all solutions in the form U 0 + KV (x) (and there is a unique solution to (37) if we add a boundary condition such as (5)). Now, we start with the following result. 
for some a > − 
is continuous in R, C 1 in (−1, 1) and satisfies
for some constant C depending on a.
Furthermore, if f is odd, then U solves
Proof of Proposition 3.7. First of all, (34) implies (for x ∈ (−1, 1)):
where this last integral is clearly convergent for a > − 3 2 . We deduce (40) which gives in particular the continuity of U at ±1 (the continuity of U in (−1, 1) is clear).
Furthermore, we have (using (32)):
and Lemma 3.1 implies that U ′ is continuous in (−1, 1) and satisfies
In particular, if f odd, we deduce
Finally, Proposition 3.3 also implies that
In the proof of our main result, we will need to further characterize the behavior of the function U near the end points x = ±1. We thus prove the following proposition. 
with
Together with the fact that U (±1) = 0 (which follows from (40)), this proposition gives
In particular, we have
Remark 3.9. We will apply estimate (43) twice in the proof of our main result. It will be used with a = 2/n − 2 in the zero toughness case and a = 1/2 − n/2 in the finite toughness case. We remark that in both cases, the condition a > −3/2 requires that n < 4. Remark 3.10. In terms of Sobolev regularity, we note that (43) implies that under the assumption of Proposition 3.8, U belongs to H 1 (R). In particular, I(U ) is a function in L 2 (R), and (41) implies that 1) . We can thus write that U satisfies
Proof of Proposition 3.8. First of all, we note that it is enough to consider x close to 1 (or −1). So we will always assume that 3 4 ≤ x < 1. Using the fact that z → f (z) and z → g(x, z) are odd, we can write
where we recall that ∂g ∂x (x, y) is given by (33). In order to get a bound on U ′ (x), we first write
To bound the first integral, we use (33) which gives
and using the fact that f is bounded in (0, 1/2), that argsinh u ≤ u for u ≥ 0 and that x − z ≥ 1/4, we deduce
In order to estimate I 2 , we use (35) and (38) (and the fact that z > 1/2) to write
Now, the change of variables
We note that the integral
has an integrable singularity at u = 1; it is convergent at u = 0 for all a > − 3 2 ; it is convergent at u = ∞ for all a < − 1 2 . In particular, we deduce that
When a ≥ − 1 2 , we find that for x close enough to 1, we have
When a > − 1 2 , this implies
While when a = − 1 2 , we get
Putting together (46), (47), (48), (49), (50), we deduce
which gives the result.
To conclude this subsection concerning the linear equation (37), we are going to prove that we can improve estimate (43) and derive the precise asymptotic behavior of U ′ (x) when f (z) has a particular form.
Proposition 3.11. Assume that
where h(z) ≥ 0 is a bounded even function on (−1, 1) and a > − Then the function U defined by (39) satisfies
(51) where the constant C 0 is given by
for some constant c a depending only on a.
Proof. We recall the formula (using the fact that z → f (z) is odd and the formula (33)):
The change of variables
where the integrand Θ(x, u) is given by
Note that Θ(x, u) is bounded (uniformly in x) by
which gives (51) and (52) in the case − 
The first term satisfies
For the second term, we recall that | argsinh(w) − w| ≤ Cw 3 , and so for all 2 ≤ u ≤ 1 1−x 2 , we have
, which also yields
When a > − 1 2 , we deduce that
which implies (51) and (52) in that case (note that
, we use L'Hospital's Rule to prove that
which gives (51) and (52) in the case a = − 1 2 and completes the proof.
Proof of the main result
We are now ready to prove our main result, that is the existence of self-similar solutions for (3)- (4)- (5). As shown in Subection 2.1, the proof of Theorem 1.1 reduces to the proving Propositions 2.2 and 2.3, which is the goal of this section.
The zero toughness case: Proof of Proposition 2.2
In this section, we will prove Proposition 2.2, that is the existence of a solution U (x) of (13) satisfying (14). Remark 4.1. We already mentioned that for n = 1, the function U (x) =
+ is a solution of (13) (see Lemma A.1 in Appendix). In the sequel, we will thus always assume that n ∈ (1, 4) .
We recall that, using the Green function g(x, z) introduced in Section 3, we can rewrite, formally at least, equation (13) as the following integral equality:
The fact that a solution of (53) actually solves (13) will follow from Proposition 3.7 once we have established appropriate estimates on U (more precisely, we will need to control the behavior of (U (z)) 1−n near z = ±1). Now, we will find a solution of (53) by a fixed point argument. However, when n > 1, the integrand is singular whenever U (z) = 0, so we first construct approximate solutions of (53) as follows: Lemma 4.2 (Construction of an approximate solution). For any n ∈ (1, 4) and for all k ∈ N, there exists a continuous function
Furthermore, U k is non-negative in R and is C 1 in (−1, 1 
(for a positive number A > 0 to be fixed later) and the operator T : S → C([−1, 1]) which maps V ∈ S to the function
Proposition 3.6-2) implies that z → zg(x, z) is even and positive on (−1, 1) for all x ∈ (−1, 1), so
Proposition 3.6-2) also implies that x → U (x) is even. Next, Proposition 3.7 and the fact that
Finally, the bound (34) gives in particular |g(x, z)| ≤ 1 for all x, z ∈ (−1, 1).
for all x ∈ (−1, 1).
Choosing A = 2k n−1 , we deduce that
Moreover, Proposition 3.8 (see (43) with a = 0) implies
and so T (S) is equi-Lipschitz continuous. Using Ascoli-Arzelà's theorem, we deduce that T (S) is a compact subset of C([−1, 1]). Finally, using once again the fact that |g(x, z)| ≤ 1 together with Lebesgue dominated convergence Theorem, it is easy to show that T is a continuous operator. We can thus use Schauder's fixed point Theorem and deduce that T has a fixed point U k . We can now define U k (x) = 0 for x / ∈ [−1, 1]. Using (55), the resulting function is indeed continuous in R.
In order to pass to the limit k → ∞, we now need to derive some estimates on U k which do not depend on the parameter k.
Lemma 4.3 (Uniform estimates).
For n ∈ (1, 4) , there exists C > 0 such that for all k ∈ N, the function U k constructed in Lemma 4.2 satisfies, for all x ∈ (−1, 1):
(58)
Proof. In view of (33), the function x → zg(x, z) is decreasing on the interval [0, 1], for all z ∈ (−1, 1). The definition of U k , (54), thus implies that x → U k (x) is non-increasing on the interval [0, 1]. Using (36), we deduce that for x ∈ (0, 1) we have
which yields (56), and, in turns, gives
We note that for n < 4, we have a = 2 n − 2 > −3/2, so Proposition 3.7 gives (57) and Proposition 3.8 (note that z → f (z) is odd) implies (58).
We can now pass to the limit k → ∞ in (54) and complete the proof of Proposition 2.2.
Proof of Proposition 2.2. Thanks to Estimates (57)-(58), Ascoli-Arzelà's Theorem implies that there exists a subsequence, denoted U p , of U k and a function U (x) defined in (−1, 1) such that U p (x) −→ U (x) as p → ∞, locally uniformly in (−1, 1). Moreover, (57) implies that
so we can define U (x) = 0 for x / ∈ (−1, 1) and get a continuous function in R. Finally, (56) implies
Furthermore, we note that the sequence of function
converges locally uniformly to f (x) = xU (x) 1−n and satisfies (using (56))
for n ∈ (1, 4), and in view of Proposition 3.7, we can pass to the limit in (54) and deduce that U satisfies (53), that is
Proposition 3.7 also implies that U is in C 1 (−1, 1) and solves , 1) ),
Note that this implies in particular for that
It remain to prove (14) which now follows from Proposition 3.11. Indeed U is given by
We can thus apply Proposition 3.11 with h(z) = U(z) (1−z 2 ) 2/n 1−n and a = 2 n − 2 (note that the function h(z) is in particular non-negative, bounded and even). We deduce
and (14) follows (using the fact that U (±1) = 0). Note in particular that (59) implies that C 0 = 0 in the case n ∈ ( In the critical case n = 4 3 , however, we can show that C 0 = 0. Indeed, in that case, we have
and so (60) implies that h(1) = 0 and in turn, formula (52) gives C 0 = 0. We thus need to work some more to derive the correct behavior as x → ±1, namely
The interested reader will find the proof of this fact in Appendix B.
The finite toughness case: Proof of Proposition 2.3
We now consider the case of positive toughness K = 0. As shown in Subsection 2.2, the proof of Theorem 1.1 in this case is equivalent to proving Proposition 2.3, that is the existence of a solution U (x) to equation (19) satisfying (20) .
We recall (see Section 2.3) that equation (19) can be (formally) written as the following integral equality: 1] . (61) with
As we did in the zero toughness case, we will solve (61) by a fixed point argument. But we first need to solve an approximate problem to avoid the singularity in (61) when U = 0. Because of the term V(z), the approximation that we use here is slightly different from that of the previous section: 
Proof. The proof follows that of Lemma 4.2 with minor modifications. We consider the closed convex set of 
Note that since x → g(x, z) is even (see Proposition 3.6-2)), so is the function U , and using the fact that z → g(x, z) is odd, we can rewrite this equality as
Proposition 3.6-2) implies that the integrand is non-negative in (0, 1), and so it is readily seen that
Using now Proposition 3.6-1) implies that x → U (x) is non-increasing on (0, 1). Next, we note that for V ∈ S, we have
and so, for z ∈ (0, 1),
We thus have (using (34))
so we choose
Moreover, Proposition 3.7 (see (43) with a = 0) implies that U ′ is C 1 in (−1, 1) and
and so T (S) is equi-Lipschitz continuous. Hence T (S) is compact. Finally, using once again the fact that |g(x, z)| ≤ 1 together with Lebesgue dominated convergence Theorem, it is easy to show that T is a continuous operator. We can thus use Schauder's fixed point Theorem and deduce that T has a fixed point U k .
We then derive uniform (with respect to k) estimates for these approximate solutions.
Lemma 4.5 (Uniform estimates). Let K > 0 and assume n ∈ [1, 4). There exists a constant C > 0 depending only on n such that for all k ∈ N, the function U k constructed in Lemma 4.4 satisfies
for all x ∈ (−1, 1) (64)
for all x ∈ (−1, 1) (65)
Proof. Estimate (64) follows immediately from (62) (note that the first two terms in the right hand side are non-negative). Next, we note (using (63)), that the odd function
In particular, f k satisfies the condition of Propositions 3.7 and 3.8 with a = 1−n 2 > − 3 2 provided n < 4. Proposition 3.7 now implies (65), and Proposition 3.8 gives
(recall that F is given by (44)), which is exactly (66).
We can now pass to the limit k → ∞ and complete the proof of Proposition 2.3.
Proof of Proposition 2.3. Estimates from Lemma 4.5 together with the fact that U k (±1) = 1 k implies that we can extract a subsequence U p which converges locally uniformly in (−1, 1) towards a continuous function U which vanishes at ±1.
First, we can pass to the limit in (62) by using (64), (34) and Legesgue dominated convergence theorem (note that 1 − n 2 > −1 when n < 4). We deduce that U satisfies (61), and Proposition 3.7 implies that U solves I(U ) ′ = U −n zU + 3 2 U in (−1, 1).
In order to study the behavior of U near x = ±1, we write Finally, we write
where the second term is bounded as x → 1 (because
2 )), and
where the second term is again bounded as x → 1 (because
. The lemma follows.
