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Abstract: The COVID-19 pandemic has caused millions of deaths and changed daily life globally. Countries have
declared a half or full lockdown to prevent the spread of COVID-19. According to medical doctors, as many people as
possible should be tested to identify their status, and corresponding actions then should be taken for COVID-19 positive
cases. Despite the clear necessity of these medical tests, many countries are still struggling to acquire them. This fact
clearly indicates the necessity of a large-scale, cheap, fast, and accurate alternative prescreening tool that can be used for
the diagnosis of COVID-19 while waiting for the medical tests. To this end, a novel end-to-end transfer learning-based
deep learning approach that uses only a given cough sound for the diagnosis of COVID-19 was proposed in this study.
The proposed models employed various pretrained deep neural networks, namely, VGG19, ResNet50V2, DenseNet121,
and MobileNet, via the transfer learning technique. Then, these models were evaluated on a gold standard dataset,
namely, Cambridge data. According to the experimental result, the proposed model, which employed the MobileNet via
the transfer learning technique, provided the best accuracy, 86.42 %, and outperformed the state-of-the-art. Thus, the
proposed model has the potential to provide automated COVID-19 diagnosis in an easily applicable and fast yet accurate
way.
Key words: COVID-19, diagnostics, audio analysis, transfer learning, convolutional neural network, deep neural network

1. Introduction
The COVID-19 pandemic outbreak on a global scale has caused millions of deaths and caused millions of people
to stay in intensive care units. It has also caused some bad social effects, such as the loss of a large number of
people’s jobs due to national or local lockdowns that made people’s lives even more diﬀicult. Hence, a quick
diagnosis of COVID-19 is crucial for people to take the proper precautions before the effects of the infection
get worse. Therefore, some researchers have started to study machine learning-based detection for finding
alternative approaches or improved models for the quick detection of patients so that they can be isolated
immediately to (i) prevent the spread of infection, (ii) and start treatment before it gets worse. As of the 9th of
March 2021, the World Health Organization (WHO) reported that the COVID-19 pandemic had caused about
2.6 million deaths and more than 116 million confirmed cases on a global scale.1 These huge numbers clearly
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demonstrate the alarming threat level of the COVID-19 pandemic, and its effect still goes on at the time of the
writing of this paper.
Scientists from many disciplines, including but not limited to medical doctors, pharmacologists, economists,
sociologists, and data scientists, have then started studying the COVID-19 pandemic from their perspectives.
Ongoing COVID-19 studies using machine learning techniques involve datasets that are usually categorized into
medical images, textual, and speech data. Medical images usually involve X-ray images and computed tomography (CT) scans which require special equipment to obtain. Textual data are usually classified into COVID-19
case reports, social media posts, mobility data, national provider identifier (NPI) data, and scholarly article
collections. Speech data include cough and breath sounds from healthy people and COVID-19 patients. One
of the known practical methods for the diagnosis of respiratory illnesses is the analysis of respiratory sounds
[1, 2]. In practice, electronic stethoscopes provide a good means for discovering various illnesses for clinicians
[3]. This fact motivated researchers to develop automated tools for analyzing sounds to make quick diagnoses
by exploring the differences in the audio records of patients and healthy people, such as coughs, voice, and
breathing. This provides a cheap and fast alternative for COVID-19 infection detection, which meets the needs
of many low-income people and also country-wise as it was reported that the test of the whole population of
the US would take $ 8.6B alone, assuming a test would cost.$ 23

2

Therefore, the tests can only be applied to a limited number of people daily. For example, the daily
diagnostic testing capacity in the US as of July 2020 was reported to be fluctuating between 520, 000 and
823, 000 despite that some experts forecasted the need for five million tests per day during this time [4].
In order to measure the eﬀiciency of the proposed model, we used a gold standard open-source COVID-19
dataset, namely, Cambridge data [5], that was proposed by the researchers of the Cambridge University and was
composed of 4352 unique users whose sound (cough, and breath) records were collected through the developed
web and mobile apps. To this end, various CNN models based on the VGG19, ResNet50V2, DenseNet121, and
MobileNet, have been proposed. The proposed models were evaluated on the Cambridge data to reveal their
eﬀiciencies. The main contributions of the proposed approach are as follows:
• A very rare machine learning-based disease diagnosis has been performed. We used audio data in order
to detect COVID-19 rather than using the medical images, which is quite prevalent in the literature.
• Various pretrained deep neural network architectures were employed for the problem and their eﬀiciencies
were evaluated.
• 1D voice signals were converted into 2D mel-spectrogram images as the input of the proposed deep neural
network models.
• We proposed an end-to-end supervised decision support system for the COVID-19 pandemic without
requiring advanced preprocessing steps such as feature extraction, feature selection, ROI detection, etc.
• The drawbacks of medical imaging-based diagnosis methods, such as the cost of imaging, a longer time,
its harmful effects, the unavailability of devices, and the infection risk during imaging, were eliminated.
• The diagnosis of COVID-19 in an easier, faster, and cheaper yet accurate way was provided with an
acceptable classification accuracy as high as 88.04% .
2 Advisory Board (2021). Why your coronavirus test could cost 23 or 2, 315 [online]. Website https://www.advisory.com/dailybriefing/2020/06/17/covid-test-cost [accessed XX March 2021]
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• We shed light on the learned lessons through the conducted experiments on the proposed deep neural
networks as a contribution to the body of the knowledge of the field.
The rest of the paper is structured as follows: Section 2 describes the related study. The material and
method are presented in Section 3. The experimental result and discussion are described in Section 4. The final
section, Section 5, concludes the paper with future direction. Performance of the proposed model compared
with the state-of-art studies.
2. Related study
In this section, we will briefly explain the scientific papers on COVID-19 diagnosis. We grouped the studies
based on the way the diagnosis is made. In the literature, the diagnosis of COVID-19 is mostly made through
the evaluation of the medical images or very recently through the cough and breath sound.
2.1. COVID-19 diagnosis via chest images
Chen et al. [5] proposed a momentum contrastive learning method for COVID-19 diagnosis through chest CT
images. Their deep learning (DL) approach requires few samples on the contrary to the existing DL methods for
this problem. They used a contrastive learning method to train an encoder that is capable of capturing features
of public massive lung datasets. 88% classification accuracy was achieved by the proposed method. Another
contrastive learning approach was proposed by Li et al. [6]. A contrastive multitask convolutional neural
network model was adapted to the problem to distinguish COVID patients from other pneumonia patients and
healthy controls. They benefited from contrastive learning in order to obtain transformation-invariant features
of CT and X-ray images. They proved that this feature-learning task improves the generalization ability of
CNN. Another CT image-based DL approach for the diagnosis of COVID-19 was proposed by Wu et al. [7].
They developed a DL model with weekly supervised active learning. A 2D U-Net and a 3D residual network
were designed for lung segmentation and diagnosis through CT scans. An accuracy of 95% was achieved for
the classification of COVID-19. Javor et al. [8] showed the accurate prediction ability of deep learning on chest
CT images for COVID-19 diagnosis. The performance of their ResNet50 deep model was compared by the
performances of two radiologists, and their deep learning approach was shown to be better than human readers
with 95.6% AUC. Different from the unsupervised DL approach for the problem, Wu et al. [9] followed the
supervised methodology. The texture features of CT scans were extracted by experienced radiologists. Their
supervised approach achieves 82% accuracy for individual classification via random forest classifier.
There are also a considerable number of papers on the X-ray image-based automated decision support
systems for COVID-19 diagnosis. The most recent and successful studies are summarized as follows.
Shorfuzzaman and Hossain [10] adapted Siamese neural network structure with contrastive loss and nshot learning for the problem. They proposed a fine-tuned and pretrained CNN encoder to capture features
of chest X-ray images. Their model achieved 95.6% accuracy with few training images. Vaid et al. [11] used
CNN to detect structural abnormalities and so to categorize the disease with X-ray scans. Their VGG19-based
model with three fully connected layers achieved 96.3% accuracy. Apart from these, Jin et al. [12] developed
a hybrid ensemble model to differentiate COVID-19 and common viral pneumonia using chest X-ray images.
Their model includes feature extraction, feature selection, and classification processes. The proposed model
achieved 98.64% accuracy with relief as feature extractor, trial and error approach as feature selector, and
support vector machines (SVMs) as a classifier.
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In addition to all these, there is also some research that supports the classification process of COVID-19
diagnosis. Colombi et al. [13] compared the performances of CT and lung ultrasound for COVID-19 diagnosis
in populations with different disease prevalence levels. CT was shown to have better classification performance
than lung ultrasound in both high prevalence and moderate prevalence groups. Canayaz [14] emphasized the
effect of feature extraction on the classification performance after the X-ray images are preprocessed by contrast
enhancement technique. He supported the classification process with metaheuristic algorithms. Pretrained
neural network structures were used for feature extraction, and then, the best features were determined using
binary particle swarm optimization and gray wolf optimization methods. The author achieved more than 99%
accuracy via SVM with these features.
As seen from the abovementioned very recent literature, COVID-19 can be diagnosed very accurately
using chest CT or X-ray images. Deep learning has been frequently used in that kind of COVID-19 classification
approach. Although very high classification accuracies were achieved by image-based diagnosis methods, there
are also some diﬀiculties, which are listed as follows: First, many image-based diagnosis approaches [7, 15–18]
require high computational load for image segmentation. Besides, training with high-resolution CT or X-ray
images takes a long time. Beyond all these, obtaining the image can be diﬀicult for some patients because of some
reasons such as unavailability or scantiness of proper devices in clinics (especially the case in underdeveloped
countries), cost, concerns about the harmful effects of rays, or claustrophobia. Therefore, the researchers must
tend to novel approaches that eliminate the mentioned issues.
2.2. COVID-19 diagnosis via cough or speech sound
Speech-based diagnosis of COVID-19 is a recent idea. It aims to eliminate the disadvantages of image-based
classification using human voices. In addition, the possibility of infection of this insidious and contagious disease
can be eliminated by reducing the contact rate using an individual’s speech data.
There are several audio datasets to aid in the diagnosis of COVID-19. Shuja et al. [19] evaluated speech
data in three point of views for COVID-19 diagnosis. They explained that cough sounds, breathing rate, and
speech stress detection techniques could help COVID-19 detection with machine learning methods. Imran et
al. [20] used cough samples to develop a composite model including traditional multiclass machine learning
classifiers, binary deep learning classifiers, and multiclass deep learning classifiers based on the fact that cough
is one of the major indicators of COVID-19. The challenge of cough-based COVID-19 diagnosis is that cough is a
very prevalent symptom in many diseases. The authors, therefore, investigated the distinct pathomorphological
features of the respiratory system with and without COVID-19. Their rigorous approach first detects cough,
then classifies cough as COVID-19, Bronchitis, Pertussis, or normal. The detection accuracy of COVID-19 cases
was approximately 90% .
Similarly, Brown et al. [21] also worked with cough and breath to classify healthy and sick people. They
created a crowdsource audio dataset. Voice samples were acquired from 7000 donors, and 235 of them were
diagnosed as COVID-19 patients. The researchers developed a web and mobile application to gather voice data
from all over the world. Their approach uses both handcrafted features and features from transfer learning. In
addition to the features like duration, onset, tempo, period, MFCC (mel-frequency cepstral coeﬀicients), they
also used VGGish, a CNN proposed for audio classification. These features were used in logistic regression (LR),
gradient boosted trees, and support vector machines classifiers. They achieved an AUC of 80% with LR for the
COVID-19 positive cases from non-COVID-19 cases. Sharma et al. [22] also established a dataset of respiratory
sounds through a web application. They also provided a web and mobile application to be used as a diagnosis
2810
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tool. People record their voices through the application, and this tool provides the probability of COVID-19
for the given voice sample. They used a 28 D feature vector including temporal and spectral acoustic features
for the random forest classifier. Their test accuracy was 66.74% .
Unlike others, Han et al. [23] investigated only the data obtained from the COVID-19 positive patients.
They analyzed speech recordings of COVID-19 patients and developed an audio-based model to predict the
health state (severity, sleep quality, fatigue, and anxiety) of the patients automatically. They established two
feature sets and used SVM for classification with an average accuracy of 69% .
The above sections summarize the studies on COVID-19 diagnosis. As we emphasized previously, imagebased detection methods have several drawbacks. Although very high classification accuracies were achieved in
DL-based approaches, the proposed models came to a solution with rigorous processing. Most of them require
a segmentation step. Also, there are other reasons such as unavailability of proper imaging devices, concerns
about the damages of rays, cost of imaging, claustrophobia for CT scan, infection probability during imaging,
etc. that make image-based diagnosis less useful. These reasons tend the researchers to develop easier, cheaper,
and safer methods in terms of infection risk. The audio-based related works that have been proposed for the
problem are summarized in Table 1. Once the reliable audio-based method is developed, all aforementioned
drawbacks and concerns can vanish.
Although there are several papers on the diagnosis of COVID-19 using audio data, either their dataset is
not publicly available in order to compare and evaluate the performance of the proposed methods with others,
like the study by Imran et al. [20], or the models suffer from suﬀicient accuracy like [21–23]. In this paper, we
aimed to cope with these issues. We used an open audio dataset of Brown et al. [21] that we previously called
Cambridge data and provided an easier training process without compromising the classification accuracy.
In this study, we proposed a MobileNet-based deep neural network to differentiate COVID-19 cases from
the non-COVID-19 cases. When we reviewed the related studies in the literature in terms of utilizing transfer
learning, we have noticed that there are not enough studies that adapt several popular pretrained networks to the
COVID-19 diagnosis problem. However, the power of these networks, which were trained by millions of images
of thousands of classes, cannot be ignored, and many studies in different domains in the literature are already
aware of this power [11, 12, 14, 24, 25]. However, for the diagnosis of COVID-19, it is not utilized properly.
Although there exist some papers, which use pretrained networks such as ResNet, InceptionV3, SqueezeNet, etc.,
they are proposed for image-based diagnosis. To the best of our knowledge, there is no paper that benefits from
popular pretrained networks for the audio-based automatic diagnosis of COVID-19. Therefore, we intended
to fill this gap and used different pretrained models for COVID-19 diagnosis, including VGG19, ResNet50V2,
DenseNet121, and MobileNet.
3. Material and method
In this section, the utilized dataset for the proposed study, the architecture of the proposed model, and how
the model was optimized and trained were described.
3.1. Data preparation
Cambridge data [5] is a large-scale crowdsourced dataset of respiratory sounds collected for the diagnosis
of COVID-19. This dataset consists of 4352 unique samples collected from 2261 users over a web and an
Android application. Therefore, the measurement instrument is the microphone of the corresponding device
(e.g., computer, smartphone, and tablet). According to Brown et al. [21], the Cambridge data was crowdsourced
2811
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Table 1. A comparison of the related work that was proposed for audio-based COVID-19 diagnosis.

Paper
Imran
et al. [20]

Dataset
Self-established
and not donated
dataset

Purpose
COVID-19
detection

Brown
et al. [21]
Sharma
et al. [22]
Han
et al. [23]

Cambridge
Data [21]
Coswara[22]

Proposed
model

Cambridge
Data [21]

COVID-19
detection
COVID-19
detection
To categorize
the health
state of patients
from four aspects:
the severity of
illness, sleep quality,
fatigue, and anxiety.
COVID-19
detection

Self-established
and not donated
dataset

Method
CNN-based cough detection
followed by a combination of
DTL-MC, CML-MC(SVM), and
DTL-BC for COVID-19 detection.
Features of the cough detector
were transferred to COVID-19
detector.
Feature extraction and then
Logistic regression classifier
Feature extraction and then
Random forest classifier
Feature extraction and then
SVM

Metrics
77.3%(TPR)*
83.8%(TNR)

82% (AUC)
66.74%
(accuracy)
69%
(accuracy)

Transfer learning-based
86.42%
deep neural network that
(accuracy)
utilizes the extracted
mel-spectrograms
of given cough sounds
DTL-MC: deep transfer learning-based multiclass classifier,
CML-MC: classical machine learning-based multiclass classifier,
DTL-BC: deep transfer learning-based binary classifier,
SVM: support vector machines,
AUC: area under the ROC curve,
*TPR for Imran et al. [20] refers to the probability of detecting a COVID-19 positive case as COVID-19
positive, and TNR refers to the probability of detecting a COVID-19 negative case as COVID-19 negative

from a diverse range of countries including but not limited to Greece, the United Kingdom, Italy, Germany, Iran,
India, and Bangladesh. The dataset was crowdsourced through the developed web, and Android app. Unlike
some other COVID-19 audio datasets, the Cambridge data contains only cough and breath sounds; voices (e.g.,
background noise and conversations between the patients and medical doctors) were not included. The creators
of this dataset designed it to be ready to use for classification tasks, and the one that utilized with our study,
namely, task 1, consists of 460 cough sounds from 141 COVID-19 positive users (users who have declared they
tested positive), and 319 COVID-19 negative users (users who have not declared a positive test for COVID-19,
have a clean medical history, have never smoked, and have no symptoms) for distinguishing users for the COVID19. The durations of the cough recordings vary from 0.48 s to 24.96 s. The mean and standard deviation of
the durations of the cough recordings were calculated as 5.77 s and 2.38 s, respectively. The histogram of
2812
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durations of the cough recordings is presented in Figure 1. In order to analyse audio files using two-dimensional
convolutional neural networks, mel-spectrogram images were obtained for each audio files. A mel-spectrogram
provides a visual representation of a given sound’s frequency, amplitude, and time characteristics [26] that
represents useful information from nonstationary signals [27]. Therefore, mel-spectrograms were generated from
these cough sounds thanks to an open-source Python audio and music analysis library, namely, Librosa [28] ,
which provides various functions for information retrieval from the signals. Figure 2 shows the steps to compute
mel-spectogram images corresponding to an input audio file. Mel-frequency scale produces a model similar to
human frequency perception [28] and used frequently in audio applications. The first step is to split the input
signal into small frames determined with the window size parameter. Fourier transform of the sequential frames,
which may overlap each other depending on the hop length, are used to compute the mel-spectrogram. In the
experiments, an FFT window length of 2048, a hop length, which is the number of samples between consecutive
frames of 512 , and the window type of ”hann” was employed during the generation of mel-spectrograms. Since
the sampling rates of the audio files vary between 8000Hz and 48, 000Hz, a sampling rate of 22, 050 , which is a
standard value for most audio tasks [5], was fixed for all files. The obtained mel-spectrograms were exported as
RGB images to replicate the success of CNNs on the tasks based on Music Information Retrieval (MIR) [29] for
the COVID-19 detection task. The main motivation behind this idea was that a proposed CNN might eﬀiciently
utilize the color scales of mel-spectrograms that indicate the amplitude of the frequency [27]. Thereafter, these
mel-spectrogram images were given to the proposed model as the input to the model after reshaping.

Figure 1. The histogram of durations of the cough recordings.

3.2. Proposed model
The proposed model was implemented using Keras [30], an open-source wrapper library written in Python
for various deep neural network backends, namely, TensorFlow [31], Microsoft Cognitive Toolkit, and Theano.
TensorFlow, a widely-used machine learning platform developed by Google, was employed as the back end of
the proposed model. The proposed model employed the transfer learning technique, which is a technique of
employing a model, that was proposed for a task ( T1 ), for another but related task ( T2 ). Given the massive
resources needed to train deep neural networks, transfer learning is a useful technique when the training dataset
2813
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Figure 2. The steps to compute mel-spectogram images.

is not large enough to train models that provide high accuracy, which was the case for the proposed study.
Since the aims of these tasks are different, the layers of the transferred model responsible for classification are
excluded from the task T2 . An overview of the workflow of the proposed transfer learning-based COVID-19
diagnosis model is presented in Figure 3.

Figure 3. An overview of the workflow of the proposed transfer learning-based COVID-19 diagnosis model.

The proposed models employed the VGG19 [32], ResNet50V2 [33], DenseNet121 [34], and MobileNet
[35] pretrained models through the transfer learning technique. VGG19 is a CNN model that consists of 26
layers and was proposed for the ImageNet Challenge 2015. ResNet50V2 is the improved version of the original
ResNet50 model because of the modification that was made in the propagation of the connections between
blocks [36]. ResNet50V2 was proposed in 2016 and consisted of 192 layers. DenseNet121 and MobileNet were
both proposed in 2017 and consist of 429 and 92 layers, respectively. Since the aforementioned pretrained
models are already provided by Keras, they were employed as standalone models for the sake of comparison. A
comparison of the employed pretrained models is given in Table 2 in terms of the number of layers they consist
of, the number of parameters they have, and the file sizes.
Although these transfer learning models were mainly developed for computer vision tasks, they can be
used for problems where features can be represented by two-dimensional arrays like images. In this case, the
inputs are mel-spectrogram images which are obtained from the mel-spectrogram transform of audio files. For
each model, the dense layers, which are located at the top of the models and are responsible for the ImageNet
classification task, were excluded from the transfer learning-based models. Since convolutional layers are trained
to extract general features from the images, these can be very useful for extracting the features for another
problem where the size of the available data set is usually small, as in this case. For the current models, the last
2814
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Table 2. A comparison of the employed pretrained models within the proposed models.

Model
VGG19
ResNet50V2
DenseNet121
MobileNet

Number of layers
26
192
429
92

Number of parameters
146, 667, 240
25, 613, 800
8, 062, 504
4, 253, 864

Size
549 MB
98 MB
33 MB
16 MB

convolutional layers right before dense layers were also included in the training to increase the success of the
model. The reason behind this design preference is that the convolutional layers, which are close to the dense
layer, select more specific features. The dense layers are solely responsible for the classification of the given
samples into two classes, namely, (i) COVID-19 positive and, (ii) COVID-19 negative. The number of units of
the dense layers was set empirically like the other hyperparameters. Since the aim of the proposed model is
classifying the given samples into two classes (which is also known as the binary classification task), the binary
cross-entropy was employed as the loss function of the proposed model. For the same reason, the activation
function of the last dense layer was fixed to the sigmoid. When it comes to other dense layers, ReLU (rectified
linear unit), which is considered the most employed activation function for deep neural networks [38, 39], was
employed as the activation function to introduce nonlinearity to the employed model. Another advantage of
ReLU is that it is easy to compute as the output equals the input if the input is nonnegative; otherwise, it
equals 0 . This ability can alleviate the gradient vanishing and exploding problems that usually occur with the
sigmoid or tanh activation functions [40]. Various optimization algorithms, namely, Adam (adaptive moment
estimation), SGD (stochastic gradient descent), and RMSprop were employed during the optimization of the
model. The RMSprop [42], which divides the learning rate for weight by a running average of the magnitudes
of recent gradients for that weight, was employed as the optimization algorithm of the proposed model since
it provided the best classification performance. An overview of the architectures of the proposed models is
presented in Figure 4.

Figure 4. An overview of the architectures of the proposed models.
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3.3. Model optimization
Hyperparameters of deep neural networks are set empirically, and they greatly affect the learning process.
Therefore, a wide range of values should be experimented with in order to reveal the most optimized model in
terms of provided classification performance. To this end, a wide range of values, which are listed in Table 3,
were experimented with during the optimization of the proposed model.
Table 3. The hyperparameters and their values that were experimented with during the model optimization.

Hyperparameter
Activation function
Loss function
Optimization algorithm
Learning rate
Batch size
Dropout rate

Experimented values
ReLU, sigmoid
Binary cross-entropy
Adam, SGD, RMSprop, Nadam
5 × 10−4 , 1 × 10−3 , 5 × 10−3 , 1 × 10−2
4, 8, 16, 32
0.2, 0.4

3.4. Model training
Evaluations for the models were realized using k-fold validation, which is useful in the case of a small dataset.
For this purpose, the number of folds (the k value) was set to 5. Thanks to this technique, samples in each
fold were guaranteed to be different. This was realized with the Stratified k-fold function of the widely-used
scikit-learn [43] library, which is the implementation of the stratified k-fold technique and preserves the same
number of samples for each class. Stratified k-fold technique helps to avoid overfitting [44]. Hence, this technique
is being deployed to further improve the prediction accuracy of classifiers [45]. Unlike the related work, the
proposed model had not been trained for a fixed number of epochs. Instead of this approach, the early stopping
callback was employed, which is responsible for stopping the training when the monitored criterion had not got
better for a predefined number of epochs (aka patience) in order to prevent overfitting [46]. To the best of our
knowledge, the early stopping callback has not been employed in any of the related work. The monitored criteria
and patience of the employed early stopping callback were defined as the accuracy obtained for the validation
set (aka validation accuracy) and 30 , respectively. The training had continued for 32 to 84 epochs until it was
stopped by the employed early stopping callback since the validation accuracy had not been decreased for 30
epochs.
4. Experimental result
The proposed transfer learning-based models were trained and evaluated on the Cambridge data dataset to
reveal their eﬀiciencies in terms of the diagnosis of COVID-19. Hyperparameter tuning is a critical task [48] for
deep neural networks to find out the hyperparameters that yield the best accuracy for the employed network.
Therefore, hyperparameter tuning was applied to the proposed models via the grid search technique. According
to the experimental result, the proposed model based on the MobileNet obtained the best accuracy, an accuracy
of 86.42% , when the batch size and learning rate were set to 4 and 10−4 , respectively. Following this model, the
proposed model based on the DenseNet121 obtained an accuracy of 85.33% when the batch size and learning
rate were set to 16 and 5 × 10−3 . Using the same values for the batch size and learning rate, the proposed
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model based on the VGG19 obtained a similar accuracy, an accuracy of 85.11% . The best accuracy of the
proposed model based on ResNet50V2 was calculated as 82.06% when the batch size and learning rate were
set to 8 and 10−4 , respectively. All accuracies obtained for the proposed models on the test set with respect
to the employed values for hyperparameters are listed in Table 4. Also, the obtained TPR and FPR values
for each proposed model when the 5-fold validation was employed are plotted in Figure 5. Inference time is
a measurement that reveals the time duration required for a model to evaluate a given single sample. As the
elapsed inference times of the proposed models are plotted in Figure 6, the proposed models, rated from fastest
to slowest, were obtained as follows: VGG19, MobileNet, ResNet50V2, and DenseNet121.
Table 4. The obtained accuracy values for the proposed models on the test set with respect to the employed values for
hyperparameters.

Batch size

4

8

16

32

Learning rate
1 × 10−2
5 × 10−3
1 × 10−3
1 × 10−4
1 × 10−2
5 × 10−3
1 × 10−3
1 × 10−4
1 × 10−2
5 × 10−3
1 × 10−3
1 × 10−4
1 × 10−2
5 × 10−3
1 × 10−3
1 × 10−4

MobileNet
0.8380
0.8468
0.8533
0.8642
0.8468
0.8489
0.8577
0.8468
0.8380
0.8402
0.8358
0.8358
0.8292
0.8292
0.8467
0.8402

VGG19
0.8424
0.8358
0.8380
0.8490
0.8424
0.8381
0.8402
0.8468
0.8446
0.8511
0.8425
0.8468
0.8249
0.8446
0.8314
0.8381

DenseNet121
0.8270
0.8292
0.8358
0.8359
0.8269
0.8292
0.8337
0.8117
0.8380
0.8533
0.8402
0.8094
0.8315
0.8314
0.8424
0.7701

ResNet50V2
0.7899
0.7855
0.8052
0.8139
0.7921
0.8030
0.8118
0.8206
0.7877
0.8118
0.8096
0.8096
0.7812
0.7790
0.8009
0.8162

5. Discussion
Preliminary diagnosis of COVID-19 via the proposed deep transfer learning-based end-to-end method is not
substituting it into the hospitals or medical associations, ignoring the values of doctors. The proposed method
is just a decision support system to allow nonprofessional people to perform their own COVID-19 test with the
purpose of decreasing the infection risk of this viral disseminative disease that influences the world. Trying to
get the test done at the hospital will most probably cause new COVID-19 cases if the candidate person carries
Coronavirus. Waiting at home after the result of the self-test is seen as positive until the professional medical
team arrives will prevent new positive cases. Therefore, it will provide self-isolation and social distancing
through self cough test and immediate test result. One of the gains of it can be automated Corona map
production through the proper web interfaces. For example, once the proposed method is integrated into the
application of the Turkish Ministry of Health, not only the cases determined by the hospitals but also the cases
who performed self-tests in their homes can be shown in the Corona map for the locations, and this will avoid
possible undesirable contacts for healthy people. Besides, the proposed approach can be used in case of the
2817

AKGÜN et al./Turk J Elec Eng & Comp Sci

Figure 5. The obtained TPR and FPR values for the proposed transfer learning models when the 5-fold validation was
employed.

unavailability of medical test facilities since it just needs the cough sounds of the patients.
Recent ML-based studies related to COVID-19 diagnosis mostly use X-ray or CT scan [49–52]. Although
they provide high classification accuracies, they oblige people to go to hospitals for screening. However, this
approach is undesirable at least for two reasons: infection risk and shortage of medical facilities. On the contrary,
our approach does not require screening. There are some factors, that affect the performance of the proposed
transfer learning-based COVID-19 diagnosis method, which are listed as follows:
1. The number of cough samples is one of the critical factors for the generalization capability of the networks.
In the present study, this improved with transfer learning-based models.
2. The quality of the samples is desired to be high so that better discriminative features can be extracted for
decisions with high accuracies. The existence of irrelevant and redundant data in voice samples like human
voices or other environmental noise will decrease the quality of the input features. Cropping irrelevant
and relevant data from the dataset may improve the performance and reduce the training time.
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Figure 6. The elapsed inference times for the proposed transfer learning models.

3. The variations in the sample sizes/durations of the sound samples are another factor that decreases the
quality. It is compensated with zero paddings for the samples below the determined size and resizing for
the samples above the determined size.
The experimental result implies that the best values for the batch size and learning rate depend on
the proposed model. Hence, they cannot be generalized. Another conclusion that was reached in the light of
the experimental result is that a deeper model does not guarantee better performance as the best performed
model was based on the MobileNet, which consists of fewer layers ( 92 ) than both the ResNet50V2 ( 192) and
DenseNet121 ( 429). A comparison of inference times given in Figure 6 shows that the best model that provides
the quickest response, which is about 0.30 s is the model based on VGG19. It is followed with the models based
on MobileNet and ResNet50V2 which provide the computation result in about 0.37 s and 0.70 s, respectively.
With 1.38 s of inference time, the model based on DenseNet121 has the longest inference time among the
developed models due to the number of layers.
6. Conclusion
In this study, a novel transfer learning-based deep neural network model was proposed for the diagnosis of the
ongoing COVID-19 pandemic. The proposed model was intentionally designed to be a large-scale, cheap, fast,
and accurate prescreening tool that can be utilized by as many people as possible who have been still waiting
for the COVID-19 medical tests. Therefore, the only input of the proposed model is the given cough sound,
which is easily obtainable thanks to the integrated microphones in many daily-use devices (e.g., smartphones,
tablets, and notebooks). The proposed models employed various pretrained deep neural networks, namely,
VGG19, ResNet50V2, DenseNet121, and MobileNet, via the transfer learning technique. Then, these models
were evaluated on a gold standard dataset, namely, Cambridge data, which consists of a total of 9986 samples
from 6613 unique users. According to the experimental result, the best accuracy, 89.1% , was obtained when
the proposed model employed the MobileNet via the transfer learning technique. The experimental result
confirms that the analysis of cough sounds via deep neural networks is an eﬀicient method for the COVID-19
diagnosis. The proposed model outperformed the state-of-the-art and thus is promising enough to encourage
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us to continue further development. As future work, more pretrained models can be employed via the transfer
learning technique. Also, the authors want to evaluate the proposed model on other COVID-19 audio datasets.
Finally, more audio-based features can be utilized to try to improve the performance of the proposed model in
terms of the correct classification of given samples.
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