Abstract-This paper develops the kriging method to calculate the whole body Specific Absorption Rate (SAR) for any angle of incidence of a plane wave on any body model using a minimum number of Finite Difference Time Domain (FDTD) simulations. Practical application of this method is to study people's exposure. Thanks to kriging method, it will enable to answer to the challenge of studying the exposure in a realistic environment. This approach develops a new tool in order to improve the field of stochastic dosimetry. The kriging method is applied to a girl body model in order to determine the variogram model, then this model is validated on a boy body model. Thanks to only 40 numerical SAR values, kriging method enables to estimate any SAR value with a mean relative error under 3%.
INTRODUCTION
The development of wireless technologies puts new issues with regard to the exposure of the people to electromagnetic radiation. The non-ionizing dosimetry is focused on the calculation of the dose that is absorbed by users of a wireless device. The study of whole-body exposure to electromagnetic fields emitted by mobile terminals and base stations led to the development of standards and guidelines proposed by the International Commission on Non-Ionizing Radiation Protection (ICNIRP) [1] [2] [3] . Nowadays, numerical dosimetry took an important place into assessing compliance with these guidelines.
Integration of the variability in dosimetry is a major issue (see [4] [5] [6] [7] ), especially, the variability due to the realistic electromagnetic environment. Electromagnetic environments are described by statistical wireless channel models [8] . These models show that electromagnetic waves do not propagate separately, but in cluster form, i.e., bundles of Multi-Path Components (MPCs) [9] . Inside each cluster, the angles of incidence and amplitudes of the MPCs follow specific probability distributions. In the framework of the study of people's exposure in complex electromagnetic environments, it is then necessary to expose an anatomical body model to all possible angles of incidence [10] . The computation time in dosimetry is especially long, and it is essential to use an efficient estimation method in order to obtain the corresponding whole body SAR values.
Apart from the deterministic approach for studying exposure [11, 12] that misses the stochastic aspect of the exposition conditions, statistical study of human exposure in a realistic environment is a domain of research that had few achievements. In [13] a stochastic approach is developed based on polynomial chaos in order to calculate the whole body SAR distribution induced by a incident parameter distribution as the angle of incidence of the waves. In [14, 15] a stochastic method is developed considering a set of plane waves coming from different directions. An estimation of the fields is done using one-dimension linear interpolation or spline interpolation.
In the literature, some works have improved the field of stochastic dosimetry, especially, ones answer to variability induced by conditions of exposure. In [16] , experimental study of exposure of a phantom has been done by exposing it to MPCs. Another study uses the ray-tracing in outdoor environment [17] .
In [11, 12] , body models are exposed to deterministic channel models. Even if these studies give a good indication of the level of exposure by calculating the SAR, these studies avoid the stochastic aspect of exposure.
Some works use the polynomial expansion with an estimation of polynomial coefficients by projection method or by using design of experiments [18] . The results of this study show that it is possible to decrease the number of FDTD simulations, but not enough to enable to lead Monte-Carlo calculations. In [13, 19] , a new stochastic approach based on polynomial chaos is developed in order to calculate SAR distribution due to few input parameters which are angles of incidence of the mobile phone. These studies enable to get the impact of some input parameters but avoid the sensitivity analysis of all wireless channel parameters in order to determine those which are the most influential.
In [14, 15] , a stochastic method is developed that considers a number of electromagnetic waves arriving in different directions and estimates the total electric field by using linear interpolation or spline to evaluate the total field induced by an exposure to multiples plane waves. However, linear interpolation or spline does not take into account the statistic aspect of exposure and does not provide a statistical tool that enables to quantify the quality on estimation. In [14] , the number of simulations is divided by two but stays too high.
The aim of this article is to develop a method that directly estimates the SAR values for any angle of incidence using an efficient method referred to as kriging. Contrary to the method used in [14] the proposed approach is based on an estimation method that is the Best Linear Unbiased Predictor (BLUP) [20, 21] . The kriging method is not only BLUP, but it also provides kriging variance (also called estimation variance) that gives information on the quality of estimation. It enables to significantly reduce the number of FDTD simulations and to save a large amount of memory storage [22, 23] .
A deeper understanding of the electromagnetic environment emerged in the last decade in parallel with the emergence of high performance wireless systems. This knowledge enables to finely simulate the wireless channel parameters which define the exposure conditions. In [8, 9, 24] , a Multi-Input MultiOutput (MIMO) indoor channel model is described. It is based on experimental data and identification algorithms. The algorithm of identification detects one by one the channel MPCs; the measurements are then statistically analyzed in order to define a stochastic channel model.
The model [8, 9, 24] , as the other state-of-the-art channel models [25] , is based on the cluster concept: it has been proven that MPCs propagate as bundles named clusters. Inside each cluster, the MPCs are grouped together in the angular and delay domains. The evaluation of exposure is done by calculating the basic restrictions, i.e., the whole body Specific Absorption Rate, SAR:
with m the human body mass, σ the conductivity of tissues, |E| the total electric field strength inside the body and V the volume of the body. In our case the body is exposed to a Wireless Local Area Network (WLAN 802.11a or b or g [26] ) at the frequency 2.45 GHz. The study of exposure to only one source of electromagnetic source is not a real case of exposure but is a good starting point in order to study the exposure in a statistical sense. SAR depends on the exposure conditions. The conditions of exposure are derived from the cluster model, which is stochastic. Following the same development as in [10] , the SAR expectation and its variance can be written as
with nSAR θ c,l the whole body SAR of a human exposed to a plane wave belonging to the c-th cluster and l-th MPCs which is polarized in θ direction, and nSAR φ c,l respectively polarized in φ direction, the subscripts c and l also indicate the spherical angle of incidence (θ c,l , φ c,l ) on the human body, P c θ power of θ-components of c-th cluster, N MPCs the number of MPCs and χ c cross-polar discrimination (XPD) of cluster c.
Equations (2) and (3) are analytic expressions that enable us to study the exposure in a statistical sense. In (2) and (3) nSAR are values of whole body Specific Absorption Rate in case of a single plane wave exposure with a given spherical angle of incidence. Values of nSAR for any possible spherical angle of incidence must be calculated for statistical study of exposure. However, since numerical methods, especially the FDTD methods, are time consuming we need to use an efficient estimation method.
In a first part, we look into estimation of SAR with regard to angle of arrival of the electromagnetic waves. The two dimensional kriging method has proven its efficiency in many domains. It will be used to respond to this problem, i.e., to estimate intermediate SAR values that are not calculated by FDTD method [27] . The kriging method is presented and tools of the method, such as variogram, are determined in the framework of estimation. In a second part, results of estimation are presented using whole body SAR values of Roberta, a five years old girl, and validated on Thelonious, in a third part, a six years old boy, both coming from the virtual classroom and virtual family of IT'IS foundation [28] .
KRIGING METHOD

Ordinary Kriging
The kriging method is a stochastic spatial interpolation method which estimates a value of a phenomenon at locations where no calculation or measure has been done. It is based on a linear combination of observations of the phenomenon in the vicinity of the desired location of estimation without bias and with minimization of the variance. The main idea of kriging is to evaluate the nSAR value in a nonsampled location by a linear combination of adjacent localized values:
with nSAR the estimated value at (θ 0 , φ 0 ) the angles of incidence where no calculation has been performed, (θ i , φ i ) the angles of incidence where FDTD calculations have been performed, N s the number of samples taken into account in the estimation and λ i are the constrained weights. The weights associated to each observed value are chosen to make an unbiased and with a minimum variance estimation [20, 27] .
We assume that the data are part of a realization of an intrinsic random function with a variogram γ. The variogram represents the degree of spatial dependence of a spatial stochastic process. In kriging methods, the variogram is experimentally calculated and, then, in order to make estimation, a model of variogram must be set up. In the literature some variogram models exist [20] . Before calculating the experimental variogram, a discussion must be done on the variogram coordinates. SAR values depend on spherical angles of incidence indicated at Figures 1 and 2. These angles of incidence are the angles Azimuth angle in relation with Roberta's body seen from the top. of arrival of the MPCs. The kriging method says that the variogram depends on the distance between data points. Since the data points are spherical angles, the variogram coordinates can be defined in two ways: the shortest distance on a sphere or the segment on a projected sphere (also known as geodesic distance and loxodrome). The use of the geodesic distance leads to a problem, when elevation angle is θ = 0 • or 180 • , SAR values for all φ are located at the same point. Since φ angle modifies the polarization for θ = 0 • or 180 • , it is better to choose the variogram coordinates as the segment on a projected sphere. The coordinates of variogram are then the angular distance in azimuth and elevation directions, we consider a projected sphere. The experimental variogram is
with Δφ = φ j − φ i , Δθ = θ j − θ i and N (Δθ, Δφ) is the number of pairs of nSAR spaced by (Δθ, Δφ). The experimental variogram is obtained by calculating the dissimilarities between the different nSAR values. For each distance, defined by (Δθ, Δφ), the mean is calculated. However, the experimental variogram cannot be used to assess estimation. A model must be used, the modelization is described in a later section.
By minimizing the estimation variance with the constraint on the weights, we obtain the ordinary kriging system ΓΛ = Γ 0 (6)
where μ is the Lagrange multiplier. The estimation variance of ordinary kriging is
Experimental Variogram
The variogram is the key tool of the kriging method. With (5), its estimation can be performed based on numerical nSAR values. We performed FDTD calculations at 2.45 GHz on a child body model, a girl of five years old (Roberta) from the virtual classroom of IT'IS foundation [28] . This body model is made of 66 different kinds of tissues and electrical parameters, permittivity and conductivity are defined thanks to [29] . The FDTD code we used is a proprietary code. Meshing dimensions are 1 mm in the three directions. Simulations have been performed for different spherical angles of incidence. For each simulation the source is a sinusoidal plane wave with a different angle of incidence 
Figures 5 and 6 present the part of the variograms that will be used in order to find a model. It is important to note that these variograms (5 and 6) show zonal anisotropy: for γ exp (Δθ 0 , Δφ) or γ exp (Δθ, Δφ 0 ) with Δθ 0 and Δφ 0 taken as constants values, the ranges are always the same but the sills are different. Experimental variogram for θ-polarization. Δφ (°) Figure 6 . Experimental variogram for φ-polarization.
Variogram Model
In the litterature there are few variogram models that are proposed (i.e., conditionnaly negative definite). Outside a fairly limited class of models (linear model with nugget effect) variograms are non-linear in some of their parameters, typically, ranges and anisotropies [21] . For this reason, fitting a variogram model cannot be done entirely automatically. Statistician uses both fitting algorithm and visual similarity between experimental variogram and model of variogram.
Among typical models of variograms, the most appropriate model was found to be the gaussian one:
with h the distance, C the sill and a the range. The literature provides solution for two dimensions variograms that ensure that the variogram is allowed [30] .
Based on the Levenberg-Marquardt algorithm [31] the parameters of γ 1 , γ 2 and γ 3 have been determined (Table 1) with the R 2 in order to evaluate the quality of the fit. 
Estimation on Roberta's Results
Estimation has been done on Roberta's nSAR values by changing the total number of numerical nSAR values taken into account in the estimation, and changing the number of samples (also called neighbors), N s , taken into account in (6) to compute each estimation. The total number of nSAR values used during estimation and N s were adjusted until we found the best configuration that respect two constraints: to estimate nSAR using a minimum of nSAR values with a limited mean relative error (< 5%) between estimated values and sampled values. We will use the minimum number of values from the 684 nSAR FDTD values in order to achieve estimation. In order to reach this goal we tested two different configurations described in Table 2 . First, we introduce the two different kinds of neighborhood. At Figure 7 (b), N s is equal to four and the samples are the black points. These four neighbors are used in order to estimate nSAR values in the grey area. On the left, N s is equal to nine, these nine samples are used in order to estimate nSAR values in the grey area.
On Figure 8 , configurations 1 and 2 are represented. The black circles represent the locations of nSAR values used to perform estimation and the white circles represent the locations of nSAR values that are not used to perform estimation. However, these nSAR values located at the white circles were used to calculate the experimental variogram and are useful in the following development to compare estimated nSAR to nSAR values calculated by FDTD simulations. 
Tuning the Confidence Interval
The estimation standard deviation can be used in order to introduce the confidence interval [27] , at a location of estimation,
The ν parameters can be determined by calculating the kriging error | nSAR − nSAR | for each estimation point where we have the value from FDTD calculation and to calculate the probability that the kriging error is greater than νσ E by tuning ν. Since different configurations lead to different scales of distances between numerical values and estimated values, we choose to calculate the ν parameter on configuration 1 because it is the configuration that leads to the greatest kriging variance and has the most important number of kriging error to calculate. The ν parameter is found by calculating the probability that the distance between estimated values and numerical values are larger than νσ E . This probability is equal to the ratio of the number of kriging error that are bigger than νσ E over the total number of kriging errors [20] . We search for ν that provides 95% confidence interval.
We found ν = 0.85 to be an appropriate value because: for φ-polarization
and for θ-polarization
It provides respectively 95.31% confidence interval for φ-polarization and 95.90% for θ-polarization. The confidence interval is then
θ-polarization
Since estimation cannot be plotted for all spherical angles, estimation plots are shown at θ = 50 • for configuration 1 and at θ = 20 • for configuration 2 in function of φ. Configuration 1 consists in using the minimum number of nSAR values used to perform estimation. At Figure 9 there are a relatively large gaps between estimated values and sampled values. It is due to the fact that, at θ = 50 • , the sampled values are far away. However, the estimated and sampled values are both in the confidence interval. Previous configuration enables us to minimize the total number of nSAR values used to perform estimation. The next configuration will consist in adding some samples, i.e., nSAR values, in order to decrease the gap between nSAR and nSAR. Figure 10 represents results for configuration 2. As expected, the estimation is better because the distances between estimated values and numerical values are reduced. More generally, the level of estimation variances decreases because of the new configuration.
φ-polarization
Figures 11 and 12 represent the estimation results on Roberta for φ-polarized incident plane wave. In the point of view of the estimation for the different configurations, we obtain same kind of results as previously. 
Results Analysis
All the results that were obtained on Roberta body model show that the estimated values and sampled values are always located inside the confidence interval defined by the kriging variance. However, it is possible to calculate the maximum relative error and mean relative error for configurations 1 and 2.
The maximum relative error is defined by
And mean relative error is defined by
Values are given in Table 3 By implementing configuration 2, we deeply improved the quality of estimation.
VALIDATION ON THELONIOUS RESULTS
The interest of the study on Roberta's body model was to found the variogram model in order to be able to use the kriging method on any body model by doing the minimum number of simulations. Thanks to Roberta's FDTD calculations we determine the variogram model (9) and we detected zonal anisotropy 
CONCLUSION
For the first time, a statistical analysis of exposure leads to the development of an expression of expectation of SAR and its standard deviation over the complex random amplitude that is due to the electromagnetic environment. It has been noticed that these equations are expressed in functions of whole body Specific Absorption Rate values that are due to a simple plane wave exposure. An estimation method is necessary in order to calculate all nSAR for each angle of incidence. The kriging method that has proven its efficiency in many domains has been applied to our results on two different children body models. By using the kriging method we demonstrate its efficiency by radically reducing the number of samples used to lead the estimation. First, we used the 684 nSAR values that come from FDTD simulations to calculate the experimental variogram. A model of variogram has been fitted on the experimental variogram. The estimation on configuration 1 uses only 12 nSAR values that come from FDTD simulations. The results of estimation and its analysis have shown that there were a relatively large gap between estimated nSAR values and nSAR values calculated by FDTD simulations. Configuration 1 leads to 30% of mean relative error at some location which is an unacceptable amount of error in our study. The reason is that our final goal is to do a sensitivity analysis of SAR and σ 2 SAR to the wireless channel parameters. Since, these analytical expressions SAR and σ 2 SAR depend on nSAR values estimated by kriging method, then, estimated nSAR values must be accurate otherwise the sensitivity analysis would be wrong. This is the reason why configuration 1 must be improved. Configuration 1 has been modified by adding some new samples in order to reduce the mean relative error and maximum relative error. Configuration 2 consists in estimating nSAR values thanks to 40 nSAR values that come from FDTD simulations. Analysis of results on configuration 2 shows that we radically reduced the errors (Mean relative error under 3% and Maximum relative error under 15%). It shows that the best configuration to estimate rapidly nSAR and with the minimum error is the configuration 2 using only 40 nSAR values.
