The aim of this article is two fold. First, we produce a finite time blow-up solution of the nonlinear fractional heat equation
where 0 < β < ∞, k ∈ N, u = u(t, x) ∈ C, t ∈ R and x ∈ R d . The fractional Laplacian is defined as
where F denotes the Fourier transform. The (quantum) harmonic oscillator (also known as Hermite operator) H 1 is a fundamental operator in quantum physics and in analysis [38, 36, 37] . The spectral decomposition of the Hermite operator H 1 on R d is given by H 1 = ∞ k=0 (2k + d)P k where P k stands for the orthogonal projectionof L 2 (R d ) onto the eigenspace corresponding to the eigenvalue (2k + d). Given a bounded function m defined on the set of all natural numbers, we define the operator m(H β ) simply by setting m(H β ) = ∞ k=0 m (2k + d) β P k (see Subsection 4.1 below for details). In particular, we define heat propagator associated to H β as follow
The fractional heat equation (1.1) is significantly interesting in both physics and PDEs, since it is the Poisson equation if β = 1 and the classical heat equation if β = 2. In the later case (1.1) appears as a one-dimensional model for the voraticity equation of incompressible and viscous fluid of three dimension. The isotropic harmonic potential |x| 2 describes a magnetic field whose role is to confine the movement of particles [9] . This is an important model in quantum mechanics, as it approximates any trapping Schrödinger equation with real potential at its point of equilibrium [29] . In [45] , (1.2) found applications in optomechanical arrays. In fact, in the recent years, fractional Laplacian and fractional harmonic ocillator have been extensively used from both pure and applied points of view, see [11, 36, 37, 22] .
The literature (local and global well-posedness and ill-posedness theory) for (1.1) is vast have been studied by many authors. We briefly mention a few among others. Fujita [21] proved that for (1.1) with β = 2 and d(k − 1)/2 < 1 no non-negative global solution exists for any non-trivial initial data u 0 ∈ L 1 (R d ). Later Fujita [20] proved that, for d(k −1)/2 < 1, global solution do exist for initial data dominated by a sufficiently small Gaussian. For the critical exponent d(k − 1)/2 = 1, Hayakawa [24] proved nonexistence of nonnegative and nontrivial global solutions in the case of d = 1, 2, and Kobayashi-Sirao-Tanaka [28] proved it in general dimensions. Weissler [44] have studied (1.1) with β = 2 in some Lebesgue spaces. In [30] author have proved some sharp well-posedness result for (1.1) with β ∈ (1, 2] in Sobolev spaces H s (R d ). In [33, 10] authors have proved blow up in finite time for (1.1) with β = 2 in some scale invariant Besov space and Fourier-Lebesgue spaces.
On the other hand, there is tremendous ongoing interest to use modulation spaces M p,q (R d ) (see Definition 2.1 below) as a regularity class for the Cauchy data for nonlinear dispersive equations, see e.g., [1, 2, 31, 4, 8, 3, 5, 43] . Wang-Zhao-Guo [1] proved local well-posedness for nonlinear Schrödinger equations (NLS) and Navier-Stokes equations in M 2,1 (R d ). Wang-Hudzik [42] proved global well-posedness for NLS and and nonlinear Klein-Gordon equations with small initial data in some weighted modulation spaces. Oh-Wang [31] proved global wellposedness for cubic NLS in M 2,p (R) (2 ≤ p ≤ ∞). Wang-Han-Huang [41] have considered global solutions and scattering for the generalized derivative NLS in modulation spaces. Ruzhansky-Wang-Zhang [35] have considered global well-posedness for forth order NLS in modulation spaces. We refer to excellent survey [34] and the reference therein for details.
Iwabuchi [26, Theorems 1.9 and 1.13] proved local and global well-posedness of (1.1) with β = 2 for small data in some weighted modulation spaces. Later Chen-Deng-Ding-Fan [14, Theorems 3.1, 1.5 and 1.6] have obtained some space-time estimates for semigroup e −t(−∆) β/2 in modulation spaces. Further, they [14, Theorems 1.5 and 1.6] proved local and global wellposedness (for small data) of (1.1) with any β > 0 in some weighted modulation spaces, see also [32, Theorem 3] . In [25] authors have found some critical exponent in modulation spaces and proved some local well-posedness and ill-posedness for (1.1) in weighted modulation spaces. However, it seems there is no result concerning finite time blow up solutions of (1.1) in modulation spaces so far.
In this paper, we consider the initial value problem for (1.1) with an initial data u 0 ∈ M p,1 (R d ). Then, see Proposition 3.1 below, (1.1) has a unique solution u ∈ C([0, T * ), M p,1 (R d )), where T * = T * ( u 0 M p,1 ) denotes the maximal existence of time of solution. Moreover, we have either
In the previous case, we say that the solution is global, while in the latter case we say that the solution blows up in the M p,1 norm in finite time and T * is called the blow-up time.
We now state our main theorem. We now turn our attention to (1.2) . Carles [13, 12] have studied Cauchy problem for NLS associated to harmonic oscillator H 1 . Lee-Rogers [29] proved almost convergence for the solution of free NLS associated to H 1 with initial data in some Sobolev spaces. Stinga-Torrea [36, 37] derived point-wise formula and Schauder estimates for H β f (x). In [40] authors have studied heat equation with inverse-square potential.
In [1, 2, 15] authors have studied the boundedness of fractional Schrödinger propogator e −it(−∆) β/2 in M p,q (R d ). On the other hand, many authors have studied Schrödinger equations with generic potential, i.e., [6, 16] ). Cordero-Nocola-Rodino [17] have generalized this result when the potential [6] studied boundedness of Hermite multipleir on some modulation spaces. Bhimani et al. in [5, 7] proved global well-posedness for Hartree and Hartree-Fock equations associated to H 1 in M p,p (R d ) for some p. However, it seems there is no results for space-time estimates for the solution of (1.2) in modulation spaces.
We now state following theorem.
It is known that Schrödinger propagator e −itH 1 associated to harmonic oscillator preserves modulation space norm e −itH 1 f M p,p = f M p,p , see [7, Theorem 5], [16, 17] . In view of this, Theorem 1.2 reveals that spaces time-estimates for e −tH β contrasts with the space-time estimates of e −itH . It is surprising to the author that the solution of (1.2) grow-up near origin in the following sense. Corollary 1.1. Let u(t, x) be the solution of (1.2). Then we have This paper is organized as follows. In Section 2, we introduce notations and preliminaries which will be used in the sequel. In particular, in Subsections 2.2 and 2.3, we introduce modulation spaces (and their properties) and review boundedness of fractional heat propagator respectively. In Subsections 3.1 and 3.2 we introduce formal solution and local well-posedness for (1.1). In Subsection 3.3, we prove Theorem 1.1. In Subsection 4.1, we introduce heat propogator associated to fractional harmonic oscillator via spectral decomposition. In Subsection 4.2, we prove Theorem 1.2.
Preliminaries
2.1. Notations. The notation A B means A ≤ cB for some constant c > 0. The symbol A 1 ֒→ A 2 denotes the continuous embedding of the topological linear space
be an interval and X be a Banach space of functions. Then the norm of the space-time Lebesgue space L q (I, X) is defined by
and when I = [0, T ), T > 0 we denote L q (I, X) by L q T (X). The Schwartz class is denoted by S(R d ) (with its usual topology), and the space of tempered distributions is denoted by
Then F is a bijection and the inverse Fourier transform is given by
The Fourier transform can be uniquely extended to F :
We are starting by noting that there is a one-to-one correspondence between functions on R d that are 1-periodic in each of the coordinate directions and functions on torus T d , and we may identify
be the toroidal Fourier transform (hence the subscript T ) defined by
Then F T is a bijection and the inverse Fourier transform is given by
and this Fourier transform is extended uniquely to F T :
2.2.
Modulation spaces M p,q . Feichtinger [19] introduced a class of Banach spaces, the so called modulation spaces, which allow a measurement of space variable and Fourier transform variable of a function or distribution on R d simultaneously using the short-time Fourier transform (STFT). The STFT of a function f with respect to a window function g ∈ S(R d ) is defined by
whenever the integral exists. For x, y ∈ R d the translation operator T x and the modulation operator
In terms of these operators the STFT may be expressed as
where f, g denotes the inner product for L 2 functions, or the action of the tempered distribution f on the Schwartz class function g.
is defined to be the space of all tempered distributions f for which the following norm is finite:
is defined by replacing the corresponding integral by the essential supremum. If s = 0, we simply write M p,q
Applying the frequency-uniform localization techniques, one can get an equivalent definition of modulation spaces [42] as follows. Let Q k be the unit cube with the center at
Then {σ k (ξ)} k∈Z d satisfies the following properties
The frequency-uniform decomposition operators can be defined by
with natural modifications for p, q = ∞. We notice almost orthogonality relation for the frequency-uniform decomposition operators 
Next we justify Remark 2.1(2): we shall see how the FWT and the STFT are related. We consider the Heisenberg group
Let π be the Schrödinger representation of the Heisenberg group which is realized on L 2 (R d ) and explicitly given by
and the representation ρ(x, y, t) acting on L 2 (R d ) is given by
We now write the FWT in terms of the STFT: Specifically, we put ρ(x, y)φ(ξ) = e ix·ξ φ(ξ + y), z = (x, y), and we have
This useful identity (2.3) reveals that the definition of modulation spaces we have introduced in Remark 2.1(2) and Definition 2.1 is essentially the same. Lemma 2.1 (Basic Properties, see [43, 23, 34] 
Proof. For the proof of statements (1), (2), (3) and (4) 
which is easy to obtain.
Proposition 2.1 (Algebra property, see [1] and Corollary 2.
In particular, M p,1 (R d ) is an algebra under pointwise multiplication with norm inequality
We refer to [23] for a classical foundation of these spaces and [43, 34] for some recent developments for nonlinear dispersive equations and the references therein.
2.3.
Linear estimates. For f ∈ S(R d ), we define fractional heat propagator as follows
The next proposition shows that the uniform boundedness of U β on modulation spaces. Specifically, we have following
Proof. We sketch the proof, for detail see [14, Theorem 3.1]. By (2.1), we have
Using this, Young inequality and [14,
Exploiting the proof of [14, Lemma 3 .5], we may obtain
Combining the above inequalities, we obtain the desired inequality.
The fractional laplacian (−∆) β/2
In this section we prove Theorem 1.1. We start with introducing the formal solution of (1.1) in the next subsection.
3.1. The formal solution of fractional heat equation. In this subsection, we introduce the formal solution of fractional heat equation (1.1). Assume that k = 2 and
Then u = ∞ i=1 u i (formal solution) formally satisfies the integral equation
In fact, we have
By taking inverse Fourier transform on two sides, we can obtain that
Remark 3.1. The formal analysis (formal solution for (1.1)) performed above will be made rigorous in the following subsections.
Then u = ∞ i=1 u ik−(i−1) (formal solution) formally satisfies the integral equation
3.2.
Local well-posedness in M p,1 .
Proof. By Duhamle principle, (1.1) can be rewritten as
where U β (t) = e −t(−∆) β/2 . We show that the mapping J has a unique fixed point in an appropriate functions space, for small t. For this, we consider the Banach space X T = C([0, T ], M p,1 (R d )), with norm
By Minkowski's inequality for integrals and Propositions 2.2 and 2.1, we obtain
. By Proposition 2.2, and using above inequality, we have
which is the closed ball of radius M, and centered at the origin in C([0, T ], X). Next, we show that the mapping J takes B T,M into itself for suitable choice of M and small T > 0. Indeed, if we let, M = 2 u 0 M p,1 and u ∈ B T,M , it follows that
We choose a T such that cT M 2 ≤ 1/2, that is, T ≤T ( u 0 M p,1 ) and as a consequence we have
that is, J u ∈ B T,M . By Proposition 2.1, and the arguments as before, we obtain
Therefore, using the Banach's contraction mapping principle, we conclude that J has a fixed point in B T,M which is a solution of (3.1).
3.3.
Finite time blow-up in M p,1 . In this subsection, we prove Theorem 1.1. To this end, we start with flowing technical lemmas.
Proof. Taking notations of Subsection 3.1 and Proposition 2.2 into account, we have
Notice that the norm u 2 L ∞ 
Next we claim that there exists ǫ 0 such that if the initial data T 2 u 0 M p,1 < ǫ 0 , then S < ∞. To justify the claim, we let
a j a 2i−j and a 2i+1 = i j=1 a j a 2i+1−j .
Then we have
Then, by induction, we can obtain that there exists ǫ 0 such that if T 2 u 0 M p,1 < ǫ 0 , then
(j(2i+1−j)) 1+ǫ < 1/3 and hence we may obtain the claim. Taking these observation into account, there exits ǫ 0 such that if 
Proof. We claim that
. By the definition of u i in the formal solution and u 0 ≥ 0, we have
In view of this and Lemma 3.2, we have that for any small ǫ > 0, there exist N such that for any M > N, D < ǫ. This proves (3.2). Next, we show that
in X T . Indeed, by Lemma 3.2 and the similar argument as above, we have 
in X T . By the above argument, we can obtain that
is a solution of (1.1).
Let T be as in Lemma 3.3 and u(T ) be the initial data, by repeating previous process (Proposition 3.1 and Lemmas 3.2 and 3.3), we can obtain t 2 such that
is a unique solution of the integral equation
where, for T < t < t 2 ,
Step by step we can obtain a sequence {t j } ∞ j=0 , t 0 = 0, t 1 = T and t j → T * such that for every 0 ≤ i < ∞ and t i < t < t i+1 , u(t) = j=1 a j (t) ∈ L ∞ ([t i , t i+1 ), M p,1 (R d )) is the unique solution of integral equation
In this way, we can obtain u(t) = j=1 a j (t) ∈ L ∞ ([0, T * ), M p,1 (R d )) is the unique solution of integral equation
By the similar argument as above we can obtain the corresponding results for f (u) = u k .
Actually, by the fact that for 0 ≤ t < T * , j=1 a j ∈ L 1 (R d ), we have j=1 a j = F j=1 a j (t) . So, j=1 u j (t) and j=1 a j (t) are positive term series. Moreover, by { u j (t)} ∞ j=1 is the rearrangement of { a j (t)} ∞ j=1 .
Proof. We just prove that Note that T 0 e −(t−s)|ξ| β 2( a 1 * a 1 )ds and 
..... and comparing the expansion term of a i and u i (by splitting the integral t 0 into T 0 and t T ), it is easy to see that every expansion term of u i is a expansion term of a i . (Here, the every expansion term is positive.) Then, by induction, we have j=1
Moreover, by the dominated convergence theorem, we have
.
Proof.
Let
and F x,y = x, y ∈ R d : |x| β ≥ |x − y| β + |y| β .
By u 0 ≥ 0, u 0 ≥ γχ B 0 (r) and r d v d ≥ 2 d (which implies that R d χ B 0 (r) (ξ − y)χ B 0 (r) (y)dy ≥ χ B 0 (r) (ξ)), we have u 1 (t) = e −t|ξ| β u 0 ≥ e −t|ξ| β γχ B 0 (r) = a 1 (t, ξ), (3.5)
Notice that for ξ, y ∈ E x,y and 0 < s < t, we have e −(t−s)|ξ| β e −s|ξ−y| β e −s|y| β e −t|ξ−y| β e −t|y| β . Similarly, for ξ, y ∈ F x,y , we have e −(t−s)|ξ| β e −s|ξ−y| β e −s|y| β e −t|ξ| β .
= a 2 (t, ξ), By (3.5) and (3.6), we have
Dividing the integral into two parts and arguing as before, we obtain
+2a n−1 (s, ξ) * a n+1 (s, ξ) + a n (s, ξ) * a n (s, ξ))ds = a 2n (t, ξ),
+2a n−1 (s, ξ) + a n+2 (s, ξ) * 2a n (s, ξ) * a n+1 (s, ξ))ds = a 2n+1 (t, ξ),
So we have a 2n (t, ξ) = t 0 e −(t−s)|ξ| β (2a 1 (s, ξ) * a 2n−1 (s, ξ) + · · · +2a n−1 (s, ξ) * a n+1 (s, ξ) + a n (s, ξ) * a n (s, ξ))ds,
for i < 2n, then we have a 2n (t, ξ) = t 0 e −(t−s)|ξ| β (2a 1 (s, ξ) * a 2n−1 (s, ξ) + · · · +2a n−1 (s, ξ) * a n+1 (s, ξ) + a n (s, ξ) * a n (s, ξ))ds
a n (s, ξ − y)a n (s, y)dy)ds
Dividing integral into two parts as before, we have
Then, by induction we have a i (t, ξ) γ i e −4r β (i−1)t t i−1 e −t|ξ| β χ B 0 (r) (ξ), i = 1, 2, ....
By the similar argument the above, we can obtain that for general k,
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. By Proposition 3.1 and Lemmas 3.2, 3.3, we have, for 0 < T < T * ,
is a solution of (1.1). By Lemma 3.4, we have
By Lemma 3.5, we have, for
This completes the proof. 
. The Hermite functions Φ α are eigenfunctions of H with eigenvalues (2|α| + d) where |α| = α 1 +...+α d . Moreover, they form an orthonormal basis for L 2 (R d ). The spectral decomposition of H is then written as
where ·, · is the inner product in L 2 (R d ). Given a function m defined and bounded on the set of all natural numbers we can use the spectral theorem to define m(H). The action of m(H) on a function f is given by
This operator m(H) is bounded on L 2 (R d ). This follows immediately from the Plancherel theorem for the Hermite expansions as m is bounded. On the other hand, the mere boundedness of m is not sufficient to imply the L p boundedness of m(H) for p = 2 ([38] ).
In the sequel, we make use of some properties of special Hermite functions Φ α,β which are defined as follows. We recall (2.3) and define Φ α,β (z) = (2π) −d/2 π(z)Φ α , Φ β . Then it is well known that these so called special Hermite functions form an orthonormal basis for L 2 (C d ). In particular, we have ([38, Theorem 1.3.5]) Φ α,0 (z) = (2π) −d/2 (α!) −1/2 i √ 2 |α|z α e − 1 4 |z| 2 . (4.3)
We define heat propagator associated to fractional harmonic oscillator m(H) = e −tH β by equation (4.1) with m(n) = e −tn β (n ∈ N, t ∈ R, 0 < β < ∞).
4.2.
Uniform boundeness of e −tH β in M p,p . In this subsection we shall prove Theorem 1.2. To this end, we recall following Proof. We sketch the proof, for detail see [6, Proposition 1]. By (4.2), (4.3), Remark 2.1(2), and Definition 4.1, we obtain T m f p M p,p = (2π) −dp/2 R 2d | π(x, y)T m f, Φ 0 | p dy dx = (2π) −dp/2
α! 2 |α|/2 e − 1 4 |z| 2 p dz = (2π) −dp/2 I.
By using polar coordinates z j = r j e iθ j , r j := |z j | ∈ [0, ∞), z j ∈ C and θ j ∈ [0, 2π), we get z α = r α e iα·θ and dz = r 1 r 2 · · · r d dθdr (4.4)
where r = (r 1 , · · · , r d ), θ = (θ 1 , · · · , θ d ), dr = dr 1 · · · dr d , dθ = dθ 1 · · · dθ d , |r| = d j=1 r 2 j . By writing the integral over C d = R 2d in polar coordinates in each time-frequency pair and
Proof. By Young inequality, we have
By Hölder inequality and Parseval identity, we have 
