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Zusammenfassung
Industrieroboter werden heutzutage sehr verbreitet in der Produktion
eingesetzt. Jedoch arbeiten diese Roboter meist isoliert und unter stark
kontrollierten Bedingungen, damit eine Gefahr fu¨r den Menschen aus-
geschlossen werden kann. Damit jedoch die kognitiven Fa¨higkeiten und
Fingerfertigkeit von Menschen mit der Ausdauer, Sta¨rke und Genauigkeit
von Robotern in einer Kooperation zusammengefu¨hrt werden ko¨nnen, ist
es no¨tig, dass das Robotersystem seine Umgebung wahrnehmen und ver-
stehen kann, um auf sichere Weise darauf zu reagieren. Das Ziel dieser
Arbeit besteht darin, durch Verstehen der vorliegenden Situation, in der
sich Mensch und Roboter zusammen befinden, eine zielgerichtete, sichere
Mensch-Roboter-Kooperation zu ermo¨glichen. Eingebettet ist diese Arbeit
in ein am Institut fu¨r Prozessrechentechnik, Robotik und Automation
entwickeltes Rahmenwerk genannt MAROCO1. Dieses ermo¨glicht mittels
u¨ber der Roboterzelle montierten 3D-Kamerasensorik die Erkennung und
kinematische Rekonstruktion eines Menschen, der sich im Arbeitsraum
des Roboters aufha¨lt.
Der Auswertezyklus zum Verstehen sowie Interpretieren von Situationen
und Planung sicherer Roboterverhalten wird im Rahmen dieser Arbeit
als ein kognitiver Prozess verstanden. Teile dieses Prozesses stellen die
Wahrnehmung, das wissensbasierte Schlussfolgern und die Ausfu¨hrung von
Folgerungsergebnissen dar.
Die bestehende Umgebungswahrnehmung des Robotersystems wurde durch
eine Methode zur Objekterkennung erweitert. Fu¨r die Erkennung von gro¨ße-
ren Objekten im Arbeitsraum, wie bspw. Arbeitstische, Transportwagen
und Stu¨hle, wurde ein markenloses Verfahren entwickelt, das auf neuro-
nalen Netzen als assoziative Speicher basiert und bei der Erkennung die
Tiefengestalt des Objekts beru¨cksichtigt.
Daru¨ber hinaus wurde in dieser Arbeit eine Aktionserkennung mittels
mehrschichtigen Hidden Markov Modellen integriert, da vom Menschen
durchgefu¨hrte Handlungen und Aktionen eine wesentliche Grundlage dar-
stellen, um Aktivita¨ten zu beschreiben und Informationen u¨ber die vorlie-
gende Situation zu gewinnen. Ebenfalls wurde eine Methode entwickelt, die
eine semantische Abbildung der menschlichen Position auf arbeitsrelevante
1fu¨r Human-Robot-Cooperation
Orte im Arbeitsraum durchfu¨hrt. Es ist weiterhin mo¨glich, Positionswechsel
zu erkennen und den Zielort pra¨diktiv zu scha¨tzen.
Algorithmen zur Handlungs- und Objekterkennung anhand verrauschter,
realer Sensordaten ko¨nnen keine Fehlerfreiheit erreichen. Um daher einen
Teil der Fehler behandeln zu ko¨nnen, werden Handlungen mit Objekten im
Verbund betrachtet. Angelehnt an Handlungsplanungsalgorithmen werden
erkannte Handlungen mit Vorbedingungen verknu¨pft, welche im Nach-
hinein u¨berpru¨ft werden ko¨nnen. Auf diese Weise ko¨nnen Widerspru¨che
aufgedeckt werden.
Das allgemeine Doma¨nenwissen u¨ber mo¨gliche Aktivita¨ten, Szenenob-
jekte und Situationen ist in einer ontologischen Wissensbasis verankert.
Wa¨hrend der Inferenz mittels Beschreibungslogik wird aktuelles Wissen
u¨ber den Weltzustand mit dem Doma¨nenwissen verknu¨pft. Entsprechend
ko¨nnen Aussagen u¨ber die vorliegende Situation gefolgert werden. Darauf
aufbauend werden Handlungsvorgaben fu¨r den Roboter generiert, so dass
abha¨ngig von menschlichem Verhalten zielgerichtete Roboterreaktionen
mo¨glich sind. Diese Handlungsvorgaben dienen einem Aufgabenplanungs-
modul als Handlungsziele. Das Planungsmodul bestimmt daraus geeignete
Handlungsabfolgen fu¨r den Roboter.
Die Risikobeurteilung wurde dahingehend grundlegend erweitert, dass
das gefolgerte Situationswissen in die Risikobestimmung ru¨ckgekoppelt
wird. Dazu wurde die bereits modellierte Regelbasis in unscharfer Logik
durch eine weitere Regelmenge erga¨nzt, die situativ eine Hemmung der
Risikobeurteilung erwirken kann. Auf diese Weise kann eine ra¨umlich
enge Kooperation erreicht werden. Daru¨ber hinaus wirken erkannte Wi-
derspru¨che bei Erkennungsergebnissen auf die Risikobeurteilung, um eine
Hemmung im Falle von Fehlerkennungen zu verhindern.
Bewegungsvorgaben aus der Aufgabenplanung werden als Eingabe fu¨r
ein Pfadplanungsmodul genutzt. Die Pfadplanung ist reaktiv und sucht
unter Beru¨cksichtigung der erweiterten Risikoscha¨tzung und der erkannten
Objekte einen kollisionsfreien Bewegungspfad im Konfigurationsraum des
Roboters. Bei der Suche und wa¨hrend der Roboterbewegung wird das
Geschwindigkeitsprofil des Roboters an die jeweilige Situation angepasst.
Auf diese Weise ko¨nnen Gefahren fu¨r den Menschen minimiert werden.
Durch die Handlungserkennung und das Situationsversta¨ndnis ko¨nnen
Ru¨ckschlu¨sse auf das Verhalten des Menschen im Arbeitsraum gezogen
werden. Mittels Prozessanalyse des Geschehens ist es mo¨glich, ein Pro-
zessmodell zu entwerfen. In diesem Modell werden temporale Zusam-
menha¨nge zwischen Ereignissen dargestellt, aus denen wiederkehrende
Handlungsfolgen entdeckt werden.
Die einzelnen Komponenten des Systems wurden evaluiert und die Ergeb-
nisse analysiert. Wie die Evaluation der Komponenten zeigt, wird durch das
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Technologie unterstu¨tzt den Menschen in vielen Bereichen des ta¨glichen
Lebens. Speziell einfache, sich wiederholende Arbeitsprozesse werden heut-
zutage durch Maschinen und Roboter durchgefu¨hrt. Seit den siebziger
Jahren werden Robotersysteme in der Industrie eingesetzt, um Prozesse
teilweise zu automatisieren und entsprechend Kosten zu senken. Auf Grund
der Eigenschaften wie Sta¨rke, Verla¨sslichkeit und Genauigkeit von Robo-
tersystemen hat sich ein breites Spektrum an Einsatzgebieten entwickelt.
Folglich sind Roboter ein Teil der ta¨glichen Routine in großen industriellen
Betrieben.
Dennoch sind menschliche Arbeitskra¨fte wegen ihrer Fingerfertigkeit und
kognitiven Leistungsvermo¨gen flexibler, dynamischer und anpassungsfa¨hi-
ger. Neue Prozesse und auftretende Fehler ko¨nnen durch Menschen erkannt
und entsprechende Reaktionen veranlasst werden. Daru¨ber hinaus stellen
Anschaffungskosten und geringe Flexibilita¨t von verfu¨gbaren Automatisie-
rungslo¨sungen hohe Hu¨rden dar, die kleinere und mittelsta¨ndische Firmen
davon abhalten ihre Prozesse zu automatisieren. Das Zusammenfu¨hren von
menschlichen Leistungen und den Vorteilen der Robotik in der industriellen
Mensch-Roboter-Kooperation (MRK) kann das Fehlen von Flexibilita¨t
u¨berbru¨cken und bessere Arbeitsbedingungen fu¨r den Menschen schaffen.
1 Einleitung
1.2 Problemstellung, Zielsetzung und
Hypothese
Kooperation entsteht durch die Wechselwirkungen von Handlungen ver-
schiedener Partner, wenn die Handlungen auf ein gemeinsames Ziel hinwir-
ken. Entsprechend beeinflussen sich die Aktionen der Partner und mu¨ssen
aufeinander abgestimmt sein [Axelrod, 1985]. In der Kooperation wird
von den Partnern erwartet, dass die Handlungen der jeweils anderen nicht
widerspru¨chlich sind. Folglich ist der Umfang einer Kooperation auf eine
Doma¨ne, einen Umstand oder eine Situation beschra¨nkt.
Dieser Erkenntnis von Axelrod folgend, wird im Rahmen dieser Arbeit un-
tersucht, wie Situationsversta¨ndnis erreicht werden kann, um Kooperation
zwischen Mensch und Roboter zielgerichtet im industriellen Kontext zu
erreichen.
Nach der Definition von Eaton kann Kooperation daru¨ber hinaus als
direkt oder indirekt eingeteilt werden [Eaton, 1948]. Diese Unterscheidung
basiert auf der Art der auftretenden Handlungen der Kooperationspartner.
Direkte Kooperation liegt vor, wenn die Partner die gleichen Handlungen
durchfu¨hren. Entsprechend handelt es sich um indirekte Kooperation, wenn
unterschiedliche Aufgaben durch die Kooperationspartner gelo¨st werden.
Da bei der industriellen MRK verschiedene Teilaufgaben durch Mensch und
Maschine abgearbeitet werden sollen, um die Sta¨rken beider zu vereinen,
handelt es sich folglich um indirekte Kooperation.
Kooperative Situationen lassen sich daher nicht auf Grund der A¨hnlichkeit
menschlicher Ta¨tigkeiten zur Roboteraufgaben erkennen. Vielmehr ist
es no¨tig, den Kontext einer Situation zu erfassen, um diese bewerten
zu ko¨nnen. Der Kontext setzt sich dabei aus menschlichen Handlungen,
ra¨umlichen Bezu¨gen zu Arbeitspla¨tzen im Roboterarbeitsraum und zur
Verfu¨gung stehender bzw. genutzter Objekte zusammen.
Daru¨ber hinaus ist es auch wichtig, dass der Roboter keine Gefahr fu¨r
den Menschen darstellt. Was dabei als gefa¨hrlich betrachtet wird, ha¨ngt
gleichermaßen von der Situation ab. Bei gewu¨nschtem Kontakt zwischen
Mensch und Maschine kann von einem geringeren Risiko ausgegangen
werden, als wenn der Mensch abgelenkt oder auf seine eigene Aufgabe
konzentriert ist.
2
1.2 Problemstellung, Zielsetzung und Hypothese
Das Verstehen und Interpretieren von Situationen im industriellen Kontext
wird im Rahmen dieser Arbeit als ein kognitiver Prozess verstanden. Teile
dieses Prozesses stellen die Wahrnehmung, das wissensbasierte Schlussfol-
gern und die Umsetzung von Folgerungsergebnissen dar. Die Zielsetzungen
dieser Arbeit, die sich aus diesen U¨berlegungen ableiten, ko¨nnen wie folgt
zusammengefasst werden:
Wahrnehmung Zum einen sollen menschliche Handlungen erkannt wer-
den, da diese die wesentliche Basis darstellen, um Aktivita¨ten zu
beschreiben und Informationen u¨ber die vorliegende Situation zu
gewinnen. Zum zweiten soll eine semantische Abbildung der menschli-
chen Postion auf arbeitsrelevante Orte im Arbeitsraum durchgefu¨hrt
werden, da mo¨glicherweise gleiche Handlungen an verschiedenen Or-
ten unterschiedliche Bedeutungen aufweisen ko¨nnen. Zum dritten
sollen Objekte im Arbeitsraum des Roboters erfasst und identifiziert
werden, um kollisionsfreie Bahnplanung zu ermo¨glichen und um diese
beim Schlussfolgern beru¨cksichtigen zu ko¨nnen.
Schlussfolgerung Die Informationen der Wahrnehmung sollen als Grundla-
ge dienen, um vorliegende Situationen erkennen zu ko¨nnen. Innerhalb
der Doma¨ne der indirekten MRK werden verschiedene Situationen
modelliert. Daru¨ber hinaus sollen auf dieser Grundlage Handlungs-
ziele fu¨r das Robotersystem gefolgert und deren Umsetzung geplant
werden.
Umsetzung Die Handlungsvorgaben fu¨r das Robotersystem sollen aus-
gefu¨hrt werden, ohne dabei ein Risiko fu¨r den Menschen zu erzeugen.
Entsprechend ist die Ru¨ckkopplung des Situationswissens in eine
reaktive Roboterpfadplanung no¨tig.
Prozessanalyse Beobachtete Handlungen des Menschen in ihrem jeweili-
gen Kontext sollen analysiert werden, um Prozessmodelle wa¨hrend
der Kooperation zu ermitteln. Diese Modelle sollen die automatische





Das Wissen um das Geschehen in der Arbeitszelle la¨sst Ru¨ckschlu¨sse
auf die vorliegende Situation zu, wodurch ein sicheres Miteinander und
Interagieren von Mensch und Roboter ermo¨glicht wird, ohne ra¨umliche
oder zeitliche Trennung der Kooperationspartner vorauszusetzen. Die
Aufhebung solcher Trennungen fu¨hrt zu erho¨hter Effizienz und ermo¨glicht
eine flexiblere Anpassungsfa¨higkeit des Produktionssystems.
1.3 U¨berblick u¨ber die eigene Methode
In Abbildung 1.1 ist ein U¨berblick u¨ber die Methode graphisch dargestellt.
Im Zentrum der Prozessschleife steht die situationsabha¨ngige Risikobeur-
teilung. Diese nutzt als Eingabe die Ergebnisse der Umweltwahrnehmung,
des Situationsverstehens und der Plausibilita¨tspru¨fung. Die Umweltwahr-
nehmung dient zur Erfassung der momentanen Roboterumgebung im
Arbeitsraum. Die Situationsanalyse ermittelt vorliegende Handlungen und
entscheidet mit dem Wissen u¨ber vergangene Ereignisse u¨ber die vorliegen-
de Situation. Daraus werden ebenfalls Erwartungen an das Robotersystem
bestimmt. Die Plausibilita¨tspru¨fung erkennt anhand beobachteter Ereig-
nisse und Szenenobjekte, ob Widerspru¨che aufgetreten sind, so dass Fehler
bei der Erkennung gefolgert werden ko¨nnen. Das Ergebnis ist ein siche-
res, reaktives Robotersystem, welches sich adaptiv passend zur Situation
verha¨lt.
1.4 Gliederung der Arbeit
Im Folgenden der Arbeit werden die Herangehensweisen und Lo¨sungen zu
den genannten Zielsetzungen ero¨rtert und diskutiert. Im Kapitel 2 werden
hierzu Arbeiten vorgestellt, die sich mit a¨hnlichen Problemstellungen im
Einzelnen oder Ganzen bescha¨ftigen. Daru¨ber hinaus wird auch der aktuelle
Stand der momentan geltenden Normen und Vorschriften im Bereich der
MRK vorgestellt. Im Kapitel 3 werden die Grundlagen und Vorarbeiten
beschrieben, auf denen diese Arbeit aufbaut. Darauf folgend werden die
4
1.4 Gliederung der Arbeit
Abbildung 1.1: U¨berblick u¨ber die Methode. Im Zentrum der Prozessschlei-
fe steht die situationsabha¨ngige Risikobeurteilung. Als Eingabe dienen
hierzu Ergebnisse der Umweltwahrnehmung, des Situationsverstehens und




eigenen Systemkomponenten und ihre Bezu¨ge untereinander detailliert
dargestellt.
Die Methoden zur Wahrnehmung von Objekten und der Registrierung
des Kamerasystems zum Robotersystem werden im Kapitel 4 dargelegt.
Methoden zur Handlungserkennung und zum Situationsverstehen werden
im Kapitel 5 erla¨utert. Im Kapitel 6 wird vorgestellt, wie das Wissen um
die Situation fu¨r eine angepasste Risikoermittlung genutzt werden kann.
Darauf aufbauend wird ebenfalls auf die entwickelte Methode zur reaktiven
Bahnplanung eingegangen.
Im Kapitel 7 werden die Ergebnisse der Arbeit zusammengefasst und
diskutiert. Es wird ebenso ein Ausblick gegeben, der mo¨gliche zuku¨nftige
Forschungsarbeiten und -richtungen aufzeigt.
6
2 Stand der Technik und
Forschung
Die Vision der intuitiven und einfachen Interaktion zwischen Mensch und
Maschine ist seit langem die Triebfeder fu¨r die Forschung im Bereich der
Mensch-Roboter-Kooperation (MRK). Viele Forschergruppen haben ihre
Arbeit dieser Vision verschrieben, wodurch sich neue Forschungsbereiche
aufgetan haben. Im Folgenden werden einige themenverwandte Arbeiten
speziell aus dem Bereich der industriellen MRK vorgestellt. Zu Anfang
wird eine U¨bersicht gegeben, welche normativen Vorgaben gelten und
welche Systeme dem Stand der Technik entsprechen. Anschließend werden
Arbeiten vorgestellt, die sich mit Methoden der Kollisionserkennung und
-vermeidung bescha¨ftigen, um Sicherheit im Bereich der industriellen MRK
zu gewa¨hrleisten. Daraufhin wird ein U¨berblick gegeben, welche Koope-
rationssysteme bereits Gegenstand der Forschung und Entwicklung sind.
Dieser U¨berblick erhebt jedoch keinen Anspruch auf Vollsta¨ndigkeit und
befasst sich mit fu¨r die vorliegende Abhandlung relevanten Arbeiten.
2.1 Normative Vorgaben und Stand der Technik
Bei der Mensch-Roboter-Kooperation muss die Sicherheit fu¨r den Menschen
gewa¨hrleistet sein, da entstehende Prozesskra¨fte und –geschwindigkeiten
hohe Gefahrenpotentiale bergen ko¨nnen. Im Folgenden werden daher grund-
legende Techniken und Arbeiten vorgestellt, die sich mit der Sicherheit
des Menschen im Arbeitsraum des Roboters bescha¨ftigen.
2 Stand der Technik und Forschung
2.1.1 Normative Rahmenbedingungen
Der industrielle Robotereinsatz unterliegt normativen Rahmenbedingun-
gen, wobei die Sicherheitsanforderungen an Industrieroboter in der Norm
DIN EN ISO 10218 festgehalten sind. Diese Norm besteht aus zwei Teilen:
ISO 10218-1 definiert Kollaborationsarten und legt technische Anforderun-
gen an die Sicherheitsfunktionen des Roboters fest. In der ISO 10218-2
wird das Robotersystem und der Arbeitsraum mit einbezogen.
Es sind vier Kollaborationsarten durch die Norm festgelegt:
1 - Stopp des Roboters mit automatischem Wiederanlauf
”Der Roboter muss anhalten, wenn sich eine Person imKollaborationsraum befindet.[...] Der Roboter kann den
Automatikbetrieb wiederaufnehmen, wenn die Person den
Kollaborationsraum verla¨sst.“
2 - Handfu¨hren ”Falls vorgesehen, muss sich die Ausru¨stung fu¨rHandfu¨hrung nahe am Endeffektor befinden [...]. Der Roboter
muss bei eingeschalteter Funktion zur sicherheitsbewerteten
u¨berwachten Geschwindigkeit betrieben werden. Der obere
Grenzwert der [...] Geschwindigkeit muss durch die Risikobe-
urteilung festgelegt werden.“
3 - Geschwindigkeits- und Abstandsu¨berwachung ”Der Robotermuss eine festgelegte Geschwindigkeit und einen festgeleg-
ten Abstand zur Bedienperson einhalten. Diese Funktionen
ko¨nnen integriert sein oder durch die Kombination externer
Eingangssignale realisiert werden.“
4 - Leistungs- und Kraftbegrenzung ”[...] durch inha¨rente Kon-struktion oder Steuerung [...] Wird ein Grenzwert u¨berschrit-
ten, muss ein Sicherheitshalt ausgelo¨st werden. Der Roboter
ist lediglich eine Komponente in einem betriebsfertig kolla-
borierenden Robotersystem und ist an sich unzureichend fu¨r
den sicheren kollaborierenden Betrieb. Die Anwendung des
kollaborierenden Betriebs sind dynamisch und mu¨ssen durch
die Risikobeurteilung, die wa¨hrend der Auslegung des Anwen-
dungssystems durchgefu¨hrt wird, festgelegt werden. [...] ISO
8
2.1 Normative Vorgaben und Stand der Technik
10218-2 muss bei der Gestaltung des kollaborierenden Betriebs
angewendet werden.“
In der Fassung der Norm aus dem Jahr 2006 wurden fu¨r die Grenzwerte
konkrete Angaben gemacht. Mit der Neuerung der Norm, vero¨ffentlicht im
Jahr 2011, werden keine konkrete Grenzwerte genannt. Stattdessen wird auf
den zweiten Teil der ISO Norm verwiesen. Dieser betrachtet sich aus dem
Prozess ergebende Gefa¨hrdungen bspw. durch Werkzeuge, Vorrichtungen
und Werkstu¨cke. Ebenfalls werden alle Personen miteinbezogen, die Zutritt
zum Roboter haben und deren Positionen zum Roboter.
Des Weiteren befindet sich die ISO/TS1 15066 in der Vorbereitung, in der
zusa¨tzliche Informationen enthalten sein sollen. Dabei soll die TS 15066
dem Endanwender Orientierung fu¨r die Gefa¨hrdungsbeurteilung geben und
wird unter anderem voraussichtlich Belastungsgrenzwerte des Menschen
fu¨r den Kontakt von Roboter und Mensch enthalten.
Es ist festzuhalten, dass ausgehend von einer Risikobeurteilung Grenzwerte
fu¨r die Robotersteuerung abgeleitet werden. Dabei spielen in der Norm
wesentliche Gesichtspunkte der gesamten Roboterzelle eine wichtige Rolle.
Im Vergleich zu dem Ansatz, der im Rahmen dieser Arbeit verfolgt wird,
sind somit Parallelen und Unterschiede festzustellen. Die hauptsa¨chliche
Parallele liegt in der Beru¨cksichtigung der mo¨glichen Risiken. Jedoch wird
in der vorliegenden Arbeit das Risiko anhand der Situation bestimmt und
nicht allgemein fu¨r den Prozess a priori ermittelt. Entsprechend kann die
Effizienz und Bedienerfreundlichkeit gesteigert werden.
Daru¨ber hinaus sind die Grenzwerte und Roboterverhaltensvorgaben
hauptsa¨chlich passiv definiert im Gegensatz zum pro-aktiven Roboter-
verhalten, das bspw. durch Pfadumplanung in dieser Arbeit erreicht wird.
Diese Arbeit greift somit Weiterentwicklungen der normativen Rahmenbe-
dingungen auf und zeigt Wege zur Lo¨sung bestehender Probleme auf.
2.1.2 Stand der technischen Systeme
Einige Roboterhersteller sind mittlerweile dazu u¨bergegangen Robotersy-
steme zu entwickeln, die inha¨rent sicher sein sollen, um MRK Anwendungen
1TS - Technische Spezifikation
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voranzubringen. Zu diesen Robotersystemen za¨hlen unter anderem Frida
von ABB, woraus sich das Produkt YuMi2 entwickelt hat, Baxter von
Rethink Robotics3 und der LBR von KUKA4. Dem Anspruch der inha¨ren-
ten Sicherheit folgend, sind diese Systeme im Vergleich zu herko¨mmlichen
Knickarm– und Mehrachsrobotern wesentlich in ihren Leistungsfa¨higkei-
ten, wie Geschwindigkeiten und Nutzlasten, eingeschra¨nkt. Folglich ist
die Forschung fu¨r die MRK mit inha¨rent unsicheren Roboterkinematiken
weiterhin gefragt, sichere und leistungsfa¨hige Konzepte vorzuschlagen und
zu untersuchen.
Ein Konzept, wie Mensch und Industrieroboter auf engem Raum arbeiten
ko¨nnen, wird von der Firma MRK-Systeme GmbH entwickelt und Vertrie-
ben. Dazu wurde eine physische Hu¨lle fu¨r einen Roboter entwickelt, die
kapazitiv menschliche Anna¨herungen wahrnimmt. Die wesentliche Grund-
lage hierzu wurde von P. Heiligensetzer entwickelt [Heiligensetzer, 2003].
Im Falle einer Anna¨herung wird der Roboter verlangsamt bis hin zum Still-
stand, falls die Distanz zwischen Mensch und Roboter zu gering wird. Fu¨r
die manuelle, handgefu¨hrte Bewegung des Roboters bietet MRK-Systeme
ein Modul mit Kraft-Momenten-Sensoren an, um Nullkraft-geregelt den
Roboter zu positionieren. Dennoch ist kein Umweltversta¨ndnis mit die-
sen Methoden zu erreichen, weshalb ein aktives Roboterverhalten fu¨r die
Kooperation nicht mo¨glich ist.
2.2 Methoden zur Risikoanalyse und
Kollisionsvermeidung
Die folgenden Ansa¨tze und Arbeiten lassen sich in drei Kategorien einteilen:
(1) A-priori Systemanalyse, (2) Kollisionsvermeidung und (3) Kollisionsbe-
handlung. In der Arbeit von Oberer-Treitz et al. werden die Kategorien
(2) und (3) auch als aktive und passive Sicherheit bezeichnet, wobei die
passive Sicherheit danach strebt, im Falle einer Kollision mo¨gliche Effekte





2.2 Methoden zur Risikoanalyse und Kollisionsvermeidung
Die a-priori Analyse entspricht ha¨ufig einer Gefahrenanalyse anhand der
oben beschriebenen Normen und der daraus verbundenen Ableitung von
Mechanismen zum Schutz des Menschen. Ein modellbasierter Ansatz zur
Risikoanalyse und Sicherheitsfallkonstruktion wird durch Do Hoang et
al. vorgestellt [Do Hoang et al., 2012]. Hierfu¨r wird die Erweiterung von
UML durch die Risikoanalysemethode HAZOP eingefu¨hrt, die fallbasiert
Gefahren eines Systems ermittelt. Die Methode wird an einem Rolla-
torassistenten demonstriert und ermo¨glicht die Identifizierung notwendiger
Sicherheitsbetrachtungen und -nachweise fu¨r das technische Gesamtsystem
bestehend aus Software, Hardware, mechanischem Design und Benutzer.
Zur Kollisionsvermeidung geho¨rt eine Arbeitsraumu¨berwachung, um mo¨gli-
che physische Kontakte zu pra¨dizieren und Gegenmaßnahmen einzuleiten.
Die fortgeschrittensten Systeme beinhalten eine Art Kamerasystem, um
die Position des Menschen und mo¨glicher Weise auch dessen Pose im
Arbeitsraum bestimmen zu ko¨nnen. Die Firma Pilz hat ein kommerzielles
Sicherheitssystem namens Safety Eye entwickelt, das auf Stereokamerase-
hen und virtuellen Za¨unen basiert [Pilz GmbH & Co. KG, 2013]. Diese
Lo¨sung teilt den Arbeitsraum in verschiedene 3D-Sicherheitsra¨ume. Je-
doch ko¨nnen nur Bilda¨nderungen innerhalb dieser Ra¨ume erkannt werden.
Entsprechend kann der Mensch nicht von anderen Objekten unterschieden
werden. Es ist daher nicht mo¨glich, sinnvolle Informationen u¨ber die Szene
und Situation zu erfahren.
Ein System, das durch Winkler entwickelt wurde, verwendet ein Time-
of-Flight-Kamerasystem zur U¨berwachung der Roboterzelle. Dynamische
Sicherheitszonen werden in einer virtuellen Umgebung definiert [Winkler,
2008]. Um das Risiko fu¨r den Werker zu reduzieren, kann die maximale
Geschwindigkeit des Roboters anhand der Sensorinformation bzgl. der
Sicherheitszonen limitiert werden.
In der Arbeit von Thiemermann wird ein Ansatz vorgestellt, der CCD-
Kameras einsetzt [Thiemermann, 2005]. Dabei werden die menschlichen
Ha¨nde verfolgt und mittels eines Neuro-Fuzzy Systems wird entsprechend
ein Gefahrenpotential ermittelt. Daraufhin kann die Robotergeschwindig-
keit angepasst werden. Die Bestimmung des Gefahrenpotentials ergibt
sich aus Neuro-Fuzzy Regeln u¨ber u¨berwachte Geschwindigkeiten und
Absta¨nde zwischen Mensch und Roboter.
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Die Bestimmung eines Gefahrenindex wird durch Kulic und Croft unter-
sucht [Kulic´ and Croft, 2006]. Dabei wird ausgehend von Abstand zwischen
Mensch und Roboter, relative Geschwindigkeit und Tra¨gheit des Roboters
ein Gefahrenindex definiert. Dieser wird mittels Potentialfeldmethode zur
Pfadplanung genutzt, um mo¨glichst sichere Pfade zu generieren. Dieser
Ansatz wird durch Kulic und Croft wiederum erweitert, indem verschie-
dene Zeithorizonte bei der Sicherheitsbetrachtung beru¨cksichtigt werden
[Kulic´ and Croft, 2007]. Dabei spiegelt die sichere Planung einen langen
Zeithorizont wider. Trajektorienanpassung und reaktive Regelung werden
fu¨r mittel- bzw. kurzfristige Anpassungen verwendet.
Der Faktor Mensch in der MRK zur Untersuchung von Gefahrenpotentia-
len wird in der Arbeit von Najmaei et al. untersucht [Najmaei et al., 2010].
Dabei werden neben relativen Geschwindigkeiten und Mensch-Roboter-
Absta¨nden die menschliche Blickrichtung und Ko¨rperorientierung herange-
zogen, um einen Risikoindex zu erstellen. Anhand dieses Index wird der
Roboterpfad angepasst, wodurch ho¨here Absta¨nde eingehalten werden,
wenn der Mensch nicht zum Roboter schaut.
Ein sogenanntes kinetostatisches Gefahrenfeld wird durch [Lacevic and
Rocco, 2010] vorgestellt. Auf Grund der Achsbewegungen des Roboters
wird ein solches Feld berechnet. Es bezieht die kinetische Energie der
Roboterachsen mit ein und definiert ein gerichtetes Potentialfeld. Das
Potentialfeld stellt die Gefahrenscha¨tzungen fu¨r den menschlichen Wer-
ker dar. Jedoch werden nur die Roboterbewegungen betrachtet. Somit
werden situationsabha¨ngige Information u¨ber Interaktionsprozesse und
menschliche Pose nicht beru¨cksichtigt.
Eine a¨hnliche Idee eines Gefahrenfeldes wird durch [Vogel et al., 2012]
verwendet. Dabei kommt ein projektorbasiertes Sensorsystem bei einem
Kooperationsarbeitsplatz zum Einsatz. Die notwendige Sicherheitszone um
den Roboter wird auf die Werkoberfla¨che projiziert und kann abha¨ngig
von Roboterbewegungsrichtung und Geschwindigkeit angepasst werden.
Falls die projizierte Zone unterbrochen wird, stoppt der Roboter. Das
System kann jedoch nicht zwischen Objekten und Menschen unterscheiden.
Folglich ist eine enge Kooperation zwischen Mensch und Roboter schwer
zu erreichen.
In den Arbeiten von Haddadin et al. wird argumentiert, dass Sicherheit
fu¨r den Menschen durch die Integration von Wissen u¨ber Kollisionen und
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resultierenden Verletzungen in Regelungssysteme erreicht wird [Haddadin
et al., 2008; Haddadin et al., 2010; Haddadin et al., 2012]. Entsprechend ist
dieser Ansatz der passiven Sicherheit und somit der Kollisionsbehandlung
zuzuordnen. Es wurden Verletzungsuntersuchungen an tierischem Gewebe
durchgefu¨hrt und Grenzwerte fu¨r auftretende Kra¨fte abgeleitet. Durch die
Beru¨cksichtigung und entsprechende Auslegung von Regelungsstrategien
kann Sicherheit fu¨r den Menschen gewa¨hrleistet werden, auch wenn es zu
physischen Kontakten kommt. Dieser Ansatz setzt jedoch voraus, dass die
verwendeten Roboter den Anforderungen, die durch die Regelung gestellt
werden, gerecht werden. Dazu geho¨rt zum einen die notwendige Roboterdy-
namik und zum anderen leistungsfa¨hige mechatronische Systeme. Solche
Anforderungen werden in erster Linie nur durch kleine Leichtbauroboter
unterstu¨tzt, wie bspw. dem LBR von KUKA.
Durch Oberer-Treitz et al. wurden ebenfalls Verletzungsrisiken anhand von
experimentellen Crash-Tests zwischen Dummies und Robotern bestimmt
[Oberer-Treitz et al., 2010]. Dabei wurden speziell die Auswirkungen von
Kollisionen mit Kopf- und Nackenbereich des Menschen untersucht. Daraus
wurden Verletzungskriterien ermittelt, die es erlauben das Gefahrenpo-
tential eines Robotersystems offline zu bestimmen. Entsprechend ko¨nnen
Sicherheitsstrategien im Prozess eingesetzt werden, die zu Entscheidungen
u¨ber Roboter- oder Prozessausfu¨hrungen im Sinne der Sicherheit fu¨hren.
Demzufolge zielt dieser Ansatz auf eine a-priori Systemanalyse ab, um
wa¨hrend des Prozesses Kollisionen und Gefahren zu vermeiden.
2.3 Mensch-Roboter-Kooperationssysteme
Im ha¨uslichen Bereich wird an Haushalts– und Servicerobotern geforscht,
die dem Menschen ta¨gliche Aufgaben und Pflichten abnehmen sollen. Zu
den bekanntesten Forschungsplattformen in diesem Bereich za¨hlen mitunter
der Care-O-Bot [Reiser et al., 2009], der humanoide Roboter Armar [Asfour
et al., 2006] und die PR2 Plattform von Willow Garage5.
Im industriellen Bereich, in dem Anwendungsbedingungen definierter,
kontrollierter und besser vorhersagbar sind, sind keine kommerziell erha¨lt-
lichen Systeme fu¨r die autonome Kooperation verfu¨gbar. Dieser Bereich ist
5https://www.willowgarage.com/pages/pr2/overview
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noch immer Gegenstand aktiver Forschung, um fu¨r den Menschen sichere
Systeme zu entwickeln.
Am Anwendungsbeispiel der Automobilproduktion werden durch Shi et al.
die mo¨glichen Kooperationsmo¨glichkeiten zwischen Mensch und Roboter
untersucht [Shi et al., 2012]. Dabei werden die aktuellen Zusta¨nde beleuch-
tet und zuku¨nftige Mo¨glichkeiten aufgezeigt. Im Wesentlichen werden drei
verschiedene Ebenen der Kooperation unterschieden: low Level, medium
Level und high Level, wobei sich die Ebenen durch den Grad der Koopera-
tion voneinander abgrenzen. Somit sind Mensch und Roboter bei der low
Level-Kooperation integrale Bestandteile der Werkzelle. Mit steigender
Ebene entfernen sich Mensch und Maschine voneinander.
In der Arbeit von Thiemermann wird ein System zur Kleinteilemontage
mit einem SCARA-Roboter entwickelt und untersucht [Thiemermann,
2005]. Ausgehend von zula¨ssigen Grenzwerten fu¨r auftretende Kra¨fte und
Geschwindigkeiten werden ergonomische Einflussgro¨ßen und Potentiale der
direkten MRK ausgearbeitet. Mittels kamerabasierter Arbeitsraumu¨ber-
wachung wird ein sicheres Verfahren des Roboters durch Geschwindigkeits-
anpassung erreicht.
Die Kleinteilmontage war ebenfalls Gegenstand der Untersuchungen im
EU-Projekt ROSETTA [Patel et al., 2012]. Bei den Systembetrachtun-
gen wurden Aspekte der Roboterinstallation, Programmwartung wa¨hrend
Ausfu¨hrung und Einlernen, Sensorintegration in die Programmausfu¨hrung
sowie Sicherheitsverhalten beru¨cksichtigt. Zielsetzung war unter anderem
die Ausarbeitung einer Grundlage fu¨r die Standardisierung von Sicher-
heitsvoraussetzungen fu¨r kollaborierende Roboter. Dabei wurde das Ro-
boterkonzept Frida von ABB entwickelt, wobei auch Verletzungsgefahren
im Hinblick auf direkte, kontaktbasierte Kooperation analysiert wurden
[Matthias et al., 2011].
Im rorarob-Projekt wurde hingegen die Anwendung der MRK bei Schweiß-
aufgaben von Rohr- und Rahmenkonstruktionen untersucht [Busch et al.,
2012]. Demzufolge geht es um die Handhabung von ha¨ufig sperrigen und
schwergewichtigen Bauteilen. Im Zentrum der Betrachtungen standen unter
anderem Aspekte zur Arbeitsplanung, ergonomische Arbeitsplatzgestal-
tung und Prozesssicherheit, wodurch ko¨rperliche Beanspruchungen des
Werkers reduziert und Belastungen minimiert werden.
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In der Arbeit von Graf wird ein System vorgestellt, das sich in der Hauptsa-
che der Arbeitsraumu¨berwachung in der industriellen MRK widmet [Graf
et al., 2010]. Dazu wurde eine Methode entwickelt, um die menschliche
Kinematik anhand von Tiefenbildern zu scha¨tzen. Das eingesetzte Kamera-
system, das mittels Lichtlaufzeitmessung Bildtiefen ermittelt, befindet sich
an der Decke der Roboterzelle und hat einen Teil des freien Arbeitsraums
des Roboters im Blick. Mittels aufwa¨ndiger Bildverarbeitungsmethoden,
wie der Bestimmung von optischen Flussfeldern und anisotroper Filterung,
werden die Tiefendaten verarbeitet. Fu¨r die Rekonstruktion kinematischer
Parameter werden Methoden vorgestellt, die ausgehend von der Kopfpo-
sition die Blickrichtung und die Oberko¨rperorientierung bestimmen. Auf
Grund der Kamerapositionierung senkrecht u¨ber dem Menschen ko¨nnen
keine Parameter u¨ber Rumpf und Beinstellungen ermittelt werden. Sobald
der Mensch seine Arme benutzt, werden diese im Bildbereich sichtbar,
wodurch ebenfalls die Bestimmung kinematischer Parameter der Arme
mo¨glich ist. Die Information u¨ber die menschliche Kinematik wird verwen-
det, um eine Risikomodellierung und –scha¨tzung durchzufu¨hren. Auf deren
Grundlage wird ein erster Ansatz fu¨r eine sichere Roboterbahnplanung vor-
gestellt. Folglich sind die Grundlagen fu¨r eine u¨berwachte, autonome MRK
gelegt, jedoch sind keine Anwendungen, die u¨ber das einfache Ausweichen
des Roboters hinaus gehen, mo¨glich.
Die industrielle MRK auf kleinem Raum wird in der Arbeit von Lenz
untersucht, wobei auch hier die Kleinteilmontage als Anwendungsbeispiel
herangezogen wird [Lenz, 2011]. In dem System werden Handpositionen
und Blickrichtung des Menschen visuell und modellbasiert verfolgt. Anhand
dieser Daten werden menschliche Aktionen modelliert, die den Kontext
eines Arbeitsablaufes aufspannen. Anhand des Arbeitsablaufes werden
Roboteraktionen geplant und ausgefu¨hrt, so dass bspw. weitere Werkstu¨cke
dem Menschen zur Verfu¨gung gestellt werden ko¨nnen, sobald dieser einen
Montageabschnitt beendet hat. Das sichere Verfahren des Roboters be-
schra¨nkt sich auf die Einhaltung von Sicherheitsabsta¨nden und geringen
Geschwindigkeiten.
In den Arbeiten von Tan et al. wird die kooperative Produktion in zellen-
basierten Arbeitsra¨umen untersucht. In [Tan et al., 2010a] wird hierzu die
gewu¨nschte Produktionsaufgabe in Teilschritte zerlegt, um kooperative
Mo¨glichkeiten zu bestimmen und den kooperativen Prozess zu planen.
Die Sicherheitsanalyse anhand des Aufbaus der Werkzelle definiert ent-
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sprechende Bereiche, in denen der Roboter Bewegungen ausfu¨hren darf
[Tan et al., 2010b]. Ebenfalls werden maximale Geschwindigkeiten und
minimale Absta¨nde bestimmt. Dieses Vorgehen entspricht im Wesentli-
chen den normativen Vorgaben. A¨hnlich wie bei Lenz werden daru¨ber
hinaus menschliche Handlungen analysiert, wodurch Ru¨ckschlu¨sse auf den
Zustand des Arbeitsprozesses gewonnen werden. Anhand dessen werden
Roboteraktionen ausgelo¨st [Tan and Inamura, 2013].
Das System, welches durch Alami et al. vorgestellt wird, umfasst ein Ge-
samtkonzept mit Beru¨cksichtigung von Situations- und Kontextwissen,
Handlungsplanung sowie Aktionsausfu¨hrung [Alami et al., 2014]. Situa-
tionen und Kontext stellen hierbei reine geometrische Repra¨sentationen
der Szene dar, wobei Schlussfolgerungen u¨ber geometrische Beziehungen
gezogen werden. Zur Aufgabenbewa¨ltigung wird eine Handlungsplanung
basierend auf hierarchischen Aufgabennetzen genutzt, die sogenannte ge-
teilte Pla¨ne erzeugt. Diese enthalten unter anderem Aufgaben, die durch
Kooperationspartner ausgefu¨hrt werden mu¨ssen. Somit werden die Aufga-
ben fu¨r den Menschen vom Roboter vorgegeben, wodurch der Mensch zum
Assistenten des Roboters wird. Es ist jedoch zu erwarten, dass dadurch
die Akzeptanz des Systems bei Benutzern gemindert wird.
In der Arbeit von Jafar et al. wird der emotionale Aspekt der menschlichen
Wahrnehmung robotischer Handlungen betrachtet [Jafar et al., 2014], wo-
durch sich Ru¨ckschlu¨sse auf Akzeptanzverhalten ziehen lassen. Es wurden
Probanden befragt, die dem Robotersystem ausgesetzt wurden. Die Expe-
rimente sind in Komplexita¨t gestaffelt, wobei die Spannweite von passiver
Pra¨senz des Menschen bis hin zur Roboterprogrammierung reicht. Die
resultierenden Bewertungen tendieren zu positiven Haltungen gegenu¨ber
dem Robotersystem. Jedoch werden kaum Aussagen zu Einflu¨ssen der
Probandenauswahl getroffen.
2.4 Zusammenfassung
Im Bereich der industriellen MRK wird aktiv und intensiv geforscht. Die
normativen Vorgaben entwickeln sich weiter, um der Zusammenfu¨hrung
von Mensch und Roboter Rechnung zu tragen. Dabei werden jedoch auch
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die noch vorhandenen Lu¨cken aufgedeckt, die durch Forschungsarbeiten
geschlossen werden mu¨ssen.
Die Arbeiten verschiedenster Forschungsgruppen zeigen diverse neue in-
terdisziplina¨re Bereiche auf, die untersucht werden. Trotz vielseitiger und
langja¨hriger Forschungsarbeit sind noch immer Herausforderungen zu u¨ber-
winden, bevor die direkte, kontaktbasierte MRK in der Industrie Einzug
ha¨lt. Dazu reicht es nicht aus, allein kleine und leistungsgeminderte Ro-
botersysteme zu beru¨cksichtigen. Vielmehr ist es notwendig, mo¨glichst
allgemeine Ansa¨tze anzugehen und zu untersuchen. Die aufgefu¨hrten Arbei-
ten zeigen, dass sichere Kooperation nur mit der umfassenden Auswertung
und Interpretation der Umweltwahrnehmung zu erreichen ist. In den fol-




Um Versta¨ndnis fu¨r eine Situation zu entwickeln und Mensch-Roboter-
Kooperation zu ermo¨glichen, bedarf es der ganzheitlichen Betrachtung des
Roboterarbeitsraumes. Die Grundlage fu¨r diese Betrachtung wurde durch
die Entwicklung eines Software-Rahmenwerkes namens MAROCO1 gelegt.
Der Stand von MAROCO zu Beginn der vorliegenden Arbeit wird in der
Dissertation von Ju¨rgen Graf dokumentiert [Graf, 2010]. Im Folgenden
sollen die wesentlichen Aspekte des Rahmenwerks eingefu¨hrt und auf
die relevanten Vorarbeiten eingegangen werden. Im Anschluss wird ein
U¨berblick u¨ber die Systemkomponenten gegeben, die im Rahmen dieser
Arbeit entstanden bzw. ausgebaut wurden.
3.1 Grundlagen und Vorarbeiten
Das MAROCO System ist ein Forschungsrahmenwerk und verknu¨pft zur
Umweltwahrnehmung und Auswertung verschiedene Komponenten. Auf
die wesentlichen relevanten Komponenten soll im Folgenden eingegangen
werden. Detailliert sind die Vorarbeiten in [Graf, 2010] ausgefu¨hrt. Daru¨ber
hinaus wurde ein U¨berblick u¨ber das System in [Puls et al., 2012c] gegeben,
wobei bereits weitere, eigene Komponenten integriert wurden.
Als Einstieg werden die technischen Voraussetzungen des Systems erla¨utert,
da diese ebenfalls fu¨r die vorliegende Arbeit die Grundlage darstellen.
1fu¨r Human-Robot-Cooperation
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3.1.1 Technische Voraussetzungen des MAROCO
Systems
Im Rahmen der Vorarbeiten durch [Graf, 2010] wurde ein Layout der
Roboterzelle entworfen. Als zentraler Sensor kommt eine CamCube 2.0 von
PMD Technologies [PMD Technologies, 2009] zum Einsatz, die an der Decke
senkrecht u¨ber dem Arbeitsraum des Roboters angebracht ist. In Abb. 3.1
wird das Layout dargestellt. Der Sensor nutzt die Lichtlaufzeitmessung, um
Pixeln Tiefenwerte zuordnen zu ko¨nnen. Die dabei entstehende Tiefenkarte
des Arbeitsraumes wird als Grauwertbild kodiert und im MAROCO System
weiterverarbeitet und ausgewertet.
Abbildung 3.1: Layout der Roboterzelle, wie sie im MAROCO System
verwendet wird.
Der Vorteil dieser 3D Sensortechnologie ist, dass neben den Tiefeninfor-
mationen ebenfalls Amplitudenbilder zur Verfu¨gung stehen. Amplituden-
werte sind ein Mittel, um die Remission der aktiven Beleuchtungseinheit
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auszuwerten. Dabei wird die Remission durch Objekte und deren Ober-
fla¨cheneigenschaften beeinflusst. Das erlaubt wiederum die Anpassung
von Auswertealgorithmen, um bessere Robustheit zu erreichen. Zudem
ist die gleichzeitige Verwendung mehrerer gleicher Sensoren bei gleichem
Arbeitsraum mo¨glich, da die modulierten Lichtimpulse andere Sensoren
nur in sehr geringem Maße beeintra¨chtigen. Nachteilig ist jedoch, dass das
verwendete Kamerasystem eine vergleichsweise geringe Bildauflo¨sung von
200× 200 Pixeln aufweist.
Die Verwendung gu¨nstigerer Sensoren, wie bspw. Microsoft Kinect oder
Asus Xtion, ist prinzipiell mo¨glich, jedoch im MAROCO System nicht
vorgesehen. Daru¨ber hinaus ko¨nnten etwaige Kameraleistungen wie die
Menschverfolgung nicht genutzt werden, da Kinect und Xtion eine Kame-
raausrichtung vor dem Benutzer voraussetzt. Dann ko¨nnen jedoch leichter
Verdeckungen des Menschen auftreten, da zum einen der Roboter und
zum anderen Werkgegensta¨nde den Blick verdecken ko¨nnen. Die Befesti-
gung der Kamera an der Decke hat ebenfalls den Nutzen, dass gewollte
und ungewollte Manipulationen am Sensorsystem vermieden werden, wo-
durch ein konsistenter Sensoraufbau erreicht wird und Sicherheitsaspekte
beru¨cksichtigt werden.
3.1.2 Wesentliche Systemkomponenten
Die Tiefenbilder, die das Kamerasystem bereitstellt, werden in der Haupt-
sache genutzt, um einen Menschen im Roboterarbeitsraum wahrzunehmen.
Die Tiefeninformationen werden mittels verschiedener Verfahren ausgewer-
tet, so dass ein geometrisches Menschmodell rekonstruiert werden kann.
Ausgehend von der Bestimmung der Position des Menschen werden die
Orientierung des Kopfes und der Schultern bestimmt, in dem diese durch
Ellipsen angepasst und die entsprechenden Hauptachsrichtungen verwendet
werden.
Falls der Mensch die Arme hebt, sind diese ebenfalls fu¨r die Kamera erkenn-
bar. Folglich werden die Schulter- und Ellenbogenwinkel zur vollsta¨ndigen
Rekonstruktion bestimmt. Aussagen u¨ber den Rumpf oder die Beine wer-
den nicht getroffen. In Abb. 3.2 ist die Rekonstruktion der menschlichen
Kinematik anhand des Tiefenbildes dargestellt.
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Abbildung 3.2: Rekonstruktion der menschlichen Kinematik anhand von
Tiefenbildern.
Die rekonstruierten Daten werden in ein geometrisches Umgebungsmodell
aufgenommen. Dieses Modell entha¨lt zudem a-priori modellierte stati-
sche Objekte und kinematische Modelle von bis zu drei Robotern, wobei
hauptsa¨chlich ein Roboter, der Reis RV6L, bei spa¨teren Untersuchungen
Verwendung findet. Auch fu¨r die vorliegende Arbeit gilt diese Feststellung,
da dieser der einzige Roboter in der Zelle ist, der auch physisch eingesetzt
und fu¨r Evaluationen verwendet werden kann.
Auf dem Umweltmodell basierend wird mittels eines Fuzzy Logic Systems
eine Risikoscha¨tzung u¨ber die Gefa¨hrdung des Menschen vorgenommen.
Dazu werden Informationen u¨ber Blickwinkel, Distanz zwischen Mensch
und Roboter und Bewegungsrichtung mit Regeln einer Wissensbasis verar-
beitet. Dabei wird ein hohes Risiko angenommen, wenn der Mensch dem
Roboter den Ru¨cken zudreht, da somit der Mensch den Roboter nicht
wahrnehmen und auf dessen Bewegungen reagieren kann. Ist der Mensch
dem Roboter zugewandt, steht diesem jedoch zu nahe, wird auch ein
hoher Risikowert ermittelt, um mo¨gliche Kollisionen zu vermeiden. Diese
Risikoscha¨tzung ist demzufolge abha¨ngig von der augenblicklichen mensch-




Das Umweltmodell wird daru¨ber hinaus genutzt, um ku¨rzeste Absta¨nde
zwischen Mensch und Roboter bestimmen zu ko¨nnen. Zusammen mit
der Risikoscha¨tzung kann eine kollisionsfreie Bahnplanung durchgefu¨hrt
werden. Hierfu¨r wurde in [Graf et al., 2009] ein erster Ansatz vorgestellt.
Dieser Ansatz wird in der vorliegenden Arbeit vertieft und ausgebaut.
3.2 Eigene Systemkomponenten
Aufbauend auf den Vorarbeiten wurden im Rahmen dieser Arbeit Kompo-
nenten erweitert und vor allem neue Systemkomponenten entwickelt. Ein
U¨berblick u¨ber die entsprechenden Systemkomponenten wird in diesem
Abschnitt gegeben und ist in Abbildung 3.3 veranschaulicht. Zur U¨ber-
sicht wird bei den Erla¨uterungen auf die jeweilige Komponente mit dem
zugeho¨rigen Index in der Abbildung 3.3 referenziert.
3.2.1 Erweiterte Komponenten
Zu den Weiterentwicklungen geho¨ren die Risikoscha¨tzung und die Pfad-
planung. Die Risikoscha¨tzung (11) wurde dahingehend erweitert, dass
Eingaben aus der Situationswahrnehmung und der Verifikation verarbei-
tet werden ko¨nnen. Das fu¨hrt zur Beru¨cksichtigung der im Arbeitsraum
vorliegenden Situation und betrachtet nicht ausschließlich die menschliche
Pose. Um das untersuchte und robuste Systemverhalten beibehalten zu
ko¨nnen, wurde ein mehrschichtiger Regelansatz entwickelt, der es erlaubt,
das Risiko zu bestimmen und entsprechend dann zu beeinflussen, wenn es
die Situation zula¨sst.
Die Pfadplanung (13) wurde ebenfalls weiterentwickelt, um enge Koope-
ration zwischen Mensch und Roboter zu ermo¨glichen. Da normativ Ge-
schwindigkeitsanpassungen no¨tig sind, sobald sich ein Roboter in der
Na¨he eines Menschen bewegt, wurde gleichermaßen in der Planung ei-
ne risikoabha¨ngige Geschwindigkeitsanpassung umgesetzt. Dadurch wird
erreicht, dass zuvor unpassierbare Bereiche fu¨r die Durchfahrt geo¨ffnet
werden, wenn der Roboter sich ausreichend langsam bewegt. Speziell in der
Anna¨herung des Roboters an den Menschen, bspw. bei Objektu¨bergaben,
ist diese Anpassung eine Notwendigkeit, da sonst der Roboter in sicherer
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Abbildung 3.3: U¨bersicht der entwickelten Systemkomponenten. Gestri-
chelt markierte Komponenten und U¨berga¨nge enthalten u¨bernommene
Vorarbeiten. Die Generierung des Menschmodells ist ohne A¨nderungen
enthalten. Die Risikoscha¨tzung wurde grundlegend erweitert und angepasst.
Gleiches gilt fu¨r die Pfadplanung, um enge Kooperation zwischen Mensch
und Roboter bereits wa¨hrend der Planung zu ermo¨glichen.
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Entfernung anhalten und auf die Abstandsvergro¨ßerung zum Menschen
warten wu¨rde. Eine ergonomische Zusammenarbeit mit dem Menschen
wu¨rde entsprechend unterbunden werden. Daru¨ber hinaus ko¨nnen auch
Kollisionsmodelle von Szenenobjekten wa¨hrend der Planung beru¨cksichtigt
werden.
3.2.2 Neue Komponenten
Um Beobachtungen des Sensorsystems ra¨umlich zum Roboter in Bezug
setzen zu ko¨nnen, ist eine Registrierung (1) der Ortskoordinatensysteme
notwendig. Da der Roboter fest verankert ist, ist die Registrierung des
Kamerasystems bezu¨glich des Roboters sinnvoll. Entsprechend wurde im
Rahmen dieser Arbeit eine automatische Registrierungsmethode entwickelt,
die ein frei positioniertes Kamerasystem erlaubt, solange sich der Roboter-
TCP im Sichtfeld befindet. Als Resultat liegt eine Transformationsmatrix
zwischen den Koordinatensystemen vor.
Fu¨r die Erkennung von Szenenobjekten werden die Sensordaten zuna¨chst
aufbereitet und vorverarbeitet (2). Dabei werden Bildbereiche isoliert, die
in der folgenden Objekterkennung (3) analysiert werden. Es wurde hierfu¨r
ein Verfahren entwickelt, das Neuronale Netze als assoziative Speicher
einsetzt, um die geschichteten Tiefeninformationen der Bildbereiche zu
klassifizieren.
Aus dem vorhandenen Menschmodell werden mittels Merkmalsextrakti-
on (4) diejenigen Parameter ermittelt, die fu¨r folgende Komponenten als
Eingabe dienen. Dazu za¨hlen unter anderem die kartesische Position im
Arbeitsraum, Armgelenkwinkel und Blickrichtung des Menschen. Die Po-
sitionsinformation wird auf relevante Orte im Arbeitsbereich semantisch
abgebildet (6). Entsprechend liegt somit die Information vor, ob, und falls,
an welchem Arbeitsbereich sich der Mensch aufha¨lt. Die Bewegungstrajek-
torie wird weiterhin untersucht, um pra¨diktiv Positionsa¨nderungen und
deren Ziel zu scha¨tzen (7).
Die ermittelten Menschparameter werden ebenfalls fu¨r die Aktions- und
Handlungserkennung (8) verwendet. Dabei werden verschiedene Verfahren
eingesetzt. Zum einen werden menschliche Aktionen mittels Hidden Markov
Modellen klassifiziert. Die somit erkannten Aktionen werden zum anderen
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in einem Inferenzsystem als logische Fakten genutzt, um Aussagen u¨ber
komplexere Aktionsfolgen treffen zu ko¨nnen.
Zusa¨tzlich zu diesen ermittelten Resultaten werden Informationen u¨ber
den Roboter und Manipulator bestimmt (5). Die Menge an Information
dient der Situationswahrnehmung (9) als Eingabe. Mittels logischer In-
ferenz werden basierend auf einer definierten ontologischen Wissensbasis
Zusammenha¨nge erkannt und Aussagen u¨ber die vorliegende Situation
getroffen. Daraus ergibt sich eine Einscha¨tzung, ob es sich bspw. um eine
kooperative Situation handelt. Gleichermaßen wird davon eine Erwartung
an das Roboterverhalten abgeleitet.
Die ermittelten menschlichen Aktionen (8) werden mit den Informatio-
nen der Objekterkennung (3) kombiniert und erlauben eine Verifikation
der Erkennungsergebnisse (10). Dabei werden Widerspru¨che aufgedeckt,
sobald Aktionen Objektinteraktionen voraussetzen, ohne dass diese Ob-
jekte in der Szene erkannt werden. Im Falle von Widerspru¨chen wird
die Risikoscha¨tzung (11) entsprechend beeinflusst, so dass eine situati-
onsabha¨ngige Reduktion des Risikos vermieden wird. Andernfalls wird
Information u¨ber die vorliegende Situation genutzt, um mo¨glicherweise
u¨berho¨hten Risikowerten entgegenzuwirken.
Die abgeleitete Erwartungshaltung an das Roboterverhalten wird direkt
als Vorgabe bei der Aufgabenplanung (12) eingesetzt. Fu¨r diese Planung
sind elementare Roboterfunktionen hinterlegt, die zu einem Ablaufplan
zusammengestellt werden. Einzelne Abarbeitungsschritte werden dann an
die Pfadplanung (13) u¨bergeben, um den Plan schrittweise abzuarbeiten.
Ergeben sich zwischen den Schritten A¨nderungen fu¨r die Aufgabenplanung,
wird eine erneute Planung durchgefu¨hrt.
Die Pfadplanung (13) ermittelt einen risikominimierten, kollisionsfreien
Pfad fu¨r den Roboter und u¨bergibt diesen der Bewegungsplanung (14).
Diese ist dafu¨r verantwortlich, dass zum einen mo¨gliche Kollisionen mit
dem Menschen fru¨hzeitig erkannt werden, um eine Umplanung zu veran-
lassen. Zum anderen wird eine Trajektorie bestimmt, die geschwindigkeits-
und ruckbegrenzt ist. Somit werden Vorgaben u¨ber maximale Geschwin-
digkeiten der Pfadplanung in diesem Schritt umgesetzt.
Somit ist in sich der Kreislauf des kognitiven Zyklus geschlossen. Der
Mensch kann auf Roboterbewegungen reagieren und veranlasst durch sein
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Handeln ein angepasstes Roboterverhalten. Um die Vorga¨nge im Arbeits-
raum weiter untersuchen zu ko¨nnen, werden wesentliche Ergebnisse der
Positions-, Aktions- und Situationsbestimmung in einem Prozessanaly-
seschritt (15) weiterverarbeitet. Die sich daraus ergebenden Resultate
bezu¨glich ra¨umlicher Abla¨ufe sind fu¨r die Positionspra¨diktion (7) nutzbar.
Weitere Ergebnisse ko¨nnen durch den Menschen auf Prozessfehler oder
Optimierungspotentiale untersucht werden und geben einen Einblick in





Die Wahrnehmung der Umwelt des Roboters stellt eine wesentliche Aufgabe
dar, um gezielte Interaktionen des Systems zu ermo¨glichen. Die Erkennung
einzelner Objekte im Arbeitsraum stellt hierbei einen wichtigen Punkt
dieser Arbeit dar. Um jedoch ra¨umliche Bezu¨ge zwischen Robotersystem
und Gegensta¨nden der Umwelt herstellen zu ko¨nnen, bedarf es einer Regi-
strierung des Sensorsystems zum Robotersystem. Im Folgenden wird die
entwickelte Methode zur automatisierten Registrierung vorgestellt, wo-
nach der Lo¨sungsansatz zur markerlosen Objekterkennung im Arbeitsraum
erla¨utert wird.
4.1 Registrierung
Wie eingangs erwa¨hnt, dient die Registrierung dazu, die Ortskoordina-
tensysteme der verschiedenen Komponenten, d.h. Roboter und Sensor,
in ra¨umlichen Bezug zu setzten. Ziel ist es, eine entsprechende Trans-
formationsvorschrift 𝑇 zu ermitteln, die eine Abbildung eines Punktes
von einem Quellkoordinatensystem 𝐾 in ein Zielkoordinatensystem 𝐾 ′
beschreibt. Die folgenden Abschnitte erla¨utern das Vorgehen, um dieses
Ziel automatisiert zu erreichen.
4.1.1 Ablauf und Methodik
Ziel der automatisierten Registrierung ist es, dass keine andauernden ma-
nuellen Eingriffe und Eingaben einer Person wa¨hrend der Registrierung
no¨tig sind. Es soll zu Beginn eine Robotertrajektorie festgelegt werden,
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die es erlaubt, die beno¨tigten Referenzpunkte aus einer Aufnahmesequenz
direkt zu ermitteln. Diese Referenzpunkte werden dann zur Lo¨sung der
entsprechenden Gleichungssysteme herangezogen, wodurch die Transfor-
mation vom Kamerakoordinatensystem zum Roboterkoordinatensystem
bestimmt wird.
Im Rahmen dieser Arbeit wurde eine Robotertrajektorie gewa¨hlt, die sich
an den Koordinatenachsen des Roboterkoordinatensystems orientiert. Die
Trajektorie und die entsprechenden Referenzpunkte sind in Abb. 4.1 ver-
anschaulicht. Die Referenzpunkte stellen somit charakteristische Punkte
des Bewegungspfades dar. Damit die Referenzpunkte auch den entspre-
chenden Roboterkoordinatenachsen zugeordnet werden ko¨nnen, sind die
Pfadabschnitte speziell zueinander positioniert. Daraus ergibt sich auch
die positive Richtung der jeweiligen Achse. Die Y -Kante steht mittig auf








Abbildung 4.1: Robotertrajektorie und Anordnung der 4 Referenzpunkte
zur Registrierung. Die Nummerierung der Pfeile beschreibt die Abfolge
beim Abfahren der Trajektorie.
Damit die Registrierungsmethode mit verschiedenen Robotersystemen
anwendbar sein soll, ist keine direkte Ansteuerung des Roboters durch die
Registrierungssoftware vorgesehen. Entsprechend ist es notwendig, dass
diese Trajektorie beim ersten Registrierungsvorgang dem Roboter per
Programmierhandgera¨t geteacht wird. Spa¨ter kann das Roboterprogramm
fu¨r mo¨gliche weitere Registrierungen eingesetzt werden. Folglich ist jedoch
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keine direkte Information u¨ber Roboterzustand und -position wa¨hrend
der Registrierung vorhanden. Um diesem Umstand zu begegnen, wird ein
Registrierko¨rper am Roboter-TCP angebracht, der sich aus den Sensorda-
ten extrahieren la¨sst. U¨ber die Position des Registrierko¨rpers kann somit
auf die Position des Roboter-TCPs gefolgert werden. In Abb. 4.2 ist der
verwendete Roboter Reis RV6L mit einem Registrierko¨rper dargestellt.
Abbildung 4.2: Roboter Reis RV6L mit Registrierko¨rper.
Der Aufbau der Software ist modular gestaltet, damit einzelne Komponen-
ten fu¨r andere Einsatzzwecke und Sensoren adaptiert werden ko¨nnen. Die
einzelnen Module haben die folgenden Aufgaben:
Dateneingabe Die Eingabedaten liest dieses Modul z.B. aus einer Kamera
oder Dateien. Als Ausgabe wird eine Punktwolke erzeugt. Jeder
Punkt der Punktwolke kann neben seiner Raumposition noch weitere
Attribute haben.
Datenaufbereitungsfilter Die Punktwolke kann durch verschiedene Filter
aufbereitet werden, um etwa Rauschpunkte zu entfernen. Ziel in
diesem Schritt ist es, die Datenqualita¨t zu verbessern.
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Segmentierung Als Eingabe erha¨lt dieses Modul die gefilterte Punktwolke.
Dieser Filter unterteilt die Punktwolke in charakteristische Segmente.
Die dabei entstehenden Segmente sind die Ausgabe dieses Moduls.
Objektidentifizierung Aus den Segmenten versucht die Objektidentifizie-
rung anhand spezifischer Merkmale ein Referenzobjekt zu identifizie-
ren. Als Ausgabe liefert dieses Modul alle erkannten Mo¨glichkeiten
fu¨r den gesuchten Registrierko¨rper.
Formerkennung Dieses Modul erha¨lt als Eingabe mehrere Bewegungsbah-
nen von Objekten, unter denen der Registrierko¨rper gesucht werden
soll. Die Bewegungsbahn oder Form der Eingaben werden analysiert,
um das finale Referenzobjekt zu bestimmen. Dieses wird als Ausgabe
an das na¨chste Modul geliefert.
Registrierung In diesem Modul wird die konkrete Registrierung vom
Kamerakoordinatensystem zum Roboterkoordinatensystem durch-
gefu¨hrt. Bei Eingabe des Referenzobjektes werden die notwendigen
Merkmale extrahiert, um die Transformationsmatrix zu bestimmen.
4.1.2 Filterung, Segmentierung und
Bewegungsformerkennung
Wie bereits in Abschnitt 3.1.1 erwa¨hnt, liefert das verwendete Kamera-
system mehr als reine Tiefeninformationen zu den Bildpunkten. Diese
zusa¨tzlichen Informationen ko¨nnen in einem ersten Schritt verwendet wer-
den, um die erhaltene Punktwolke zu filtern und verrauschte Daten zu
entfernen. Anhand der gefilterten Daten wird die Punktwolke segmentiert,
wonach die Bewegungen der in Frage kommenden Segmente analysiert und
mit der definierten Referenzbewegung verglichen werden.
Filterung
Die Amplitudeninformation kann als Wert fu¨r die Signalsta¨rke interpretiert
werden. Eine ho¨here Amplitude entspricht dabei einem besseren Signal
und damit einem genaueren Pixel. Ein Amplitudenfilter sortiert entspre-
chend Punkte aus, deren Amplitude außerhalb minimaler und maximaler
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Schwellwerte liegt. In Abbildung 4.3 kann man links ungefilterte mit rechts
gefilterten Daten vergleichen.
Abbildung 4.3: Sensordaten, links ungefiltert, rechts mit dem Amplitu-
denfilter gefiltert.
Die Kamera pru¨ft ebenfalls bereits intern die Qualita¨t der einzelnen Pixel.
Dabei markiert sie Pixel mit einem Status. Es stehen vier Mo¨glichkei-
ten zur Auswahl: ungu¨ltig, gesa¨ttigt, geringes Signal und inkonsistent.
Ungu¨ltige Pixel sollten generell nicht verwendet werden, weil sie keine
verla¨sslichen Distanzwerte bieten. Gesa¨ttigte Pixel sind u¨berbelichtet und
bieten ebenfalls keine verla¨ssliche Datenqualita¨t. Pixel mit geringem Signal
sind gleichermaßen u¨ber die Amplitudeninformation erkennbar. Inkonsi-
stente Pixel treten dann auf, wenn zu schnelle Bewegungen in der Szene
die Daten der Pixel intern inkonsistent werden lassen. Der Status-Filter
sortiert alle Pixel aus, die eine dieser Auspra¨gungen aufzeigen.
Um daru¨ber hinaus weitere Ausreißer zu eliminieren, wurde ein Filter ent-
worfen, der anhand einer Nachbarschaftsbetrachtung der Tiefeninformation
Ausreißer erkennt. Dazu wird zu jedem Punkt die gemittelte Abweichung
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der Tiefe zu seinen 𝑛 Nachbarpunkten bestimmt. U¨ber diese mittleren
Abweichungen wird die Standardabweichung berechnet. Jeder Punkt, der
eine gro¨ßere mittlere Abweichung als die Standardabweichung besitzt, wird
aussortiert. Der Filter hat den Vorteil, dass kein numerischer Grenzwert an-
gegeben werden muss. Es ko¨nnen sehr verrauschte Daten gefiltert werden,
ohne alle Punkte zu eliminieren.
Falls die Abmessungen des Arbeitsraumes und der ungefa¨hre Abstand der
Kamera zum Roboter bekannt sind, kann daru¨ber hinaus die Punktwolke
anhand minimaler und maximaler Tiefenwerte gefiltert werden. Dadurch
la¨sst sich die Anzahl der zu verarbeitenden Punkte verringern und weitere
Berechnungen beschleunigen.
Segementierung
Der DBSCAN-Algorithmus [Ester et al., 1996] wird verwendet, um die
Punktwolke zu clustern und somit Ballungen in der Punktwolke zu ex-
trahieren. Zur Datenverwaltung und Nachbarschaftssuche wird mit einem
Binary Space Partitioning Tree (BSPT) [de Berg et al., 2008] gearbeitet,
da diese Datenstruktur eine effiziente Verarbeitung ermo¨glicht.
Bewegungsformerkennung
Die segmentierten Cluster werden anhand der Gro¨ße ihrer jeweiligen
Bounding-Box gefiltert, indem zu kleine bzw. zu große Cluster nicht weiter
betrachtet werden. Das zu identifizierende Objekt, im Testaufbau ein Ball
an der Spitze des Roboterarms (siehe Abb. 4.2), hat eine Bounding-Box,
die aufgrund von Rauschen nur zwischen gewissen Werten variiert. Anhand
dieser Grenzwerte werden alle interessanten Cluster extrahiert. Die Filte-
rung anhand der Bounding-Box wird jedoch nicht in der Tiefenrichtung
beschra¨nkt, weil in dieser Richtung mehr Rauschen zu beobachten ist.
Dennoch kann auf diese Weise der Registrierko¨rper nicht eindeutig identifi-
ziert werden, da weitere, a¨hnlich große Objekte im Arbeitsraum zu finden
sein ko¨nnen. Es gilt daher, in dieser Menge an mo¨glichen Aufenthaltsorten
des Objektes genau den richtigen zu finden.
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Die Menge der mo¨glichen Aufenthaltsorte des gesuchten Objektes er-
gibt sich aus einer fehlerbehafteten und dynamischen Beobachtung. Fu¨r
die gleichzeitige Betrachtung verschiedener Mo¨glichkeiten sind Partikel-
filter [Doucet and Johansen, 2008] besonders geeignet. Auf das Problem
angewendet wird der Bewegungspfad gesucht, so dass die Partikel die
beobachteten Objektpfade beschreiben. Fu¨r die Bewertung eines Parti-
kels wird der Abstand aufeinanderfolgender Markierungen beachtet. Je
weiter sie voneinander entfernt sind, desto unwahrscheinlicher wird der
Partikel. Entsprechend werden Partikel mit zu geringer Wahrscheinlichkeit
verworfen. U¨ber den Verlauf der Bildfolgenauswertung reduzieren sich
somit die mo¨glichen Partikel, so dass nur wenige Pfade auf A¨hnlichkeit
mit der definierten Trajektorie hin untersucht werden mu¨ssen.
Fu¨r den Abgleich der Partikel mit der Trajektorie wird der Objektpfad je
Partikel in Kanten segmentiert. Dazu sind die vorgegebenen Kantenla¨ngen
der Trajektorie bekannt, wodurch die Kanten direkt aus den Punkten, die
den jeweiligen Objektpfad beschreiben, bestimmt werden ko¨nnen. Darauf-
hin werden die Beziehungen der Kanten eines Pfades zueinander untersucht,
d.h. es wird deren Orthogonalita¨t und Positionierung u¨berpru¨ft.
Entspricht ein Partikel der definierten Trajektorie, werden die Referenz-
punkte direkt ermittelt und fu¨r die Bestimmung der Transformationsmatrix
𝑇 (siehe Glg. 4.1 und 4.2) genutzt.
Transformationsbestimmung
Seien vier korrespondierende Punkte 𝑝1, 𝑝2, 𝑝3, 𝑝4 aus Koordinatensystem
𝐾 und 𝑝′1, 𝑝′2, 𝑝′3, 𝑝′4 aus 𝐾 ′. So la¨sst sich ein lineares Gleichungssystem
aufstellen. Die Variablen, die es dabei zu bestimmen gilt, sind die Werte
der Rotationsmatrix 𝑅 und des Translationsvektors ?⃗?, die zusammen die
Transformation 𝑇 von Koordinatensystem 𝐾 zu 𝐾 ′ beschreiben:
𝑇 =
⎛⎜⎜⎝
𝑎1 𝑎2 𝑎3 𝑡1
𝑏1 𝑏2 𝑏3 𝑡2
𝑐1 𝑐2 𝑐3 𝑡3
0 0 0 1
⎞⎟⎟⎠ . (4.1)
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Fu¨r 𝑎1, 𝑎2, 𝑎3 und 𝑡1 ergibt sich folgendes Gleichungssystem:⎛⎜⎜⎝
𝑝11 𝑝12 𝑝13 1
𝑝21 𝑝22 𝑝23 1
𝑝31 𝑝32 𝑝33 1














Die Gleichungen fu¨r die Parameter 𝑏𝑖, 𝑐𝑗 und 𝑡𝑙 ergeben sich analog. Durch
die Bestimmung der Referenzpunkte und der Definition der Trajektorie
sind die Punkte 𝑝𝑖 und 𝑝′𝑗 bekannt und ko¨nnen zur Lo¨sung des Gleichungs-
systems eingesetzt werden.
4.1.3 Evaluation und Diskussion
Die Registrierungsmethode wurde in der Roboterzelle durchgefu¨hrt, die
Ergebnisse aufgezeichnet und zur Evaluation analysiert. Im Folgenden wird
auf die Experimentierumgebung eingegangen und die Ergebnisse vorgestellt
und diskutiert.
Experimentierumgebung
Als Registrierko¨rper wurde eine Styroporkugel an der Spitze eines Stabes
befestigt und direkt am Werkzeugflansch montiert (siehe Abb. 4.2). Der
Durchmesser des Registrierko¨rpers betrug 10𝑐𝑚. Der Stab wurde mit gering
reflektierendem Material beschichtet, so dass dieser durch Anpassung der
Amplitudenfilterung fu¨r die Datenweiterverarbeitung nicht beru¨cksichtigt
werden musste.
Fu¨r die Robotertrajektorie wurden Kantenla¨ngen von 40 cm gewa¨hlt. Beim
Verfahren des Roboters wurden an den Referenzpunkten kurze Bewegungs-
pausen eingefu¨gt, damit diese bei mo¨glicherweise geringer Bildrate nicht
u¨bersehen werden. Die Positionierung der Trajektorie im Arbeitsraum kann




Die Bestimmung der Transformationsmatrix ist von der Bestimmungsqua-
lita¨t der Referenzpunkte abha¨ngig. Entsprechend sind Aussagen u¨ber die
Gu¨te dieser Punkte von wesentlichem Interesse.
Bei der Rekonstruktion der Trajektorie anhand der Sensordaten ist es
ideal, wenn die einzelnen Pfadkanten keine Lu¨cken an ihren Verbindungs-
stellen aufweisen. Es wurde angenommen, dass, falls Lu¨cken auftreten, es
zur fehlerhaften Rekonstruktion der Kantenla¨ngen und entsprechend zu
einer fehlerhaften Translationsscha¨tzung kommt. Des Weiteren mu¨ssen die
Kanten jeweils orthogonal zueinander sein. Jede Winkelabweichung von
der Orthogonalita¨t kann sich in Fehlern bei der Translation und Rotation
auswirken. Die Ergebnisse zur Bestimmung dieser Einflussfaktoren sind in
Tabelle 4.1 aufgefu¨hrt.
Das verwendete Kamerasystem kann ebenfalls an einem Stativ befestigt
werden, wodurch die freie Positionierung um den Roboterarbeitsraum
herum mo¨glich ist. Der Aufbau ist in Abb. 4.4 dargestellt. Dadurch ko¨nnen
verschiedene sukzessiv aufgenommene und registrierte Punktwolken fusio-
niert werden. Das Ergebnis ist auf der rechten Seite in Abb. 4.4 visualisiert.
Diskussion
Es ist anhand der Ergebnisse aus Tabelle 4.1 zu erkennen, dass mit zu-
nehmender Entfernung zwischen Registriertrajektorie und Kamera die
Abweichung von der Orthogonalita¨t anwa¨chst. Jedoch ist auch erkennbar,
dass dieser Fehler nicht direkt mit der Offsetbestimmung der Registrie-
rung korreliert, da der Offset bei Verschiebung entlang der 𝑍-Achse stets
geringer ausfa¨llt, als es durch den Roboteroffset vorgegeben ist. Bezu¨glich
der Verschiebung la¨ngs der 𝑋-Achse kann eine Korrelation mit der Ortho-
gonalita¨tsabweichung nicht festgestellt werden.
Bei der Betrachtung der Lu¨ckengro¨ße fa¨llt auf, dass die Lu¨cke zwischen 𝑋
und 𝑌 -Kante deutlicher zu Tage treten als zwischen 𝑌 und 𝑍-Kante. Diese
Beobachtung kann mit dem Aufbau der Trajektorie zusammenha¨ngen,
da sich die ermittelte 𝑋-Kante anhand von Rauschen vom Startpunkt
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Tabelle 4.1: Registrierung mit 10 cm durchmessenden Registrierko¨rper
und unterschiedlichen Startpositionen der Roboterbewegungen.
Lu¨ckengro¨ße Abweichung von Offset der
(X-Y/Y-Z) Orthogonalita¨t Registrierung
Roboteroffset -40 cm in Z-Achse
(0,36 cm / 2,03 cm) 1,60∘ -39,51 cm
Roboteroffset -20 cm in Z-Achse
(2,73 cm / 0,61 cm) 2,87∘ -19,99 cm
Roboteroffset 0 cm
(1.83 cm / 0.15 cm) 2.12∘ 0 cm (Referenzposition)
Roboteroffset +20 cm in Z-Achse
(2,44 cm / 0,52 cm) 2.88∘ +19,99 cm
Roboteroffset +40 cm in Z-Achse
(1,10 cm / 1,48 cm) 2.91∘ +39,39 cm
Roboteroffset -20 cm in X-Achse
(0,91 cm / 0,44 cm) 3,09∘ -20,51 cm
Roboteroffset 0 cm
(0,87 cm / 0,52 cm) 2,53∘ 0 cm (Referenzposition)
Roboteroffset +20 cm in X-Achs
(1,70 cm / 0,39 cm) 1,17∘ +20,38 cm
der 𝑌 -Kante entfernen kann. Die End- und Startpunkte der 𝑌 -Kante
bzw. 𝑍-Kante sind durch Rauschen entlang der jeweiligen Kante weniger
beeinflusst. Eine Korrelation zwischen Lu¨ckengro¨ße und Offsetfehler kann
jedoch nicht erkannt werden, da bei gro¨ßeren Lu¨cken teilweise kleinere
Fehler auftreten.
Insgesamt liegt der Fehler der Offsetbestimmung der Registrierung im
Vergleich zur Referenzposition bei deutlich unter einem Zentimeter. Die-
ser Fehler ist ausreichend gering, um zuverla¨ssig Abstandsbestimmungen
zwischen Roboter, rekonstruiertem Menschmodell und Szeneobjekten zu
gewa¨hrleisten.
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Abbildung 4.4: Links: Anbringung der Kamera CamCube 2 von PMD-
Technologies an einem Stativ. Rechts: Fusionsergebnis verschiedener, regi-
strierter Punktwolken. Die Kamerakoordinatensysteme sind eingezeichnet,
wobei die blauen Pfeile die jeweilige optische Achse markieren.
4.2 Erkennung von Szeneobjekten
Das Wissen u¨ber Gegensta¨nde im Arbeitsraum des Roboters birgt im
Wesentlichen zwei Potentiale. Zum einen ko¨nnen Kollisionen bei der Ro-
boterbewegung vermieden werden, da die Objekte bei der Pfadplanung
beru¨cksichtigt werden ko¨nnen. Zum anderen ko¨nnen Gegensta¨nde menschli-
ches Handeln beeinflussen, ermo¨glichen oder o¨rtlich festlegen. Im Folgenden
soll die entwickelte Methode zur markenlosen Objekterkennung im Arbeits-
raum vorgestellt und ero¨rtert werden. Die wesentlichen Aspekte sind auch
in [Puls et al., 2012d] beschrieben.
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4.2.1 Problemstellung
Der Arbeitsraum des Roboters wird durch ein 3D Kamerasystem, der
CamCube2 von PMDTechnologies, u¨berwacht. Die Kamera bietet eine
Auflo¨sung von 204× 204 Pixeln. Wie bereits beim Abschnitt zur Registrie-
rung erwa¨hnt, sind die Tiefeninformationen rauschbehaftet (siehe Abb.
4.3).
Auf Grund der Sensorpositionierung an der Zellendecke, senkrecht u¨ber
dem freien Arbeitsraum (siehe Abschnitt 3.1.1), sind daru¨ber hinaus fu¨r
die weitere Auswertung teilweise nur wenige Objektmerkmale ersichtlich.
Tische werden bspw. nur als flache Rechtecke in der Szene wahrgenommen,
wodurch die Unterscheidbarkeit stark beeinflusst wird (siehe Abb. 4.5).
Ziel ist es entsprechend, eine Methode zu entwickeln, die mit rauschbehaf-
teten Daten umgehen kann und mit wenigen Objektmerkmalen auskommt.
Dabei soll auch untersucht werden, wie sehr a¨hnliche Objekte unterschieden
werden ko¨nnen.
Abbildung 4.5: Links: Beistelltisch. Rechts: Schubladentisch.
4.2.2 Stand der Forschung
Bildverarbeitung und speziell die Objekterkennung bescha¨ftigt Forscher
und Entwickler seit vielen Jahrzehnten. Viele Methoden und Verfahren
wurden entwickelt, die sich in ihren Anwendungsfa¨llen bewa¨hrt haben.
Beispielsweise wurde durch Hu die Verwendung von Bildmomenten fu¨r
die Objekterkennung eingefu¨hrt [Hu, 1962]. Moderne Verfahren wie SIFT
[Lowe, 1999] oder SURF [Bay et al., 2006] arbeiten auf Objektmerkmalen,
wie Ecken oder Kanten, und ermo¨glichen Objekterkennung, die invariant
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gegenu¨ber Vera¨nderungen der Objektlage und Skalierung ist. Es werden
jedoch Grauwert- oder Farbbilder der Objekte beno¨tigt. Auf Grund der
in dieser Arbeit verwendeten Time-of-Flight-Tiefenbildsensoren sind sol-
che Objektbilder nicht verfu¨gbar. Daru¨ber hinaus ko¨nnen die Daten ein
betra¨chtliches Rauschverhalten aufweisen – speziell am Bildrand und bei
schlechter Reflektanz der Objektoberfla¨che.
Ku¨nstliche neuronale Netze (KNN) werden ebenfalls seit Jahrzehnten fu¨r
die Mustererkennung eingesetzt [Carpenter, 1989]. Seit der Einfu¨hrung
von KNNs als assoziative Speicher durch Hopfield [Hopfield, 1982] werden
diese vielfach fu¨r Objekterkennung und Bildwiederherstellung genutzt, da
sie besonders robust gegenu¨ber verrauschter Daten sind.
In einer Arbeit von Nasrabadi und Li werden Hopfield Netze fu¨r die Er-
kennung von sich teilweise u¨berdeckenden Objekten eingesetzt [Nasrabadi
and Li, 1991]. Dafu¨r werden zu Beginn anhand der Eingabebilder Modell-
graphen durch Polygonanna¨herungen generiert. Als Knoten im Graphen
werden die Eckpunkte der Polygone genutzt. Jeder Knoten wird daru¨ber
hinaus mit Informationen u¨ber Winkel und Distanzen zu den anderen Kno-
ten erga¨nzt. Wa¨hrend des Lernens wird fu¨r jedes Objekt ein Modellgraph
erstellt und zu einem globalen Modellgraphen hinzugefu¨gt. Die Wieder-
erkennung von Objekten geht analog vor, wobei aus den Modellgraphen
ein Szenengraph erstellt wird. Um den Szenengraphen auf den globalen
Modellgraphen abzubilden und entsprechend die Objektzuordnung zu re-
konstruieren, werden Hopfield Netze fu¨r die Minimierung einer definierten
Energiefunktion genutzt.
Die Arbeit von Nasrabadi und Li wird durch Young et al. weiterentwickelt
[Young et al., 1997]. Es wird dabei fu¨r die Objekterkennung ein mehr-
schichtiges Hopfield Netz eingesetzt. Jede Schicht kodiert Objektmerkmale
spezifisch fu¨r eine Auflo¨sung des Eingabebildes. Die Verbindungen der
Schichten werden gewichtet, wodurch eine Gla¨ttung der Energiefunktion
erreicht wurde. Lokale Minima konnten auf diese Weise robuster vermieden
werden.
Die Verwendung mehrschichtiger neuronaler Netze fu¨r das Speichern und
Wiederherstellen von Grauwertbildern wird in der Arbeit von [Constantinti
et al., 2006] vorgestellt. Das neuronale Netz basiert auf Hopfield Netzen
und besitzt einen Verbindungsaufbau zwischen den Neuronen angelehnt an
zellulare neuronale Netze [Chua and Roska, 2002]. Entsprechend sind nicht
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alle Neuronen einer Schicht miteinander verbunden. Stattdessen wird fu¨r
jedes Neuron eine Nachbarschaft definiert, wobei sich die Nachbarschaft
auch auf Neuronen anderer Schichten bezieht. Neue Bilder ko¨nnen mit
Hilfe einer iterativen Regel gelernt werden. Analog zu Hopfield Netzen wird
fu¨r die Wiederherstellung der Bilder die Energieminimierung des Netzes
genutzt. Um Grauwertbilder verarbeiten zu ko¨nnen, wird jeder Grauwert
durch die Gray-Kodierung dargestellt, wobei jede Schicht einem Bit der
Kodierung zugeordnet wird. Das System ist in der Lage, Bilder der Gro¨ße
200× 200 pixel und mit 256 Grauwerten zu lernen.
In der Arbeit von [Shima et al., 2011] wird ein mehrschichtiges Hopfield
Netz verwendet, um Bilder wiederherzustellen. Dazu wird das Bild in
Zellen aufgeteilt, welche aus Quadraten von Pixeln bestehen. Jede Schicht
des Netzes korrespondiert zu einer Zelle. Enstprechend wird die Wieder-
herstellung lokal berechnet. Die Ausgabe des Hopfield Netzes wird genutzt,
um die Distanz zum gelernten Bild zu bestimmen. Das Ergebnis entspricht
somit dem Bild, das die minimal Distanz zur Netzausgabe hat.
4.2.3 Objekterkennung
Wie bereits in Abb. 4.5 dargestellt, ko¨nnen die Sensordaten als grau-
wertkodierte Tiefenkarten repra¨sentiert werden. Dunkle Grauto¨ne bilden
Bildbereiche nahe der Kamera ab, hellere Grauto¨ne zeigen Bildbereiche,
die weiter vom Sensor entfernt sind. Anhand der Untersuchungen durch
[Constantinti et al., 2006] ko¨nnen Grauwertbilder mittels mehrschichtiger
neuronaler Netze als assoziative Speicher gelernt und wiederhergestellt wer-
den. Entsprechend dieser Mo¨glichkeiten wurde im Rahmen dieser Arbeit
eine Methode zur Objekterkennung entwickelt, die auf der Verwendung
neuronaler Netze als assoziative Speicher basiert.
4.2.3.1 Das neuronale Netz
Neuronale Netze ko¨nnen verschiedene Topologien aufweisen. Viele Netze
besitzen Eingabeneuronen, die die Eingabeschicht bilden und u¨ber die
Daten in das Netz eingegeben werden. Analog lassen sich Ausgabeneuro-
nen bestimmen, die die Ausgabeschicht bilden. Zwischen diesen Schichten
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ko¨nnen sich beliebig viele weitere Schichten befinden, wobei die Struk-
tur der Neuronenverknu¨pfungen unterschiedlich aufgebaut sein ko¨nnen.
Beispielsweise gibt es vorwa¨rtsgerichtete Netze, auch feedforward Netze
genannt, bei denen Neuronen einer Schicht ausschließlich mit Neuronen
der na¨chsten Schicht verbunden sind.
Netzwerkarchitektur Hopfield entwickelte und untersuchte Netze bei
denen die Eingabeneuronen ebenfalls die Ausgabeneuronen darstellen
[Hopfield, 1982]. Dazwischen gibt es keine weiteren Schichten, sondern alle
Neuronen sind miteinander direkt verbunden. Die Leistung des Netzes wird
somit durch die versta¨rkenden und abschwa¨chenden Verbindungen zwischen
den einzelnen Neuronen erzielt. Das Ergebnis wird durch wiederholte
Aktivierung des Netzes ermittelt bis ein Fixpunkt im Netz erreicht wird.
In der Arbeit von [Constantinti et al., 2006] wurden mehrere Hopfield
Netze in verschiedenen Schichten zusammen verknu¨pft, wobei die Ver-
knu¨pfungsstruktur zwischen den Neuronen abgea¨ndert wurde. Es wurde
dabei auf die vollsta¨ndige Verknu¨pfung der Netze verzichtet. Stattdessen
wurde eine Nachbarschaftsbeziehung der Neuronen definiert, die sich an
der Betrachtung von zellula¨ren neuronalen Netzen (siehe [Chua and Roska,
2002]) orientiert.
Das neuronal Netz besteht aus 𝐿 Schichten, welche jeweils𝑀×𝑁 Neuronen
haben. Fu¨r jedes Neuron (𝑖, 𝑗, 𝑝) wird die Nachbarschaft 𝑁𝑟,𝑠 folgenderma-
ßen definiert:
𝑁𝑟,𝑠(𝑖, 𝑗, 𝑝) = {(𝑘, 𝑙, 𝑞) : |𝑘 − 𝑖| ≤ 𝑟 ∨ |𝑘 − 𝑖| ≥𝑀 − 𝑟
|𝑙 − 𝑗| ≤ 𝑟 ∨ |𝑙 − 𝑗| ≥ 𝑁 − 𝑟
|𝑞 − 𝑝| ≤ 𝑠 ∨ |𝑞 − 𝑝| ≥ 𝐿− 𝑠},
(4.3)
wobei 𝑟 und 𝑠 natu¨rliche Zahlen sind, mit 𝑟 ≥ 𝑠. Es gilt weiterhin
𝑖 = 1, . . . , 𝑀 , 𝑗 = 1, . . . , 𝑁 und 𝑝 = 1, . . . , 𝐿. Folglich stellen
𝑟 und 𝑠 jeweils den Nachbarschaftsradius fu¨r Interschicht- und respek-
tive Intraschichtverbindungen dar. Jede Verbindung hat ein spezifisches
Gewicht, welches wa¨hrend des Lernens angepasst wird und welches eine
versta¨rkende bzw. abschwa¨chende Wirkung einer Verbindung erzielt.
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Angelehnt an Hopfield-Netze gilt fu¨r die Gewichte reflexiver Kanten
𝑤𝑖𝑗𝑝,𝑖𝑗𝑝 = 0. Entsprechend ergibt sich die effektive Nachbarschaft 𝑁𝑟,𝑠 aus
𝑁𝑟,𝑠 ohne das korrespondierende Neuron selbst.
Musterlernen Das Training des Netzes wird durch die Anpassung der
Kantengewichte anhand von 𝑄 Mustern erreicht. Somit wird ein Attraktor
im Netz erzeugt. Die Aktualisierung der Gewichte ha¨ngt von den gegebenen
Mustern ab und basiert auf der Arbeit von [Constantinti et al., 2006]. Ein
Muster hat die gleichen Dimensionen wie das neuronale Netz und jedes
Element des Musters muss den binomialen Werten {−1, 1} entsprechen.
Fu¨r ein Kantengewicht 𝑤𝑖𝑗𝑝,𝑘𝑙𝑞 zum Zeitpunkt (𝑡+1) werden die Zusta¨nde
𝑦𝑖𝑗𝑝 und 𝑦𝑘𝑙𝑞 aller Muster 𝑚 = 1, ..., 𝑄 multipliziert und aufsummiert.
Zusa¨tzlich wird die Summe mit der Penalty-Funktion 𝑃 multipliziert und
das alte Kantengewicht 𝑤𝑖𝑗𝑝,𝑘𝑙𝑞(𝑡) addiert. Zu Anfang wird 𝑤𝑖𝑗𝑝,𝑘𝑙𝑞(0) = 0
angenommen. Die Berechnung ist gegeben durch:







𝑘𝑙𝑞 × 𝑃 (Δ(𝑚)𝑖𝑗𝑝 (𝑡)) (4.4)










0, 𝑥 ≥ 0,
1, 𝑥 < 0.
(4.6)
Dabei ist 𝛿 eine Stabilita¨tsschranke und 𝑚 liegt im Intervall [1, ..., 𝑄].
Das Einlernen des Netzes erfolgt u¨berwacht. Dies bedeutet, die Anzahl
der Klassen und die Klassenzugeho¨rigkeit der zu lernenden Muster sind
zum Zeitpunkt des Lernens bekannt. Es ko¨nnen keine einzelnen Muster
im Nachhinein zu einer Klasse hinzugelernt werden, jedoch ko¨nnen die
einzelnen Klassen jederzeit unabha¨ngig voneinander gelernt werden.
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Mustererkennung Bei der Erkennung eines Musters wird dieses als Ein-
gabe an das Netz angelegt. Dann erfolgt eine Aktivierung des Netzes nach
dem BSB1-Modell (siehe [Anderson et al., 1977]):





wobei f die Schwellwertfunktion
𝑓(𝑦) =
⎧⎪⎨⎪⎩
−1, 𝑦 < −1,
𝑦, −1 ≤ 𝑦 ≤ 1,
1, 𝑦 > 1.
(4.8)
ist. Die Aktivierung wird so lange durchgefu¨hrt, bis der Wert der Energie
des Netzes unter einem fest gewa¨hltem Schwellwert liegt. Der finale Zustand
des Netzes stellt das erkannte Muster dar.
4.2.3.2 Objekterkennung
Objekterkennung ist die Abbildung eines Objektes auf eine bekannte Klasse.
Das Lernen verschiedener Klassen durch ein einzelnes neuronales Netz
erzeugt multiple Attraktoren in diesem Netz. Somit ist, auf Grund der
ungerichteten Konvergenz des Netzes, eine solche direkte Abbildung nicht
mo¨glich.
Anhand der Erfahrungen bei der Aktionserkennung mittels Hidden Markov
Modellen [Puls and Wo¨rn, 2012] wurde ein analoges Vorgehen fu¨r den
neuronalen Klassifikator entworfen. Bei der Aktionserkennung wird jede
Aktion durch ein separates Modell beschrieben. Wa¨hrend der Klassifi-
kation wird das Modell gewa¨hlt, das die ho¨chste Wahrscheinlichkeit zur
Beobachtungssequenz generiert. Dieses Vorgehen, separate Modelle fu¨r jede
Aktion bzw. fu¨r jedes Objekt zu nutzen, wurde somit fu¨r den neuronalen
Klassifikator umgesetzt.
Damit Objekte erkannt werden ko¨nnen, die frei im Arbeitsraum positioniert
sind, muss die Methode positions- und orientierungsinvariant sein. Daru¨ber
1BSB: Brain-State-in-a-Box
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hinaus mu¨ssen Objekte isoliert und in ein entsprechendes Muster u¨berfu¨hrt
werden, damit sie als Eingabe in den Klassifikator dienen ko¨nnen. Im
Folgenden ist die Abfolge der Verarbeitungsschritte aufgefu¨hrt.
Segmentierung Der erste Schritt beinhaltet die Isolation eines Objekts
vom Hintergrund durch einen Schwellwertfilter. Da die Grauwerte als
Tiefeninformationen interpretriert werden ko¨nnen, bildet der Schwellwert
die Entfernung des Bodens zur Kamera ab. Als Resultat liegt ein Bina¨rbild
vor, das als Maske dient, um die zum Objekt geho¨rigen Bildpunkte zu
extrahieren (siehe Abb. 4.6a).
Die Positionsinvarianz wird erreicht, indem das Objekt anhand des Ob-
jektschwerpunkts zur Bildmitte verschoben wird (Abb. 4.6b).
Die Unabha¨ngigkeit der Klassifikation von der Rotation wird mittels Tie-
fengradientenbetrachtung ermo¨glicht. Das Objekt wird so rotiert, dass der
Gradient mit der 𝑋-Achse u¨bereinstimmt (Abb. 4.6c). Falls kein nennens-
werter Gradient vorliegt, etwa bei einem Tisch, wird die ku¨rzeste Seite zur
𝑋-Achse ausgerichtet. Somit ist dieses Vorgehen objektunabha¨ngig, wobei
jedoch generelle Objektmerkmale ausgewertet werden.
Die ermittelten Informationen u¨ber Translation und Rotation des Objekts
werden genutzt, um anhand der Kameraregistrierung die globale Pose des
Objekts zu bestimmen.
Abbildung 4.6: Objektsegmentierung. Objektmaskierung (a), Translation
zur Bildmitte (b) und Orientierungseinstellung basierend auf Tiefengradi-
ent des Objekts (c).
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Abbildung 4.7: Tiefenabha¨ngige Objektschichtung.
Erkennung Das neuronale Netz setzt sich aus verschiedenen Schichten
zusammen. In der Arbeit von [Constantinti et al., 2006] wird jeder Schicht
ein Bit des Gray-Codes eines Pixelwertes zugeordnet. Im Rahmen der
vorliegenden Arbeit repra¨sentieren die Pixelwerte Tiefeninformation. Um
die ra¨umliche Auflo¨sung zu erfassen, wird der Raum unter der Kamera in
Schichten aufgeteilt, die den Schichten des neuronalen Netzes entsprechen
(siehe Abb. 4.7). Jede Schicht wird daraufhin binarisiert, wobei binomialen
Werte verwendet werden (siehe Abb. 4.8a).
Wa¨hrend des Erkennungsprozess wird ein Muster als Eingabe fu¨r alle Netze
verwendet. Da Konvergenz fu¨r Hopfield-Netze garantiert ist, wird jedes
Netz so ha¨ufig aktiviert, bis Konvergenz erreicht wird. Demzufolge kann die
Klassifizierung nicht u¨ber den Fakt der Konvergenz durchgefu¨hrt werden,
da spontane Attraktoren eintreten ko¨nnen (siehe Abb. 4.8c). Stattdessen
werden folgende Kriterien analysiert:
∙ Anzahl der Aktivierungen bis Konvergenz erreicht ist,
∙ das resultierende Energieniveau des Netzes nach der ersten Aktivie-
rung,
∙ die Summe der resultierenden Energieniveaus nach den ersten beiden
Aktivierungen.
Falls das Eingabemuster a¨hnlich zum gelernten Muster ist, sind die Un-
terschiede zwischen den Energieniveaus zwischen den Aktivierungen klein
und wenige Aktivierungen sind no¨tig. Falls das Eingabemuster sehr unter-
schiedlich zum gelernten Muster ist, ist ein großer Energieunterschied zu
u¨berwinden, wodurch bei den ersten Aktivierungen große Niveauunterschie-
de auftreten. Bei nachfolgenden Aktivierungen ko¨nnen die A¨nderungen
wieder gering sein, so dass auch in solchen Fa¨llen wenige Aktivierungen
no¨tig sind. Die Effekte werden im Abschnitt 4.2.4 untersucht.
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Abbildung 4.8: Beispiel eines Eingabemusters (a), konvergierte Muster
eines Netzes, das das Muster gelernt hat (b), und eines Netzes, das ein
anderes Muster gelernt hat (c).
Prozessbeschleunigung Da alle neuronalen Netze evaluiert werden
mu¨ssen, um eine Klassifizierung durchfu¨hren zu ko¨nnen, skaliert die Be-
rechnungszeit mit der Anzahl der modellierten Objekte. Um eine solche
direkte Abha¨ngigkeit zu vermeiden, ist es zielfu¨hrend, nur Netze zu evalu-
ieren, die auf a¨hnliche Objekte trainiert wurden. Unno¨tige Berechnungen
ko¨nnen somit ausgelassen werden.
Wa¨hren der Objektsegmentierung werden die generellen Objektmerkmale
Objektgro¨ße und Tiefengradient bestimmt. Diese Merkmale ko¨nnen aus-
genutzt werden, um eine grobe Vorklassifikation durchzufu¨hren. Dement-
sprechend wird beim Einlernen eines Objektes das Netz mit einer korre-
spondierenden groben Klasse markiert. Wa¨hrend der Erkennung wird das
Objekt vorklassifiziert und nur relevante Netze werden evaluiert.
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4.2.4 Evaluation und Diskussion
Um die Performanz und die Erkennungsqualita¨t der vorgestellten Methode
zu untersuchen, wurden verschiedene Objekte genutzt, die in produktiven
Umgebungen zu finden sind. Diese sind in Abbildung 4.9 dargestellt.
Diese Objekte weisen zum Teil A¨hnlichkeiten auf, die die Diskriminierung
der Objekte erschweren ko¨nnen. Die Bu¨rostu¨hle unterscheiden sich bspw.
nur im Vorhandensein der Armlehnen. Der Tisch und Schubladentisch
unterscheiden sich nur wenig in Gro¨ße und Ho¨he. Zur Evaluation wurden
die Objekte mit unterschiedlichen Orientierungen in der Szene positioniert,
so dass diese in der Zentrum bzw. in Randbereichen der Sensordaten
vorzufinden waren. Die Sensordaten wurden manuell annotiert, um die
Erkennungsqualita¨t bestimmen zu ko¨nnen.
Abbildung 4.9: Zur Evaluation verwendete Objekte. Dargestellt sind Fotos
und korrespondierende Tiefeninformation vom Sensor.
Die Erkennungsergebnisse sind von einer Vielzahl von Kriterien abha¨ngig.
Die folgenden Kriterien wurden untersucht, um deren Einfluss auf den
Erkennungsprozess zu analysieren:
Netzauswahl Verschiedene Auswahlkriterien zur Klassifikation sind
mo¨glich und wurden im vorherigen Abschnitt eingefu¨hrt.
Objektposition Sensorrauschen und Verzerrungen treten vor allem im
Randbereich der Sensordaten auf.
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Netzdimensionen Kleine Netze wirken sich positiv auf Prozessgeschwindig-
keit aus, jedoch sollten die Auswirkungen auf die Erkennungsqualita¨t
bekannt sein.
Schichtanzahl Granularita¨t der Tiefendiskretisierung wirkt sich ebenfalls
auf Verarbeitungsgeschwindigkeit und Qualita¨t aus.
Laufzeit Betrachtungen zur Verabreitungsgeschwindigkeit.
Vorklassifizierung Auswirkungen bezu¨glich Beschleunigung mittels Vor-
klassifizierung.
4.2.4.1 Erkennung ohne Vorklassifikation
Die Erkennungsraten fu¨r Objekte in der Bildmitte sind in Tabelle 4.2
dargestellt. Die Ergebnisse zeigen den Einfluss der Schichtdimensionen
auf die Erkennungsqualita¨t. Jedes Netz bestand aus acht Schichten. Es ist
ersichtlich, dass die Schichtgro¨ße nur marginale Auswirkungen hat, wobei
diese ebenfalls von Objekt zu Objekt unterschiedlich sind.
Tabelle 4.2: Erkennungsraten ohne Vorklassifikation fu¨r Objekte in der
Bildmitte in Abha¨ngigkeit der Gro¨ße der Schichten. Die Anzahl der Schich-
ten sind jeweils 8. Als Kriterium wurde die Anzahl der beno¨tigten Aktivie-
rungsschritte verwendet.
Objekt 80x80 60x60 48x48
Stuhl mit Lehne 54% 61% 58%
Stuhl 72% 77% 80%
Tisch 73% 72% 73%
Schubladentisch 91% 85% 84%
Arbeitstisch 97% 97% 89%
Transportwagen 90% 88% 87%
Die Erkennung des Stuhls mit Armlehne schneidet mit Werten zwischen
54% und 61% am schlechtesten ab. Alle anderen Objekte erreichen we-
sentlich bessere Ergebnisse. Anhand der entsprechenden Konfusionsmatrix,
dargestellt in Abbildung 4.10, wird erkennbar, dass Stu¨hle mit Armlehne
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am ha¨ufigsten mit Stu¨hlen ohne solche Lehnen verwechselt werden. Auf
Grund der großen A¨hnlichkeit dieser zwei Objekte ist ein solches Verhalten
zu erwarten und kla¨rt die geringe Performanz aus Tabelle 4.2 auf.
In Abbildung 4.10 wird der Einfluss der verschiedenen Klassifikationskriteri-
en deutlich. Die verschiedenen Eintra¨ge je Muster entsprechen unterschied-
lichen Kriterien. Die gleiche Analyse fu¨r Objekte nahe des Bildrandes ist
in Abbildung 4.11 dargestellt. Vergleichend wird der Einfluss der Kriterien
offensichtlich. Entsprechend ist das geeignete Kriterium zur Erkennung der
Stu¨hle die Energiesumme nach den ersten zwei Aktivierungsschritten. Im
Gegensatz dazu ist das Kriterium u¨ber die Anzahl der Aktivierungsschritte
fu¨r alle anderen Objekte aussagekra¨ftig.
Gleichermaßen wird deutlich, dass die Position der Objekte einen klaren
Einfluss auf die Erkennungsqualita¨t hat. Die Ergebnisse aus Abbildung
4.11 weisen eine gro¨ßere Diversita¨t im Vergleich zu Abbildung 4.10 auf.
Um den Einfluss der Schichtanzahl zu untersuchen, wurde die Evaluati-
on aus Tabelle 4.2 mit konstanter Schichtgro¨ße vom 80 × 80 Neuronen
wiederholt. Die Ergebnisse sind in Tabelle 4.3 aufgefu¨hrt. Daraus wird
ersichtlich, dass keine klare Aussage zur Wahl der Schichtzahl getroffen
werden kann. Auch eine Tendenz zur Erho¨hung oder Verminderung der
Schichtanzahl kann nicht abgelesen werden. Anhand der Werte aus Tabelle
4.3 kann entschieden werden, dass generell acht Schichten durchschnittlich
die besten Ergebnisse liefern. Folglich bringt eine Netzkonfiguration mit
80× 80× 8 Neuronen die besten Ergebnisse.
4.2.4.2 Erkennung mit Vorklassifikation
Basierend auf allgemeinen Objektmerkmalen wurden verschiedene grobe
Klassen definiert. Im ersten Schritt wird die Objektgro¨ße als Merkmal
genutzt, wodurch die Stu¨hle einer Klasse und alle anderen Objekte einer
zweiten Klasse zugeordnet werden. Dieser Ansatz ermo¨glicht den gezielten
selektiven Einsatz der Klassifikationskriterien. Folglich wird fu¨r die erste
grobe Klasse die Klassifikation anhand der Energiesumme der ersten zwei
Aktivierungsschritte durchgefu¨hrt. Dieses Vorgehen resultiert in Erken-
nungsraten von 74% und 99% fu¨r den Stuhl mit und ohne Armlehnen
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Abbildung 4.10: Konfusionsmatrix der Erkennungsergebnisse fu¨r Objekte
in Bildmitte.
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Abbildung 4.11: Konfusionsmatrix der Erkennungsergebnisse fu¨r Objekte
am Bildrand.
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Tabelle 4.3: Erkennungsraten ohne Vorklassifikation fu¨r Objekte in der
Bildmitte in Abha¨ngigkeit der Anzahl der Schichten. Die Gro¨ßen der
Schichten betra¨gt 80x80 Neuronen. Als Kriterium wurde die Anzahl der
beno¨tigten Aktivierungsschritte verwendet.
Objekt 12 Schichten 8 Schichten 4 Schichten
Stuhl mit Lehne 60% 54% 86%
Stuhl 61% 72% 55%
Tisch 95% 73% 76%
Schubladentisch 56% 91% 63%
Arbeitstisch 100% 97% 100%
Transportwagen 74% 90% 76%
(siehe Tabelle 4.4). Auf Grund der Entfernung von wetteifernden Modellen
werden gleichermaßen die Ergebnisse der anderen Objekte verbessert.
In einem zweiten Schritt kann das zusa¨tzliche Merkmal des Tiefengradien-
ten genutzt werden, wodurch drei grobe Klassen entstehen (siehe Tabelle
4.4). Da der Transportwagen sich speziell durch seinen hohen Griff und
dem daraus folgenden Gradienten von den Tischen unterscheidet, bildet
dieser das einzige Element der dritten Klasse. Es ist offensichtlich, dass
diese Einteilung fu¨r die Erkennung des Transportwagen voreingenommen
ist, jedoch erlaubt diese Vorklassifikation bessere Performanz und schra¨nkt
die zuku¨nftige Hinzunahme weitere Objekte nicht ein.
Bezu¨glich der Positionierung der Objekte im Bild sinkt die Erkennungsrate
fu¨r Objekte nahe des Bildrandes. Bei den Stu¨hlen ko¨nnen Erkennungsraten
von 71% (mit Armlehnen) und 87% (ohne Armlehnen) erreicht werden.
4.2.4.3 Laufzeitanalyse
Anhand der Ergebnisse in Tabelle 4.4 wurde das Hauptaugenmerk bei der
Laufzeitanalyse auf den Vergleich der Klassifikation ohne Vorklassifikati-
on und Klassifikation mit drei groben Vorklassen. Die Ergebnisse sind in
Tabelle 4.5 aufgefu¨hrt. Dabei wird ersichtlich, dass die Verwendung der Vor-
klassifikation generell bessere Laufzeiten zur Folge hat, da weniger Netze
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Tabelle 4.4: Vergleich der Erkennungsergebnisse fu¨r verschiedene Vorklas-
sifizierungen.
Objekte / # Vorklassen 1 2 3
Stuhl mit Armlehnen 54% 74% 74%
Stuhl ohne Armlehnen 72% 99% 99%
Beistelltisch 73% 73% 73%
Schubladentisch 91% 94% 95%
Arbeitstisch 97% 97% 100%
Transportwagen 90% 92% 100%
evaluiert werden mu¨ssen. Gleichermaßen wird ohne Vorklassifikation deut-
lich, dass die Laufzeiten mit der Reihenfolge der Modelle zusammenha¨ngt,
da der Transportwagen als letztes Modell evaluiert wird.
Ebenfalls wird deutlich, dass die Positionierung der Objekte Einfluss auf die
Laufzeit hat. Fu¨r alle Objekte, ausser dem Schubladentisch, verschlechtern
sich die Zeiten wenn die Objekte am Bildrand positioniert sind.
Tabelle 4.5: Vergleich der Laufzeitanalyse in Bilder pro Sekunde ohne
(links) und mit Vorklassifizierung (rechts) und fu¨r verschiedene Objektpo-
sitionen: im Bild zentriert (Z) oder nahe des Bildrandes (R).
Objekt Z R Z R
Stuhl mit Armlehnen 9 7 22 15
Stuhl ohne Armlehnen 11 10 26 17
Beistelltisch 12 9 20 16
Schubladentisch 7 16 14 28
Arbeitstisch 10 5 17 9
Transportwagen 5 3 23 16
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4.2.4.4 Diskussion
Eine weitere Methode basierend auf globalen Gabor-Merkmalen [Kamarai-
nen et al., 2007] wurde implementiert, um die Ergebnisse zu vergleichen.
Durch die Arbeit von [Kamarainen et al., 2007] wurde nachgewiesen, dass
Objekterkennung mittels Gabor-Merkmalen robust gegenu¨ber verrauschten
Daten ist und bessere Ergebnisse liefert als Methoden, die auf direkten In-
varianten arbeiten, wie bspw. Momenten-Invariante wie Hu-Momente. Die
mit dieser Methode erreichten Erkennungsraten fu¨r ausgewa¨hlte Objekte
sind in Tabelle 4.6 aufgefu¨hrt. Die Ergebnisse schwanken zwischen 61%
und 98%, wobei die Stu¨hle am schlechtesten abschneiden. Zur Auswertung
werden 83 ms pro Bild beno¨tigt, wodurch etwa 12 Bilder pro Sekunde
verarbeitet werden ko¨nnen. Im Vergleich erreicht der vorgestellte neuro-
nale Klassifikator mit Vorklassifikation bessere Ergebnisse und schnellere
Bildraten.






Stuhl mit Armlehne 61%
Dabei ist anzumerken, dass die zur Vorklassifizierung no¨tigen Informa-
tionen zwangsla¨ufig fu¨r den neuronalen Klassifikator bestimmt werden,
um Positions- und Orientierungsinvarianz zu erreichen. Bei den Gabor-
Merkmalen werden diese Informationen nicht ermittelt, wodurch diese
Form der Vorklassifizierung zusa¨tzliche Berechnungen no¨tig machen wu¨rde
und somit die geschlossene Form der Gabor-Merkmale ihre Vorteile ver-
liert.
Folglich zeigen die Ergebnisse, dass die entwickelte Methode des neuronalen
Klassifikators mittels assoziativen Speichers unter den gegebenen Rah-
menbedingungen gute Resultate liefert. Die evaluierten Objekte ko¨nnen
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mittels Vorklassifizierung zuverla¨ssig erkannt werden, wobei hinreichende





Als wesentlicher Aspekt der vorliegenden Arbeit stehen die Aufgaben Si-
tuationen in einem industriellen Arbeitsumfeld zu analysieren, zu erkennen
und entsprechende Schlussfolgerungen abzuleiten. Zusammengenommen
kann somit Situationsversta¨ndnis des technischen Systems erreicht werden.
Das Versta¨ndnis wirkt sich auf die Handlungen des Roboters aus, in dem
Roboteraktionen ausgelo¨st und anhand resultierender Sicherheitsaspekten
angepasst werden.
Zur Situationsanalyse geho¨rt die Erkennung von Umwelteinflu¨ssen, d.h.,
die Erkennung menschlicher Handlungen und Bewegungen. Durch Interpre-
tation der Analyseergebnisse kann auf die vorliegende Situation geschlossen
werden, wodurch entsprechende Reaktionen des Systems abgeleitet wer-
den ko¨nnen. Daru¨ber hinaus ko¨nnen die Ergebnisse genutzt werden, um
laufende Arbeitsprozesse zu analysieren.
Im Folgenden werden die entwickelten Methoden und Ansa¨tze zu den
einzelnen Teilaspekten detailliert dargestellt und ero¨rtert.
5.1 Begriffsbildung
Bevor die Herangehensweisen und Methoden erla¨utert werden, sollen
vorweg die wesentlichen Kernbegriffe herausgestellt werden, die im Rahmen
dieser Arbeit wichtig sind.
5 Handlungserkennung und Situationsverstehen
Gesten, Handlungen und Kooperation Die nonverbale Kommunikation
zwischen Menschen besteht zu einem wesentlichen Teil aus Gesten. Aussa-
gen werden verdeutlicht und untermalt, indem zeichenhafte Bewegungen
bestimmter Ko¨rperteile verwendet werden. Beim Beispiel der Geba¨rden-
sprache stellen Gesten die Hauptform der Kommunikation dar [Kendon,
2004].
Handlungen stellen Prozesse dar, wa¨hrend derer etwas getan oder durch-
gefu¨hrt wird. Somit wird nicht allein ein kommunikativer Prozess betrach-
tet, wodurch der Handlungsbegriff mehr als Gesten umfasst. Gesten sind
wiederum Handlungen, denen Bedeutungen zugeordnet werden. Andere
Handlungen ko¨nnen jedoch auch an Bedeutung gewinnen, wenn diese im
Kontext analysiert und interpretiert werden sollen. So ko¨nnen Handlun-
gen nachvollziehbar werden, wenn Rahmenbedingungen oder vorherige
Handlungen bekannt sind.
Handlungen ko¨nnen andere Handlungen umschließen oder wiederum Teil
von anderen sein. So reihen sich Prozessschritte als Handlungen bei der
Produktion aneinander und sind gleichzeitig Teil der gesamten Produkti-
onshandlung. Somit ko¨nnen durch Betrachtung des Kontextes zuku¨nftige
Handlungen pra¨diziert werden.
Aus dem Zusammenwirken von Handlungen verschiedener Partner kann
sich Kooperation entwickeln. Dazu mu¨ssen die Handlungen zu einem ge-
meinsamen Ziel fu¨hren, weshalb diese aufeinander abgestimmt sein mu¨ssen.
Folglich bedingen die Handlungen eines Kooperationspartners die Handlun-
gen des anderen Partners. Dabei wird gleichermaßen ein der Kooperation
entsprechendes Verhalten gegenseitig von den Partnern erwartet. Daher
sind Kooperationen auf eine Doma¨ne, einen Sachverhalt oder eine Situati-
on beschra¨nkt [Axelrod, 1985]. Eaton zufolge kann Kooperation daru¨ber
hinaus als direkt oder indirekt eingeteilt werden [Eaton, 1948]. Da bei der
MRK verschiedene Teilaufgaben durch Mensch und Maschine abgearbeitet
werden sollen, um die Sta¨rken beider zu vereinen, handelt es sich folglich
um indirekte Kooperation.
Situationsversta¨ndnis und -bewusstsein Situationsbewusstsein1 ist vor-




Systemen behandelt worden. Entsprechend sind in diesem Zusammenhang
erste Definitionen und Begriffsbildungen zu finden. Laut der Arbeit von
[Wittbrodt et al., 2009], ist die erste Definition des Begriffs Situationsbe-
wusstsein in [Endsley, 1995] aufgefu¨hrt. Darin heißt es:
”Situation awareness is the perception of the elements in theenvironment within a volume of time and space, the compre-
hension of their meaning, and the projection of their status in
the near future.“
Diese Aussage la¨sst sich wie folgt u¨bersetzen:
”Situationsbewusstsein ist die Wahrnehmung der Elementeeiner Umgebung innerhalb eines o¨rtlich und zeitlich begrenzten
Bereichs, das Verstehen deren Bedeutung und die Projektion
deren jeweiligen Status in die nahe Zukunft.“
Entsprechend dieser Definition von Endsley ist, analog zur Beschra¨nkung
von Kooperation auf eine Doma¨ne bzw. einen Sachverhalt oder eine Situa-
tion, der Begriff des Situationsbewusstsein auf einen ra¨umlich und zeitlich
begrenzten Bereich festgelegt. Somit kann man folgern, dass Kooperati-
on eng mit Situationsversta¨ndnis gekoppelt ist, da sich der Kooperation
entsprechende Erwartungshaltungen aus einer Situation ableiten.
Bei der Definition von Endsley wird jedoch nicht ausdru¨cklich festgelegt,
ob sich Situationsbewusstsein auf einen Prozess oder einen Zustand als
solchen bezieht. In [Wittbrodt et al., 2009] wird daher zur Erweiterung
dieser Definition zwischen Situation Assessment, Situational Model und
Situation Awareness unterschieden. Dabei ist, nach Wittbrodt et al., unter
diesen Schlagwo¨rtern folgendes zu verstehen:
Situation Assessment ist der ”Prozess zum Erreichen eines bestimmtenGrades von Situationsbewusstsein.“
Situational Model ist das ”Produkt dieses Prozesses in Form des aktuellenund sich dynamisch vera¨ndernden Wissens u¨ber die Situation.“
Situation Awareness ist der ”Grad der Vollsta¨ndigkeit und Fehlerfreiheitmit dem das Situational Model die relevanten Elemente der Situation
repra¨sentiert bzw. ihre Entwicklung antizipiert.“
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Demzufolge handelt es sich bei Situational Model und Situation Awareness
um Zusta¨nde, die eine interne Repra¨sentation der Situation darstellen
und bewerten. Das Situation Assessment als Prozess erstellt diese interne
Repra¨sentation.
Im Rahmen der vorliegenden Arbeit wird die erweiterte Definition von
Wittbrodt et al. zu Grunde gelegt, wobei die Begriffe Situationsbewusstsein
und -versta¨ndnis ha¨ufig synonym verwendet werden. Das Verstehen einer
Situation ist mit dem Bewusstsein u¨ber die Situation gleichbedeutend.
Ontologie und Wissen Der Begriff Ontologie ist im großen Maße
philosophischer Natur und befasst sich mit ”der Lehre vom Sein,von den Ordnungs-, Begriffs- und Wesensbestimmungen des Seien-
den“[Duden, 1990]. Neben der philosophischen klassischen Ontologie, die
sich hauptsa¨chlich mit metaphysischen Themen auseinandersetzt, gibt es
die analytische Ontologie, die allgemeine Strukturen und Eigenschaften
der Wirklichkeit analytisch herausarbeitet. Eine Ontologie stellt daher
auch die Frage nach grundlegenden Kategorien bzw. Konzepten und nach
den Beziehungen zwischen den Teilen und dem Ganzen.
Bei der Wissensabbildung der Konzepte und Beziehungen spielen deren
Definitionen, Begriffsbildung und -abgrenzung eine wesentliche Rolle. Die
Bedeutung eines Begriffs wird durch das Denotat und Konnotat gegeben.
Das Denotat bezeichnet die außersprachliche Wirklichkeit, wobei das Kon-
notat auch emotionale Wirkungen beru¨cksichtigt. Beispielsweise ist der
Begriff Roboter im Denotat nur durch das physische Objekt gekennzeichnet.
Das Konnotat von Roboter verbindet auch Begriffe wie Pra¨zision, Sta¨rke
und Gefahr.
Die Trennung von Denotat und Konnotat ist fu¨r viele Begriffe schwierig
und wird mit steigender Komplexita¨t der Objekte und Sachverhalte nahezu
unmo¨glich. Folglich wird eine klare Abgrenzung und deutliche Unterschei-
dung von Begriffen erschwert. Es bilden sich daraus Begriffslandschaf-
ten, die durch scharfe und schwache Begriffsbegrenzungen gekennzeichnet
sind [Proske, 2006]. Schwache bzw. unbestimmte Begrenzungen fu¨hren
zu Unklarheiten und werden als lexikalische Unscha¨rfe bezeichnet. Diese
Unscha¨rfe ist ha¨ufig ein Grund dafu¨r, dass wissensbasierte Systeme in der
Praxis auf gut abgrenzbare Anwendungsfelder beschra¨nkt sind.
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Die situative Beschra¨nkung von Kooperation und die ra¨umlich-zeitliche
Beschra¨nkung von Situationsbewusstsein ko¨nnen ausgenutzt werden, um
die lexikalische Unscha¨rfe bei Begriffsdefinitionen zu minimieren.
Handlungsziele Die Analyse menschlicher Entscheidungsprozesse wird
im Forschungsbereich des Operation Research untersucht [Montibeller and
Belton, 2006; Bond et al., 2010]. Es zielt darauf ab, die Entscheidungs-
findung von Entscheidungstra¨gern zu verstehen, zu modellieren und zu
verbessern. In der Arbeit von [Leonard, 2009] werden menschliche Ent-
scheidungsprozesse mit Roboterfeedback gekoppelt, um dem Menschen
optimale Entscheidungen zu ermo¨glichen.
Bevor ein Robotersystem in der Lage ist zu planen, wie eine Aufgabe
gelo¨st werden kann, muss zuvor ein Ziel identifiziert werden. Solche Ziele
ko¨nnen auf verschiedene Weise definiert werden. Eine Form ist die direkte
Vorgabe durch einen menschlichen Nutzer im Bereich der Haushaltsroboter,
wie bspw. ”Bereite Pfannkuchen zu“[Beetz et al., 2011]. Im Bereich derFussballroboter sind die Handlungsziele durch Regeln und dem Streben
nach Spielgewinn definiert [Tucnik, 2007].
Im Bereich der industriellen Mensch-Roboter-Kooperation ist fu¨r die Zieli-
dentifikation ein Entscheidungsprozess no¨tig, der situativ Handlungsziele
anpasst bzw. u¨berhaupt erst definiert.
5.2 Erkennung und Interpretation der
menschlichen Position
Menschliche Handlungen ko¨nnen im Kontext ihres Ausu¨bungsortes be-
trachtet werden. Auf diese Weise ko¨nnen eventuelle Vieldeutigkeiten von
Beobachtungen aufgelo¨st werden, da Einschra¨nkungen oder Voraussetzun-
gen durch den Ort gegeben sind. Ebenfalls ko¨nnen gleiche Handlungen
unterschiedlich interpretiert werden, wenn diese an unterschiedlichen Posi-
tionen ausgefu¨hrt werden. Im Folgenden wird sich mit der Problematik der
Erkennung und Interpretation der menschlichen Position bescha¨ftigt.
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5.2.1 Stand der Forschung
Die Position eines Menschen ist speziell dann interessant, wenn ortsbe-
zogene Dienste den mo¨glichen Konsumenten ansprechen sollen. In der
Arbeit von [Marmasse and Schmandt, 2002] werden GPS-Koordinaten
ausgewertet, um eine Person zu verfolgen und sogenannte virtuelle Pla¨tze
zu identifizieren. Anhand dieser Ortsinformationen ko¨nnen eMails oder
webbasierte Inhalte an den Nutzer weitergegeben werden. Verschiedene
Ansa¨tze werden ausgewertet um Ortkorrelationen zu lernen und Bewegungs-
muster vorherzusagen. Zu diesen Ansa¨tzen za¨hlen Bayes Klassifikatoren,
Histogramm Modelle und HMMs. In der Arbeit wird festgestellt, dass
Histogramm Modelle am besten fu¨r Datenabstraktion und Vorhersage
geeignet sind.
Ein a¨hnlicher Ansatz wird durch [Ashbrook and Starner, 2002] verfolgt.
Dabei wird argumentiert, dass die Aufgaben eines Nutzers mit dem Auf-
enthaltsort in Bezug stehen. Durch die Pra¨diktion der Nutzerbewegung
ko¨nnen Aufgaben fru¨hzeitig zeitlich eingeordnet oder beeinflusst werden.
Die Anzahl der Orte wird dabei durch Clusteranalyse der GPS Daten
bestimmt. Die Verweildauer an einem Ort wird bei der Analyse beru¨ck-
sichtigt. Die Beziehungen zwischen Orten werden durch HMMs modelliert,
welche dann auch fu¨r die Pra¨diktion eingesetzt werden.
In der Arbeit von [Eagle et al., 2009] werden Daten von Funkmasten analy-
siert, um Positionsinformation von Handybenutzern zu erhalten. Die Daten
werden mittels unu¨berwachter Clusteranalyse basieren auf Graphsegmen-
tierung verarbeitet. Die ermittelten Orte werden als Zusta¨nde in mehreren
dynamischen Bayes Netzen (DBN) fu¨r die Nutzerbewegungspra¨diktion
genutzt. Daru¨ber hinaus ko¨nnen abnormale Nutzerverhalten durch eine
Anpassung der DBNs erkannt werden.
Die Ausnutzung des semantischen Wissens eines Aufenthaltsortes eines
Menschen fu¨r die Erkennung menschlicher Aktivita¨ten wird in [Yamada
et al., 2007] vorgestellt. Einerseits wird festgestellt, dass Orte verschie-
dene Aktivita¨ten auslo¨sen ko¨nnen, andererseits sind diese Aktivita¨ten
eng mit genutzten Objekten verbunden. Entsprechend werden Orte als
Aktivita¨tsra¨ume definiert und ko¨nnen indirekt durch die Verwendung von
Objekten modelliert werden. Anhand der Aktivita¨tsra¨ume ko¨nnen dem
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Nutzer verschiedene Dienste proaktiv angeboten werden, wodurch explizite
Anfrageprozeduren vermieden werden ko¨nnen.
Die Ausnutzung der Vorhersage der menschlichen Position zur Anpas-
sung einer Robotertrajektorie wird in [Tadokoro et al., 1993] umgesetzt.
Die menschliche Bewegung ist als Markovprozess modelliert, wobei die
Pra¨diktion fu¨r die Bestimmung eines Gefa¨hrungsmaßes verwendet wird.
Anhand dessen wird die Robotergeschwindigkeit proaktiv angepasst. In
der vorliegenden Arbeit wird eine situationsabha¨ngige Risikobestimmung
zur Roboterbahnanpassung genutzt. Dabei ist neben Kopforientierung und
Bewegungsrichtung auch die relative Position von Mensch und Roboter
von Bedeutung.
5.2.2 Ortsbestimmung, Lokalisierung und Pra¨diktion
In der vorliegenden Arbeit wurden Gaußsche Funktionen genutzt, um
Potentiale im Arbeitsraum zu definieren, welche zur Lokalisierung und
Pra¨diktion dienen. Ein erster Ansatz hierzu wurde in [Puls and Wo¨rn, 2013]
vorgestellt. Der hauptsa¨chliche Vorteil Gaußscher Funktionen ist deren
Fa¨higkeit Orte als Positionsverteilungen abzubilden anstatt auf singula¨re
Punkte im Raum angewiesen zu sein. In Abbildung 5.1 ist ein Beispiel
fu¨r ein Trackingergebnis eines Menschen im Arbeitsraum des Roboters
abgebildet. In diesem Fall entha¨lt der Arbeitsraum drei verschiedene Orte,
von denen zwei kooperative Bereiche sind.
Wissen u¨ber den Aufenthaltsort des Menschen basiert auf einer seman-
tischen Abbildung der Trackingkoordinaten auf die Konzepte der Orte.
Diese Abbildung stellt die Grundlage fu¨r anschließende Interpretationen
und Schlussfolgerungen dar. Der Abbildungsprozess unterscheidet sich
anhand der Aufgabe: Lokalisierung oder Pra¨diktion.
Wie in Abbildung 5.1 (links) zu sehen ist, bilden die dargestellten Ko-
ordinaten Anha¨ufungen, die mit unterschiedlichen Orten (siehe Abb. 5.1
rechts) korrespondieren. Entsprechend wird die Ortsbestimmung mithilfe
unu¨berwachter Clusteranalyse durchgefu¨hrt. Der DBSCAN-Algorithmus
[Ester et al., 1996] erlaubt die Clusteranalyse ohne vorheriges Wissen u¨ber
die Anzahl der zu erwartenden Cluster. Entsprechend ist die Ortsbestim-
mung unabha¨ngig vom Anwendungsfall, wodurch ein genereller Ansatz
65
5 Handlungserkennung und Situationsverstehen
erreicht wird. Als Ergebnis der Analsyse kann ein jeder Datenpunkt zu
einem Cluster zugeordnet werden. Wa¨hrend der Analyse werden Daten-
punkte als Rauschen betrachtet, die zu keinem Cluster zugeordnet werden
ko¨nnen. Somit werden Trackingpositionen bei U¨bergangen zwischen Orten
entsprechend aussortiert.
Abbildung 5.1: Verfolgungsergebnis eines Menschen im Arbeitsraum
(links). Arbeitsraumdarstellung von der Seite (rechts).
Nach der Ortsbestimmung werden die extrahierten Cluster genutzt, um
anziehende Potentialfunktionen zu bestimmen. Diese Funktionen werden
fu¨r die Lokalisierung und Pra¨diktion herangezogen. Zur Bestimmung der
Gaußschen Funktionen werden die Mittelwerte und Kovarianzen der Cluster
ermittelt. Anschließend werden die Funktionen normalisiert (siehe Abb.
5.2).
Fu¨r Lokalisierungszwecke stellen die Gaußschen Funktionen Positionsver-
teilungen dar und definieren einen Grad der Zugeho¨rigkeit einer Position
zu einem Ort. Entsprechend wird die Lokalisierung auf die Anwendung
einer Schwellwertfunktion auf die Gaußschen Funktionen zuru¨ckgefu¨hrt.
Falls ein Wert u¨ber dem Schwellwert liegt, wird angenommen, dass die
Person an dem korrespondierenden Ort ist.
Die Pra¨diktion basiert auf zwei Faktoren: Bewegungsrichtung und anziehen-
de Wirkung der Potentialfunktion. Die Anziehung einer Potentialfunktion
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ist als deren Gradient in Bewegungsrichtung definiert. Entsprechend kann
der na¨chste Aufenthaltsort pra¨diziert werden sobald sich die Person in
Bewegung setzt. Die pra¨dizierte Bewegungsrichtung wird durch die An-
wendung der Kalman Pra¨diktion erreicht [Bar-Shalom et al., 2001].
Abbildung 5.2: Normalisierte Gaußsche Funktionen als Repra¨sentanten
der Cluster.
5.2.3 Evaluation und Diskussion
Um die Lokalisierung und Pra¨diktion zu evaluieren, wurde ein Produk-
tionsprozess imitiert, in dem eine Person Objekte an verschiedenen Ar-
beitspla¨tzen zu benutzen hatte. Die Pla¨tze entsprechen der Darstellung in
Abbildung 5.1.
5.2.3.1 Lokalisierung
Auf Grund der Modellierung der Orte als Verteilungen erreichte die Lokali-
sierung eine hohe Zuordnungsrate von 100%. Dafu¨r ist auch die klare Anord-
nung der Arbeitspla¨tze mitverantwortlich, die eine genaue Clusteranalyse
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erlaubt. In produktiven Umgebungen sind solche klaren Abgrenzungen zu
erwarten, da Prozesse und Einrichtungen eine Organisiationsstruktur im
Arbeitsbereich erfordern. Tenoth & Beetz zu folge, gilt diese Feststellung
auch fu¨r ha¨usliche Umgebungen, in denen Utensilien und Mo¨bel Strukturen
definieren und Beschra¨nkungen auf Aufenthaltsorte vorgeben [Tenorth and
Beetz, 2009].
5.2.3.2 Pra¨diktion
Bezu¨glich der Evaluation der Pra¨diktion wurde der pra¨dizierte Wert mit
dem tatsa¨chlich eintreffenden Wert verglichen. Dazu wurden die wa¨hrend
der Prozessimitation Pra¨diktions- und Lokalisierungsergebnisse aufgezeich-
net. Es wurde eine Pra¨diktionsrate von 90, 9% erreicht. Dabei stellten
speziell diagonale Bewegungen eine Herausforderung dar. Wie in Ab-
bildung 5.1 erkennbar ist, spiegeln die Trajektorien eher Bewegungen
um Ecken als direkte Wege dar. Das kann zwischenzeitlich zu falschen
Pra¨diktionen fu¨hren. Ebenfalls von Interesse war der fru¨hest mo¨gliche
Pra¨diktionszeitpunkt. Etwa 1,98 Sekunden vor dem Erreichen eines neuen
Arbeitsplatzes hat sich eine Pra¨diktion eingestellt. Im Vergleich zu den
vorliegenden Abmessungen der Arbeitszelle von 1,5 m × 1,5 m sind diese
Zeiten positiv zu bewerten.
5.2.3.3 Diskussion
In Fa¨llen, wo semantisch deutlich zu trennende Orte sehr eng beieinander
liegen, kann die Clusteranalyse nicht zu den gewu¨nschten Ergebnissen
fu¨hren. Einerseits kann dem durch ha¨ndische Anpassung entgegengewirkt
werden, oder die semantische Repra¨sentation muss dahingehend erweitert
werden, so dass alle semantischen Beziehung abgebildet werden. Folgerun-
gen u¨ber beobachtete Handlungen ko¨nnen dann den entsprechenden Ort
identifizieren. Die Pra¨diktion hingegen ist auch negativ betroffen, sobald
Arbeitspla¨tze kollinear angeordnet sind. So u¨berdecken o¨rtlich na¨here Po-
tentialfunktionen weiter entfernte. Dem kann entgegnet werden, in dem die
Pra¨diktion Wissen u¨ber den Prozessablauf beru¨cksichtigt. Entsprechend
ko¨nnen die Gaußschen Funktionen mit der zu erwartenden Position ge-
wichtet werden. Um Prozessabweichungen zuzulassen, ko¨nnte ebenfalls die
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Bewegungsgeschwindigkeit bei der Gradientenbestimmung beru¨cksichtigt
werden. Eine Bewegungsverlangsamung ko¨nnte na¨here Funktionen ho¨her
gewichten. Jedoch leidet dabei wiederum der Pra¨diktionszeitpunkt, der
auf diese Weise zeitlich nach hinten verlagert wird.
5.3 Erkennung von Handlungen und Aktionen
Im Verlauf von Interaktionen muss ein jeder Handlungspartner Wissen
u¨ber ausgefu¨hrte Handlungen haben, um u¨ber eigene korrespondierende
Handlungen zu entscheiden. Im Fall von Mensch-Maschine-Interaktion ist
es wesentlich, menschliche Handlungen zu erkennen, um darauf aufbauend
mo¨gliche Intentionen zu folgern und Erwartungen bezu¨glich Systemver-
halten abzuleiten. Im Folgenden wird sich daher mit der kontinuierlichen
Handlungserkennung auseinandergesetzt.
5.3.1 Stand der Forschung
Erkennung menschlicher Aktionen und Handlungen ist ein sehr aktiver
Forschungsbereich. Die Vielfalt der Klassifikationsmethoden ist in der
U¨bersicht von [Poppe, 2010] in drei Kategorien aufgeteilt:
1. Klassifikation ohne explizites Modell von Handlungsvariationen u¨ber
die Zeit,
2. Ansa¨tze mit temporalen Zustandsra¨umen,
3. Aktionserkennung ohne Aktionsmodellierung.
Nach Poppe versuchen die Methoden der letztgenannten Kategorie Beob-
achtungen mit annotierten Videosequenzen zu korrelieren. Daher werden
a¨hnliche Techniken eingesetzt wie bei Arbeiten aus den anderen Kategorien.
Auf Grund der Annahme, dass in industriellen Anwendungen praktische
bzw. ausfu¨hrbare Handlungen und Prozesse bekannt sind, werden im Fol-
genden entsprechende Arbeiten aus den Kategorien 1 und 2 betrachtet.
Daru¨ber hinaus ist im Falle neu auftretender Aktionen eine konkrete Mo-
dellierung praktikabler als die aufwa¨ndige und umfassende Annotation
von Sensordaten, wie es bei Kategorie 3 vorausgesetzt wird.
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In die erste Kategorie passend, verwenden Sun und Wang den k-na¨chste
Nachbarn Algorithmus, um Aktionen anhand von Pixelprojektionen und
Merkmalen u¨ber Schwerpunktbewegungen zu klassifizieren. Ohne die Be-
trachtungen der Bewegungsmerkmale ko¨nnen laut Sun und Wang a¨hnliche
Aktionen kaum differenziert werden, die sich vornehmlich durch ihre Ge-
schwindigkeit unterscheiden, wie bspw. laufen und gehen. Entsprechend
bilden die Bewegungsmerkmale auch Informationen temporaler Art ab.
Um die temporale Natur von Handlungen direkt erfassen zu ko¨nnen, basie-
ren viele Ansa¨tze auf Bayes Netzen, wie unter anderem [Loccoz et al., 2003]
und [Park and Aggarwal, 2004], oder Hidden Markov Modellen (HMM).
Diese Ansa¨tze ko¨nnen der Kategorie 2 zugeordnet werden. Sie versuchen
Beobachtungen mit probabilistischen Aktionsmodellen zu korrelieren. Spe-
ziell HMMs sind bei Erkennungsaufgaben popula¨r, da ihre theoretischen
Grundlagen gut verstanden sind und sie sich bei Anwendungen der Spra-
cherkennung bewa¨hrt haben [Kru¨ger et al., 2007].
In der Arbeit von Elmezain et al. wird ein System zur Erkennung von
Handgesten vorgestellt [Elmezain et al., 2008]. Dabei wird argumentiert,
dass die Orientierung der Bewegung das beste Merkmal im Vergleich zu
Position und Geschwindigkeit der Hand ist, um eine Geste zu beschreiben.
Entsprechend werden in der Arbeit nur Orientierungsmerkmale der Bewe-
gung der verfolgten Hand fu¨r die Klassifizierung genutzt. Diskretisierungen
der Orientierungen werden als Eingabe fu¨r ein HMM-Erkennungsmodul
verwendet. Damit aufeinander folgende Gesten erkannt werden ko¨nnen,
wurde eine sogenannte Null-Codewort-Erkennung eingefu¨hrt. Das Null-
Codewort wird durch eine statische Geschwindigkeit definiert. Durch die
Integrierung von 3D Informationen u¨ber die Handposition und Bewegung
konnten die Erkennungsergebnisse weiter verbessert werden [Elmezain
et al., 2009].
Mehrschichtige HMMs kommen in der Arbeit von Wu et al. zum Einsatz,
um Aktionen des Oberko¨rpers zu klassifizieren [Wu et al., 2008]. Loka-
le und globale Merkmale, entsprechend in Bezug auf den menschlichen
Ko¨rper oder die gesamte Bildszene, werden separat in verschiedenen HMMs
ausgewertet. Diese Modelle bilden die unterste Schicht und sind fu¨r die
Erkennung individueller Armaktionen verantwortlich. Die Ausgaben dieser
Schicht werden in einem neuen Merkmalsvektor zusammengefasst, welcher
als Eingabe der na¨chst ho¨heren Schicht dient. Diese Schicht modelliert
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die Beziehungen der zwei Arme. Folglich kann dieser Ansatz auch als
hierarchische Modellierung angesehen werden.
Basierend auf einer vollsta¨ndigen Verfolgung des menschlichen Ko¨rpers
sollen in der Arbeit von [Junxia et al., 2008] Aktionen erkannt werden. A¨hn-
lich wie bei [Wu et al., 2008] werden lokale und globale Merkmale genutzt,
um den Zustand des menschlichen Ko¨rpers zu repra¨sentieren. Durch eine
modellbasierte Darstellung des Ko¨rpers werden globale Bewegungsinforma-
tionen und lokale Gelenkmerkmale bestimmt. Fu¨r die Klassifikation werden
verschiedene HMMs parallel, jedoch nicht hierarchisch, eingesetzt. Das
Klassifikationsergebnis bestimmt sich aus einem kombinierten Maximum
der HMM-Ergebnisse.
U¨ber die Handlungswiederkennung hinausgehend versuchen Kulic et al.
menschliche Bewegungsprimitive zu extrahieren [Kulic´ et al., 2012]. Hier-
zu werden menschliche Bewegungen mittels Motion-Capture-System auf-
gezeichnet und die resultierenden Gelenkwinkel werden durch HMMs
probabilistisch segmentiert und hierarchisch geordnet. Ebenfalls wer-
den Zusammenha¨nge zwischen den HMMs bestimmt und ergeben einen
Bewegungsprimitive-Graphen, der bspw. die Generierung von Bewegungen
fu¨r humanoide Roboter erlaubt. Im Rahmen der vorliegenden Arbeit ist
jedoch das Erkennen bekannter Handlungsvorga¨nge wesentlich, wodurch
auf weniger komplexe Methoden zuru¨ckgegriffen werden kann.
5.3.2 Kontinuierliche Handlungserkennung
Im Rahmen dieser Arbeit werden menschliche Aktionen mittels mehrschich-
tiger HMMs erkannt, um sie bei anschließenden Schlussfolgerungsschritten
auszuwerten. In [Puls and Wo¨rn, 2012] wurde der folgende Ansatz ein-
gefu¨hrt und in [Puls and Wo¨rn, 2013] erweitert.
5.3.2.1 Hidden Markov Modelle
Eine ausfu¨hrliche Einfu¨hrung in das Thema von Hidden Markov Modellen
wird durch die Arbeit von Rabiner gegeben [Rabiner, 1989]. Hier sollen
HMMs zum U¨berblick eingefu¨hrt werden.
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HMMs beschreiben zwei probabilistische Prozesse. Ein Prozess stellt eine
sogenannte Markovkette dar, die aus Zusta¨nden und U¨bergangswahrschein-
lichkeiten besteht. Dieser Prozess kann als probabilistischer Zustandsau-
tomat repra¨sentiert werden. Die Markov Modelle tragen das Attribut
Hidden2, da diese Zusta¨nde nicht beobachtbar sind. Der zweite Prozess
generiert beobachtbare Symbole anhand einer zustandsabha¨ngigen Wahr-
scheinlichkeitsverteilung. Entsprechend kann durch die Beobachtung der
Symbole der zugrunde liegende Zustand probabilistisch gefolgert werden.
Dazu kann der Viterbi-Algorithmus eingesetzt werden.
Falls es verschiedene Modelle und eine Beobachtungssequenz von Symbolen
gibt, kann dasjenige HMM identifiziert werden, welches die Beobachtung
am besten widerspiegelt. Fu¨r die Evaluation der Wahrscheinlichkeit 𝑃 (𝑂|𝜆)
einer Beobachtungssequenz 𝑂 und eines gegebenen Modells 𝜆 kann der
Vorwa¨rts-Algorithmus genutzt werden. Um die Parameter eines HMM
anhand gegebener Beobachtungen einzulernen, kann der Baum-Welch-
Algorithmus angewendet werden.
Im Anwendungsfall der Handlungserkennung werden verschiedene HMMs
mittels Vorwa¨rts-Algorithmus evaluiert. Jede Handlung wird durch ein
eigenes Markov Modell repra¨sentiert. Diejenige Handlung, deren Modell
ho¨chste Wahrscheinlichkeit hat, wird als erkannt behandelt.
Es haben sich auf Grund verschiedener Anwendungsfa¨lle diverse Abwand-
lungen von HMMs herausgebildet. Als grundlegendes Modell haben sich
diskrete HMMs etabliert, bei denen diskrete, beobachtbare Symbole ge-
neriert werden. Im Gegensatz dazu gibt es auch kontinuierliche HMMs,
wobei die Symbole folglich kontinuierlich definiert sind. Daru¨ber hinaus
gibt es weitere komplexere Markov Modelle [Karg, 2012], wie bspw. semi
Markov Modelle, wobei eine Zustandshistorie u¨ber den aktuellen Zustand
entscheidet, oder faktorielle HMMs, bei denen Kombinationen von Markov
Ketten u¨ber die generierten Symbole entscheiden. Diese finden ebenfalls ih-
re Anwedungen bei der Modellierung menschlicher Bewegungen, bspw. bei
[Kulic et al., 2007; Karg et al., 2013]. Jedoch geht deren Anwendung u¨ber
die Handlungswiederkennung hinaus. Die Verwendung diskreter HMMs
hat sich, wie in Kap. 5.3.1 aufgezeigt, bewa¨hrt. Entsprechend wird im
Rahmen dieser Arbeit auf diskrete HMMs Bezug genommen.
2engl.: Versteckt
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5.3.2.2 Die Erkennungsmethode
Der Zweck der Handlungserkennung ist es, grundlegende menschliche
Aktionen zu identifizieren, wie bspw. gehen mit der jeweiligen Richtungsan-
gabe vorwa¨rts, ru¨ckwa¨rts, seitwa¨rts nach links oder rechts. Daru¨ber hinaus
werden Handlungen wie stillstehen, in die Hocke gehen, hinsetzen und
aufstehen erkannt. Ebenfalls werden diese Handlungen in modellierten
Kombinationen betrachtet. Dazu geho¨rt bspw. etwas aufheben, das sich aus
hocken und aufstehen zusammensetzt. Die Kombination des Aufstehens
nach dem Hinsetzen wird gleichermaßen behandelt. Entsprechend bilden
die HMMs ein zweischichtiges hierarchisches Netz, in dem Erkennungs-
ergebnisse der ersten Schicht als Beobachtungen der zweiten Schicht zur
Verfu¨gung stehen (siehe Abb. 5.3 links). Alle erkannten Handlungen wer-
den einem Ergebnismanagementmodul u¨bergeben, das diese abspeichert
und bei Bedarf wieder zur Verfu¨gung stellt.
Abbildung 5.3: Datenfluss in der zweischichtigen HMM-Architektur (links).
Orientierungsabbildung (rechts).
Die Auswahl der passenden Merkmale zur Nutzung als Beobachtungen stellt
die Grundlage fu¨r eine erfolgreiche Handlungserkennung dar. Basierend auf
den berichteten Erfahrung von Elmezain et al. sind Bewegungsorientierun-
gen am besten geeignet, um Handlungen zu unterscheiden [Elmezain et al.,
2008]. Entsprechend wird in dieser Arbeit die dreidimensionale Bewegung
des Oberko¨rpers auf eine Menge diskreter Richtungen abgebildet (siehe
Abb. 5.3 rechts). Somit ist die Beobachtung eine Funktion der entspre-
chenden Winkel: 𝑂 = 𝑓(𝛼, 𝛽), wobei sich die Winkel 𝛼 und 𝛽 aus der
Polarkoordinatendarstellung des Bewegungsvektors ergeben.
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Um der Ko¨rperbewegung und globalen Orientierungswechseln der Bewe-
gungsrichtung Rechnung zu tragen, mu¨ssen diese bezu¨glich eines lokalen
Referenzsystems bestimmt werden. Demzufolge muss eine Bewegung nach
links die gleichen Beobachtungen erzeugen – unabha¨ngig von Blickrichtung
und Ausrichtung des Menschen. Anhand der Kinematikrekonstruktion ist
die globale Orientierung des Menschen bekannt und kann somit direkt zur
Kompensation herangezogen werden.
Die Kontinuita¨t der Erkennung wird durch die Auswertung aller Modelle in
jedem Prozesszyklus erreicht. Um fehlerhafte Erkennungen auf Grund von
Ausfu¨hrung unbekannter oder unvollsta¨ndiger Handlungen zu vermeiden,
muss die ho¨chste Wahrscheinlichkeit aller Modelle u¨ber einem Schwell-
wert liegen. Andernfalls wird die Erkennung einer unbekannten Handlung
angenommen.
5.3.3 Evaluation und Diskussion
Zur experimentellen Analyse der HMM-basierten kontinuierlichen Hand-
lungserkennung wurden verschiedene Handlungsabfolgen von drei verschie-
denen Personen durchgefu¨hrt, die erfahren und unerfahren mit dem System
waren. Die Erkennungsergebnisse wurden abgespeichert (siehe Tabelle 5.1).
Die gesamte La¨nge der ausgefu¨hrten Handlungen betra¨gt 20 Minuten. Die
Handlungen wurden in keiner festen Reihenfolge sondern willku¨rlich aus-
gefu¨hrt. Fu¨r die Evaluation wurden ebenfalls die Sensordaten aufgezeichnet
und manuell annotiert. Der Vergleich der Erkennungsergebnisse und der
annotierten Daten hat die Anzahl korrekt, nicht und falsch erkannter
Handlungen ergeben.
Insgesamt wurden 121 Handlungen ausgefu¨hrt, wovon 101 richtig erkannt
wurden. Nicht erkannt wurden 14 und 6 Handlungen wurden falsch klassi-
fiziert. Demzufolge wurde eine Erkennungsrate von 83, 47% erreicht.
Dieser Wert erlaubt eine sichere Erkennung, da die Ergebnisse jedoch
direkt als logische Fakten im Schlussfolgerungssystem genutzt werden,
kann das System anfa¨llig fu¨r Fehler sein. Dieser Umstand ist jedoch auch
gegeben, wenn die Erkennungsrate deutlich besser wa¨re, da anzunehmen
ist, dass eine 100%ige Genauigkeit nur eine theoretische Mo¨glichkeit ist.
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Tabelle 5.1: Beispiel fu¨r erzeugte Ausgabe der mehrschichtigen HMM-
basierten Handlungserkennung.
1 16-3-3-0 Beobachtungssequenz
2 Aufstehen Erkannte Handlung
3 0,1225 Wahrscheinlichkeit der Handlung
4 1 Generiertes Symbol
5 Sitzen zu stehen Erkannte zusammengesetzte Handlung
6 0,9704 Wahrscheinlichkeit zusammengesetzter
Handlung
Folglich bedarf es einer Instanz, die fehlerhafte Ergebnisse bemerkt, wie es
im Abschnitt 6.2 behandelt wird.
5.4 Situationsverstehen durch Schlussfolgerung
Um Situationsverstehen erreichen zu ko¨nnen, muss allgemeines Wissen
u¨ber Handlungen, Orte, deren semantischen Beziehungen und zeitliche
Abha¨ngigkeiten modelliert werden. Mithilfe dieses Wissens und den Er-
kennungsergebnissen kann u¨ber Situationen gefolgert und Erwartungs-
haltungen angenommen werden. Als Konsequenz ko¨nnen explizite und
aufwa¨ndige Interaktionsprozeduren vermieden werden.
5.4.1 Stand der Forschung
In der Arbeit von [Shi et al., 2004] wird argumentiert, dass HMMs nicht gut
geeignet sind, um parallel stattfindende Aktivita¨ten zu erkennen. Daher
fu¨hren sie sogenannte Ausbreitungsnetze ein. In solchen Netzen wird jeder
Knoten mit einem Aktionsprimitiv assoziiert. Die Primitive enthalten pro-
babilistische Modelle u¨ber die Dauer der Handlungen. Um temporale und
logische Beschra¨nkungen einzuhalten, werden bedingte Verbundwahrschein-
lichkeiten eingesetzt. Analog zur Auswertung von HMMs werden mehrere
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Ausbreitungsnetze evaluiert, um die Beobachtungswahrscheinlichkeiten zu
approximieren.
Im Gegensatz dazu wird in der Arbeit von [Minnen et al., 2003] argumen-
tiert, dass rein probabilistische Methoden fu¨r die Erkennung ausgedehnter
Handlungen nicht ausreichend geeignet seien. Als Konsequenz wird ein
Ansatz basierend auf parametrierten stochastischen Grammatiken entwor-
fen.
Die Anwendung von wissensbasierten Methoden zur Aktionserkennung
wird kaum untersucht. Jedoch wurden Arbeiten zu Szeneninterpretation
mittels Beschreibungslogiken (DLs3) durchgefu¨hrt. DLs werden bspw. von
[Hummel et al., 2007] eingesetzt, um Schlussfolgerungen u¨ber Verkehrs-
situationen anzustellen und Straßenkreuzungen zu verstehen. Zum einen
werden fu¨r die Reduktion des Hypothesenraumes Inferenzdienste genutzt.
Zum anderen werden diese Dienste auch genutzt, um dem Fahrer nu¨tzliche
Informationen zur Verfu¨gung zu stellen.
Die Anwendung von Wissensverarbeitung im Zusammenhang mit Robotern
wird durch [Tenorth and Beetz, 2009] untersucht. Dabei wird im Speziellen
die Nutzung perso¨nlicher Roboter behandelt. Fu¨r die Wissensverarbeitung
kommt als Grundlage Prolog zum Einsatz. Die Wissensrepra¨sentation
basiert auf DLs und wird mittels eines Web Ontology Language (OWL)
Prolog-Plugin verarbeitet. Dieser Ansatz wird genutzt, um Anfragen u¨ber
das Umgebungsmodell zu stellen. Da Aktionen und Ereignisse durch se-
parate Module erkannt werden, werden diese als Wissensfakten in die
Wissensbasis aufgenommen und nicht durch Schlussfolgerungen erkannt.
Die Folgerungsmechanismen in Prolog werden auch nicht verwendet, um
Ru¨ckschlu¨sse auf Aktivita¨ten und Situationen zu ziehen.
DLs werden ebenfalls in der Arbeit von [Neumann and Mo¨ller, 2008] fu¨r
Szeneninterpretationen eingesetzt. Ra¨umliche und temporale Beziehungen
zwischen visuell zusammengefassten Konzepten bilden die Grundlage fu¨r
die Analyse und Interpretation von gedeckten Tischen. Der vorgeschla-
genen Interpretationsansatz stellt einen schrittweisen Prozess dar, der
visuelle Eindru¨cke und Kontextinformationen ausnutzt. Probabilistische
Information wird in dem wissensbasierten Rahmenwerk verwendet, um
bevorzugte Interpretationen zu generieren. Dieser Ansatz wurde zu einem
3engl. Description Logics
76
5.4 Situationsverstehen durch Schlussfolgerung
allgemeinen Interpretationsrahmenwerk weiterentwickelt, das basierend
auf DLs mit allgemeinen Multimediadaten zurechtkommt [Mo¨ller and
Neumann, 2008].
Ein umfassender Ansatz zum Situationsverstehen wird durch [Springer
et al., 2010] vorgestellt. Das System beinhaltet Kontexterfassung, Kon-
textabstraktion und Entscheidungsfindung in einem Rahmenwerk. Verschie-
dene Sensoren und Folgerungskomponenten werden durch das Rahmenwerk
verwaltet. Entsprechend ko¨nnen verschiedene Folgerungsdienste, darunter
auch DLs, fu¨r die Entscheidungsfindung eingesetzt werden.
Diese letzten Beispiele und die eigene vorliegende Arbeit zeigen, dass die
Verwendung von Beschreibungslogiken großes Potential offenbart. Daher
wurde dieser Ansatz fu¨r das Situationsverstehen im Rahmen dieser Arbeit
untersucht.
5.4.2 Modellierte Wissensbasis und Beschreibungslogiken
Im Rahmen dieser Arbeit werden Beschreibungslogiken eingesetzt, um Wis-
sen u¨ber Situationen, Handlungen und Zielsetzungen zu formalisieren. Im
Folgenden werden Beschreibungslogiken kurz eingefu¨hrt und anschließend
die modellierte Wissensbasis erla¨utert.
5.4.2.1 Beschreibungslogiken
Beschreibungslogik ist ein zwei-Variablen-Fragment der Logik erster Ord-
nung und die meisten Beschreibungslogiken sind entscheidbar. Folglich gibt
es robuste, vollsta¨ndige und terminierende Schlussfolgerungsalgorithmen.
Entsprechend wurden im Lauf der Zeit verschiedene effiziente Algorithmen
entwickelt und als Teil diverser Folgerungssysteme implementiert. Fu¨r
eine umfassende Einfu¨hrung zu den theoretischen Aspekten sowie der
Anwendung von Beschreibungslogiken wird auf die Arbeit von [Baader
et al., 2010] verwiesen.
Eine beschreibungslogische Wissensbasis ist klar unterschieden in Allge-
meinwissen und Wissen u¨ber Individuen, wobei jeweils ein eindeutiger
Bezug zu einer Doma¨ne gegeben ist. Somit ist ebenfalls das abgebildete
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Allgemeinwissen auf die Doma¨ne begrenzt und definiert ihre Terminolo-
gie. Die entsprechenden Axiome sind in der sogenannten Terminologiebox
angegeben, welche auch TBox genannt wird. Die Aussagen u¨ber Indivi-
duen werden in der Aussagenbox, oder ABox, zusammengefasst. Hummel
et al. zufolge erlaubt diese Trennung modulare und wiederverwendbare
Wissensbasen, wodurch eine effizientere Wissensrepra¨sentation mo¨glich ist
[Hummel et al., 2007].
Hummel et al. argumentieren auch, dass die sogenannte Offene-Welt-
Annahme von Beschreibungslogiken das Verarbeiten unvollsta¨ndiger In-
formation unterstu¨tzt, was fu¨r Folgerungen mit Bezug auf Sensordaten
essentiell ist.
5.4.2.2 Wissensbasis
Die Wissensbasis definiert Konzepte fu¨r Situationen, Handlungen, Ziel-
setzungen, Orte sowie Intentionen und modelliert inter-konzeptionelle
Beziehungen. Hinzu kommen Konzepte, die Aussagen u¨ber Menschen und
Roboter ermo¨glichen. Die entsprechenden Konzeptbezeichner und Relatio-
nen sind in Abbildung 5.4 als ER-Modell aufgefu¨hrt und wurden in Teilen
in [Puls et al., 2012b] vorgestellt.
Bei den Situationen werden in erster Linie zwei Unterscheidungen betrach-
tet: mit und ohne Menschen. Dabei wird das Attribut nrMenschen des
Konzeptes Situation ausgewertet. Somit la¨sst sich bspw. das Konzept kein
Mensch folgendermaßen definieren:
kein_Mensch = Situation ∩ ∀ =0.nrMenschen
Jedoch sind Situationen mit menschlichem Handlungspartner von gro¨ßerer
Bedeutung, so dass diese weiter untergliedert sind. Im Wesentlichen ko¨nnen
die Situationskonzepte folgendermaßen beschrieben werden:
Beobachten Situationen, in denen der Mensch den Roboter bei der Arbeit
beobachtet, bspw. wie es bei Qualita¨tssicherung zu erwarten ist.
Voru¨bergehen Der Mensch bewegt sich durch den Arbeitsraum, greift
jedoch nicht in den Prozess ein.
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Abbildung 5.4: Modellierte Wissensbasis als ER-Modell.
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Ablenkung Der Mensch beachtet den Roboter nicht. Er kann mit sei-
ner eigenen Aufgabe bescha¨ftigt sein, oder durch a¨ußere Ereignisse
abgelenkt sein.
Partielle Aufmerksamkeit Der Mensch ist dem Roboter soweit zugewandt,
dass anzunehmen ist, dass der Mensch den Roboter zumindest peri-
pher wahrnimmt.
Kommunikation Der Mensch gestikuliert, wodurch offensichtliche Kom-
munikation vom Menschen ausgeht.
Kooperation Situationen, in denen eine Kooperation zwischen Mensch
und Roboter angenommen wird.
Pause Der Mensch hat sich fu¨r eine Pause hingesetzt, befindet sich jedoch
noch im Arbeitsbereich. Zugrunde gelegt ist die Annahme, dass
produzierende Prozesse im Stehen durchgefu¨hrt werden.
In den Situationen ko¨nnen Aktionen und Aktivita¨ten durch den Menschen
ausgefu¨hrt werden. Aktionen bezeichnen kurzzeitige Handlungen, wa¨hrend
Aktivita¨ten andauernde Handlungen darstellen. So ist die Handlung hin-
hocken eine Aktion, wobei hocken eine Aktivita¨t beschreibt. Aktionen und
Aktivita¨ten sind durch die Relation wird ausgelo¨st durch verknu¨pft. Die
Aktivita¨t hocken wird somit durch das Ereignis hinhocken ableitbar.
Um zeitliche Bezu¨ge zwischen Aktionen zu realisieren, sind diese u¨ber die
Relation zeitlich nach miteinander verbunden. Eine Instanz des Konzep-
tes Werkzeug weglegen kann nur erzeugt werden, wenn eine Instanz des
Konzeptes Werkzeug nehmen zuvor erstellt wurde. Andernfalls fu¨hrt die
Verarbeitung der ABox zu einer inkonsistenten Wissensbasis und somit zu
einem Fehler. Daru¨ber hinaus ko¨nnen Aktionen zu sogenannten komplexen
Aktionen zusammengesetzt werden, wobei diese aus mindestens zwei ande-
ren Aktionen eine Einheit bilden. Zur Definition wird eine entsprechende
minimale Kardinalita¨t angegeben:
komplexe_Aktion = Aktion ∩ ∃>2besteht_aus.Aktion
Aktionen stellen auf diese Weise atomare Konzepte dar. Die Konzepte
Werkzeug nehmen und Werkzeug weglegen werden als solche atomaren Kon-
zepte behandelt, da sie auf die Auswertung des Attributes Werkzeug halten
des Konzeptes Mensch zuru¨ckzufu¨hren sind. Die modellierten komplexen
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Aktionen stellen im Rahmen dieser Arbeit Gesten dar, so dass die Bewe-
gung des Roboters durch Armbewegungen gesteuert werden kann. Damit
jedoch Gesten auch als solche interpretiert werden und korrespondierende
Verfahrbefehle umgesetzt werden ko¨nnen, muss zuvor die Aktion stoppe
Bewegung vom Menschen ausgefu¨hrt worden sein. Durch die Ableitung
komplexer Aktionen vom Konzept Aktion wird die temporale Beziehung
u¨bernommen.
Durch Aktionen ko¨nnen Erwartungen des Menschen an das Robotersy-
stem ausgelo¨st werden, die als Zielsetzungen modelliert sind [Puls et al.,
2013a]. Damit Zielsetzungen auch abgeleitet werden ko¨nnen, ohne eine
auslo¨sende Aktion feststellen zu mu¨ssen, ist bspw. das Situationskonzept
Kooperation durch Implikation mit dem Konzept Zielsetzung verknu¨pft.
Zielsetzungen sind ebenfalls direkt mit den Situationen verknu¨pft, in denen
diese tatsa¨chlich zu erwarten sind. Zielsetzungen sind daru¨ber hinaus auf
einen Roboter eingeschra¨nkt, der diese erfu¨llen kann. Durch die Auswer-








Die Aktivita¨ten sind durch die Relation findet statt an mit den mo¨glichen
Orten des Arbeitsraumes verknu¨pft. Ebenfalls verbindet die Relation ist
an den Menschen mit seinem Aufenthaltsort. Die Konzepte Mensch und
Intention sind wiederum durch die Beziehung beabsichtigt verbunden.
5.4.3 Das Schlussfolgerungssystem
Das Folgerungsmodul hat zur Aufgabe, Beobachtungen und Erkennungs-
ergebnisse anderer Systemmodule in die Wissensbasis als Aussagen der
ABox zu u¨bertragen und Folgerungsergebnisse weiterzuverarbeiten. Im
Folgenden wird auf diese Aufgaben und Folgerungssysteme eingegangen.
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5.4.3.1 Folgerungssysteme und Schnittstellen
Durch Entwicklungen im Bereich semantischer Netzwerke wurden verschie-
dene Folgerungssysteme entwickelt, um effiziente Algorithmen zu entwerfen
und zu implementieren. Dazu geho¨ren RacerPro [Haarslev et al., 2007],
FaCT++ [Tsarkov and Horrocks, 2006] und Pellet [Sirin et al., 2007]. Diese
Systeme bieten zur Nutzung ihrer Dienste verschiedene Schnittstellen an.
Ein erster Ansatz der vorgestellten Arbeit basierte auf dem Pellet-System
und nutze die DIG-Schnittstelle, da Pellet effizientes Folgern erlaubt [Pan,
2005; Gardiner et al., 2006]. Die DIG-Schnittstelle hat zum einen den
Vorteil der Trennung von Applikation und Folgerungssystem bezu¨glich
Programmiersprache und Ausfu¨hrungsort, da es die Kommunikation mit-
tels TCP und XML Nachrichten bewerkstelligt. Zum anderen ist diese
Schnittstelle jedoch veraltet und u¨berholt durch Entwicklungen, die einen
gro¨ßeren Funktionsumfang der Folgerungssysteme zur Verfu¨gung stellen.
Dazu geho¨rt bspw. die OWL API [Horridge and Bechhofer, 2009]. Auf
Grund der Konzentration der Entwicklung im Bereich semantischer Net-
ze, sind diese Schnittstellen auf Javaimplementierungen ausgelegt. Um
effiziente Folgerungsalgorithmen nicht durch zusa¨tzliche Kommunikation
und Konvertierungen zu verlangsamen, ist die Implementierung in C++
vorteilhaft.
Das System FaCT++ basiert auf C++ und konnte direkt in das MAROCO
Rahmenwerk eingebettet werden. Wie in [Tsarkov and Horrocks, 2006;
Pan, 2005; Gardiner et al., 2006] gezeigt, stellt FaCT++ effiziente und
schnelle Algorithmen bereit. Diese basieren auf dem Tableaux-Kalku¨l, wel-
che Optimierungstechniken einsetzen, die strukturelle Merkmale typischer
Ontologien ausnutzen [Tsarkov and Horrocks, 2006].
5.4.3.2 Das Folgerungsmodul
Das Folgerungsmodul hat vorrangig die Aufgaben ein Folgerungssystem
zu instanziieren und die Wissensbasis sowie die Folgerungsergebnisse zu
verwalten.
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Wissensverwaltung Die Verwaltung der Wissensbasis folgt einem funk-
tionellen Ansatz, der auch Sage&Frage4 genannt wird [Baader et al., 2010].
Nach dem Anlegen der Wissensbasis – die Sage-Operation – ko¨nnen Er-
gebnisse und Informationen entnommen werden – die Frage-Operation.
Die A¨nderung einer existierenden Wissensbasis kann nach einer Frage-
Operation durch Zuru¨ckziehen des entsprechenden Axiome in FaCT++
erreicht werden. Auf diese Weise werden einzelne Axiome als unbenutzt
markiert und die Wissensbasis als gea¨ndert gekennzeichnet. In einem
anschließenden Prozesszyklus ko¨nnen neue Axiome hinzugefu¨gt werden.
Auf Grund der internen Datenhaltungsstrukturen werden zuru¨ckgezogene
Axiome in FaCT++ nicht gelo¨scht. Entsprechend ko¨nnen bei wiederholtem
Zuru¨ckziehen und Neuanlegen Speicheranforderungen steigen. Aus diesem
Grund wurde das FaCT++-System im Rahmen dieser Arbeit durch eine
Funktionalita¨t zur Axiomaktualisierung mittels volatiler Axiome erweitert,
wodurch steigender Speicherverbrauch vermieden werden kann.
Die Wissensverwaltung beno¨tigt ein aktuelles Modell der Wissensbasis,
die sich aus doma¨nenspezifischen Wissen und Aussagen zu menschlichen
Kinematikmodell sowie roboterspezifischen Parametern zusammensetzt.
Die Aussagen werden in jedem Zyklus durch die Wissensverwaltung ak-
tualisiert. Die entsprechenden Werte der Parameter werden durch eine
Merkmalsextraktion bestimmt (siehe Abb. 3.3). Bezu¨glich des Konzeptes
Mensch sind folgende Attribute wichtig:
∙ Winkel beider Ellenbogen,
∙ Winkel beider Schultergelenke,
∙ Blickrichtung des Menschen bezu¨glich Roboterposition,
∙ Benutztes Werkzeug.
Die ersten drei Attribute ko¨nnen direkt aus dem Menschmodell und dem
Umweltmodell entnommen werden. Da die Benutzung kleinerer Objekte
durch die bisherige Sensorausstattung nicht mo¨glich ist, wird der Wert
des Attributes Benutztes Werkzeug durch direkte Nutzereingabe, bspw.
mittels Wii-Remote, festgelegt.
Die Komponente Roboter stellt folgende Parameter bereit:
4engl.: Tell&Ask
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Greiferstatus Der enthaltene Wert kann leer oder greifend annehmen.
Bewegungsart Der Wert kann sein: gestoppt, vorgegebenem Pfad folgend
oder gegebener Aufgabe folgend.
Durch die Betrachtung von Parametern des menschlichen Kinematikmo-
dells wird es mo¨glich Zustandsa¨nderungen durch Folgerung direkt wahr-
zunehmen, ohne auf eine gesonderte Klassifikationsinstanz zuru¨ckgreifen
zu mu¨ssen. Es ist daru¨ber hinaus mo¨glich, im Rahmen des betrachteten
Kooperationssystems einfache Armgesten des Menschen damit zu model-
lieren und zu klassifizieren. Da jedoch die beno¨tigte Verarbeitungszeit
ho¨her ist als bei dedizierten Gestenklassifikationsmethoden (siehe Ab-
schnitt 5.4.5), sind kontinuierliche bzw. schnelle Bewegungen nur begrenzt
modellierbar.
Kombination mit unscharfer Logik In einem ersten Ansatz wurden die
extrahierten Werte der Merkmale auf scharfe Mengen abgebildet. Die
Wissensbasis wurde dann mit korrespondierenden Zeichenketten befu¨llt,
die vergleichende Operationen wa¨hrend der Schlussfolgerung erlauben
[Puls et al., 2012b]. Der aktuelle Ansatz kombiniert unscharfe Logiken mit
dem beschreibungslogischen System FaCT++.
Die Kombination von Unscha¨rfe und Beschreibungslogiken kann auf ver-
schiedene Arten erreicht werden. In der Arbeit von [Lukasiewicz and
Straccia, 2006; Lukasiewicz and Straccia, 2008] wird die Darstellung von
Unscha¨rfe in Form von Wahrscheinlichkeiten und unscharfen Mengen be-
handelt, wobei entsprechende Syntax und Semantik eingefu¨hrt wird. Die
Kombination von unscharfer Logik mit Beschreibungslogiken in einem
Folgerungssystem wurde durch Bobillo et al. untersucht, wobei unschar-
fe Konzepte und Relationen in einem Konvertierungsschritt auf scharfe
Konzepte und Relationen abgebildet wurden [Bobillo et al., 2008]. In
der Arbeit von Stoilos et al. wird fu¨r eine unscharfe Beschreibungslogik
ein Tableaux-Algorithmus vorgestellt, der eine Konvertierung vermeidet,
jedoch in der Ausdrucksmo¨glichkeit beschra¨nkt ist [Stoilos et al., 2008].
Im Rahmen der vorliegenden Arbeit wird der Folgerungsprozess durch die
Kombination mit unscharfer Logik zu einem zweistufigen Prozess. Mittels
einer Regelbasis der unscharfen Logik werden Eingabewerte der Merk-
malsextraktion klassifiziert und ko¨nnen direkt als Konzeptdefinitionen
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im beschreibungslogischen Teil ausgewertet werden. Somit werden in der
ersten Stufe die Regeln der unscharfen Logik ausgewertet, so dass der
jeweilige Typ einer Merkmalsinstanz festgelegt wird. Der Typ ist a¨qui-
valent zum speziellsten anwendbaren Konzept in der Konzepthierarchie
korrespondierend mit der Instanz. Die zweite Stufe des Folgerungsprozes-
ses nutzt diese Typfestlegungen aus, um den Hauptteil der Wissensbasis
zu klassifizieren. An den Stellen, wo Bezug auf die unscharfen Konzepte
genommen wird, wird direkt der scharfe, konkrete Typ verwendet.
Einbindung externer Erkennungsergebnisse Externe Erkennungsergeb-
nisse beinhalten:
∙ menschliche Handlungen, die mittels HMMs klassifiziert wurden,
∙ Aufenthaltsort des Menschen,
∙ Bewegungsabsicht des Menschen,
∙ durch den Menschen benutztes Werkzeug.
Wie bereits beschrieben, wird das benutzte Werkzeug als Attribut des
Menschen behandelt und durch die Merkmalsextraktion bereitgestellt.
Die anderen Ergebnisse werden durch die Verwendung von sogenannten
Verbindungskonzepten in die Wissensbasis als Instanzen eingetragen und
stehen auf diese Weise wa¨hrend der Klassifikation der Wissensbasis zur
weiteren Verwertung zur Verfu¨gung.
Verwaltung von Ergebnissen Damit die modellierten Relationen zwi-
schen Konzepten mit entsprechenden Instanzen, auch Individuen genannt,
verknu¨pft werden ko¨nnen, bedarf es der Ergebnisverwaltung. Speziell bei
Handlungen, die eine zeitliche Beziehung zueinander haben und aus an-
deren Handlungen zusammengesetzt sein ko¨nnen, ist diese Verwaltung
essenziell. Vergangene Aktionen mu¨ssen in jedem Prozesszyklus in die
Wissensbasis eingetragen werden und mit anderen Aktionen verknu¨pft
werden. Demzufolge werden auch die Ergebnisse externer Module in der
Verwaltung beru¨cksichtigt.
Um den zeitlichen Horizont der Verwaltung zu begrenzen werden die
Folgerungsergebnisse untersucht, wobei auf spezielle Ergebniszusta¨nde
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geachtet wird. Verla¨sst der Mensch den Arbeitsraum wird eine zeitliche
Unabha¨ngigkeit der zuku¨nftigen Ereignisse von bisherigen Beobachtun-
gen angenommen. Entsprechend werden veraltete Ergebnisse durch die
Verwaltung entfernt. Gleiches gilt fu¨r das Auftreten zusammengesetzter
Handlungen, die in erster Linie nach dem Erkennen der Geste stoppe Be-
wegung und vor der Erkennung fu¨hre Bewegung fort relevant sind. Folglich
ko¨nnen andernfalls korrespondierende Ergebnisse durch die Verwaltung
verworfen werden.
5.4.4 Untersuchung zur Optimierung durch inkrementelle
Folgerung
In der Anwendung zur zyklischen Auswertung von Beobachtungen und
Ereignissen in der MRK ist es wu¨nschenswert, dass Schlussfolgerungen
schnellst mo¨glich durchgefu¨hrt werden. Dabei liegt die Idee nahe, dass
hauptsa¨chlich Vera¨nderungen betrachtet werden anstatt wiederholt die
gesamte Wissensbasis mit vergangenen und aktuellen Informationen fu¨llen
und auszuwerten. Entsprechend wurde im Rahmen dieser Arbeit untersucht,
ob inkrementelle Folgerung einen Nutzen bringen kann.
In der Arbeit von Grau et al. wurde eine Methode zur inkrementellen Fol-
gerung vorgestellt, die auf Modularisierung der Wissensbasis basiert. Dabei
wird argumentiert, dass ein beliebiges Folgerungssystem ohne A¨nderungen
der internen Algorithmen verwendet werden kann, da die Wissensbasis
selbst angepasst wird [Grau et al., 2010]. Ein Modul fu¨r ein Axiom wird
von Grau et al. folgendermaßen definiert:
Definition 5.1 Sei 𝑂 eine Ontologie und 𝑂1 ⊆ 𝑂 eine Teilmenge von
Axiomen von 𝑂. 𝑂1 wird Modul fu¨r ein Axiom 𝛼 genannt, falls gilt:
𝑂1 |= 𝛼⇔ 𝑂 |= 𝛼.
Demzufolge ist jede U¨bermenge von 𝑂1 ein Modul fu¨r 𝛼, so auch 𝑂 selbst.
Jedes Modul entha¨lt mindestens eine Begru¨ndung fu¨r 𝛼, wobei Begru¨ndung
als minimale Axiomenmenge definiert wird, aus der 𝛼 gefolgert werden
kann. Jede Begru¨ndung ist somit ein minimales Modul fu¨r 𝛼. Entsprechend
genu¨gt das Wissen u¨ber alle Begru¨ndungen in 𝑂 fu¨r 𝛼, um alle Module fu¨r
𝛼 zu bestimmen. Die Idee dabei ist, dass fu¨r die Folgerung der gesamten
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Wissensbasis diejenigen Module nicht betrachtet werden mu¨ssen, deren
Axiome in den A¨nderungen nicht beteiligt sind.
Grau et al. schlagen einen Algorithmus vor, um mo¨glichst kleine Module
zu bestimmen – die Bestimmung von minimalen Modulen ist sehr re-
chenintensiv und kann auf das Problem der Wissensbasisklassifizierung
zuru¨ckgefu¨hrt werden. Im Rahmen dieser Arbeit wurde der Algorithmus
zur Modulbestimmung in das FaCT++-System integriert. Resultierend
kann festgestellt werden, dass die ermittelten Module sehr ungleich verteilt
sind. Insgesamt entha¨lt die Wissensbasis 136 Axiome. Die Modularisierung
teilt diese in 61 Module auf, wovon 51 Module identisch sind und 131
Axiome umfassen. Es wurden sieben Module identifiziert, die jeweils ein
unterschiedliches Axiom enthalten. Drei Module enthielten die leere Menge.
Folglich ist die entwickelte Wissensbasis intern stark zusammenha¨ngend, so
dass A¨nderungen eines Axioms unterschiedliche Ergebnisse der Auswertung
fast aller anderen Axiome nach sich ziehen kann.
Eine inkrementelle Folgerung durch Modularisierung der Wissensbasis ist
fu¨r den vorgestellten Anwendungsfall somit kaum sinnvoll durchfu¨hrbar.
Andere Mo¨glichkeiten der inkrementellen Verarbeitung von Ontologien sind
denkbar, bspw. [Parsia et al., 2006; Halaschek-Wiener and Hendler, 2007],
jedoch sind damit grundlegende Eingriffe in die Ontologieverarbeitung und
Folgerungsalgorithmen verbunden.
5.4.5 Evaluation und Diskussion
Fu¨r die Analyse des Folgerungsmoduls wurden verschiedene Handlungs-
abla¨ufe ausgefu¨hrt und aufgezeichnet. Um eine effiziente Analyse zu
ermo¨glichen, wurde daru¨ber hinaus wurde eine Methode zur automa-
tischen Merkmalswertvorgabe implementiert. Die Analyse stu¨tzt sich somit
insgesamt auf die Wertvorgabe und der Verarbeitung tatsa¨chlicher Sen-
sorwerte. Entsprechend ko¨nnen natu¨rliche Handlungen betrachtet werden
und U¨berga¨nge zwischen Aktionen sowie spezielle Nutzfa¨lle untersucht
werden. Dabei spielt die Verarbeitungsdauer eine wesentliche Rolle, da
es sich um die Anwendung wa¨hrend der Mensch-Roboter Kooperation
handelt. Zeitliche Aspekte ko¨nnen hierbei Aussagen u¨ber Verwendbarkeit
des Systems ermo¨glichen.
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5.4.5.1 Ergebnisse
In Tabelle 5.2 sind die Ergebnisse der zeitlichen Betrachtung von 2830
Zyklen aufgefu¨hrt, wobei die Merkmalswertvorgabe genutzt wurde. Die
durchschnittliche Verarbeitungsdauer liegt bei etwa 263 ms. Die untere
Grenze wird durch 54 ms dargestellt. In seltenen Fa¨llen werden bis zu
1,2 Sekunden beno¨tigt, wobei der Anteil der Zyklen u¨ber einer Sekunde
3,53 % erreicht. Fast alle dieser Ausreißer beno¨tigen zwischen 1,2 und 1,22
Sekunden.
Tabelle 5.2: Ergebnisse zur Verarbeitungsdauer bei Verwendung der Merk-
malsvorgabe.
# Zyklen 2830 # > 500 ms 441 (15,58 %)
⊘ Antwortzeit [ms] 263,19 # > 1000 ms 100 (3,53 %)
Minimum [ms] 54 # > 1200 ms 100 (3,53 %)
Maximum [ms] 1221 # > 1220 ms 1 (0,03 %)
Standardabweichung [ms] 284,17
Tabelle 5.3: Ergebnisse zur Verarbeitungsdauer bei Verwendung von Sen-
sordaten.
# Zyklen 2680 # > 500 ms 381 (13,46 %)
⊘ Antwortzeit [ms] 236,68 # > 1000 ms 112 (3,96 %)
Minimum [ms] 37 # > 1200 ms 79 (2,79 %)
Maximum [ms] 1543 # > 1220 ms 41 (1,45 %)
Standardabweichung [ms] 320,24
In Tabelle 5.3 sind die entsprechenden Ergebnisse unter Verwendung
tatsa¨chlicher Sensordaten aufgefu¨hrt. Aufgezeichnet wurden 2680 Verarbei-
tungszyklen mit einer durchschnittlichen Verarbeitungszeit von etwa 237
ms, was geringer ist als bei Merkmalswertvorgabe und eine durchschnittli-
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che Verarbeitungsrate von 4,2 Hz ergibt. Jedoch sind die Ergebnisse zu
Ausreißern und Standardabweichung schlechter.
In Abbildung 5.5 oben ist die Laufzeitanalyse einiger Verarbeitungszyklen
aufgefu¨hrt, wobei Merkmalswertvorgaben genutzt wurden. Der wiederho-
lende Charakter der Vorgaben kann klar erkannt werden. Ebenfalls zu
erkennen ist die Systematik und Wiederholbarkeit der Ausreißer, was auf
eine Abha¨ngigkeit von Merkmalswerten hindeutet. In Abbildung 5.5 unten
ist die Zyklenverarbeitungszeit mit der korrespondierenden Anzahl der
Ergebniskonzepten abgetragen. Es ist ersichtlich, dass die Anzahl der ab-
geleiteten Konzepten nicht direkt mit der Verarbeitungszeit in Verbindung
gebracht werden kann.
5.4.5.2 Diskussion
Die Fa¨higkeiten des vorgestellten Ansatzes gehen u¨ber eine einfache Si-
tuationserkennung hinaus, da Folgerungen ausgenutzt werden, um direkt
Zielsetzungen und somit Erwartungen an das technische System abzuleiten.
Dazu werden die Informationen verschiedener externer Erkennungsmodule
mit Beobachtungen u¨ber das menschliche Kinematikmodell und Roboter-
parameter fusioniert.
Die erreichte Verarbeitungsfrequenz von etwa 4 Hz ermo¨glicht zeitnahe
Situationsanalysen und Versta¨ndnisentwicklung fu¨r Vorga¨nge im Arbeits-
bereich, wobei die Verarbeitungszeit von etwa 250 ms keine sichere Koope-
ration allein basierend auf dem Folgerungssystem erlaubt. Entsprechend
ist ein hierarchischer Systemaufbau notwendig, der die ho¨heren kognitiven
Funktionen mit sicherheitsrelevanten Modulen koppelt. Auf diese Wei-
se ko¨nnen Sicherheitsbetrachtungen im Gesamtsystem durchgesetzt und
durch ho¨here kognitive Funktionen gelenkt werden. Ein solcher hierar-
chischer Ansatz wird in dieser Arbeit mit den in Kapitel 6 vorgestellten
Methoden verfolgt.
Mit dem vorgestellten Ansatz zur Situationsanalyse ko¨nnen Bewegungen
des Menschen direkt erfasst werden, jedoch ist anzunehmen, dass geu¨bte
Werker Prozessschritte sehr schnell ausfu¨hren ko¨nnen. Betrachtungen zu
solchen Aspekten sind jedoch nach bestem Wissen nicht verfu¨gbar. Es ist
trotzdem zu erwarten, dass weitere Beschleunigungen no¨tig sind.
89
5 Handlungserkennung und Situationsverstehen
Abbildung 5.5: Oben: Laufzeitanalyse mit wiederkehrenden Merkmals-
wertvorgaben. Unten: Der untere Verlauf (gru¨n) gibt die Anzahl der Er-
gebniskonzepte. Die obere Linie (blau) zeigt die entsprechende Zyklenver-
arbeitungszeit. Merkmalswertvorgabe wurde genutzt.
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Die untersuchte Optimierung zur inkrementellen Folgerung hat nicht die
gewu¨nschten Effekte erzielen ko¨nnen. Insbesondere der Grad der Ver-
knu¨pfungen der modellierten Konzepte erlaubt keine Modularisierung der
Wissensbasis. Dieser Umstand kann sich bei Betrachtung komplexerer
Sachverhalte und Prozesse a¨ndern, jedoch ist zu erwarten, dass Produkti-
onsprozesse nur unter Einfu¨hrung von Konzeptredundanzen aufgetrennt
werden ko¨nnen.
5.5 Ermittlung von Handlungszielen fu¨r das
Robotersystem
Im Bereich der industriellen Mensch-Roboter-Kooperation ist das allge-
meine Handlungsziel dadurch gegeben, dass Mensch und Maschine ge-
meinschaftlich Produkte herstellen, so dass der Roboter den Menschen
unterstu¨tzt und ko¨rperliche Anstrengungen fu¨r den Menschen reduziert
wird. Um eine sinnvolle Kooperation zu erreichen sind diese Vorgaben
jedoch mehrdeutig und nicht ausreichend. Auf Grund dessen, dass die
industrielle Anwendung der MRK eine indirekte Form der Kooperation
darstellt, kann der Roboter nicht einfach Aktionen des Menschen kopie-
ren (siehe Kap. 5.1). Stattdessen komplementieren sich die Handlungen
von Mensch und Roboter. Daher wird in dem zuvor vorgestellten System
zur Situationsanalyse die Aufgabenzielsetzung durch das wissensbasierte
System modelliert und bestimmt.
Im Folgenden wird die Methode zur Umsetzung dieser allgemeinen Zielset-
zung in einzelne Handlungsziele vorgestellt, damit diese durch den Roboter
abgearbeitet werden ko¨nnen.
5.5.1 Reaktive Handlungsplanung
Die Themen der automatisierten Aufgaben- und Ausfu¨hrungsplanung sind
aktive und popula¨re Forschungsbereiche [Ghallab et al., 2004]. Entspre-
chend wurden verschiedene Methoden entwickelt, um gegebene komplexe
Aufgaben zu erreichen. Die Anwendung des Situationskalku¨ls ist eine die-
ser Methoden, die im Bereich der Robotik eingesetzt wurde, bspw. in
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der Form der GOLOG Aktionssprache [Ferrein et al., 2005]. Weitere For-
schung und Entwicklung hat den Einsatz logikbasierter Robotersteuerung
in dynamischen Doma¨nen ermo¨glicht, wie es im Bereich des Roboterfuß-
balls demonstriert wurde [Ferrein and Lakemeyer, 2008; Ferrein, 2010].
Demzufolge zeigt die Anwendung des Situationskalku¨ls gute Ergebnisse
und Potential fu¨r den Einsatz im Bereich der industriellen Robotik. Ent-
sprechend wurde dieser Ansatz zur Handlungsplanung im Rahmen dieser
Arbeit ausgewa¨hlt und untersucht [Puls et al., 2013a].
Das Situationskalku¨l wurde erstmals von McCarthy 1963 vorgestellt [Mc-
Carthy, 1963]. Es ist eine Logik zweiter Ordnung und wird durch Terme
erster Ordnung charakterisiert. Diese Terme sind Aktionen 𝑎 und Si-
tuationen 𝑠. Situationen sind axiomatische Zustandsbeschreibungen des
Weltmodells. Aktionen repra¨sentieren die U¨berga¨nge zwischen Situationen.
Eine detaillierte Einfu¨hrung zum Situationskalku¨l wird in [Reiter, 2001]
gegeben. Die GOLOG Aktionssprache basiert auf dem Situationskalku¨l.
Die im Rahmen dieser Arbeit untersuchte Methode zur Handlungspla-
nung geht auf die Resultate von Ha¨hnel zuru¨ck, der ein GOLOG-basiertes
Laufzeitsystem als Planungssystem vorstellte [Ha¨hnel, 1998].
In Abbildung 5.6 sind die beteiligten Komponenten schematisch dargestellt.
Die identifizierte Zielsetzung wird im Weltmodell abgelegt, damit andere
Komponenten darauf Zugriff haben. Die GOLOG-Schnittstelle u¨bersetzt
die Informationen des Weltmodells zu GOLOG-Aussagen, die eine sym-
bolische Repra¨sentation der Orte und situationsabha¨ngigen Parametern
benutzt. Die Zielsetzungen werden dabei direkt als Teil des Zustands des
Menschen formuliert. Entsprechend formuliert die folgende Aussage, dass
der Mensch mehr Material beno¨tigt, wobei er sich an Position 1 in der
Situation 𝑠0 befindet:
mensch(Material, 1, 𝑠0)
Falls kein Mensch pra¨sent ist oder dieser mit eigenen manuellen Aufgaben
bescha¨ftigt ist, wird als Zielsetzung angenommen, dass der Roboter einem
vordefinierten Plan folgen soll.
Die GOLOG-Schnittstelle fu¨hrt eine Vorverarbeitung der resultierenden
Pla¨ne durch, indem die Ergebniszeichenkette in symbolische Ausfu¨hrungs-
schritte aufgeteilt wird. Ein Beispiel eines resultierenden Planes kann
folgendermaßen angegeben werden:
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Die Planausfu¨hrungskomponente u¨bersetzt jeden dieser Schritte in eine
Anweisungsfolge, die aus Bewegungs- und Greifvorgaben zusammenge-
setzt ist. Symbolische Informationen, wie Orte oder Objektbeschreibungen,
werden auf korrespondierende Koordinaten oder Objektreferenzen abge-
bildet. In manchen Fa¨llen, kann diese Abbildung durch eine tabellarische
Zuordnung erfolgen. In Fa¨llen von Vorgaben, die von der menschlichen
Position abha¨ngen, wie bspw. Objektu¨bergabe, wird Szenenwissen und
die rekonstruierte menschliche Kinematik verwendet, um entsprechende
Roboterkonfigurationen zu bestimmen.
Um dynamische Situationen zu behandeln und dynamisches Planungsver-
halten zu erreichen, werden erwartete Weltmodella¨nderungen mit beob-
achteten verglichen. Falls Unterschiede auffallen, wird durch die GOLOG-
Schnittstelle eine erneute Planung mit gea¨ndertem Weltmodell angestoßen.
Eine Neuplanung wird ebenfalls ausgefu¨hrt, falls eine gea¨nderte Zielsetzung
vom System gefolgert wird.
5.5.2 Evaluation und Diskussion
Um das System zur Handlungsplanung und Planausfu¨hrung zu untersu-
chen, wurden verschiedene Ansa¨tze gewa¨hlt. Einerseits wurden a-priori
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Weltmodelle definiert, um die Plausibilita¨t und Umsetzbarkeit der Pla-
nungsergebnisse zu u¨berpru¨fen. Andererseits wurde ein Prozess simuliert,
um die dynamischen Aspekte der Planausfu¨hrung zu untersuchen.
Fu¨r die Untersuchungen wurden verschiedene Orte und Bereiche im Ar-
beitsraum definiert. Diese sind in Abbildung 5.7 dargestellt. Das Szenario
beinhaltet die vordefinierte Aufgabe fu¨r den Roboter, Werkstu¨cke von Ort
4 in die Box an Ort 5 zu transportieren. Falls der Mensch weiteres Material
beno¨tigt, soll der Roboter entsprechende Objekte an Ort 7 aufnehmen
und zum Werker verfahren. Fu¨r den Fall, dass eine Box gefu¨llt ist, soll die
volle Box an Ort 6 transportiert werden, so dass die darunterliegende Box
genutzt werden kann.
Abbildung 5.7: Darstellung des Arbeitsraumes. Die verschiedenen symbo-
lischen Orte sind durch Nummern markiert.
Um die Plausibilita¨t der Planung zu untersuchen, wurden Weltmodelle
vordefiniert. Die korrespondierenden Pla¨ne wurden manuell auf Konsi-
stenz und Umsetzbarkeit analysiert und u¨berpru¨ft. Einige Beispiele dieser
Weltmodelle mit entsprechenden Pla¨nen sind in Tabelle 5.4 aufegu¨hrt.
Diese zeigen, dass einfache und komplexe Kombinationen von Aktionen
zur Zielerfu¨llung erstellt werden ko¨nnen. Das zweite Beispiel in Tabelle
5.4 zeigt gleichermaßen die Zielannahme eines vordefinierten Prozesses, da
keine andere Zielsetzung durch den Menschen vorgegeben wird.
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Diese Ergebnisse zeigen das erwartete statische Verhalten der GOLOG-
basierten Planung. Um die dynamischen Aspekte zu beleuchten, wurden
Sensordaten durch das Gesamtsystem ausgewertet. Somit wurde ein Pro-
duktionsprozess wie beschrieben durch menschliche Interaktionen mit
dem System simuliert. In Tabelle 5.5 ist ein Auszug des aufgezeichneten
Protokolls aufgefu¨hrt.
Tabelle 5.4: Beispiele fu¨r Weltmodelle mit entsprechenden Pla¨nen.
Weltmodell: mensch(Material, 1, s0), tcp(Objekt, s0),
roboter(1, s0), boxvoll(s0)
Plan: s0 ablegen(Objekt)
Erla¨uterung: Der Werker beno¨tigt Material. Der Roboter greift ein
Objekt und ist nahe des Menschen positioniert. Somit
kann der Roboter das Objekt direkt u¨bergeben.
Weltmodell: mensch(bescha¨ftigt, 1, s0), tcp(leer, s0),
roboter(7, s0), boxvoll(s0)
Plan: s0 verfahren(5) aufnehmen(Box) verfahren(6)
ablegen(Box) verfahren(4) aufnehmen(Werkstu¨ck)
verfahren(5) ablegen(Werkstu¨ck)
Erla¨uterung: Der Werker ist bescha¨ftigt mit eigener Arbeit. Die
Box ist gefu¨llt und der Roboter hat kein Objekt im
Greifer. Entsprechend muss der Roboter die volle
Box transportieren, um dann ein Werkstu¨ck in die
leere Box zu legen.
Die aufgefu¨hrten Daten in Tabelle 5.5 enthalten Zeitstempel und kor-
respondierende Information bezu¨glich Weltmodell (WM), Pla¨nen und
Ausfu¨hrungsschritten. Wie zu erkennen ist, wird der Plan ein Werkstu¨ck
zu transportieren aufgegeben, da der Mensch in die Zelle tritt und Mate-
rial beno¨tigt. Dies verdeutlicht die dynamische Anpassungsfa¨higkeit von
Handlungspla¨nen.
Zur Analyse des Laufzeitverhaltens wurden zufa¨llige Weltmodelle generiert.
Verschiedene Durchla¨ufe erzeugten jeweils Protokolldaten, die untersucht
wurden. In Abbildung 5.8 sind die kumulativen Zeiten fu¨r bis zu 30000
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Tabelle 5.5: Auszug der Protokolldaten zur Verdeutlichung der Planan-
passung auf Grund von vera¨ndertem Weltmodell.
39408 WM: keiner leer 5
39412 Plan: s0 verfahre(4) aufnehmen(Werkstu¨ck)
verfahre(5) ablegen(Werkstu¨ck)
39412 Schritt 1: verfahre(4)
45093 fertig. Check WM -> Unterschied.
45094 WM: Material leer 4
45148 Plan: s0 verfahre(7) aufnehmen(Objekt)
verfahren(1) ablegen(Objekt)
Planungszyklen aufgezeigt. Es ist ersichtlich, dass die Relation zwischen
Anzahl der Planungszyklen und der Planungszeit nicht linear ist, jedoch
kann diese durch eine quadratische Funktion approximiert werden. Fu¨r
die ersten 5000 Zyklen liegt die durchschnittliche Zeit bei etwa 0, 5𝑚𝑠,
womit sehr schnelle Zeiten erreicht werden. Bei linearer Mittellung der
30000 Zyklen steigt diese Zeit auf etwa 1, 3𝑚𝑠, was weiterhin fu¨r schnelle
online Planung ausreicht.
Die vorgestellte Methode zur Handlungsplanung bedarf, wie beschrie-
ben, einer Abbildung von symbolischen Orten zu Roboterkonfigurationen.
Weiterhin mu¨ssen die Orte im GOLOG-System zusa¨tzlich zum Situati-
onsanalysesystem definiert werden. Auf diese Weise werden A¨nderungen
des geometrischen Weltmodells erschwert bzw. die manuelle A¨nderung
birgt eine Fehlerquelle. Eine Mo¨glichkeit, dies zu vermeiden, liegt in der
Integration eines Aktionsformalismus und Planungsfunktionalita¨t in das
beschreibungslogische System. Ein Ansatz hierzu wurde durch Sirin vor-
gestellt, indem hierarchische Aufgabennetze mit Beschreibungslogiken
gekoppelt wurden [Sirin, 2006]. Jedoch wurde bereits im Abschnitt 5.4.5
gezeigt, dass die Laufzeiten des momentanen Folgerungsmoduls bei etwa 4
Hz liegen. Eine Einfu¨hrung komplexer Planung in das Folgerungsmodul
wu¨rde diese Zeit weiter verschlechtern.
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Abbildung 5.8: Kumulative Laufzeiten fu¨r Planungszyklen.
5.6 Analyse des laufenden Arbeitsprozesses
Die Anwendung der im Rahmen dieser Arbeit beschriebenen Mensch-
Roboter Kooperation zielt vor allem auf kleine und mittelsta¨ndische Fir-
men, die ihre Prozesse teilautomatisieren wollen. Bei solchen Anwendungen
wechseln jedoch die auszufu¨hrenden Prozesse ha¨ufig, so dass A¨nderun-
gen bei systemrelevanten Prozessabha¨ngigkeiten neu eingepflegt werden
mu¨ssen. So ist bspw. die Erkennung der Bewegungsabsicht des Menschen
von der zu erwartenden na¨chsten Position, d.h. der Prozessfolge, abha¨ngig.
Durch A¨nderungen im Ablauf ko¨nnen solche Abha¨ngigkeiten zu Fehlern
fu¨hren. Daru¨ber hinaus ist es fu¨r Prozessoptimierungen interessant zu
erkennen, welche Schritte tatsa¨chlich durch den Werker ausgefu¨hrt werden.
Eine u¨bersichtliche Darstellung ist dabei einer reinen textuellen Aneinan-
derreihung von internen Variablenbelegungen vorzuziehen. Im Folgenden
wird die Herangehensweise zur Prozessanalyse und Prozessfolgenermittlung
beschrieben und deren Untersuchung detailliert. Ein erster Ansatz hierzu
wurde in [Puls et al., 2013b] vorgestellt. Im Rahmen dieser Arbeit wird
dieser erweitert.
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5.6.1 Stand der Forschung
Zur Identifikation von Prozessfolgen in komplexen Prozessen mu¨ssen Mu-
ster variabler La¨nge in einer Zeitreihe diskreter Zustandsa¨nderungen er-
kannt werden. Viele fundamentale Methoden wurden im Bereich der ku¨nst-
lichen Intelligenz zur Folgenerkennung entwickelt. In diesem Zusammen-
hang unterscheiden Sun und Giles zwischen Musterwiedererkennung sowie
Musterdetektion und fu¨hren einige mo¨gliche Lo¨sungen an [Sun and Giles,
2001].
Eine dieser Lo¨sungen kann die Verwendung von induktive logische Pro-
grammierung (ILP) sein. Santosh et al. nutzen ILP, um Symbole zu lernen
und wiederzuerkennen. Auf positiven und negativen Beispielen basierend
werden Regeln gelernt, die eine anschließende Klassifikation von Bildern
ermo¨glicht [Santosh et al., 2009].
Durch Padmanabhan und Tuzhilin wird ein Ansatz vorgestellt, der tempo-
rale Logik verwendet, um ha¨ufige Muster in temporalen Datenbanken zu
detektieren [Padmanabhan and Tuzhilin, 1996]. Dazu werden temporale
Operatoren und temporale logische Programme eingesetzt. Diese Program-
me waren jedoch spezifisch fu¨r die Muster. Daru¨ber hinaus stellen die
Autoren fest, dass das System zu langsam fu¨r praktische Anwendungen
ist.
Hidden Markov Modelle (HMMs) werden ha¨ufig eingesetzt, um temporale
Muster zu lernen und zu erkennen [Arica and Yarman-Vural, 2001; Niu and
Abdel-Mottaleb, 2005; Krajcovic et al., 2011]. Auf Grund der u¨berwachten
Lernstrategie von HMMs kann dieser Ansatz nicht zur Detektion unbe-
kannte Muster eingesetzt werden. Chudova und Smyth pra¨sentieren einen
Ansatz, der HMMs zu Musterdetektion nutzt. Jedoch mu¨ssen La¨nge der
Muster und Struktur der HMMs a-priori bekannt sein. Somit wird die Auf-
gabe der Entdeckung von unbekannten Mustern zu einem Unterscheiden
von a¨hnlichen Mustern.
Der Forschungsbereich des Process Mining (PM) zielt darauf ab, Wissen
aus Ereignislogs zu extrahieren. Diese Ereignislogs bestehen aus Prozes-
sereignissen mit deren temporaler Ordnung. PM wird hauptsa¨chlich zur
Identifikation und Optimierung von gescha¨ftlichen Prozessen eingesetzt.
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Verschiedene Methoden wurden entwickelt, die Prozesse sowie deren in-
terne Struktur zu identifizieren und als sogenannte Workflow-Netze zu
modellieren [van der Aalst, 2011a; van der Aalst, 2011b].
Der Alpha-Algorithmus ist einer der ersten entwickelten Methoden zur Pro-
zessmodellierung [van der Aalst et al., 2004]. Dieser modelliert temporale
Beziehungen von Ereignissen auf Grund ihres Auftretens im Ereignislog.
Waimer zeigt auf, dass der Alpha-Algorithmus anfa¨llig fu¨r unvollsta¨ndi-
ge und rauschbehaftete Daten ist und somit fehlerhafte Prozessmodelle
erzeugt [Waimer, 2006]. Der Tsinghua-Alpha-Algorithmus ist eine Weiter-
entwicklung und betrachtet auch die Dauer von Aktivita¨ten und erlaubt
die Modellierung von Prozessparallelita¨ten [Wen et al., 2009]. Jedoch
wird auch fu¨r diesen Ansatz ein vollsta¨ndiges und rauschfreies Ereignislog
beno¨tigt.
Chang und Lui pra¨sentieren ein System zur Entdeckung von Mustern in
Webseiten, um Informationen aus wiederholten Strukturen zu extrahieren
[Chang and Lui, 2001]. Dazu wird der HTML-Inhalt bina¨r und mit fester
La¨nge kodiert. Die Daten werden in Patricia-Ba¨umen (siehe [Morrison,
1968]) verwaltet und mit weiteren Informationen zu Auftrittsha¨ufigkeiten
und Referenzpositionen angereichert. Wa¨hrend eines Baumdurchlaufes
ko¨nnen unpassende Knoten verworfen werden und wiederholte HTML-
Strukturen extrahiert werden. Diese Strukturen ko¨nnen dann in Form
regula¨rer Ausdru¨cke zur Informationsabfrage genutzt werden.
Der Einsatz der Autokorrelation zum Finden von Periodizita¨ten von Ele-
menten einer Zeitserie wird durch Berberidis et al. vorgestellt [Berberidis
et al., 1968]. Fu¨r jedes Element der Serie wird die beobachtete Serie separat
in einer binominalen Sequenz kodiert. Durch die Verwendung von circula¨rer
Autokorrelation wird die Periode und Frequenz jedes Elements bestimmt.
Elemente, die gleiche Periode und Frequenz besitzen werden gruppiert und
als Muster betrachtet. Der Vorteil liegt in der Unabha¨ngigkeit von An-
nahmen zu Musterla¨ngen. Den Autoren zufolge sind die Korrelationswerte
jedoch abha¨ngig von der Serienla¨nge, was sich negativ auswirkt, falls die
Serienla¨nge kein Vielfaches der Periode ist. In einem solchen Fall entstehen
Ergebnisvektoren, die Rauschen und unerwartete Werte enthalten.
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Der sogenannte heuristische Miner5 (HM) modelliert Prozesse anhand
der Ha¨ufigkeit und Anordnung von Ereignissen [Weijters et al., 2006]. Im
Gegensatz zum Alpha und Tsinghua-Alpha Algorithmus kann der HM mit
rauschbehafteten Datensa¨tzen umgehen, was eine Grundvoraussetzung in
einem sensorbasierten kognitiven System ist. Daher wird dessen Adaption
an die online Prozessanalyse im Rahmen dieser Arbeit untersucht.
5.6.2 Prozessanalyse
Die wesentlichen Methoden zum Process Mining, wie sie oben aufgefu¨hrt
sind, analysieren Gescha¨ftsprozess offline. Datenlogs werden u¨ber einen
gewissen Zeitraum aufgezeichnet und anschließend untersucht. Entspre-
chend ist fu¨r den Einsatz in vera¨nderlichen MRK-Szenarien eine Anpassung
zur online Analyse notwendig. Im Folgenden wird kurz der zugrunde ge-
legte Heuristic Miner eingefu¨hrt sowie anschließend die entsprechenden
Anpassungen und Anwendungen erla¨utert.
5.6.2.1 Heuristic Miner
Mittels Heuristic Miner Algorithmus werden temporale Beziehungen und
Abha¨ngigkeiten auf Grund der Auftrittsha¨ufigkeiten modelliert. Speziell
wird analysiert, wie oft welche Ereignisse nach welchen anderen auftreten.
Somit kann dieses Vorgehen auch als n-gram-Analyse aufgefasst werden.
Weijters et al. zufolge ko¨nnen verschiedene temporale Beziehungen unter-
schieden werden:
∙ 𝑎 > 𝑏 - Ereignis 𝑏 ist direkter Nachfolger von 𝑎.
∙ 𝑎→ 𝑏 - Ereignis 𝑎 tritt generell vor 𝑏 auf.
∙ 𝑎 >> 𝑏 - Es gibt einen Zyklus der Form 𝑎− 𝑏− 𝑎.
∙ 𝑎 >>> 𝑏 - Markiert Abha¨ngigkeiten u¨ber große Zeitra¨ume.
5engl.: Heuristic Miner
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Durch die Verwendung dieser Beziehungen ko¨nnen Abha¨ngigkeitsgraphen
extrahiert werden. Fu¨r jede Relation und Kombination von Ereignispaa-
ren wird anhand des Ereignislogs 𝐿 ein Koeffizient bestimmt, wobei | · |
die Anzahl der Instanzen bezu¨glich der jeweiligen spezifizierten Relation
angibt:
𝑎⇒ 𝑏 = |𝑎 >𝐿 𝑏| − |𝑏 >𝐿 𝑎||𝑎 >𝐿 𝑏|+ |𝑏 >𝐿 𝑎|+ 1 (5.1)
𝑎⇒2 𝑏 = |𝑎 >>𝐿 𝑏|+ |𝑏 >>𝐿 𝑎||𝑎 >>𝐿 𝑏|+ |𝑏 >>𝐿 𝑎|+ 1 (5.2)
Die Werte der Koeffizienten liegen, analog zum Korrelationskoeffizient, im
Intervall [−1, 1]. Dabei gibt der Wert 1 vollsta¨ndige direkte Abha¨ngigkeit
und −1 vollsta¨ndige indirekte Abha¨ngigkeit an. Mittels eines Koeffizi-
entenschwellwertes kann der Abha¨ngigkeitsgraph bestimmt werden. Der
Vorteil dieses Vorgehen liegt darin, dass geringes Prozessrauschen nicht zu
wesentlichen A¨nderungen der Koeffizienten fu¨hrt.
5.6.2.2 Online Analyse
Die Ergebnisse der Situationsanalyse werden als Menge von Ereignistripple
𝐸 verarbeitet:
𝐸 = (𝑡, 𝑑, 𝑐), (5.3)
wobei 𝑡 einen Zeitstempel angibt. Der Wert 𝑑 stellt eine Identifizierung des
Ereignisses dar, bspw. Werkzeug nehmen. Der Wert 𝑐 gibt an, zu welcher
Klasse das Ereignis geho¨rt. Zu den Ereignisklassen geho¨ren Aktionen, die
vom Menschen durchgefu¨hrt werden, Situationen, die erkannt werden, und
Orte, an denen sich der Mensch befindet. Anhand des Zeitstempels 𝑡 kann
die temporale Reihenfolge der Ereignisse rekonstruiert werden.
Die isolierte und kombinierte Betrachtung von Ereignisklassen fu¨hrt ent-
weder zu eindimensionalen oder mehrdimensionalen Ereignislogs. Fu¨r die
online Analyse werden drei verschiedene Mengen von Ereignisklassen be-
trachtet:
∙ Aktionen,
∙ Aktionen und Situationen,
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∙ Aktionen in Kombination mit ihren Auftrittsorten.
Die ersten beiden Mengen ko¨nnen als eindimensional angesehen werden,
da die Ereignisse nacheinander aufgezeichnet werden. Die dritte Menge ist
zweidimensional, da eine direkte Beziehung der Daten vorliegt.
Ein weiterer Aspekt der Untersuchung betrifft die analysierte Datenmenge.
Es ist nicht wu¨nschenswert, dass Daten u¨ber Wochen oder Tage gesammelt
werden mu¨ssen, um aussagekra¨ftige Abha¨ngigkeitsgraphen zu erstellen.
Die tatsa¨chlich betrachtete Datenmenge ist abha¨ngig von der Komplexita¨t
des Prozesses und kann das Prozessmodell nachhaltig beeinflussen, wie in
den Ergebnissen gezeigt wird.
Der untersuchte Ansatz extrahiert mittels Ru¨ckschau einen aktuellen Da-
tensatz aus der aufgezeichneten Historie von Ereignissen. Durch die Weite
der Ru¨ckschau la¨sst sich die Anzahl der untersuchten Ereignisse eingren-
zen. Sobald der Datensatz ausreichend viele Ereignisse entha¨lt, wird die
Verarbeitung angestoßen. Anschließend wird eine definierte Menge von
Ereignissen aus dem Datensatz entfernt, um neue Ereignisse eintragen
zu ko¨nnen. Eine direkte Analyse mit jedem neuen Ereignis wa¨re denk-
bar, wu¨rde jedoch kaum A¨nderungen zum erzeugten Prozessmodell der
vorherigen Analyse bringen.
In Abbildung 5.9 oben ist ein Beispiel fu¨r ein generiertes Prozessmodell
dargestellt. Um die Komplexita¨t des Graphen zu reduzieren wird eine
Zyklensuche auf dem Graphen angewendet (siehe Abb. 5.9 unten). Die
extrahierten Zyklen vereinfachen die Analyse des Prozesses. Jedoch ko¨nnen
auch Zyklen extrahiert werden, die im Prozess zum einen nicht vorkom-
men und zum anderen nicht mo¨glich sind. So kann in dem dargestellte
Modell die Person sich wiederholt hinsetzen, ein Werkzeug nehmen und
wieder aufstehen ohne je ein Werkzeug abzulegen. Daher ist die Ana-
lyse bezu¨glich Prozessfolgen notwendig, auf die im na¨chsten Abschnitt
eingegangen wird.
5.6.3 Prozessfolgenermittlung
Wie im vorigen Abschnitt gezeigt, werden Prozessfolgen beim Heuristic
Miner abstrahiert, so dass Informationen u¨ber Ereignisketten zusammen-
gefasst in einem Modell dargestellt werden. Eine solche anschauliche Mo-
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Abbildung 5.9: Beispiel eines Prozessmodells bezu¨glich Aktionen und
Aktivita¨ten (oben). Beispiel eines extrahierten Zyklus (unten).
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dellierung kann fu¨r Menschen hilfreich sein, die Prozesse zu analysieren
und zu optimieren. Fu¨r eine automatisierte Weiterverarbeitung der Daten
ist diese Form jedoch unzureichend. Im Folgenden wird die untersuchte
Prozessfolgenermittlung eingefu¨hrt.
Angelehnt an die Autokorrelationsanalyse, wie sie bei der Signalverarbei-
tung vorkommt, werden Sequenzen 𝑠 von Ereignissen 𝑒 im Zusammenhang
des gesamten Ereignisdatensatz 𝐿 betrachtet. Die La¨nge einer Sequenz ist
variabel, da die Anzahl der Elemente der Prozessfolge unbekannt ist und
nicht vorausgesetzt wird. Somit gilt:
𝑠𝑖 = {𝑒𝑡, 𝑒𝑡−1, . . . , 𝑒𝑡−𝑘𝑖}𝐿 , (5.4)
wobei 𝑡 den aktuell betrachteten Zeitpunkt definiert. Fu¨r 𝑘 gilt 𝑘 > 1 mit
𝑘 ∈ N, wobei 𝑘𝑖 den Wert von 𝑘 fu¨r die 𝑖te Sequenz angibt.
Bei der Analyse werden die Sequenzen aufeinander aufbauend aus dem
Datensatz 𝐿 erzeugt. Sequenz 𝑠𝑖+1 ergibt sich entsprechend aus Sequenz
𝑠𝑖 durch Hinzunahme eines weiteren Elements aus 𝐿. Durch Beobachtung
neuer Ereignisse schreitet 𝑡 voran und es ko¨nnen, abha¨ngig von der Pro-
zessfolgenla¨nge, verschobene Sequenzen beobachtet werden, die jedoch
eine bereits erstellte Sequenz beschreibt. Somit bilden Sequenzen gleicher
La¨nge A¨quivalenzklassen, wenn diese die gleiche Prozessfolge darstellen.
Analog zur Autokorrelationsanalyse wird jede Sequenz 𝑠𝑖 mit jeder gleich-
langen Sequenz 𝑠𝑖 aus 𝐿 verglichen und ein Koeffizient bestimmt, der ein
Maß fu¨r die A¨hnlichkeit darstellt. Da die Elemente von 𝐿 als Zeichenketten
vorliegen, bestimmt sich der Koeffizient aus der Levenshtein-Distanz. Der






dabei gibt |𝐿| die Anzahl der Ereignisse des Datensatzes 𝐿 an und |𝐷>𝑛𝑠𝑖 |
gibt die Ha¨ufigkeit bezu¨glich der A¨quivalenzklasse der Sequenz 𝑠𝑖 an,
mit der die Levenshtein-Distanz 𝐷 u¨ber dem Schwellwert 𝑛 lag. A¨hnlich
zum Heuristic Miner kann auf diese Weise Prozessrauschen behandelt
werden, da nicht nur vollsta¨ndig identische Sequenzen zum Ergebnis bei-
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tragen. Abha¨ngig vom zu erwartenden Prozessrauschverhalten kann der
Schwellwert 𝑛 angepasst werden.
Als resultierende Prozessfolge wird diejenige bestimmt, fu¨r die 𝐶𝑠𝑖 maximal
ist und u¨ber einem Schwellwert 𝑚 liegt.
5.6.4 Evaluation und Diskussion
Die Evaluation wurde in zwei Abschnitte aufgeteilt. Zur Analyse der Pa-
rametereinflu¨sse wurde eine Methode zur automatischen Ereignisvorgabe
implementiert. Zur Beurteilung des online Verhaltens der Prozessanalyse
wurden Sensordaten verarbeitet. Somit kann Sensorrauschen die Erken-
nungsergebnisse und damit die Prozessanalyse beeinflussen.
Der generelle Aufbau der Evaluationsszenarien basiert auf der Arbeits-
raumaufteilung aus Abbildung 5.1 und damit auf drei Orten, an denen der
Werker ta¨tig sein kann.
5.6.4.1 Qualita¨tskriterium fu¨r Heuristic Miner
Die Ergebnisse des Heuristic Miner sind Modellgraphen. Damit diese beur-
teilt werden ko¨nnen, wurde ein Qualita¨tskriterium entworfen. Basierend
auf dem Vergleich der Ergebnissen und erwarteten Resultaten wird mittels
Kriterium versucht die folgenden Fragestellungen zu beantworten:
∙ Wurden die richtigen U¨berga¨nge identifiziert?
∙ Wurden zu viele Knoten identifiziert?
∙ Wurden alle richtigen Knoten identifiziert?
Entsprechend ergibt sich fu¨r das gesamte Qualita¨tskriterium 𝑄 die Auftei-




⇒ 𝑄1 = |𝐶1 − 1| (5.6)
𝐶2 =
Anzahl richtig identifizierter Knoten
Anzahl identifizierter Knoten ⇒ 𝑄2 = |𝐶2 − 1| (5.7)
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𝐶3 =
Anzahl richtig identifizierter Knoten
Richtige Anzahl Knoten ⇒ 𝑄3 = |𝐶3 − 1| (5.8)
𝑄 = 𝑚𝑎𝑥(𝑄1, 𝑄2, 𝑄3) (5.9)
Durch die Wahl des Maximums wird das Kriterium ausgewa¨hlt, welches
das Ergebnis am meisten negativ beeinflusst. Folglich ist ein Wert 0 fu¨r 𝑄
optimal.
5.6.4.2 Analyse anhand synthetischer Daten
Zur effizienten Analyse der Einflussnahme der verschiedenen Parameter
des Heuristic Miner wurde eine Menge an zyklischen Ereignisdatensa¨tze
definiert. Enthalten waren verschiedene Folgen von Aktionen wa¨hrend
verschiedenen Situationen an verschiedenen Orten. Abha¨ngig vom unter-
suchten Parameter wurden die Vorgaben isoliert oder in beliebiger Kom-
bination getestet. Die folgenden Parameter wurden mittels synthetischer
Daten untersucht:
∙ Anzahl verschiedener Zyklen im Datensatz,
∙ La¨nge der Zyklen,
∙ Einfluss von Prozessrauschen im Datensatz,
∙ Gro¨ße des Datensatzes.
Die Variation der Zyklenzahl resultierte in komplexeren Prozessmodellen.
Wie erwartet blieb der Wert des Qualita¨tskriteriums optimal. Die gleiche
Beobachtung gilt auch fu¨r Variationen der Zyklenla¨ngen.
Robustheit gegenu¨ber Rauschen ist ein wesentlicher Aspekt, wenn es um
Sensordatenverarbeitung geht. Zur Evaluation wurde Rauschen zur Vor-
gabe der Ereignisse eingefu¨hrt. Zum einen wurden zufa¨llige Ereignisse
nach vollsta¨ndigen Zyklen eingefu¨hrt, im Folgenden angegeben mit 𝑅1.
Zum anderen wurden zufa¨llige Ereignisse innerhalb der Zyklen eingefu¨hrt,
angeben als 𝑅2. Diese zwei Rauschverhalten wurden auch in Kombination
betrachtet. In Tabelle 5.6 sind die Ergebnisse bezu¨glich Rauschverhalten
aufgefu¨hrt. Fu¨r Zellen mit der Angabe x sind die Qualita¨tswerte unzurei-
chend. Der Rauschwert 𝑅2 hat generell geringeren Einfluss.
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Tabelle 5.6: Variationen von additivem Rauschen. Das Qualita¨tskriterium
wurde fu¨r verschiedene Rauschwerte evaluiert.
𝑅2 ∖ 𝑅1 0% 3% 5% 8% 12% 20%
0% 0 0, 05 0, 12 0, 19 x x
3% 0 0, 12 0, 19 0, 12 x x
5% 0, 05 0, 05 0, 12 x x x
8% 0, 05 0, 12 x 0, 26 x x
12% x x x x 0, 26 x
20% x x x x x 0, 46
Ebenfalls von Interesse ist die Menge an Daten, die fu¨r eine hinreichende
Analyse notwendig ist. In Tabelle 5.7 sind die Ergebnisse zur Analyse
der Sequenzla¨nge aufgefu¨hrt. Entsprechend werden akzeptable Resulta-
te mit 800 analysierten Ereignissen erreicht. Auf Grund der gro¨ßeren
Einflussnahme von 𝑅1 wurde 𝑅2 nicht im Besonderen untersucht.
Tabelle 5.7: Variationen von Sequenzla¨ngen. Das Qualita¨tskriterium wurde
fu¨r verschiedene La¨ngen und Rauschwerte evaluiert.
𝑅1|𝑅2 ∖ La¨nge 100 200 400 800
0%|0% 8,5 0,72 0,35 0
3%|0% 8,5 0,72 0,58 0,19
5%|0% 8,5 0,9 0,9 0,19
5.6.4.3 Analyse anhand Sensordaten
Zur Analyse anhand Sensordaten wurden verschiedene Handlungsabla¨ufe
definiert. Diese sind in Abbildung 5.10 schematisch dargestellt. Um Pro-
zessfehler und unerwartete Ereignisse zu simulieren, wurden absichtlich
zusa¨tzliche Handlungen an zufa¨lligen Zeitpunkten ausgefu¨hrt.
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Abbildung 5.10: Schematische Darstellung verschiedener Handlungs-
abla¨ufe. Jede Spalte repra¨sentiert ein Szenario, welches mit jeder Zeile
erweitert wird. Punkte stellen Orte dar. Schwarze Feile repra¨sentieren
Ortswechsel, rote Kreise geben Handlungen an und gepunktete rote Linien
deliberativ ausgefu¨hrtes Rauschen.
Das Ergebnis der Prozessanalyse fu¨r die zweite Sequenz des zweiten Sze-
narios (siehe Abb. 5.10, zweite Spalte und Reihe) ist in Abbildung 5.11
dargestellt. Die generelle Struktur der Sequenz wird ersichtlich und wurde
gut abgebildet.
Wie bei den synthetischen Daten sind die betrachteten Sequenzla¨ngen von
Interesse. Jedoch werden bessere Ergebnisse bereits mit 400 Datensatzein-
tragungen erreicht, wie in Tabelle 5.8 aufgefu¨hrt.
Ebenfalls Untersuchungsgegenstand war der Koeffizientenschwellwert, der
festgelegt wird, um Abha¨ngigkeiten zwischen Ereignissen zu bestimmen.
In Tabelle 5.9 sind die Ergebnisse zu Untersuchungen fu¨r verschiedene Sze-
narien mit unterschiedlichen Schwellwerten aufgefu¨hrt. Die Sequenzla¨nge
betra¨gt 400 Ereignisse.𝑄1 repra¨sentiert das Kriterium fu¨r die erste Sequenz,
𝑄2 entsprechend die zweite Sequenz jeweils des zweiten Szenarios. Ein
Schwellwert von 0,9 erreicht die besten Ergebnisse in der Untersuchung.
Das kann sich jedoch mit zunehmender Komplexita¨t a¨ndern. Daru¨ber
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Abbildung 5.11: Identifiziertes Prozessmodell der zweiten Sequenz des
zweiten Szenarios. Verschiedene Farben repra¨sentieren verschiedene Orte:
Gelb – A, Blau – B, Gru¨n – C, Grau – Zwischendrin und Rot – Ausserhalb.
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Tabelle 5.8: Variationen von Sequenzla¨ngen. Das Qualita¨tskriterium wurde
fu¨r verschiedene La¨ngen und Szenarien evaluiert.
Szenario ∖ La¨nge 100 200 400 800 1200
4 0,5 0,29 0,29 0,4
x 4 0,25 0,55 0.63
x 1,5 0,2 0,42 0,47
hinaus erlaubt ein niedriger Schwellwert schnellere Anpassung an sich
a¨ndernde Prozesse.
Tabelle 5.9: Variationen von Koeffizientschwellwert.
Schwellwert 0, 85 0, 875 0, 9 0, 925
𝑄1 0,5 0,29 0,285 1
𝑄2 0,55 0,36 0,25 0,43
Die Betrachtung der Laufzeitanalyse hat ergeben, dass bei der Analyse
von 100 bis 500 Ereignissen etwa 300 ms beno¨tigt werden. Bei 500 bis 1000
Ereignissen steigt der Wert auf etwa 450 ms. Ungefa¨hr 650 ms werden
bei 1000 bis 1500 Ereignissen beno¨tigt. Somit ist die Verarbeitung der
Prozessanalyse ausreichend schnell, um wa¨hrend des Prozesses ausgefu¨hrt
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zu werden. Daru¨ber hinaus sind A¨nderungen der Prozesse in sehr viel gro¨ße-
ren Zeitabschnitten zu erwarten, so dass die Analyse nicht kontinuierlich
durchgefu¨hrt werden muss.
5.6.4.4 Prozessfolgenermittlung
Die Methode zur Prozessfolgenermittlung wurde ebenfalls anhand der oben
aufgefu¨hrten Szenarien evaluiert. In Tabelle 5.10 ist die Entwicklung von der
Basissequenz des zweiten Szenarios zur Basissequenz des dritten Szenarios
aufgefu¨hrt. Dabei wurde die Betrachtung auf die Orte beschra¨nkt, wobei
mit A, B und C die Arbeitspla¨tze im Arbeitsraum bezeichnet sind. Der
Buchstabe O steht fu¨r die Beobachtung, dass der Mensch den Arbeitsraum
verlassen hat.
In der Tabelle 5.10 sind die ermittelten Koeffizienten fu¨r Sequenzen auf-
gefu¨hrt, wobei nur Sequenzen mit einem Koeffizienten gro¨ßer 0,4 aufgefu¨hrt
sind. Es ist dabei zu erkennen, dass seltene Ereignisse bei der Betrachtung
als Rauschen behandelt werden und nicht in den mo¨glichen Prozessfolgen
auftreten.
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Die Sicherheit der Menschen, die Umgang mit technischen Systemen ha-
ben, hat systemrelevante Bedeutung. Wie bereits im Kapitel 2.2 gezeigt,
sind Sicherheitsbetrachtungen und Risikobeurteilung Gegenstand aktiver
Forschungsarbeiten. Im Rahmen der vorliegenden Arbeit stellt die Ri-
sikobetrachtung einen wesentlichen Punkt in der Kooperation zwischen
Mensch und Roboter dar. Im Folgenden werden die entwickelten und un-
tersuchten Methoden sowie Ansa¨tze zur Erkennung und Behandlung von
risikobehafteten Situationen erla¨utert.
6.1 Situationsabha¨ngige Risikobeurteilung
Die aufgefu¨hrten Arbeiten im Kapitel 2.2 verdeutlichen, dass Sicherheits-
betrachtungen ha¨ufig auf Aspekte der Roboterdynamik, Prozesskra¨fte oder
Regelungsansa¨tze zuru¨ckgefu¨hrt werden. Am Beispiel der Untersuchungen
von Haddadin et al. wird deutlich, dass manche Robotersysteme in der
Lage sind, die Unversehrtheit des Menschen zu gewa¨hrleisten [Haddadin
et al., 2012]. Jedoch bedarf es der manuellen Auswahl der gu¨ltigen Regler-
parametersa¨tze, um es dem Roboter zu ermo¨glichen, gewollte Prozesskra¨fte,
bspw. am Werkstu¨ck, aufzubringen.
Eine situationsabha¨ngige Risikobeurteilung kann hierzu genutzt werden,
um ein sicheres Verfahren trotz gewollter physischer Roboter–Objekt– und
Roboter–Mensch–Interaktion zu ermo¨glichen. Wie im Kapitel 3 aufgefu¨hrt,
wurde fu¨r die Risikobeurteilung auf der Vorarbeit von Graf (siehe [Graf,
2010]) aufgebaut. Darin wurde ein erster Ansatz fu¨r eine Regelbasis ba-
sierend auf unscharfer Logik entwickelt. Ein erweiterter Ansatz wurde in
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[Puls and Wo¨rn, 2013] vorgestellt und wird im Rahmen der vorliegenden
Arbeit aufgegriffen.
6.1.1 Grundlagen
Die Rekonstruktion der menschlichen Kinematik stellt die Grundlage fu¨r
die Risikobestimmung in [Graf, 2010] dar. Es werden Parameter speziell
bezu¨glich Blickrichtung, Postion und Bewegungsgeschwindigkeit durch
die modellierte Regelbasis ausgewertet. Ein Ausschnitt dieser Regelbasis
ist der U¨bersicht halber in Tabelle 6.1 aufgefu¨hrt. Im Gegensatz zur
klassischen unscharfen Logik wird eine zweistra¨ngige Logik verwendet,
die es erlaubt positive und negative Regeln zu formulieren. Entsprechend
ko¨nnen Warnungen und Verbote modelliert werden. Daru¨ber hinaus soll
eine reduzierte Regelbasis erreichbar sein.
Tabelle 6.1: Auszug aus der grundlegenden Regelbasis zur Risikobestim-
mung. Abku¨rzungen: R - Risiko, D - Distanz, OKO - Oberko¨rperorientie-
rung, KO - Kopforientierung, V - Geschwindigkeit
Positive Regeln
Antezedent Konsequent
D ← groß R ← sicher
D ← klein ∧ V ← klein R ← moderat
OKO ← gedreht ∧ KO ← gedreht R ← gefa¨hrlich
∧ V ← (negativ ∨ null)
Negative Regeln
Antezedent Konsequent
OKO ← fokussiert ∧ KO ← fokussiert R ← { gefa¨hrlich,
preka¨r, nicht sicher }
unerwu¨nscht




6.1.2 Modellierung der Situationsabha¨ngigkeit
Die Interpretation der Situation ermo¨glicht die Schlussfolgerung, ob ein
Kontakt bzw. geringer Abstand zwischen Mensch und Roboter beabsichtigt
ist. Jedoch fu¨hrt die Anwendung der bestehenden Regelbasis dazu, wie
in der Arbeit von Graf gezeigt, dass der Roboter dem Menschen generell
ausweicht. Auf diese Weise ist keine kontaktbasierte Kooperation mo¨glich.
Trotzdem ist es das Ziel, dass bei einer nicht-kooperativen Situation, die
Sicherheit des Menschen gewa¨hrleistet werden kann. Da die Regelbasis
von Graf getestet und evaluiert wurde, soll diese als Grundlage fu¨r die
Systemerweiterung dienen.
Die bloße Anpassung bestehender Regeln kann zu unterschiedlichem Sy-
stemverhalten fu¨hren, weshalb die bereits durch Graf evaluierten Basisfa¨lle
erneut u¨berpru¨ft werden mu¨ssten. Ein anderer Ansatz ist das Ausnutzen
der zweistra¨ngigen Regelbasis, in dem neue negative Regeln eingefu¨hrt
werden, die das Risiko reduzieren, falls Kooperation vorliegt. Jedoch ist der
Inferenzoperator, der positive und negative Regeln kombiniert, nicht selek-
tiv steuerbar. Dadurch kann es auch bei Kooperation zu verhindernden
Risikoannahmen kommen.
Als Konsequenz wurde ein System entworfen, das angelehnt an Neurale-
Unscharfe-Netze, einen Knoten zur Risikobestimmung und einen Knoten
zur Hemmung aufweist (siehe Abb. 6.1). Die Hemmung bestimmt sich eben-
falls durch die Auswertung einer zweistra¨ngigen unscharfen Regelbasis. Der
Risikowert und die Hemmung werden nach der jeweiligen Defuzzifizierung
miteinander verrechnet.
Die Hemmung 𝐻 ist indirekt proportional zu der Risikoreduzierung. Ent-
sprechend wird die resultierende Risikobeurteilung 𝑅 aus dem vorla¨ufigen
Risikowert 𝑟 folgendermaßen bestimmt:
𝑅 = 𝑟 * (1−𝐻) (6.1)
Zur Abbildung der aktuellen Situation wird die unscharfe Variable Ko-
operationsmodus eingefu¨hrt. Der Wert dieser Variablen bestimmt sich aus
einer Kombination von gefolgerter Situation und Zielsetzung. Zur Belegung
der Variablen werden drei Zusta¨nde definiert:
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Abbildung 6.1: System zur situationsabha¨ngigen Hemmung der Risikobe-
urteilung.
Aus Zeigt an, dass keine Kooperation no¨tig ist.
Unbedingt Der Roboter kann mit dem Menschen kooperieren, ohne dass
dieser direkte Aufmerksamkeit auf den Roboter richtet. Eine Anwen-
dung kann hierbei die Platzierung von Objekten am Arbeitsplatz
nahe des Menschen sein, wenn bspw. Nachschubmaterial dem Men-
schen bereitgelegt wird.
Bedingt Der Mensch muss seine Aufmerksamkeit dem Roboter zuwenden,
bspw. wenn ein Objekt u¨bergeben wird.
Wie in Abschnitt 5.4.5 ersichtlich wurde, erreicht die Laufzeit des Folge-
rungsmodul eine Frequenz von etwa 4 Hz im Durchschnitt. In einzelnen
Fa¨llen kann die Berechnung jedoch la¨nger andauern. Folglich kann es pas-
sieren, dass zur Bestimmung der Risikohemmung veraltete Informationen
vorliegen. In solchen Fa¨llen ist es no¨tig, die Hemmung abzuschwa¨chen und
den originalen Risikowert sta¨rker zu gewichten. Entsprechend wurde die
Variable Informationsverzo¨gerung definiert, die sich in folgende unscharfe
Mengen gliedern la¨sst: Aktuell, Verspa¨tet und Alt.
Die Verzo¨gerung wird in Millisekunden angegeben und ergibt sich direkt
aus der notwendigen Verarbeitungszeit des Folgerungsmoduls. Wie in Abbil-
dung 6.2 oben zu sehen ist, kann die direkte Verwendung des tatsa¨chlichen
Verzo¨gerungswertes zu wechselhaftem Verhalten fu¨hren. Entsprechend
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Abbildung 6.2: Oben: Erratischer Verlauf der Risikobeurteilung, falls der
tatsa¨chliche Verzo¨gerungswert direkt genutzt wird. Unten: Verhalten der
Hemmung mit adaptiver Mittelung. Der Verzo¨gerungswert wurde zur
Verdeutlichung manuell manipuliert.
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wird zur Gla¨ttung die Verzo¨gerung anhand einer adaptiven Mittelung
gesetzt. Der Verzo¨gerungswert wird u¨ber Durchschnittsbildung ermittelt.
Falls jedoch die aktuelle Verzo¨gerung gro¨ßer als das Mittel ist, wird der
aktuelle Wert verwendet (siehe Abb. 6.2 unten). Auf diese Weise wird
immer die pessimistische Betrachtung verwendet, da es direkt Einfluss auf
die Risikobeurteilung haben kann.
Die unscharfe Ausgabevariable Hemmung wird durch drei Mengen zusam-
mengesetzt: Aufheben, Reduzieren und Ungehemmt. Der minimale Wert
der defuzzifizierten Variable ist auf 0,25 festgelegt, damit der Risikowert
nicht vollsta¨ndig aufgehoben werden kann und weiterhin Informationen
der grundlegenden Risikobestimmung weitergereicht werden.
Anhand der eingefu¨hrten Variablen und unscharfen Mengen wurden zusa¨tz-
liche unscharfe Regeln definiert. Diese sind in Tabelle 6.2 aufgefu¨hrt. Neben
den eingefu¨hrten Variablen werden ebenfalls Kopforientierung und relative
Geschwindigkeit zwischen Mensch und Roboter betrachtet. Somit dekla-
rieren die positiven Regeln die Notwendigkeit einer Hemmung im Falle
einer kooperativen Situation. Falls die Informationen zu alt sind, keine
Kooperation vorliegt oder eine zu schnelle Abstandsreduzierung vorliegt,
darf der Risikowert nicht reduziert werden.
6.1.3 Evaluation und Diskussion
Um Wiederholbarkeit zu erreichen, wurden Sensordaten aufgezeichnet
und fu¨r Evaluationszwecke wiederholt eingelesen und wiedergegeben. Zur
Analyse der Risikobeurteilung wurde hauptsa¨chlich eine statische Szene
ausgewa¨hlt und spezifische Variablenbelegungen manuell vorgegeben. An-
hand dessen kann das Systemverhalten in verschiedenen Zusta¨nden direkt
beobachtet werden. Der Roboter fu¨hrte eine Bewegung aus, bei der dieser
sich durch den freien Arbeitsraum bewegte. In diesem Raum kann sich der
Mensch befinden, so dass bei der Roboterbewegung unterschiedliche Risi-
kosituationen auftreten ko¨nnen. In der statischen Szene steht der Mensch
dem Roboter nahe, jedoch ru¨ckwa¨rts gewandt.
Anhand Abbildung 6.2 unten la¨sst sich das Verhalten bezu¨glich A¨nderun-
gen der Verzo¨gerung erkennen. Die Werte fu¨r die Verzo¨gerung wurden
manuell festgelegt. Es ist ersichtlich, dass im Falle kleiner Verzo¨gerungen
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Tabelle 6.2: Zusa¨tzliche Regelbasis fu¨r die Hemmung des Risikowertes.
Abku¨rzungen: KM - Koop.-Modus, H - Hemmung, KO - Kopforientierung,
IV - Info.-Verzo¨gerung, V - Geschwindigkeit
Positive Regeln
Antezedent Konsequent
KM ← unbedingt H ← aufgehoben
KM ← bedingt ∧ KO ← fokussiert H ← aufgehoben
IV ← verspa¨tet H ← ungehemmt
Negative Regeln
Antezedent Konsequent
IV ← alt H ← { aufgehoben, reduziert }
unerwu¨nscht
KM ← aus H ← { aufgehoben, reduziert }
unerwu¨nscht
V ← groß H ← { aufgehoben, reduziert }
unerwu¨nscht
die Reduzierung maximal ist. Fu¨r den Fall, dass die Verzo¨gerung zunimmt,
wird, wie zu erwarten ist, die Hemmung geringer.
Die Festlegung des Kooperationsmodus wurde manuell eingestellt, um
zu analysieren, wie das System in der gleichen Umgebung reagiert. In
Abbildung 6.3 oben ist zu erkennen, wie das Risiko bei unbedingter Ko-
operation reduziert wird. Wie im Abschnitt 6.3 gezeigt wird, ist es in
solchen Fa¨llen jedoch notwendig, dass der Roboter mit einer reduzierten
Geschwindigkeit verfahren wird. In Abbildung 6.3 unten ist im gleichen
Zusammenhang zu erkennen, dass der Roboter mit reduziertem Risiko
einen geringeren Sicherheitsabstand zum Menschen einha¨lt. Eine ra¨umlich
enge Kooperation kann somit erreicht werden.
Der Wechsel des Kooperationsmodus entspricht einem diskreten Zustands-
wechsel des Systems. Entsprechend findet auch die Anwendung der Risi-
koreduzierung in diskreten U¨berga¨ngen statt. Innerhalb eines Zustands
sind Risiko- und Hemmungswerte kontinuierlich. Der Wechsel kann somit
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Abbildung 6.3: Oben: Risikoausgabe des urspru¨nglichen und des erweiter-
ten Systems. Unten: Betrachtung der Abstandseinhaltung zum Menschen.
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jedoch zu plo¨tzlichen A¨nderungen des Roboterverhaltens fu¨hren. Eine
Mo¨glichkeit des stetigen Zustandsu¨bergang kann durch die Ausnutzung
der unscharfen Definition des Kooperationsmodus darstellen. Der scharfe
Wert, der den Modus definiert, kann entsprechend kontinuierlich an den
Zielzustand angepasst werden. Somit werden die Zustandsa¨nderung im
System auch kontinuierlich. Dieser Aspekt wird im folgenden Abschnitt
6.2 weiterverfolgt.
6.2 Plausibilita¨tspru¨fung
Die Plausibilita¨tspru¨fung von Beobachtungen und Modellen ist ein Pro-
blem, das sich verschiedene Forschungs- und Ingenieursfelder teilen. Im
vorliegenden Fall sollen Erkennungsergebnisse verschiedener Methoden im
Zusammenhang untersucht werden, um Widerspru¨che bei Beobachtungen
aufzudecken.
6.2.1 Stand der Forschung
Im Bereich der Spracherkennung mu¨ssen Beobachtungen bezu¨glich Mehr-
deutigkeiten untersucht werden. Somit mu¨ssen nicht-plausible Hypothesen
entfernt oder plausible Bedeutungen ausgewa¨hlt werden. Hinkelman und
Allen bescha¨ftigen sich mit diesem Aspekt und argumentieren, dass es
A¨hnlichkeiten zum Planerkennungsproblem gibt [Hinkelman and Allen,
1989]. Sie schlagen einen einschra¨nkungsbasierten Ansatz vor, um Ambi-
guita¨ten auszulo¨sen. Die Einschra¨nkungen bestehen aus zusammengesetz-
ten, sprachabha¨ngigen Regeln und Regeln zur Schlussfolgerung u¨ber Pla¨ne.
Die zusammengesetzten Regeln werden genutzt, um mo¨gliche Interpreta-
tionen zu identifizieren. Die Schlussfolgerungsregeln werden angewendet,
um Interpretationen zu erweitern oder einzuschra¨nken.
Einen U¨berblick u¨ber das Thema Prozessfehlerdetektion und Diagnose
bezu¨glich quantitativer, modellbasierter Methoden wird durch Venkata-
subramanian et al. gegeben [Venkatasubramanian et al., 2003]. Dabei
werden verschiedene Gru¨nde fu¨r Prozessfehler aufgefu¨hrt und wu¨nschens-
werte Charakteristika eines Fehlerdiagnosesystems vorgeschlagen. Diese
Charakteristika spannen einen Bogen von Detektionsgeschwindigkeit u¨ber
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Robustheit zu Speicher- und Rechenanforderungen. Entsprechend sind
diese generell zu verschiedenen Graden abha¨ngig vom Zielsystem anwend-
bar.
Im Bereich dynamischer Fahrzeugregelungssysteme werden verschiedene
Sensorsignale verarbeitet. Versmold und Saeger haben in diesem Zusam-
menhang ein System zur Plausibilita¨tspru¨fung vorgestellt, das sich mit den
wachsenden Mengen an verfu¨gbaren Daten in modernen Fahrzeugsystemen
bescha¨ftigt [Versmold and Saeger, 2006]. Das vorgeschlagene System be-
steht aus Modulen zur Beobachtung, bspw. Einzelwertu¨berwachung oder
redundanzbasiertes U¨berpru¨fen, und zur kombinierten Fehlerevaluation.
Im Falle der Fehlerdetektion ko¨nnen abha¨ngig vom Fehlertyp verschiedene
Reglerparameter ausgewa¨hlt werden.
Von Kalal et al. wird ein System zur automatischen Detektion von Ver-
folgungsfehlern vorgeschlagen [Kalal et al., 2010]. Die Verfolgung von
Merkmalspunkten in einer Bilderserie kann zu fehlerhaften Punkttrajekto-
rien fu¨hren, da Verdeckungen oder fehlerhafte Merkmalsextraktion Einfluss
haben. Durch den Vergleich der vorwa¨rts und ru¨ckwa¨rts Verfolgungsfehler
ko¨nnen Inkonsistenzen in mo¨glichen Trajektorien gefunden werden.
Konsistenz ist ein wesentlicher Aspekt, wenn Modelle definiert werden,
wie bspw. UML, System- oder Wissensmodelle. Liu et al untersuchen eine
regelbasierte Methode, um Inkonsistenzen in UML Modellen festzustellen
[Liu et al., 2002]. Sie charakterisieren Inkonsistenzklassen, die im Bereich
des Softwaredesign vorkommen. Die Klassen werden im Zusammenhang
von Redundanz und Konformita¨t mit Standards und Einschra¨nkungen defi-
niert. Basierend auf einem Produktionssystem und entsprechenden Regeln
ko¨nnen Inkonsistenzen detektiert werden. Anhand dessen ko¨nnen Lo¨sungen
vorgeschlagen werden. Einen anderen Ansatz zum gleichen Problem der
UML-Modellinkonsistenzerkennung wird durch Blanc et al. vorgestellt
[Blanc et al., 2008]. Anstelle der Modellrepra¨sentation durch enthaltene
Elemente werden Sequenzen von elementaren Konstruktionsoperationen
verwendet. Mittels logischer Einschra¨nkungen auf diesen Sequenzen ko¨nnen
strukturelle und methodische Konsistenzregeln ausgedru¨ckt werden. Dieser
Ansatz wird von Blanc et al. erweitert, indem inkrementelle Erkennung
von Modellinkonsistenzen eingefu¨hrt wird [Blanc et al., 2009]. Ebenfalls
logisch motiviert ist der Ansatz von Van der Straeten durch Einsatz von
Beschreibungslogiken, um Konsistenz bei vera¨ndernden UML-Modellen
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zu bewahren bzw. Inkonsistenzen bei A¨nderungen festzustellen [Straeten
et al., 2003].
Ein Ansatz, um Inkonsistenzen zu handhaben, wird anhand der Anwendung
in semantischer Bildanalyse durch Dasiopoulou pra¨sentiert [Dasiopoulou
et al., 2010]. Es werden dabei unscharfe Beschreibungslogiken eingesetzt.
Um das Abbrechen der Folgerungsmethode auf Grund von Modellinkonsi-
stenzen zu vermeiden, wurde die Wissensbasis umgeschrieben und durch
sogenannte noConcepts erweitert. Aus diese Weise ko¨nnen Instanzen dieses
Konzeptes abgefangen und zuru¨ckverfolgt werden. Entsprechend ko¨nnen
Lo¨sungen vorgeschlagen und Inkonsistenzen behandelt werden.
Diese Beispiele zeigen, dass regelbasierte und logikbasierte Ansa¨tze po-
pula¨re Methoden sind, um Plausibilita¨t und Inkonsistenz zu u¨berpru¨fen.
Obwohl die Anwendungsfelder weit gestreut sind, scheint die Anwendung
in umfangreichen, multi-modalen Systemen selten. Im Folgenden wird ge-
zeigt, dass diese Methoden großes Potential fu¨r die gegenseitige Evaluation
verschiedener abstrakter Erkennungsergebnisse haben. Das gilt vor allem,
da Erkennungsalgorithmen keine Fehlerrate von 0 erreichen.
6.2.2 Methode zur Plausibilita¨tspru¨fung
In Anbetracht der Idee hinter sogenannten Object Action Complexes
(OACs) [Kru¨ger et al., 2009], werden Aktionen ha¨ufig in Verbindung
mit Objekten ausgefu¨hrt. Einerseits ko¨nnen Objekte Handlungen ermo¨gli-
chen, bspw. ermo¨glichen Werkzeuge produktive Handlungen. Basierend auf
der Arbeit von Gibson in [Gibson, 1977] wird dies im Rahmen von OACs
Affordanz genannt, was den Angebotscharakter von Objekten ausdru¨ckt.
Andererseits ko¨nnen Objekte die Durchfu¨hrung von Handlungen unterbin-
den oder behindern, bspw. wird gehen verhindert, wenn ein entsprechendes
Objekt auf dem Weg positioniert ist. Dieser Aspekt wird in dieser Ar-
beit als Hemmung bezeichnet und wird im Formalismus der OACs nicht
genu¨gend abgedeckt. Somit wu¨rde die Plausibilita¨tspru¨fung basierend auf
Affordanz mo¨gliche Widerspru¨che vernachla¨ssigen.
Im Situationskalku¨l-basierten Planen, bspw. mittels GOLOG, werden
Handlungen durch spezifische Vorbedingungen eingeschra¨nkt, die erfu¨llt
sein mu¨ssen, damit die jeweilige Aktion im Plan beru¨cksichtigt werden
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kann. Analog ko¨nnen wa¨hrend der Plausibilita¨tspru¨fung solche Vorbedin-
gungen ru¨ckwirkend evaluiert werden, wobei Erkennungsergebnisse und
Umweltwissen im Zusammenhang betrachtet werden [Puls and Wo¨rn,
2014].
Basierend auf der Bibliothek CASTOR zur Logikprogrammierung in C++
[Naik, 2008] wurde eine Regelbasis fu¨r Handlungsvorbedingungen defi-
niert. In Tabelle 6.3 sind Beispiele fu¨r definierte Klauseln angegeben. In
Anlehnung an die Nomenklatur von GOLOG werden Vorbedingungen
durch das Pra¨dikat Poss ausgedru¨ckt. Basierend auf der Prolog-Syntax
werden in Tabelle 6.3 Variablen durch Großbuchstaben dargestellt. Wie zu
erkennen ist, variiert die Komplexita¨t der Regeln abha¨ngig von verknu¨pfter
Affordanz und Hemmung. Gleichermaßen mu¨ssen Abha¨ngigkeiten zwischen
Handlungen beru¨cksichtigt werden, da manche Aktionen nicht gleichzeitig
ausgefu¨hrt werden ko¨nnen. Es sollte somit ein Widerspruch aufgedeckt
werden wenn nach der Erkennung der Aktion Sitzen die Aktion Gehen
erkannt wird. Entsprechend muss das Weltmodell und die Wissensbasis in
jedem Zyklus aktualisiert werden.
Tabelle 6.3:Beispiele fu¨r definierte Klauseln von Handlungsvorbedingungen.
Poss(hocken) := wahr;




∧ ( Hinter(O, mensch)
∨ Rechts(O, mensch)
∨ Vor(O, mensch)




∧ ( Seite(O, mensch)
∨ Vor(O, mensch) );
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Im Falle eines Widerspruchs, d.h. der fehlerhaften Auswertung der Vorbe-
dingung einer Aktion, sind verschiedene Konsequenzen denkbar. Einerseits
war die Erkennung eines Objekts, einer Handlung oder beider fehlerhaft.
Entsprechend ko¨nnten Erkennungsalgorithmen erneut aufgerufen werden,
wobei andere Parametersa¨tze einsetzbar wa¨ren, oder rechenintensivere
Algorithmen ko¨nnten eingesetzt werden. Andererseits kann die Indikation
eines Widerspruchs genutzt werden, um das Roboterverhalten anzupassen.
Da in einem solchen Fall die Folgerungen der Situationsanalyse auf fehler-
haften Grundlagen beruht, sollte ein gro¨ßeres Risiko angenommen werden.
Dieser letztgenannte Ansatz wird in dieser Arbeit weiterverfolgt.
6.2.3 Adaptierte Risikobeurteilung
Im Falle der Erkennung einer Inkonsistenz von Erkennungsergebnissen
sollte eine Abschwa¨chung der Risikobeurteilung verhindert werden. Dies
wird erreicht, in dem die Eingabe des kooperativen Modus auf einen nicht-
kooperativen Zustand festgelegt wird. Somit wird jeder abschwa¨chende
Einfluss außer Kraft gesetzt.
Auf Grund mo¨glicher unsteter Erkennungsergebnisse ko¨nnen auch die
Ergebnisse der Plausibilita¨tspru¨fung wechselhaft und erratisch sein. Folglich
kann sich dieses erratische Verhalten auf die Risikobeurteilung ausweiten.
Als Gegenmaßnahme kann die Eingangsvariable bezu¨glich des kooperativen
Modus nicht direkt auf einen kooperierenden Zustand gesetzt werden,
nachdem eine unplausible Kombination von Objekten und Handlungen
erkannt wurde. Stattdessen wird die Unscha¨rfe des Kooperationsmodus
bei der Risikobeurteilung ausgenutzt, indem der Wert der Variablen stetig
u¨ber einige Zyklen hinweg an den Zielwert, der von der Situationsanalyse
vorgegeben ist, angeglichen wird. Ein erho¨hter Wert erho¨ht auch den
abschwa¨chenden Einfluss.
6.2.4 Evaluation und Diskussion
Zur Analyse des Systemverhaltens mit Plausibilita¨tspru¨fung wurden ver-
schiedene Untersuchungen durchgefu¨hrt. Diese werden im Folgenden dar-
gelegt.
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6.2.4.1 Experimentaufbau
Das Gesamtsystem wurde mit aufgezeichneten Sensorwerten ausgefu¨hrt.
Anhand der rekonstruierten menschlichen Kinematik wurden Handlungen
erkannt, Situationen analysiert und das Risiko beurteilt. Die Plausibi-
lita¨tspru¨fung wurde auf zwei Arten durchgefu¨hrt: Zum einen wurden die
resultierenden Werte der anderen Module so ausgewertet, wie es das Ziel
der U¨berpru¨fung ist. Zum anderen wurden synthetisch unplausible Ereig-
nisse eingefu¨hrt, die ha¨ufig auftraten, um das System bezu¨glich Robustheit
zu untersuchen.
Als Aufgabe fu¨r den Roboter wurden zwei Trajektorien festgelegt:
∙ Eine sogenannte Pick and Place-Aufgabe, wobei der Roboter wieder-
holt von einer Seite des Arbeitsbereichs zur anderen verfahren musste,
d.h. von Arbeitsplatz A zu B in Abbildung 5.1. Somit durchquerte
der Roboter mo¨glicherweise vom Menschen beno¨tigten Raum.
∙ Eine simulierte Objektu¨bergabe, wobei der Roboter wiederholt von
Arbeitsplatz B in die Mitte des freien Arbeitsraumes verfa¨hrt, d.h
etwa zu der Position, an der der Mensch in Abbildung 5.1 dargestellt
ist.
Des Weiteren wurde fu¨r jeden Testdurchgang der Kooperationsmodus
a-priori festgelegt, um mo¨gliche Einflu¨sse der adaptierten Risikobeurtei-
lung feststellen zu ko¨nnen. Somit wurde der Zielwert der Eingangsvaria-
blen bezu¨glich des kooperativen Modus nicht durch die Situationsanalyse
vorgegeben. Der Wert konnte jedoch durch das Resultat der Plausibi-
lita¨tspru¨fung, wie oben beschrieben, angepasst werden.
6.2.4.2 Analyse mittels Sensordaten
In der Abbildung 6.4a sind einige Ergebnisse der Analyse mittels Sensorda-
ten ersichtlich, wobei u¨ber 800 Prozesszyklen dargestellt sind. Am Anfang
und am Ende der Aufzeichnung wurden bei der Plausibilita¨tspru¨fung In-
konsistenzen festgestellt. Zwischen Zyklus 163 und 788 wurden jedoch
keine Fehler detektiert. Insgesamt ist ersichtlich, dass die Notwendigkeit
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In dem dargestellten Testfall geht eine Person im Arbeitsraum umher.
Ein Stuhl ist am Rand des freien Arbeitsraumes, nahe Arbeitsplatz A,
positioniert. Somit wird in dem Beispiel die Komplexita¨t reduziert, indem
es um die Erkennung des Widerspruchs geht, dass Gehen durch den Stuhl
verhindert wird. In der dargestellten Sequenz in Abbildung 6.4a treten in
4% der Zyklen Widerspru¨che auf.
Abbildung 6.4a zeigt ebenfalls Risikowerte fu¨r verschiedene Kooperati-
onsmodi. Ohne Kooperation sind die Werte generell ho¨her im Vergleich
zum dargestellten unbedingten Kooperationsmodus. Ab Zyklus 147 kann
der Effekt der Adaption der Eingangsvariable bezu¨glich des kooperati-
ven Modus klar erkannt werden. Der generierte Risikowert ist dem ohne
Kooperation sehr a¨hnlich. Nachdem der Widerspruch aufgelo¨st ist, fa¨llt
der Risikowert innerhalb von 4 Zyklen ab. Ein a¨hnlicher Vorgang ist ab
Zyklus 49 zu erkennen, wobei der Risikowert bei unbedingter Kooperation
nicht den Wert ohne Kooperation erreicht. Dieses Verhalten la¨sst sich auf
die vera¨nderte Roboterbewegung vor dem Feststellen des Widerspruchs
zuru¨ckfu¨hren, da dieses direkt von der Risikobeurteilung abha¨ngig ist.
6.2.4.3 Analyse mittels synthetischer Inkonsistenzen
Das Verhalten der Risikobeurteilung mit ha¨ufigen synthetischen Inkonsi-
stenzen ist in Abbildung 6.4b dargestellt. Eine Inkonsistenz wurde alle
32 Zyklen ku¨nstlich eingefu¨gt. Generell ist mit dem Auftreten einer In-
konsistenz ein Ansteigen des Risikowertes verbunden. Anschließend fa¨llt
der Wert wieder ab. Durch die Zielvorgabe fu¨r den Kooperationsmodus
der bedingten Kooperation wird dieses Verhalten besonders anschaulich,
da dieser Wert die gro¨ßte Minderung des Risikowertes verursacht. Bei
der Ru¨ckfu¨hrung des Wertes der Kooperationsmodusvariablen von keine
Kooperation zu bedingte Kooperation wird der Zustand unbedingte Koope-
ration durchlaufen. Somit tritt dieses Verhalten auch fu¨r diesen Modus
auf, ist jedoch nicht so offensichtlich.
In Abbildung 6.5 wird dieser Umstand verdeutlicht. In Abbildung 6.5 a) ist
die Zielvorgabe bedingte Kooperation, bei b) ist es unbedingte Kooperation.
Ein Unterschied liegt darin, dass im bedingten Modus die Risikobeurteilung
generell geringere Werte annehmen kann. Ein anderer ist die Abfallrate
des Risikowertes nach dem Auflo¨sen einer Inkonsistenz.
128
6.2 Plausibilita¨tspru¨fung
Abbildung 6.5: Direkter Vergleich des Einflusses von Zielvorgabe fu¨r den
Kooperationsmodus.
6.2.4.4 Diskussion
Das beschriebene System ermo¨glicht die Detektion von inkonsistenten
Beobachtungen, die als Ergebnisse anderer Systemmodule zur Verfu¨gung
stehen. Es ist deutlich, dass eine Behandlung von solchen beobachteten Wi-
derspru¨chen notwendig ist, da Erkennungsalgorithmen keine Fehlerfreiheit
garantieren ko¨nnen.
Die modellierte Regelbasis behandelt zum einen den Aspekt von Affordanz
durch die Beru¨cksichtigung von fu¨r eine Handlung notwendigen Objekte.
Zum anderen werden auch fu¨r eine Aktion relevante Hemmnisse eingebun-
den. Kritisch zu betrachten ist dabei, dass fu¨r die Affordanz nicht-relevante
Objekte durch den Aspekt der Hemmung relevant werden ko¨nnen. Im
Allgemeinen ist es somit notwendig, dass bei der Regelerstellung bezu¨glich
einer Aktion alle Objekte und deren Interaktionsmo¨glichkeiten betrachtet
werden. Bei entsprechender Systemkomplexita¨t kann dieser Aspekt die
ha¨ndische Regelerstellung unmo¨glich machen. Fu¨r einen solchen Fall ist
das Lernen und Abstrahieren von Aktion-Objekt-Relationen wu¨nschens-
wert, wie es grundlegend im Konzept von OACs mo¨glich ist, wobei in
erster Linie Affordanzen jedoch keine Hemmungen ermittelt werden. Ein
interessanter Aspekt ist dabei die Untersuchung unsachgema¨ßer Benutzung
von Gegensta¨nden, wie bspw. das Sitzen oder Stehen auf einem Tisch.
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Die Behandlung erkannter Widerspru¨che ermo¨glicht die direkte Anpassung
des Systems. Die in dieser Arbeit untersuchte Anpassung des Roboterver-
halten legt den Grundstein fu¨r das sichere Verfahren des Roboters bei feh-
lerhafter Handlungs- und Objekterkennung. Die zusa¨tzlich zur Verfu¨gung
stehenden Informationen ko¨nnen jedoch auch genutzt werden, um algorith-
mische Anpassungen bei den Erkennungsmodulen durchzufu¨hren. Denkbar
ist hierbei das Ausfu¨hren rechenintensiver Algorithmen, um vorliegende
Erkennungsergebnisse zu widerlegen oder zu besta¨tigen. Daru¨ber hinaus
geben diese Informationen dem Systementwickler Mittel an die Hand, um
das System zielgerichtet zu verbessern.
6.3 Reaktives Roboterverhalten
Die Mo¨glichkeiten zur Reaktivita¨t eines Roboters werden durch die Re-
gelbarkeit festgelegt, d.h., wie schnell neue Zielvorgaben erreicht werden
ko¨nnen. Leichtbauroboter, wie bspw. der LBR von KUKA, sind in der
Lage mit entsprechender Sensorik und Regelungsverfahren schnell auf
a¨ußere Einflu¨sse zu reagieren. Dieser Umstand wird deutlich von Haddadin
et al. aufgezeigt (z. B. [Haddadin et al., 2012]), indem erst bei Kollision
auf diese reagiert wird. Jedoch la¨sst sich diese Vorgehensweise nicht auf
generelle Industrieroboter verallgemeinern. Folglich sind weiterfu¨hrende
Ansa¨tze notwendig, die Kollisionen von vornherein vermeiden. Forschungen
in der Bahn– und Bewegungsplanung ermo¨glichen die Umsetzung solcher
Ansa¨tze.
6.3.1 Stand der Forschung
Bahn– und Bewegungsplanung fu¨r Roboter sind wichtige Voraussetzungen
damit sich Roboter autonom durch ihre Umwelt bewegen ko¨nnen. Verschie-
dene Varianten haben sich bei der Bahnplanung entwickelt. Zum einen gibt
es rein reaktive Planer, wie bspw. verhaltensbasierte Pfadplaner [Arkin,
1998] oder Potentialfeldmethoden [Khatib, 1986]. Diese Verfahren basieren
auf lokalen Informationen u¨ber die Umgebung und sind daher anfa¨llig fu¨r
lokale Minima. Zum anderen gibt es deliberative Planer, welche globale
Informationen verarbeiten. Diese Planer basieren auf Graphsuchen, wobei
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der Graph den Konfigurationsraum des Roboters repra¨sentiert [LaValle,
2006]. Um schnelle online Planung zu erreichen, wird in einer offline Phase
die Graphenstruktur bestimmt.
In der Arbeit von [Kunz et al., 2010] wird eine deliberative Planungs-
methode vorgestellt, die auf sogenannten Dynamic Roadmaps basieren
[Leven and Hutchinson, 2002]. Das System wurde fu¨r einen Roboterarm
auf einer mobilen Plattform fu¨r serviceorientierte Szenarien implementiert.
Folglich sollen Armbewegungen auf A¨nderungen der Umwelt reagieren
und der Bewegungspfad entsprechend bestimmt werden. Als Sensor wird
eine Time-of-Flight Kamera verwendet, um Hindernisse zu detektieren
und ein Voxelmodell der Umgebung zu aktualisieren. Das Voxelmodell
wird wiederum zur Aktualisierung des Suchgraphen genutzt. Der Ansatz
erreichte Planungszeiten mit weniger als 100 ms, was von den Autoren als
schneller als menschliche Reaktionszeiten dargelegt wird.
Ein hybrider Ansatz von reaktiver und deliberativer Planung wird durch
[Yoshida and Kanehiro, 2011] vorgestellt. Ein roadmapbasiertes Verfahren
wird eingesetzt, um einen Pfad vor der Ausfu¨hrung zu bestimmen. Wa¨hrend
der Bewegung wird das Umgebungsmodell mit vera¨nderten geometrischen
Daten aktualisiert. Um Kollisionen zu vermeiden, wird der Pfad anhand
der lokalen Informationen aus dem Umweltmodell angepasst. Falls die An-
passung den Pfad zu sehr a¨ndern wu¨rde, wird eine komplette Neuplanung
des Pfades mittels deliberativer Methode durchgefu¨hrt. Der Zweck der
Pfadanpassung ist es, die Zahl der Planungsaufrufe zu reduzieren und ent-
sprechend die Systemperformanz zu steigern. Die vorgestellten Ergebnisse
wurden ausschließlich durch Simulation bestimmt und demonstrieren die
Gu¨ltigkeit des Ansatzes.
Ein anderer Ansatz zur Performanzsteigerung wird durch [Pan and Ma-
nocha, 2011] verfolgt, indem GPU-basierte parallele Algorithmen zur Kolli-
sionsberechnung eingesetzt werden. Dadurch ko¨nnen mehrere Roboterkon-
figurationen simultan evaluiert werden, was effiziente Kollisionsabfragen
erlaubt. A¨hnlich zu [Kunz et al., 2010] werden kollisionsfreie Pfade in
weniger als 100 ms bestimmt.
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6.3.2 Die Bahnplanungsmethode
Die Planungsmethode ist angelehnt an dynamischen Roadmaps, indem
zwei Phasen durchlaufen werden. In der Offline-Phase wird der Konfigu-
rationsraum erfasst und auf eine Graphenstruktur abgebildet. Wa¨hrend
der Online-Phase findet die eigentliche Planung statt, indem der Graph
aktualisiert und durchsucht wird.
6.3.2.1 Die Offline-Phase
In der Forschung des letzten Jahrzehnts wurden Methoden popula¨r, die
mittels randomisierter Abtastung den freien Konfigurationsraum erfassten.
Diese Methoden verbesserten die Performanz, wobei nicht nach Optimalita¨t
gestrebt wird [LaValle, 2006].
In der vorliegenden Arbeit ist der Arbeitsraum dynamisch, speziell wegen
der Bewegung und Interaktion des Menschen. Folglich kann der freie Kon-
figurationsraum nicht vom allgemeinen Konfigurationsraum unterschieden
werden. Somit wurde auf die randomisierte Abtastung verzichtet und ei-
ne systematische sowie deterministische Abtastungsmethode eingefu¨hrt.
Daru¨ber hinaus ko¨nnen virtuelle Za¨une definiert werden, um den Arbeits-
raum einzuschra¨nken. Dies ist vor allem dann no¨tig, wenn sich statische
Objekte, die nicht an der Interaktion teilhaben, im Arbeitsraum positio-
niert sind, wie bspw. Wa¨nde oder Kontrollschra¨nke. Auf diese Weise kann
ebenfalls der Arbeitsraum dem Interaktionsszenario angepasst werden
(siehe Abb. 6.6).
Falls es eine Arbeitsraumaufteilung gibt und diese a-priori bekannt ist, kann
in der Offline-Phase ein Geschwindigkeitsprofil fu¨r den Arbeitsraum defi-
niert werden (siehe Abb. 6.7 links). Bei der systematischen Abtastung des
Konfigurationsraumes wird die Pose des Roboters fu¨r jede Konfiguration
im Arbeitsraum berechnet, wodurch die Korrelation mit dem Geschwindig-
keitsprofil erreicht wird (siehe Abb. 6.7 rechts). Anhand dessen werden die
Knoten des Konfigurationsraumgraphen gewichtet, wobei die Gewichtung
wa¨hrend der Online-Phase in der Graphensuche ausgewertet wird. Liegt
keine a-priori Geschwindigkeitsverteilung vor, werden die Knoten entspre-
chend mit 1 gewichtet. Um die Graphenerstellung abzuschließen, werden
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Abbildung 6.6: Virtuelle Za¨une zur Anpassung des Arbeitsraumes an den
Produktionsprozess.
die erstellten Knoten mittels 𝑘-na¨chste-Nachbarn-Methode miteinander
verknu¨pft.
6.3.2.2 Die Online-Phase
Die dynamische Roadmap Methode, wie sie von [Leven and Hutchinson,
2002] vorgeschlagen wird, definiert eine Abbildung vom Arbeitsraum auf die
in der Roadmap enthaltenen Konfigurationen. Hierzu wird der Arbeitsraum
in Zellen aufgeteilt und jede Zelle mit denen in ihr enthaltenen Knoten und
Kanten verknu¨pft. Zur Laufzeit wird die Belegung der Zellen u¨berpru¨ft und
falls no¨tig, werden die korrespondierenden Knoten als ungu¨ltig markiert.
Dieses Vorgehen weist zwei Nachteile auf, die der im Rahmen der vorlie-
genden Arbeit beschrieben Ansatz vermeidet:
∙ Alle Konfigurationen, die mit einer Zelle verknu¨pft sind, werden als
ungu¨ltig markiert. Somit fu¨hrt eine kleine U¨berdeckung in der Zelle
zu mo¨glicherweise vielen ungu¨ltigen Knoten. Dieser Aspekt wird
daru¨ber hinaus durch die gewa¨hlte Zellengro¨ße bestimmt.
∙ Die Knotenmarkierung basiert allein auf geometrischer U¨berdeckung,
d.h. nur physische Objekte beeinflussen die Graphaktualisierung. Wei-
tere Informationen, wie bspw. situationsabha¨ngige Risikobeurteilung,
ko¨nnen nicht abgebildet werden.
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Abbildung 6.7: Links: Schematische Darstellung eines mo¨glichen Geschwin-
digkeitsprofils als grauwertkodierte U¨berlagerung auf den Arbeitsraum.
Die Arbeitsraumgrenze ist gru¨n dargestellt. Weiß bedeutet maximale
Geschwindigkeit, schwarz stellt minimale Geschwindigkeit dar. Rechts:
Darstellung der im abgetasteten Konfigurationen im Arbeitsraum. Die
mo¨gliche Erreichbarkeit im Arbeitsraum wird deutlich.
Wie in [Graf et al., 2009] eingefu¨hrt und in [Puls et al., 2012a] ausgefu¨hrt,
kann die Rekonstruktion der menschlichen Kinematik fu¨r schnelle Kollisi-
onsberechnung genutzt werden, indem die relevanten Kinematiken durch
Kugelhu¨llmodelle konvex approximiert werden. Somit stehen wa¨hrend der
Suche zwei Kriterien zur Verfu¨gung, um einen Knoten des Konfigurati-
onsgraphen als kollidierend einzustufen: Distanz zwischen Roboter und
Mensch sowie die situationsabha¨ngige Risikobeurteilung. Liegt einer die-
ser Werte unter bzw. u¨ber jeweils festgelegten Schwellwerten, wird eine
kollidierende Konfiguration angenommen. Der entsprechende Knoten im
Graphen wird markiert und nicht weiter in der Suche betrachtet. Durch
die Erkennung von Arbeitsraumobjekten ko¨nnen ebenfalls kollidierende
Konfigurationen mit Hindernissen ermittelt und entsprechend markiert
werden. Da diese Objekte jedoch nicht in die Risikobeurteilung eingehen,
ist die Beru¨cksichtigung der Distanz ein wichtiger kollisionsvermeidender
Faktor wa¨hrend der Suche.
Ein wesentlicher Aspekt, der die Laufzeitanforderung und Pfadqualita¨t be-
einflusst, stellt die verwendete Heuristik der A*-Suche dar. In den Arbeiten
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von [Kunz et al., 2010] und [Leven and Hutchinson, 2002] werden Arbeits-
raummetriken eingesetzt. Im Gegensatz dazu wird in der vorliegenden
Arbeit die Konfigurationsraummetrik als euklidische Distanz verwendet.
Da verschiedene Konfigurationen die gleiche Pose im Arbeitsraum beschrei-
ben, ist eine einfache Arbeitsraummetrik basierend auf TCP-Positionen
ungeeignet. Entsprechend ko¨nnen Arbeitsraummetriken entwickelt werden,
die eine Menge von Referenzpunkten auf der Roboteroberfla¨che zusa¨tzlich
zum TCP betrachten. Dieser Ansatz wird von Kunz et al. sowie Leven und
Hutchinson verfolgt. Jedoch wird ein Pfad im Konfigurationsraum direkter
abgebildet, da ku¨rzere Winkeldistanzen in effizienteren Pfaden resultie-
ren. Somit wird die euklidische Metrik direkt auf den Konfigurationen
angewendet, wodurch zusa¨tzliche Berechnungen vermieden werden.
Die Risikobeurteilung fu¨r eine gegebene Konfiguration und Situation kann
ausgenutzt werden, um die Verfahrgeschwindigkeit zu adaptieren. Der
Risikowert 𝑅 la¨sst sich als Sicherheitsbeiwert 𝑠 umformulieren:
𝑠 = 1−𝑅. (6.2)
Somit gilt:
𝑠 ∈ [0, 1] . (6.3)
Folglich kann 𝑠 direkt als Multiplikator fu¨r die einzustellende Geschwin-
digkeit 𝑣𝑠𝑜𝑙𝑙 genutzt werden:
𝑣𝑠𝑜𝑙𝑙 = 𝑣𝑚𝑎𝑥 * 𝑠. (6.4)
Da eine Zielgeschwindigkeit von 0 nicht zum Erreichen des Zieles beitra¨gt,
wird 𝑠 auf das Intervall [𝜖, 1] angepasst:
𝑠 =
{︂
1−𝑅, falls 𝑅 < 1− 𝜖
𝜖, sonst . (6.5)
Somit stellt 𝜖 den minimalen Multiplikator dar, so dass die resultierende
minimale Geschwindigkeit den Sicherheitsbedu¨rfnissen entspricht. Da die
Risikobeurteilung ebenfalls Bezug zur Robotergeschwindigkeit herstellt,
kann wa¨hrend der Suche die Geschwindigkeit bei der Risikobeurteilung
als Parameter 𝑣𝑟𝑖𝑠𝑖𝑘𝑜 angegeben werden. Liegt der resultierende Risiko-
wert u¨ber dem Kollisionsschwellwert, wird der Geschwindigkeitsparameter
inkrementell erniedrigt, bis die Konfiguration als ausreichend sicher ein-
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gestuft wird, d.h. der Wert unter dem Schwellwert liegt. Die tatsa¨chlich
resultierende einzustellende Geschwindigkeit 𝑣𝑠𝑜𝑙𝑙 ergibt sich somit aus:
𝑣𝑠𝑜𝑙𝑙 = 𝑚𝑖𝑛(𝑣𝑠𝑜𝑙𝑙, 𝑣𝑟𝑖𝑠𝑖𝑘𝑜). (6.6)
Bei der Graphensuche mittels A*-Algorithmus wird die Geschwindigkeit
in die Knotenevaluationsfunktion 𝑓
𝑓(𝑛𝑖) = 𝑔(𝑛𝑖) + ℎ(𝑛𝑖) (6.7)
eingebunden. Dabei gibt 𝑛𝑖 den untersuchten Knoten im Graphen an. Die
Funktion ℎ stellt die Heuristik dar, die mittels euklidischer Distanzbestim-
mung eine optimistische Scha¨tzung des Weges bis zum Ziel angibt. Die





(𝑣𝑘+1 · ||𝑛𝑘 − 𝑛𝑘+1||) (6.8)
Durch 𝑣 soll die Strecke so gewichtet werden, dass diese bei langsamer





Die Heuristik ℎ muss nicht angepasst werden, da diese weiterhin ein opti-
mistisches Orakel darstellt. Fu¨r die Anwendbarkeit des A*-Algorithmus ist
eine optimistische Heuristik notwendig. Falls sich kein Mensch im Arbeits-
raum befindet und die resultierende Sollgeschwindigkeit maximal ist, wird
die bestimmte Distanz nicht vera¨ndert. Bei Knoten, die direkt mit dem Ziel
verknu¨pft sind, stimmt somit ℎ mit dem tatsa¨chlichen Wert u¨berein. Falls
ein Risiko gro¨ßer 0 vorliegt, wird die betrachtete Distanz durch Gewich-
tung mit verlangsamter Geschwindigkeit gro¨ßer. Die Heuristik ℎ ist somit
kleiner als die gewichtete Distanz. Somit ist ℎ weiterhin optimistisch.
Auf Grundlage dieser Anpassung der Funktion 𝑔 werden schnellere Pfade




6.3.3 Reaktivita¨t durch Bewegungsplanung
Die Bewegungsplanung erha¨lt als Eingabe einen geplanten Pfad des Ro-
boters. Der Pfad besteht aus Knoten aus dem Suchgraphen, die in der
Bewegungsplanung als Stu¨tzstellen genutzt werden. Mittels dieser Stu¨tz-
stellen kann ein Weg zwischen Start- und Zielkonfiguration interpoliert
werden, so dass Interpolationsschritte als Zwischenziele an den Roboter
u¨bertragen werden ko¨nnen. Dabei werden die Geschwindigkeitsvorgaben,
die mit den Stu¨tzstellen verknu¨pft sind, beru¨cksichtigt. Auf diese Weise
kann ein geplanter Pfad direkt durch den Roboter verfahren werden, jedoch
wird Reaktivita¨t nicht erreicht.
Um auf den sich bewegenden Menschen zu reagieren, ist es notwendig,
dass auf mo¨gliche bevorstehende Kollisionen gepru¨ft wird. Es ist nicht
effizient, Kollisionsbetrachtungen fu¨r den gesamten Pfad zu berechnen, da
mo¨glicherweise kollisionsbehaftete Konfigurationen am Ende des Pfades
nicht mehr notwendigerweise zu Kollisionen fu¨hren sobald der Roboter diese
Konfiguration erreicht. Somit werden mittels einer begrenzten Vorausschau
mo¨gliche Kollisionen entlang des Pfades bestimmt. Durch Pfadinterpolation
fu¨r eine festgelegte Wegstrecke werden anhand der Interpolationsschritte
Distanz zumMenschen sowie Objekten und die Risikobeurteilung berechnet.
Auf Grund der Diskretisierung durch die Interpolation ko¨nnen Lu¨cken bei
der U¨berpru¨fung auftreten [Graf et al., 2009]. Entsprechend wird bei der
vorausschauenden Distanzbestimmung ein Sicherheitsabstand eingefu¨hrt.
Falls durch die Vorausschau eine mo¨gliche Kollision erkannt wird, wird
der Roboter zum Stillstand abgebremst und eine neue Bahnplanung wird
angestoßen. Die neue Planung erha¨lt als Startkonfiguration die aktuel-
le Roboterkonfiguration, wobei das Ziel unvera¨ndert bleibt. Sobald die
Bahnplanung einen neuen Pfad gefunden hat, wird dieser interpoliert und
abgefahren.
Wa¨hrend der Suche werden die Kernberechnungen innerhalb des Rah-
menwerks mit hoher Priorita¨t ausgefu¨hrt. Dadurch ko¨nnen Sensordaten
zeitnah verarbeitet werden und der Roboter sicher gestoppt werden.
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6.3.4 Evaluation und Diskussion
Zur Evaluation wurden zwei Varianten der Knotenevaluation wa¨hrend der
Online-Phase gegenu¨bergestellt:
Variante 1 Funktion 𝑔 mit reiner Auswertung der euklidischen Distanz,
Variante 2 Die vorgestellte Funktion 𝑔 mit Beru¨cksichtigung der Geschwin-
digkeit.
Fu¨r die Analyse wurde eine Sequenz eines sich durch den Arbeitsraum be-
wegenden Menschen aufgezeichnet und zyklisch wiedergegeben. Wa¨hrend
der Sequenz, die aus 2000 Bildern besteht, hat sich die Person frei im
Sensorbereich bewegt. Die Bewegung entha¨lt lineare und zirkula¨re Pfa-
de mit gewo¨hnlichen und unterschiedlichen Bewegungsgeschwindigkeiten.
Insgesamt wurden je Variante 9000 Bilder zur Analyse wiedergegeben.
Wa¨hrend der Evaluation wurden verschiedene Parameter aufgezeichnet,
die in Tabelle 6.4 aufgefu¨hrt sind. Dabei wurden Planungen auf den ersten
drei Achsen des Roboters vorgenommen und die letzten drei Achsen ent-
sprechend ohne Planung zwischen Start- und Zielkonfiguration interpoliert.
Um die Effektivita¨t der Umplanung abzubilden, sind speziell die Anzahl an
beendeten und abgebrochenen Pfaden von Interesse. Abgebrochene Pfade
sind solche, die auf Grund von Umplanungsaufrufen unterbrochen wurden,
bevor der Roboter sein Ziel erreicht hat. Die große Diskrepanz zwischen
Variante 1 und 2 bezu¨glich abgebrochener Pfade wurde hauptsa¨chlich
dadurch verursacht, dass gefundene Pfade direkt im na¨chsten Zyklus be-
reits wieder durch einen Umplanungsaufruf abgebrochen wurden. Somit
wurden Pfade gefunden, die im Grenzbereich zum risikobasierten Kolli-
sionsausschluss lagen. Durch geringe Menschbewegungen wurden diese
dann bereits wieder als zu riskant eingestuft. Somit wirkt sich zuku¨nftige
Risikoerho¨hung drastisch aus. Dieser Aspekt wird durch die Anzahl der
erfolgreichen Suchen besta¨tigt. Auf der anderen Seite erlaubt die Variante
2 einen gro¨ßeren Sicherheitsabstand oder ein verlangsamtes Verfahren.
Menschliche Bewegungen im Arbeitsraum wirken entsprechend mit gro¨ße-
rem Spielraum.
Die Anzahl der beendeten Pfade gibt folglich die Ha¨ufigkeit an, mit der
der Roboter sein Ziel erreichte.
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Tabelle 6.4: Auszug der Evaluationsergebnisse zur reaktiven Bahnplanung
aus [Puls et al., 2012a].
Parameter Variante 1 Variante 2
# beendete Pfade 44 46
# abgebrochene Pfade 109 24
# Suchen gesamt 433 316
# erfolgreiche Suchen 151 70
# erfolglose Suchen 282 246
⊘ Pfadla¨nge 17,7 19,1
⊘ Zeit fu¨r erfolgreiche Suchen [ms] 27,33 233,68
⊘ Zeit fu¨r erfolglose Suchen [ms] 294,89 371,44
⊘ Zeit fu¨r Suchen gesamt [ms] 201,58 340,92
Insgesamt erreicht die Bahnplanung mit angepasster Knotenevaluierung
durch Beru¨cksichtigung maximal erlaubter Geschwindigkeiten (Variante 2)
eine etwas ho¨here Effektivita¨t, da mehr Pfade beendet wurden. Die Anzahl
der abgebrochenen Pfade ist etwa ein viertel im Vergleich zu Variante 1, bei
der nur Abstandsbetrachtungen bei der ku¨rzesten Weg-Suche beru¨cksichtigt
werden. Im Gegensatz dazu beno¨tigt Variante 2 etwa acht mal mehr Zeit
fu¨r erfolgreiche Suchen, jedoch werden nur etwas u¨ber zwei drittel so viele
Suchen insgesamt angestoßen. Somit kann trotz erho¨hter Rechenleistung
eine bessere Effektivita¨t erzielt werden.
Im Vergleich zu [Kunz et al., 2010] sowie [Leven and Hutchinson, 2002],
kann festgestellt werden, dass langsamere Planung erreicht wird. Das ist auf
die zusa¨tzlichen Berechnungen zuru¨ckzufu¨hren, die fu¨r die Bestimmung der
direkten Kinematik des Roboters notwendig sind, um Absta¨nde und Risiko
bestimmen zu ko¨nnen. Somit ist die Reaktivita¨t etwas langsamer, jedoch
kann eine erho¨hte Sicherheit erreicht werden. Daru¨ber hinaus wurde in
[Pan and Manocha, 2011] demonstriert, dass GPU-basierte Berechnungen
im Bereich der Bahnplanung Laufzeiten verbessern ko¨nnen. Dieser Ansatz
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kann ebenfalls fu¨r die in dieser Arbeit aufgefu¨hrten Verfahren anwendbar
sein.
In Abbildung 6.8 ist die Korrelation zwischen Anzahl der expandierten
Knoten wa¨hrend der Suche und der Laufzeit bezu¨glich erfolgreicher und
erfolgloser Suchen aufgefu¨hrt. Die lineare Beziehung wird offensichtlich.
Fu¨r Variante 1 ergibt sich eine klare Trennung und Ha¨ufung. Suchen, die
mehr als 1000 Knoten betrachteten fu¨hrten zu erfolglosen Ergebnissen.
Eine a¨hnliche Ha¨ufung bezu¨glich erfolgloser Suchen kann fu¨r Variante 2
erkannt werden. Jedoch decken erfolgreiche Suchen den gesamten Bereich
ab, so dass auch eine hohe Anzahl an betrachteten Knoten zu einem
gefundenen Pfad fu¨hren kann. Dieses Verhalten ist auf die Bevorzugung
schnellerer Pfade im Vergleich zu ku¨rzeren zuru¨ckzufu¨hren. Somit wird fu¨r
gefa¨hrliche und folglich langsame Passagen ein schnellerer Umweg gesucht.
Verschiedene geplante Pfade sind in Abbildung 6.9 aufgefu¨hrt. Die Bahnen
sind durch die TCP-Trajektorien symbolisiert. Das obere linke Bild zeigt
die original geplante Bahn mit dem Menschen in großer Distanz dem Ro-
boter zuschauend. Die menschliche Posen im oberen rechten und unteren
linken Bild sind sehr a¨hnlich, jedoch unterscheiden sich die resultierenden
umgeplanten Pfade wesentlich. Das obere rechte Bild stellt einen Pfad der
Variante 2 dar, wobei die untere Reihe Pfade der Variante 1 veranschauli-
chen. Im unteren rechten Bild wird erkenntlich, dass der Mensch wesentlich
an den original Pfad herantreten muss, damit a¨hnliche Ergebnisse wie fu¨r
Variante 2 erzielt werden.
Wie in Abbildung 6.10 dargestellt, wird die Geschwindigkeit entsprechend
angepasst, wenn der Roboter nahe dem Menschen verfa¨hrt. Die Geschwin-
digkeitsa¨nderungen an den Stellen mit geringer Distanz zwischen Roboter
und Mensch unterstreichen deren Notwendigkeit. Es zeigt auch, dass die
Planung entsprechende Pfade als Ergebnis ausgibt.
Die Ergebnisse haben die Notwendigkeit fu¨r eine reaktive Bahnplanung
unterstrichen und die Mo¨glichkeiten des untersuchten Ansatzes verdeutlicht.
Risikoreiche Pfade werden gemieden, falls mo¨glich. Andernfalls werden




Abbildung 6.8: Beziehung zwischen Laufzeit und Anzahl untersuchter
Knoten bezu¨glich erfolgreicher und erfolgloser Suchen. Oben: Variante 1.
Unten: Variante 2.
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Abbildung 6.9: Beispiele fu¨r geplante Bahnen. Oben links: Original Plan.
Oben rechts: Umplanung der Variante 2. Untere Reihe: Umplanungen der
Variante 1 fu¨r verschiedene menschliche Positionen.
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Abbildung 6.10: Robotergeschwindigkeit und Distanz zum Menschen.
Die untersuchten Laufzeitaspekte der Bahnplanung sind vielversprechend,
jedoch ist eine Performanzsteigerung notwendig, um fu¨r Nutzer und Werker
Reaktivita¨t gewa¨hrleisten zu ko¨nnen. Davon unabha¨ngig ist die Gewa¨hr-
leistung der Sicherheit, da das System den Roboter zu einem Stopp veran-
lasst, sobald eine Umplanung angestoßen wird. Abgesehen von Leistungs-
steigerungen von Rechnersystemen sind weitere Optimierungen mo¨glich.
GPU-basierte Verfahren erlauben beschleunigte Berechnungen [Pan and
Manocha, 2011]. Ebenfalls kann der Ansatz von [Yoshida and Kanehiro,
2011] im Kontext der Risikobetrachtung weiter verfolgt werden, indem
Planungsaufrufe durch Pfadanpassung vermieden werden. So wa¨re eine
Mo¨glichkeit, durch eine reine menschzentrierte Risikobetrachtung Potenti-
alfeldmethoden einzusetzen, die reaktive Pfadanpassungen erlauben. Im
Falle von zu großen Abweichungen kann auf die komplexe Roboter-Mensch-





Im Rahmen der vorliegenden Arbeit wurden Verfahren und Ansa¨tze
entwickelt, die, orientiert am kognitiven Zyklus, durch Wahrnehmung,
Schlussfolgerung sowie Ausfu¨hrung ein Situationsversta¨ndnis verwirkli-
chen und sichere Mensch-Roboter Kooperation ermo¨glichen. Im Folgenden
werden die wesentlichen Ergebnisse der Arbeit zusammengefasst und disku-
tiert. Dabei wurden die Lo¨sungen nicht in reiner Theorie oder Simulation
untersucht, sondern in realer Umgebung verschiedenen nationalen und
internationalen Forschergruppen sowie bei industrienahen Fu¨hrungen an
einem Demonstrator vorgestellt.
7.1 Zusammenfassung der Ergebnisse
Es wurde zu folgenden wesentlichen Aspekten entsprechende Lo¨sungs-
ansa¨tze entworfen und untersucht.
Wahrnehmung Zur Erkennung von Szeneobjekten wurden autoassoziative
neuronale Netze in Form von erweiterten Hopfield Netzen unter-
sucht. Im Vergleich zur Erkennungsmethode basierend auf globalen
Gabor-Merkmalen wurden bessere Ergebnisse erzielt. Dabei werden
Erkennungsraten zwischen 73 % und 100 % erreicht, wobei speziell
a¨hnliche Objekte untersucht wurden, die die Erkennung erschweren.
Zur semantischen Positionsabbildung des Menschen in der Arbeitszel-
le wurde mittels Clusteranalyse anhand von aufgezeichneten Trajekto-
rien wesentliche Orte im Arbeitsraum identifiziert. Durch Abbildung
der Cluster in Potentialfunktionen kann zusa¨tzlich zur Positionsklas-
sifizierung eine Ortspra¨diktion durchgefu¨hrt werden, die angibt zu
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welchem Ort im Arbeitsraum der Mensch sich bewegt. Bei der Posi-
tionsklassifizierung werden Erkennungsraten bis zu 100 % erreicht.
Die Pra¨diktion erreicht Werte von 90,9 %.
Die Erkennung von menschlichen Aktionen wird zum einen durch
den Einsatz von mehrschichtigen Hidden Markov Modellen (HMMs)
realisiert. Zum anderen werden kinematische Zustandsa¨nderungen
des Menschen beim Schlussfolgern ausgewertet. Die Erkennung mit-
tels mehrschichtiger HMMs erreicht Erkennungsraten von u¨ber 83 %
und dient im wesentlichen dem Erzeugen von weiterem Kontext, in
dem die Situation eingebettet ist.
Schlussfolgern Zur Situationsanalyse wurde eine Wissensbasis entwickelt,
die zur beschreibungslogischen Verarbeitung der Ergebnisse der Wahr-
nehmung und Menscherkennung dient. Auf diese Weise ko¨nnen Ru¨ck-
schlu¨sse auf die vorliegende Situation gezogen werden. Daru¨ber hin-
aus werden Zielsetzungen fu¨r das Robotersystem generiert, die durch
eine Handlungsplanung basierend auf dem Situationskalku¨l weiter-
verarbeitet werden. Somit ko¨nnen die Handlungen des Roboters
direkt beeinflusst und vorgegeben werden. Das beschreibungslogische
System erreicht Verarbeitungsraten von durchschnittlich 4,2 Hz. Die
reaktive Handlungsplanung erzielt Verarbeitungszeiten zwischen 0,5
ms und 1,3 ms.
Ausfu¨hrung und Sicherheit Ein wesentlicher Aspekt der vorliegenden Ar-
beit ist die situationsabha¨ngige Risikobeurteilung. Diese baut auf
den Ergebnissen der Wahrnehmung und Schlussfolgerung auf. Als
Grundlage dient eine Regelbasis fu¨r unscharfe Logik, die durch ein
hemmendes System mit Regeln zur Risikoadaption auf Basis der
Situationsanalyse erweitert wurde. Somit wird die ra¨umlich enge
Kooperation zwischen Mensch und Roboter ermo¨glicht, wenn die
Situation es zula¨sst.
Daru¨ber hinaus werden Erkennungsergebnisse der Wahrnehmung
im Zusammenhang untersucht und deren Plausibilita¨t u¨berpru¨ft. In
Fa¨llen von Unstimmigkeiten wird die Risikobeurteilung angepasst,
so dass mo¨gliche riskante Situationen vermieden werden.
Eine reaktive Bahnplanung ermo¨glicht angepasstes Roboterverhalten,
indem die Resultate der Risikobeurteilung wa¨hrend der Roboterbewe-
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gung u¨berpru¨ft werden und, falls no¨tig, eine Umplanung angestoßen
wird. Die Umplanung minimiert das Risiko und gibt angepasste
Geschwindigkeiten vor, so dass ein Verfahren des Roboters auch in
ansonsten risikobehafteten Situationen mo¨glich ist. Auf diese Weise
wird eine ho¨here Effizienz des Prozesses erzielt. Die Berechnungszei-
ten fu¨r die Planung liegen durchschnittlich bei etwa 340 ms. Wa¨hrend
der Planung wird der Roboter angehalten, damit mo¨gliche, drohende
Kollisionen vermieden werden.
Prozessanalyse Um Wissen aus den produktiven Prozessen, die mit dem
vorgestellten System beobachtet werden, abzuleiten, dient die Prozes-
sanalyse. Mittels der Integration und Adaption des Heuristic Miner
ko¨nnen Prozessgraphen extrahiert werden, die bspw. fu¨r eine Pro-
zessoptimierung oder -fehleruntersuchung genutzt werden ko¨nnen.
Zudem wurde eine Methode entworfen und untersucht, die Pro-
zessfolgen ermittelt. Am Beispiel der beobachtbare Ortswechsel des
Menschen wurde die Prozessfolgenermittlung untersucht. Die extra-
hierten Abla¨ufe ko¨nnen direkt in der semantischen Ortspra¨diktion
eingesetzt werden. Zur Evaluation wurden verschiedene aufeinander
aufbauende Szenarien untersucht und entsprechende Qualita¨tskriteri-
en entwickelt. Anhand dessen wurden Aussagen zu Rauschverhalten
und notwendiger Datenmenge getroffen.
7.2 Abschließende Diskussion
Die erzielten Ergebnisse ermo¨glichen Situationsversta¨ndnis und daraus
resultierend ein angepasstes Roboterverhalten. Das System analysiert die
beobachtete Szene und extrahiert notwendiges Wissen, um Schlussfolgerun-
gen ziehen zu ko¨nnen. Es hat sich gezeigt, dass dafu¨r ein gesamtheitlicher
Ansatz notwendig ist, da erst die Betrachtung von Zusammenha¨ngen und
Einordnung der Beobachtungen in ihren Kontext die vorhandene Komple-
xita¨t der realen Umgebung abbilden kann. Im Rahmen der vorliegenden
Arbeit wurde hierzu ein Beitrag geleistet, indem ein System entworfen und
untersucht wurde, das die identifizierten, wesentlichen Aspekte des Kon-
textes betrachtet, wozu menschliche Handlungen, deren Ausfu¨hrungsort,
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Objekte in der Szene sowie die menschliche Pose mit der Beziehung zum
Robotersystem geho¨ren.
Bei der Erarbeitung der einzelnen Systemkomponenten wurde ein breites
Spektrum verwandter Arbeiten hinzugezogen, woraufhin Algorithmen
und Lo¨sungsansa¨tze u¨bernommen, erweitert und angepasst wurden. Dabei
wurde themenu¨bergreifend vorgegangen, so dass interessante, neue Aspekte
die Arbeit bereichern.
Als wesentlicher Teil der Arbeit ist die anhand der Situation angepasste
Risikobeurteilung zu sehen. Am Beispiel industrieller Produktion wurde
das Thema Sicherheit betrachtet und Konzepte zur Umsetzung erarbeitet.
Dennoch sind die grundlegenden Ansa¨tze und Untersuchungen auch fu¨r
andere Robotersysteme, mit denen der Mensch engen Kontakt hat bzw.
haben soll, von Bedeutung. Die Anwendung ist vor allem bei entsprechender
Komplexita¨t der Interaktion interessant, da einfache Systeme, die kaum mit
ihrer Umwelt interagieren, ha¨ufig durch den Designprozess sicher gestaltet
werden ko¨nnen.
Die wesentlichen Neuerungen in dieser Arbeit werden durch folgende
Punkte charakterisiert:
∙ Gesamtheitliche Analyse der Situation und Folgerung von Zielset-
zungen fu¨r das Robotersystem.
∙ Kontextuelle Plausibilita¨tspru¨fung von beobachteten Handlungen.
∙ Situationsabha¨ngige Risikobeurteilung.
∙ Reaktives Roboterverhalten durch risikoabha¨ngige Bahn- und Bewe-
gungsplanung.
Ausblick
Mit dem vorgestellten System werden Grundlagen fu¨r eine zeitlich und
ra¨umlich nicht getrennte Mensch-Roboter Kooperation erarbeitet. Es
ko¨nnen somit spezialisierte Bedarfsfa¨lle dargestellt und analysiert werden.
Weitere Arbeiten sind notwendig, um ein generalisiertes Gesamtsystem
fu¨r die sichere Kooperation zu erreichen. Vor diesem Hintergrund sind
folgende Aspekte mo¨gliche Punkte, an denen weiterfu¨hrende Arbeiten
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ansetzen ko¨nnen, wobei diese bereits teilweise in den Betrachtungen der
einzelnen Komponenten Erwa¨hnung fanden.
Sensorische Erfassung Das vorgestellte System basiert auf der Verwen-
dung eines einzelnen 3D Sensors, wodurch sich Einschra¨nkungen
fu¨r die Szenenanalyse ergeben. Die Erweiterung der sensorischen
Erfassung stellt somit einen notwendigen Schritt dar. Hierbei sind
vor allem die Aspekte der Sensorregistrierung bei verschiedenar-
tigen Sensoren und Datenfusion wichtig. Damit einher geht auch
die Erweiterung der Erkennung von Szeneobjekten, damit kleinere
Handhabungsgegensta¨nde erkannt, verfolgt und deren Benutzung
registriert werden kann.
Ortsbestimmung Die weitere Betrachtung von kollinear angeordneten
Arbeitspla¨tzen kann fu¨r die Verallgemeinerung des vorgestellten
Ansatzes hilfreich sein.
Handlungserkennung Zusammen mit der Erweiterung der sensorischen
Erfassung kann die Bestimmung der menschlichen Kinematik erwei-
tert werden. Bei einer vollsta¨ndigeren und genaueren Rekonstruktion
ko¨nnen ebenfalls kleinere Handbewegungen und -gesten in die Er-
kennung eingebunden werden. Mo¨gliche Ansa¨tze hierzu wurden im
entsprechenden Stand der Forschung aufgefu¨hrt.
Schlussfolgerungssystem Durch die Integration von unscharfer Logik in
das Folgerungssystem ko¨nnen die Regeln zur Risikobeurteilung in
die Situationsanalyse eingebettet werden. Jedoch ist dann auf die
Laufzeitbetrachtung und weiterfu¨hrende Optimierungen Wert zu
legen, damit Sicherheitsaspekte mit entsprechender Geschwindigkeit
berechnet werden. Eine andere Mo¨glichkeit ist die Integration der
Handlungsplanung durch Einfu¨hrung eines Aktionsformalismus in
das Folgerungssystem. Daru¨ber hinaus ist die Wissensbasis in Hin-
blick auf einen Menschen und Roboter konzipiert. Die Erweiterung
hinsichtlich mehrerer Kooperationspartner stellt einen wesentlichen
Aspekt dar.
Prozessanalyse Eine weiterfu¨hrende Mo¨glichkeit besteht in der Identifizie-
rung von kausalen Zusammenha¨ngen zwischen Beobachtungen. Eine
andere stellt die Analyse zur natu¨rlich-sprachlichen Protokollgenerie-
rung dar. Somit kann im Fehlerfalle oder zur Prozessoptimierung der
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Mensch Versta¨ndnis fu¨r das Geschehene entwickeln, anstatt Zahlen-
und Variablenkolonnen betrachten zu mu¨ssen.
Risikobeurteilung Die Anpassungsfa¨higkeit bezu¨glich fein-granularer Si-
tuationen kann weiter untersucht werden, um eventuell Prozesswissen
in die Beurteilung einfließen zu lassen. So geben bspw. Prozessabwei-
chungen oder sogar einzelne Prozessschritte Anlass die Beurteilung
anzupassen.
Plausibilita¨tspru¨fung Um die manuelle Regelerstellung von Aktion-
Objekt-Beziehungen zu vermeiden, ist das Erlernen solcher Rela-
tionen notwendig. Dabei stellt das Lernen und Abstahieren unsach-
gema¨ßer Verwendung von Objekten eine besondere Hu¨rde dar.
Bahnplanung Die Bahnplanung betrachtet zur Zeit einen Roboter im
mo¨glichen Beisein eines Menschen. Die Erweiterung durch die Beru¨ck-
sichtigung weiterer Kooperationsteilnehmer, sowohl Mensch als auch
Roboter, kann fu¨r Anwendungen wichtig sein. Daru¨ber hinaus ko¨nnen
Konzepte entwickelt werden, die im Gegensatz zur reinen deliberati-
ven Planung eine reaktive Komponente integrieren und somit beide
Ansa¨tze vereinigt. Auf diese Weise kann die beno¨tigte Rechenzeit
reduziert werden, indem weniger Umplanungen angestoßen werden
mu¨ssen.
Zur Hypothese
Es konnte in der Arbeit gezeigt werden, dass keine zeitliche und ra¨umliche
Trennung der Kooperation von Mensch und Roboter notwendig ist, da
auf Grund der situationsabha¨ngigen Risikobeurteilung ein entsprechend
sicheres Roboterverhalten erzielt wird. Eine erho¨hte Effizienz im Vergleich
zum klassischen Systemstillstand bei Menscheintritt in die Arbeitszelle
kann erkannt werden. Die zuku¨nftige Einbettung des Systems in industrie-
nahe Anwendungsfa¨lle und eine weiterfu¨hrende, umfassende Analyse kann
hierzu deutlichere Einblicke geben.
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Industrieroboter werden heutzutage sehr verbreitet in der Pro-
duktion eingesetzt. Jedoch arbeiten diese Roboter meist isoliert 
und unter stark kontrollierten Bedingungen, damit eine Gefahr für 
den Menschen ausgeschlossen werden kann. Damit jedoch die 
kognitiven Fähigkeiten und Fingerfertigkeit von Menschen mit der 
Ausdauer, Stärke und Genauigkeit von Robotern in einer sicheren 
Kooperation zusammengeführt werden können, muss das Robo-
tersystem seine Umgebung wahrnehmen und verstehen können.
In dem vorgestellten System wird die Roboterumgebung mittels 
Algorithmen des maschinellen Lernens erfasst und Objekte 
sowie menschliche Handlungen bestimmt. Anhand semanti-
scher Analyse kann auf vorliegende Situationen geschlossen 
werden, wodurch sich dynamisch Risikobewertungen und Hand-
lungsvorgaben für den Roboter ableiten lassen. Diese stellen die 
Grundlage für ein reaktives Roboterverhalten dar, das eine ziel-
gerichtete und sichere Mensch-Roboter-Kooperation ermöglicht.
