Successful heuristic algorithms for solving combinatorial optimization problems have mimicked processes observed in nature. Two highly successful families of algorithms that do this are simulated annealing and genetic algorithms. Here, a third family of algorithms, ant colony optimization is explored and implemented in C#. The test bed for evaluating the quality of solutions is based on several Traveling Salesperson Problems (TSP) of varying size using real-world data (Euclidian problems) with known solutions.
Ants form a distributed system and present highly organized social organization. When an ant searches for food it leaves a chemical trail of pheromones. This trail may be used by other ants to follow the trail to food.
Suppose an ant were deposited on some randomly chosen city in a TSP problem. Tours could be generated by this artificial ant as follows: A probability is computed for each of the possible target cities that the ant can travel to from the source city that it is occupying. This probability is based on two factors: the distance to the target city (shorter distances provide higher probability) and the pheromone that has been previously deposited on the edge from the source to target city. Artificial ants are not allowed to re-visit a city.
The ant system (AS) algorithm works as follows. In AS, m artificial ants are placed on random chosen cities. At each tour construction step for ant k, the probability of choosing city s from city r is:
The heuristic is 1.0 / cost (r, s).
The is the pheromone on the edge r, s.
The value is a number between 2 and 5 and determines how much weight to give the cost heuristic.
So the smaller the edge cost and higher the pheromone value, the higher the probability that the ant will go from city r to s.
On each iteration of the simulation, after all the randomly placed ants have constructed their tours, the pheromone trails are updated. First all the pheromone on each edge is reduced by a constant factor (evaporation). This helps to ensure exploration and stops premature convergence to the edges on the best tour so far which at the beginning is probably not a very good tour. Then each ant deposits pheromone on the edges corresponding to the cities visited given by the reciprocal of the tour cost. So a poor tour (high tour cost) will result in less pheromone being deposited than a good tour. The best tour among the m ants is found (best tour to date). Additional pheromone is deposited based on the best tour to date on the edges of this best tour (reciprocal of best tour cost). After a user-defined number of iterations, the best tour cost is reported.
Stagnation seems to be a problem when the Ant System algorithm is applied to problems of size 100 or more. Convergence to a tour that is typically about 5 to 8 percent above the known optimum occurs.
As documented in the book Ant Colony Optimization by Marco Dorigo and Thomas Stutzle (MIT Press, 2004) , an improved algorithm called Ant Colony System (ACS) is presented. This ACS algorithm is based on changes made to the basic Ant System described above. Specifically, 1) There is no global evaporation applied to all the edges after each iteration as there is in the Ant System. 2) When constructing a tour in ACS, with a probability threshold of about 0.9, an ant chooses its next city by finding the maximum of the pheromone and reciprocal of distance raised to the beta power products among all cities not yet visited. With probability 0.1, the Ant System heuristic for choosing the next city is used. The ACS algorithm is much more aggressive since it favors the maximum rather than making a random choice. 3) After all ants have completed their tours (one iteration), a global pheromone update is performed only on the edges associated with the best tour to date (i.e. only the best ant to date updates pheromone on its edges). The update is performed as a weighted average of the earlier pheromone for each edge and the reciprocal of the best tour cost to date. The effect of this is to cause some small evaporation on the edges of the optimum tour as well as add some additional pheromone to the edges. 4) As each ant moves from city i to j as its tour is being constructed it uses a local trail updating rule that causes the pheromone on that edge to be decreased. This encourages more exploration and works against stagnation. More details of the ACS algorithm may be found on pages 76 to 78 in the book cited above.
The C# implementation details of this ACS algorithm are presented below along with a GUI application that outputs the progress of the algorithm and depicts the evolving best tours graphically. Sample output is also presented.
Listing 1 Class Global using System; using System; using System.Collections.Generic; using System.Linq; using System.Text; using System.Drawing; Listing 3 Class AntColonyGUIApp using System; using System.Collections.Generic; using System.ComponentModel; using System.Data; using System.Drawing; using System.Linq; using System.Text; using System.Windows.Forms; using System.IO; using System.Threading; for (int i = 5; i <= numberCities -2; i++) { x5 = i; x6 = i + 1; for (int k = 3; k <= i -2; k++) { x3 = k; x4 = k + 1; x1orig = x1; x2orig = x2; x3orig = x3; x4orig = x4; x5orig = x5; x6orig = x6; For the 100 city problem the solution, after 20,000 iterations, is within 0.65 percent of optimum. Once again lines do not cross in this near optimum solution. For the 150 city problem, the initial solution is in error by 3.14 percent.
