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Abstract
We consider irreducible Goppa codes over Fq of length qn deﬁned by polynomials of degree r, where q is a prime power and n, r
are arbitrary positive integers. We obtain an upper bound on the number of such codes.
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1. Introduction
McEliece ([9], see also [12, p. 1217]) was the ﬁrst to exploit the potential of Goppa codes for the development
of a secure cryptosystem. Goppa codes are especially suited to this purpose because (1) they have few invariants
and (2) the number of inequivalent codes grows exponentially with the length and dimension of the code. It is with
this second feature that we concern ourselves. Knowledge of the precise number of inequivalent irreducible Goppa
codes enables analysis of the level of security offered by cryptosystems based on such codes, and may also be used to
determine optimal parameters for a particular cryptosystem. The McEliece cryptosystem involves choosing at random
an irreducible polynomial of a given degree over a ﬁnite ﬁeld. However, not all such polynomials generate inequivalent
codes and here we investigate how many distinct codes can be generated in this way. In 1978, Chen [2] gave an upper
bound for the number of such codes which is not tight. Gibson [5] gave a partial classiﬁcation of monic irreducible
polynomials of a given degree over a given ﬁeld, with precise results for the case of irreducible cubics over F2n . Elia
et al. [3] also classiﬁed 3- and 4-error correcting Goppa codes. In this paper, we give an upper bound for the number
of Goppa codes of length qn over Fq , where q is a power of the prime p, deﬁned by an irreducible polynomial over
Fqn of degree r. This extends our previous work [4], where the bound was given with the restriction that p, n, r be
distinct primes. Let p be any prime and q =pt and let n, r be arbitrary positive integers. To avoid trivial cases we insist
that r + 1qn − 1, and if q = 2 then 2r + 12n − 1. Our aim is to count the Goppa codes of length qn over Fq ,
deﬁned by irreducible polynomials of degree r over Fqn , up to equivalence under coordinate permutations and ﬁeld
automorphisms of Fq . In the binary case this reduces to coordinate permutations only.
An early version of this paper was presented at the Workshop on Coding and Cryptography, WCC2003, Versailles, March 2003.
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2. Preliminaries
Let g(x) be an irreducible polynomial of degree r over Fqn and let  be a ﬁxed primitive element of Fqn . The Goppa
code of length qn over Fq , deﬁned by g(x), is the set of all vectors (c1, c2, . . . , cqn) over Fq such that
∑qn
i=1ci/(x −
i ) = 0mod g(x), where 1 = 0, j = j−2, 2jqn. It is easily shown that (see [2]) this code has parity check
matrix:(
1

1
 − 0
1
 −  · · ·
1
 − qn−2
)
, (1)
where  is any root of g(x) in its splitting ﬁeld Fqnr . We will say that this code is deﬁned by  and denote it by C().
We denote by S = S(n, r) the set of all elements in Fqnr of degree r over Fqn . We need to refer to the factorizations of
n, r , highlighting the divisors that are products of those primes dividing only one of n, r and those that divide both. In
order not to over-burden the notation with explicit prime factorizations, we deﬁne k to be the largest divisor of n that is
relatively prime to r and set n = n/k, and m to be the largest divisor of r that is relatively prime to n and set r = r/m.
Thus, nr = km= knrm, where = nr . We often need to work with a divisor k1 of k and write k¯1 = k/k1. Similar
notation will be used for divisors of ,m, n, r , where appropriate, without explicit mention. The greatest common
divisor of integers a, b is denoted (a, b). We shall often use the elementary fact that if v,w are positive integers with
greatest common divisor d then (xv − 1, xw − 1)= xd − 1 (see [8, Corollary 3.7], for example). If u is a prime divisor
of the integer v then ue‖v means that ue|v, ue+1v. We write o(g) for the order of the element g in the ﬁnite group G
and use without further mention the following facts from elementary group theory.
Lemma 2.1.
(i) If g ∈ G then for any positive integer b the order of gb is o(g)
(o(g),b) .
(ii) If g ∈ G has order ab, where (a, b) = 1 then there are elements g(1), g(2), of order a, b, respectively, such that
g = g(1)g(2).
We also need a simple divisibility result.
Lemma 2.2. Let m, a be odd integers with m = 1 and let 2f ‖ma + 1. Then 2f ‖mb + 1 for any odd integer b and
2f |mc − 1 for any even integer c.
Proof. The group of units modulo 2f has order 2f−1. Since m2a ≡ 1mod 2f , the order of m in this group divides 2a,
and hence is equal to 2. Now, if a = 2d + 1 then ma = m2d+1 ≡ mmod 2f . Thus, m ≡ −1mod 2f . If 2g‖mb + 1 for
odd b then the same argument shows that m ≡ −1mod 2g and hence ma ≡ −1mod 2g from which we obtain g = f .
The last assertion is obvious. 
The following characterization of the elements of S is immediate from [8, Corollary 3.47].
Lemma 2.3. S consists of the elements of Fqnr each of which is a zero of an irreducible polynomial of degree r over
Fqk1n . In particular, the elements of S are precisely those elements that lie in a subﬁeld of Fqnr of the form Fqk1nr , for
some k1, but not in any subﬁeld of the form Fqs , where s is not divisible by nr = m.
Thus, we can now deﬁne, more generally, S(k1n, r) to be the subset of S(n, r) of elements that are of degree r over
Fqk1n . We begin with the basic connections between Goppa codes deﬁned by the elements of S. The following result
is well-known (see [1,3,10]).
Theorem 2.4. If ,  ∈ S are related by an equation of the form
 = qi +  for ,  ∈ Fqn,  = 0,
where i is a non-negative integer, then C() and C() are equivalent.
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The letters ,  will be reserved throughout for elements of Fqn with  = 0. We wish to count the number of
orbits of S under the action of the group generated by the afﬁne transformations  →  +  and the Frobenius
automorphism  :  → q . We denote the cyclic group 〈〉 by G and write K = 〈m〉, L = 〈km〉,M = 〈k〉. Thus,
|K|=k, |L|=, |M|=m and by elementary group theoryG=K×L×M . Consider ﬁrst the action of the afﬁne group.
If 1+ 1 = 2+ 2 and 1 = 2 then 1 = 2, while if 1 = 2 then = (2 − 1)/(1 − 2), contrary to  ∈ S. Thus,
the orbit containing , denotedA() and called the afﬁne set containing , contains qn(qn −1) elements.We shall often
use, without comment, the fact that an element of a given afﬁne set A() cannot have two distinct representations in
the form + . We denote the set of afﬁne sets contained in S by A. It is obvious that A()=A() for any  ∈ A().
Also, |A| = |S|/qn(qn − 1).
Example 2.5. Let q = 2, n = 4, r = 3. Then S = F212\F24 and there are (212 − 24)/24(24 − 1) = 17 afﬁne sets in A.
If r = 2 then there is just one afﬁne set containing all q2n − qn elements of S. Since there is nothing left to do in
this case we exclude it and from now on assume that r = 2. Next, we observe that  permutes the afﬁne sets, since if
= + then q = qq +q . Thus, it remains to consider the orbits of A under the action of G. Our general strategy
is to determine the number of afﬁne sets ﬁxed by a subgroup H =〈d〉G, where d is a divisor of km, and eventually
apply the Cauchy–Frobenius Theorem [6] to get our main result. We will repeatedly use the fact that if qd =  + 
then (+ )qd = qd + qd+ qd lies in A() and therefore A() is ﬁxed by H. In analyzing afﬁne sets ﬁxed by H
we will ﬁnd that in some circumstances such an afﬁne set contains elements of S that are ﬁxed by H. To make things
clear we will refer to such elements as ﬁxed points and refer to the elements of A that are ﬁxed as ﬁxed afﬁne sets.
3. Fixed afﬁne sets containing ﬁxed points
Suppose that d ﬁxes some  ∈ S. Then d ﬁxes A() and Lemma 2.3 implies that d = k1nr = k1m. Suppose that
+  ∈ A() is also ﬁxed by d . Then (+ )qk1nr = qk1nr+ qk1nr = + . Thus, qk1nr =  and qk1nr = .
It follows that  +  is ﬁxed by d only if ,  ∈ Fqk1n . The converse is clearly true. We have now proved
Lemma 3.1. If d ﬁxes  ∈ S then 〈d〉K , that is, d = k1nr , and d ﬁxes A(). The set of elements ofA() ﬁxed
by d is { +  : ,  ∈ Fk1n,  = 0}, and there are qk1n(qk1n − 1) such ﬁxed points.
Remark 3.2. For later use, we observe that in this case the divisor d can be expressed in the form d = k11m1, where
¯1m¯1 = 1.
For convenience, in the remainder of this section, we write n1 = k1n and note that n¯1 = n/n1 = k¯1 and (n¯1, r)= 1.
Our aim is to show, conversely, that each afﬁne set ﬁxed by 〈n1r 〉K contains a ﬁxed point. The ﬁrst result in this
direction is
Lemma 3.3. Suppose that the afﬁne setA() is ﬁxed by n1r . ThenA() contains an element  satisfying qn1r =+.
Proof. Suppose qn1r =  +  and consider an arbitrary element  +  ∈ A(). Then
( + )qn1r = qn1rqn1r + qn1r
= qn1r ( + ) + qn1r
= qn1r−1( + ) − qn1r−1 + qn1r + q
n1r

so we want to choose  so that qn1r−1= 1. To see that such a choice is possible we argue as follows. Applying n1r ,
n¯1 times, to  gives
 = qn¯1n1r = q(n¯1−1)n1r+···+qn1r+1 + ′,
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where ′ depends only on , . Hence, q(n¯1−1)n1r+···+qn1r+1 = 1 and ′ = 0, so
o()|(qn − 1, q(n¯1−1)n1r + · · · + qn1r + 1). (2)
Next,
(qn − 1, qn1r − 1) = (qn¯1n1 − 1, qn1r − 1) = qn1 − 1
since (n¯1, r) = 1, and therefore
(q(n¯1−1)n1 + · · · + qn1 + 1, q(r−1)n1 + · · · + qn1 + 1) = 1. (3)
If j is the inverse of q(r−1)n1 + · · · + qn1 + 1 modulo q(n¯1−1)n1 + · · · + qn1 + 1 then, for any 	 ∈ Fqn ,
	q
n1−1 = (	j )(qn1r−1)
so every (qn1 − 1)th power is a (qn1r − 1)th power. Conversely, for every 
 ∈ Fqn ,

q
n1r−1 = (
q(r−1)n1+···+qn1+1)(qn1−1)
so every (qn1r − 1)th power is a (qn1 − 1)th power. Thus, the sets of (qn1 − 1)th powers and (qn1r − 1)th powers in
Fqn are the same. The (qn1 − 1)th powers form the subgroup of order q(n¯1−1)n1 + · · · + qn1 + 1 in the multiplicative
group of Fqn so, in order to show that there is a  ∈ Fqn satisfying qn1r−1 = 1, it is sufﬁcient to show that  lies in
this subgroup. To achieve this we show that
(qn − 1, q(n¯1−1)n1r + · · · + qn1r + 1) = q(n¯1−1)n1 + · · · + qn1 + 1 (4)
and then the desired conclusion will follow from (2). Now,
qnr − 1 = (qn − 1)(q(r−1)n + · · · + qn + 1)
= (qn1r − 1)(q(n¯1−1)n1r + · · · + qn1r + 1)
and on dividing the ﬁrst factors by qn1 − 1 we obtain
(q(n¯1−1)n1 + · · · + qn1 + 1)(q(r−1)n + · · · + qn + 1)
= (q(r−1)n1 + · · · + qn1 + 1)(q(n¯1−1)n1r + · · · + qn1r + 1). (5)
By (3), the ﬁrst factors in (5) are relatively prime so
q(n¯1−1)n1 + · · · + qn1 + 1|q(n¯1−1)n1r + · · · + qn1r + 1.
To prove (4) it remains to show that the quotients
qn − 1
q(n¯1−1)n1 + · · · + qn1 + 1 = q
n1 − 1
and
q(n¯1−1)n1r + · · · + qn1r + 1
q(n¯1−1)n1 + · · · + qn1 + 1 (6)
are relatively prime. Let u be any prime divisor of qn1 − 1 and suppose ﬁrst that un¯1. The numerator of (6) can be
expressed as
(q(n¯1−1)n1r − 1) + · · · + (qn1r − 1) + n¯1
which is clearly not divisible by u. On the other hand, if u|n¯1 then we use (5) to write (6) as
q(r−1)n + · · · + qn + 1
q(r−1)n1 + · · · + qn1 + 1 (7)
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and express the numerator as
(q(r−1)n − 1) + · · · + (qn − 1) + r .
Now, ur since (n¯1, r)=1, and again this expression is not divisible by u. This completes the proof of the theorem. 
Next, we can prove the main result of this section.
Theorem 3.4. Suppose that A() is ﬁxed by n1r . Then A() contains a ﬁxed point.
Proof. We may assume that qn1r =  + , where  = 0 (otherwise, there is nothing to do). Applying n1r , n¯1 times,
gives
 =  +  + qn1r + · · · + q(n¯1−1)n1r
so
TrFqnr /Fqn1r () = 0.
The set {0, r, . . . , (n¯1 − 1)r} is a complete set of residues modulo n¯1 since (n¯1, r) = 1. Therefore,
0 = TrFqnr /Fqn1r () =  + q
n1 + · · · + q(n¯1−1)n1 = TrFqn/Fqn1 ().
We show that we can always choose  ∈ Fqn so that qn1r −  = . Each element of the form qn1r −  has trace zero
over Fqn1 since Tr (q
n1
) = Tr (). Also, the mapping  :  → qn1r −  has kernel {|qn1r = }. But qn1r =  and
q
n =  imply qn1 =  so ker = Fqn1 . This means that |im | = qn/qn1 which is precisely the number of elements of
trace zero. Thus, for given , the equation xqn1r − x =  always has a solution  and we have
( − )qn1r = qn1r − qn1r
=  +  − qn1r
= ( − ) +  − qn1r + 
=  − .
This completes the proof. 
The following result is immediate from Lemma 3.1 and Theorem 3.4.
Corollary 3.5. If n|n1 then the number of afﬁne sets ﬁxed by n1r is |S(n1, r)|/(qn1(qn1 − 1)).
Example 3.6. Let q = 2, n = 4, r = 3. Recall from Example 2.5 that there are 17 afﬁne sets in A. Of these, (26 −
22)/22(22 − 1) = 5 are ﬁxed by 6 and (23 − 21)/21(21 − 1) = 3 are ﬁxed by 3.
4. Fixed afﬁne sets without ﬁxed points
By Remark 3.2, the count of afﬁne sets ﬁxed by subgroups H = 〈d〉 = 〈k11m1〉, with ¯1m¯1 = 1, is settled in
Corollary 3.5. Throughout this section, we assume that ¯1m¯1 > 1 and let A be ﬁxed by k11m1 . The analysis proceeds
through several cases in each of which the strategy is to prove that A contains roots of a certain equation, count the
total number of such roots in S and the number in A, and hence derive the corresponding number of afﬁne sets. More
precisely, these equations are given as follows:
• If p¯1m¯1 then A contains a root of an equation of the form xqk11m1 = x.
• If p|¯1m¯1 then ¯1m¯1 = pe, for some e, and A contains a root of an equation of the form xqk1m/p
e = x + .
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First, we observe thatA is also ﬁxed by k1m, and usingTheorem 3.4, wemay choose  ∈ A such that  is ﬁxed by k1m
(where k1 may be equal to k). By Lemma 3.1, the set of ﬁxed points of k1m in A is S = {+ |,  ∈ Fqk1n ,  = 0}.
In particular, qk11m1 ∈ S. Moreover, A is also ﬁxed by k1m1 and no element of A can be ﬁxed by any non-trivial
subgroup of 〈k1m1〉 (otherwise, by Lemma 2.3, it would not lie in S). Thus, the stabilizer in 〈k1m1〉 of each element
of A is trivial and it follows that the orbits of A under 〈k1m1〉 are all of length ¯1m¯1. Since
(( + )qk1m1 )qk1m = (( + )qk1m)qk1m1 = ( + )qk1m1
for each +  ∈ S, the elements of S are permuted among themselves by 〈k1m1〉, and we have the following lemma.
Lemma 4.1. Suppose ¯1m¯1 > 1 and an afﬁne set is ﬁxed by k11m1 . Then ¯1m¯1 divides qk1n(qk1n − 1). Moreover,
the orbits of A under 〈k1m1〉 are all of length ¯1m¯1.
It is clear that the subsequent analysis is dependent on whether or not p|¯1m¯1.
4.1. The case p¯1m¯1
By Lemma 4.1, we may suppose ¯1m¯1|qk1n − 1, and let A be an afﬁne set ﬁxed by k11m1 . Let M be the least
common multiple of 1, n, and let D be their greatest common divisor. Of course ¯Mm¯1|¯1m¯1 and we note that every
prime divisor of M/1 also divides ¯M , since if u is a prime divisor of M/1 and ua‖n, ub‖r (where a and b are both
non-zero) then ub|¯M . Also, ¯Mm¯1 > 1 since if ¯M = 1 then ¯1 = 1 and m¯1 > 1. As above, we may assume that  ∈ A
is ﬁxed by k1m and that qk1Mm1 =  +  ∈ S, where ,  ∈ Fqk1n . Thus, applying (k1Mm1)¯Mm¯1 to , we obtain
 = ¯Mm¯1 + (¯Mm¯1−1 + · · · + 1) (8)
which implies ¯Mm¯1 = 1 and (¯Mm¯1−1 + · · · + 1) = 0. Hence, ( − 1)(¯Mm¯1−1 + · · · + 1) = 0, and if  = 1 then
(¯Mm¯1−1 + · · · + 1) = ¯Mm¯1 = 0. The hypothesis p¯Mm¯1 implies  = 0, and hence qk1Mm1 = , contrary to the
fact that A contains no ﬁxed points of k1Mm1 . We conclude that qk1Mm1 =  + , where ¯Mm¯1 = 1,  = 1. Now,
observe that  + /( − 1) ∈ A lies in S and
(
 + 
 − 1
)qk1Mm1
=  +  + 
 − 1 = 
(
 + 
 − 1
)
.
Thus, wemay assume that qk1Mm1 =, where ¯Mm¯1 =1,  = 1 and hence o() divides ¯Mm¯1. However, qkMm1 =k¯1
and the order of k¯1 is the same as that of  since (k¯1, ¯Mm¯1) = 1. Applying (kMm1)¯Mm¯1 , we obtain = (k¯1)¯Mm¯1.
By Lemma 4.1, with 1 replaced by M , the orbits under 〈kMm1〉 all have length ¯Mm¯1, and we conclude that
o() = o(k¯1) = ¯Mm¯1. Next, suppose for  = 0,  ∈ Fqn that ( + )qkMm1 = (k¯1)j ( + ) for some j with
(j, ¯Mm¯1) = 1. Then
k¯1 +  = k¯1j + k¯1j 
which implies k¯1 = k¯1j and hence j ≡ 1mod ¯Mm¯1, and = k¯1j  and hence = 0 since (k¯1j, ¯Mm¯1)= 1. Since the
converse is obvious, the solution set of xqkMm1−1 = (k¯1)j in A is precisely {| ∈ Fqn}. Now,
(q
k11m1
)q
kMm1−1 = (qkMm1−1)qk11m1 = (k¯1)qk11m1
and, since (qk11m1 , ¯Mm¯1) = 1, it follows that qk11m1 =  for some  ∈ Fqn . Moreover, qk11m1 ≡ 1mod ¯Mm¯1
from which we deduce that ¯Mm¯1|qk1D − 1 and hence  ∈ Fqk1D . We will argue by induction to prove the following
result, where we note that the assumption p¯1m¯1 means that if M/1 is even then q is odd.
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Theorem 4.2. Suppose ¯1m¯1|qk1n − 1, p¯1m¯1, and let A be an afﬁne set ﬁxed by k11m1 . There exists  ∈ A, 1 ∈
Fqk1D such that q
k11m1 = 1 and
(i) if M/1 is odd
or M/1 is even and q ≡ 1mod 4
or M/1 is even, q ≡ −1mod 4, and k11m1 is even
then 1 has order ¯1m¯1,
(ii) if M/1 is even, q ≡ −1mod 4, and k11m1 is odd
then 1 has order 2g¯1m¯1, where 2g+1‖q + 1.
Proof. As observed above, the theorem is true if 1 is replaced by M so let I satisfy 1|I |M and suppose by
induction that qk1I m1−1 = I for some I of order ¯I m¯1 if condition (i) holds with 1 replaced by I , and of order
2g¯I m¯1 if condition (ii) holds with 1 replaced by I . Let u be a prime divisor of I /1, set J = I /u and note that
u|¯M . By the argument above (with 1 replaced by J ), we certainly have qk1J m1−1 = J  for some J ∈ Fqk1D . By
applying (k1Jm1)u, we obtain
I = qk1I m1 = q
k1J m1(u−1)+···+qk1J m1+1
J 
and hence
q
k1J m1(u−1)+···+qk1J m1+1
J = I .
The order of J therefore satisﬁes
o(J ) = (o(J ), qk1Jm1(u−1) + · · · + qk1Jm1 + 1)o(I ).
We have u|¯M |¯I |o(I )|o(J ) and u|¯Mm¯1|qk1D − 1|qk1J − 1 so
u|qk1Jm1(u−1) + · · · + qk1Jm1 + 1
= (qk1Jm1(u−1) − 1) + · · · + (qk1Jm1 − 1) + u (9)
and hence uo(I )|o(J ). Suppose (o(J ), qk1Jm1(u−1) +· · ·+qk1Jm1 +1)=uev, where uv. If d|v and d|qk1Jm1 −1
then, by expressing qk1Jm1(u−1) + · · · + qk1Jm1 + 1 as in (9), we ﬁnd d|u so d = 1. Thus, (v, qk1Jm1 − 1) = 1. This
also implies (v, ¯I m¯1)=1 since each prime divisor of ¯I m¯1 divides ¯Mm¯1 and ¯Mm¯1|qk1D −1|qk1J −1|qk1Jm1 −1.
Under the hypothesis that I has order 2g¯I m¯1, we observe that q is odd and (v, qk1Jm1 − 1) = 1 implies v is odd.
Hence, o(J )=ueo(I )v, where (ueo(I ), v)= 1 and therefore there exist (1)J , (2)J with o((1)J )=ueo(I ), o((2)J )= v
and J = (1)J (2)J . For  ∈ Fqk1n ,
()q
k1J m1 = qk1J m1 (1)J (2)J  = (q
k1J m1−1(2)J )
(1)
J ().
Since (v, qk1Jm1 −1)=1 we may choose  so that qk1J m1−1 = ((2)J )−1. Hence, we may suppose that q
k1J m1 = J ,
where o(J ) = ueo(I ). Now,
(o(J ), q
k1Jm1(u−1) + · · · + qk1Jm1 + 1)
= (ueo(I ), qk1Jm1(u−1) + · · · + qk1Jm1 + 1) = ue.
Suppose that uf ‖qk1Jm1(u−1) + · · · + qk1Jm1 + 1. Then f e. But u|o(I ) so ue+1 divides the left-hand term and
hence f e. Thus, f = e and
o(J ) = uf o(I ). (10)
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We consider separately the cases u odd and u = 2. If u is odd then
qk1Jm1(u−1) + · · · + qk1Jm1 + 1
= (qk1Jm1(u−1) − 1) + · · · + (qk1Jm1 − 1) + u
= (qk1Jm1 − 1)[qk1Jm1(u−2) + · · · + qk1Jm1 + 1]
+ · · · + (qk1Jm1 − 1)[qk1Jm1 + 1] + (qk1Jm1 − 1)[1] + u
= (qk1Jm1 − 1)[(qk1Jm1(u−2) − 1) + · · · + (qk1Jm1 − 1) + u − 1]
+ · · · + (qk1Jm1 − 1)[(qk1Jm1 − 1) + 2] + (qk1Jm1 − 1)[1] + u
= (qk1Jm1 − 1)[(qk1Jm1(u−2) − 1) + · · · + (qk1Jm1 − 1)]
+ · · · + (qk1Jm1 − 1)[(qk1Jm1 − 1)] + (qk1Jm1 − 1)[(u − 1) + · · · + 1] + u
= (qk1Jm1 − 1)[(qk1Jm1(u−2) − 1) + · · · + (qk1Jm1 − 1)]
+ · · · + (qk1Jm1 − 1)[(qk1Jm1 − 1)] + (qk1Jm1 − 1)
[
(u − 1)u
2
]
+ u
≡ umod u2
and hence f =1.We now have o(J )=uo(I ). If M/I is odd, or if M/I is even and q ≡ 1mod 4, or if M/I is even,
q ≡ −1mod 4 and k1Im1 is even then the induction hypothesis is that o(I ) = ¯I m¯1. In the ﬁrst case, M/J is odd,
in the second case, M/J is even and q ≡ 1mod 4, and in the third case, M/J is even, q ≡ −1mod 4 and k1Jm1
is even. In all cases, o(J ) = u¯I m¯1 = ¯J m¯1 gives the induction step. If M/I is even, q ≡ −1mod 4 and k1Im1 is
odd then the induction hypothesis is that o(I ) = 2g¯I m¯1. Since u is odd it follows that o(J ) = u2g¯I m¯1 = 2g¯J m¯1.
Finally, if u = 2 then M/I is even and
o(J ) = (o(J ), qk1Jm1 + 1)o(I ) = 2f o(I ),
where the last equality follows from (10). If q ≡ 1mod 4, or if q ≡ −1mod 4 and k1Im1 is even then the induction
hypothesis is that o(I ) = ¯I m¯1. In the ﬁrst case, qk1Jm1 + 1 ≡ 2mod 4 so f = 1 and o(J ) = 2o(I ) = ¯J m¯1.
In the second case, if k1Jm1 is even then qk1Jm1 + 1 ≡ 2mod 4 so f = 1 and o(J ) = 2o(I ) = ¯J m¯1. In the
second case, if k1Jm1 is odd then Lemma 2.2 implies that 2f ‖qk1Jm1 + 1 is equivalent to 2f ‖q + 1 and then
o(J )= 2f o(I )= 2f ¯I m¯1 = 2g¯J m¯1 (where g = f − 1). In all cases, the induction step is proved and this completes
the proof of the theorem. 
Remark 4.3. If n|1 then M = 1 so M/1 is odd and case (i) of the Theorem always applies.
In order to avoid repetition in the following argument we adopt the notation [2g]¯1m¯1 for ¯1m¯1 or 2g¯1m¯1 according
to which case of the theorem is in force. The converse of the theorem is obvious: if A contains an element  such
that qk11m1 = , where  has order [2g]¯1m¯1 then A is ﬁxed by k11m1 . Our strategy is to count the total number
of such elements lying in each A that is ﬁxed by k11m1 . Let  ∈ Fqk1D be a ﬁxed element of order [2g]¯1m¯1 and let
T (k1, 1m1) denote the set of roots of the equationsxq
k11m1−1 = i , (i, [2g]¯1m¯1)= 1 lying in S. We defer a comment
on the size of T (k1, 1m1) to Remark 4.5. We may assume that A contains  satisfying q
k11m1 = i for a particular i.
In order to count the number of elements in T (k1, 1m1) ∩ A(), we consider, for (j, [2g]¯1m¯1) = 1, the equation
( + )qk11m1 = j ( + )
which implies
q
k11m1 i + qk11m1 = j + j .
This holds if and only if either
q
k11m1−1i = j and  = 0 (11)
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or
q
k11m1−1i = j and qk11m1−1 = j . (12)
If (12) holds then qk11m1−1 = i , qk11m1−1 = j−i , qk11m1−1 = j give
(−1)qk11m1−1 = i = qk11m1−1
and hence
(−1)qk11m1−1 = 1. (13)
This implies that −1 ∈ Fqk11m1 so  ∈ −1Fqk11m1 . Thus,  lies in the smallest ﬁeld containing Fqn and Fqk11m1 ,
which is contained in FqkMm1 . This contradicts Lemma 2.3 since ¯Mm¯1 > 1. Now, consider (11) and write the ﬁrst
equation in the form qk11m1−1 = j−i . We need to count the number of solutions  of this equation as j runs through
a set of representatives of the units modulo [2g]¯1m¯1. Let  be a generator of F×qkn , where we may assume that
 = (qkn−1)/[2g]¯1m¯1 . Then our task is to count the number of integers v, 0vqkn − 1 for which
(v)q
k11m1−1 = ((qkn−1)/[2g]¯1m¯1)(j−i), (14)
in other words, the number of solutions v of the congruence
(qk11m1 − 1)v ≡
(
qkn − 1
[2g]¯1m¯1
)
(j − i)mod qkn − 1. (15)
It is well-known (see [11, Therorem 2.13], for example) that this is (qk11m1 − 1, qkn − 1) = qk1D − 1 or zero,
according as qk1D − 1 divides or does not divide ((qkn − 1)/[2g]¯1m¯1)(j − i). Note that this is independent of which
representatives of i, j modulo [2g]¯1m¯1 are being used. We may write this last expression in the form
(qkn − 1)((j − i)/(j − i, [2g]¯1m¯1))
[2g]¯1m¯1/(j − i, [2g]¯1m¯1)
and observe that whether or not qk1D − 1 divides ((qkn − 1)/[2g]¯1m¯1)(j − i) depends entirely on the value of
[2g]¯1m¯1/(j − i, [2g]¯1m¯1) which is the order of j−i . Thus, the number of solutions of (15) depends only on the
orders of the elements
{j−i |j a unit modulo [2g]¯1m¯1},
that is, on the integers {[2g]¯1m¯1/(j − i, [2g]¯1m¯1)|j a unit modulo [2g]¯1m¯1}. Recall that i is invertible modulo
[2g]¯1m¯1 and let w be its inverse. Then (j − i, [2g]¯1m¯1)= (wj − 1, [2g]¯1m¯1) and wj runs through the units modulo
[2g]¯1m¯1 according as j does. As a consequence,{ [2g]¯1m¯1
(j − i, [2g]¯1m¯1)
∣∣∣∣ j a unit modulo [2g]¯1m¯1
}
=
{ [2g]¯1m¯1
(j − 1, [2g]¯1m¯1)
∣∣∣∣ j a unit modulo [2g]¯1m¯1
}
and, in particular, the number of elements in T (k1, 1m1) ∩ A(), where  is a zero of xqk11m1−1 = i is independent
of i. We have now proved the following result.
Theorem 4.4. Suppose ¯1m¯1 > 1,p¯1m¯1, and [2g]¯1m¯1|qk1n −1. LetU(k1, 1m1)={j |ja unit modulo [2g]¯1m¯1,
qk1D − 1 divides ((qkn − 1)/[2g]¯1m¯1)(j − 1)}. Then there are |T (k1, 1m1)|/(qk1D − 1)|U(k1, 1m1)| afﬁne sets
ﬁxed by k11m1 .
Remark 4.5. It is not difﬁcult to show, by an argument similar to the foregoing, that the total number of solutions of
the equations xqk11m1−1 = i is (qk11m1 − 1)([2g]¯1m¯1). We cannot give a closed formula for the number that lie in
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S, that is, the size of T (k1, 1m1), although in any particular case this is straightforward to determine as illustrated in
the following examples (see also Section 5).
Example 4.6. Let q = 2, n = 4, r = 3 (so k = 4,  = 1,m = 3) and let k1 = 2, 1 = m1 = 1. Here, ¯1m¯1 = 3 is not
divisible by p = 2 and the solutions of xqk11m1−1 = x3 = i , where  is a primitive element of order 3 and i = 1, 2, are
the six elements of order 9, all of which lie in S. In the deﬁnition of U(2, 1) we ﬁnd that j = 1 satisﬁes the conditions
(as it always does) and that j = 2 does not. Thus, |U(2, 1)| = 1, qk1D − 1 = 3 and out of the total of 17 afﬁne sets,
given by Example 2.5, 6/(3 × 1) = 2 are ﬁxed by 2.
Example 4.7. With values of the parameters given in the previous example, except with k1 = 4, we ﬁnd that the
solutions of xqk11m1−1 = xqk1m1−1 = x15 = i , where  is a primitive element of order 3 and i = 1, 2, are the six
elements of order 9, and the 24 elements of order 45, all of which lie in S. Here |U(4, 1)| = 1, while qkD − 1 = 15
and 30/(15 × 1) = 2 afﬁne sets are ﬁxed by 4 (of course the same ones as in 4.6).
Example 4.8. Let q = 2, n = r = 6 (so k = 1, l = 36,m = 1) and let k1 = 1, 1 = 4,m1 = 1 (so that D = 2). Then
T (1, 4) contains only the 72 elements of order 135, while the conditions in the deﬁnition of U(1, 4) are satisﬁed for
j = 1, 4, 7. Hence, there are 72/(3 × 3) = 8 afﬁne sets ﬁxed by 4.
Example 4.9. Let q = 3, n= 4, r = 10 (so k = 1, = 8,m= 5) and let k1 = 1, 1 = 1,m1 = 5. The elements of T (1, 5)
are those solutions of x35−1 = i , where  has order 2g¯1m¯1 = 2 · 8 · 1 = 16, lying in S. Such elements have order
dividing (35 − 1)16= 25112 but not dividing 3s − 1, where 40s. It follows that there are (2511)+(25112)= 1920
such elements. Now, qk1D − 1 = 31·1 − 1 = 2 so |U(1, 5)| = 8 and hence there are 1920/(2 × 8) = 120 afﬁne sets
ﬁxed by 5.
4.2. The case p|¯1m¯1
We begin by assuming that ¯1m¯1 = pev, e1, pv. Let u be a prime divisor of v and let A be ﬁxed by k11m1 and
therefore by k1m/p and k1m/u. Note that either p, p|m or p| and consequently p2|. In both cases n|m/p.
Similarly, n|m/u and by the analysis of the previous section wemay suppose thatA contains  satisfying qk1m/u =
for some  ∈ Fqk1n of order u (Remark 4.3 applies). This  is ﬁxed by k1m so, by Lemma 3.1, q
k1m/p =  +  for
,  ∈ Fqk1n .Applying (k1m/p)p, we obtain =p+(p−1+· · ·+1) so p=1 and hence =1 and q
k1m/p =+.
Now, (−1)qk1m/p = −1( + ) = −1 + 1 and (−1)qk1m/u = (−1) so we may assume qk1m/p =  + 1 and
q
k1m/u = . Next,
 +  = ( + 1) = ()qk1m/p = (qk1m/u)qk1m/p
= (qk1m/p )qk1m/u = ( + 1)qk1m/u =  + 1
which implies  = 1. This contradicts the deﬁnition of  and we conclude that there is no such prime divisor u, that is,
v = 1 and hence ¯1m¯1 = pe. Now, consider the case e = 1. We may suppose A contains a root  of xqk1m/p = x + 1.
To determine which roots of this equation lie in S we use [8, Theorem 3.80], (recalling that q = pt ) to write
xp
tk1m/p − x − 1 =
∏
∈B
(xp − x − ), (16)
where  runs through the set of elements of Fqk1m/p of absolute trace 1. By [8, Corollary 3.79], each factor in this
product is irreducible over Fqk1m/p and hence the zeros of xp
tk1m/p − x − 1 lie in Fqk1m\Fqk1m/p . We denote by
V (k1, m/p) the set of zeros of xq
k1m/p − x − 1 lying in S. These are identiﬁed precisely as those for which  does
not lie in any subﬁeld Fqk12m2 , where 2m2 is a proper divisor of m/p. If  lies in a proper subﬁeld Fqs of Fqk1m/p
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we have
TrF
qk1m/p /Fp
() = k1m
ps
TrFqs /Fp () (17)
so if p|k1m/ps then TrF
qk1m/p /Fp
() = 0, while if pk1m/ps then 1/p of the elements of Fqs have absolute trace
1 when considered as elements of Fqk1m/p . It is a straightforward exercise by inclusion–exclusion [7] to compute the
number of elements in V (k1, m/p). In order to count the number of elements of V (k1, m/p) in A, we observe that
if ( + )qk1m/p =  +  + 1 then
q
k1m/p + qk1m/p + qk1m/p =  +  + 1.
This implies  ∈ Fqk1n and q
k1m/p − − (1− )= 0. If = 1 then  ∈ Fqk1n and we obtain the set {+ | ∈ Fqk1n }.
If  = 1 then /(1− ) is a root of xqk1m/p − x − 1= 0 contrary to the fact that the roots of xqk1m/p − x − 1= 0 lie in
Fqk1m\Fqk1m/p . We conclude that each afﬁne set ﬁxed under k1m/p contains precisely qk1n zeros of xq
k1m1 − x − 1
and we have the following lemma.
Theorem 4.10. The number of afﬁne sets ﬁxed by k1m/p is |V (k1, m/p)|/qk1n .
Next, if e2 then A is ﬁxed by k1m/p2 . Suppose that p2|rm(=r). Then n|m/p2 so, by an argument analogous
to that above, A contains a zero of xqk1m/p
2 − x − 1. By decomposing this as in (16) we ﬁnd that these zeros lie in
Fqk1m/p\Fqk1m/p2 and hence not in S. This contradiction implies that p2rm and it follows that p‖r , (p,m)= 1 and
hence m1 = m and ¯1m¯1 = ¯1 = pe. As above, we may assume that  ∈ A is ﬁxed by k1m/p and that A contains the
qk1n roots, {+  :  ∈ Fqk1n } of xq
k1m/p − x − 1= 0. By [8, Theorem 3.80], we may decompose xqk1m/p − x − 1 as
xq
k1m/p − x − 1 =
∏
∈C
(xq
k1m/pe − x − ), (18)
where  runs through the set of elements of Fqk1m/p such that TrFqk1m/p /Fqk1m/pe () = 1. Note that these  are not in
S. We may write qk1m/p
e =  +  for some ,  ∈ Fqn and since  is also a zero of one of the right-hand factors
in (18) we conclude that  +  =  +  for some  ∈ C. This implies ( − 1) +  =  contradicting the fact that
 /∈S, unless  = 1, and then  = , that is,  ∈ Fqn . Hence, qk1m/p
e −  −  = 0 for some  ∈ Fqn such that
TrF
qk1m/p /Fqk1m/p
e ()= 1.We now show that A contains a zero of each factor on the right-hand side of (18) for which
 ∈ Fqn . Suppose qk1m/p
e − − = 0 for some ﬁxed  ∈ Fqn with the required trace property. Then for any  ∈ Fqn ,
 +  is a root of xqk1m/pe − x − ( + qk1m/pe − ) = 0 and (by [8, Theorem 2.25], and the linearity of the trace
function) the set of elements of Fqn having the required trace is { + qk1m/p
e − | ∈ Fqn}. Next, we determine the
number of zeros of
xq
k1m/pe − x −  (19)
that lie in S, and then consider how many of them lie in A. By (16), xqk1m/p − x − 1 splits over Fqnr and, by (17), a
zero of xqk1m/p − x − 1 lies in S if and only if it is not contained in a subﬁeld of the form
Fqk12m2 where ¯2m¯2 > 1, p¯2m¯2. (20)
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We show ﬁrst that at least one of the polynomials (19) has a zero lying in F
qp
f , where pf ‖m. We may choose
∗ ∈ F
qp
f−1 with absolute trace 1/k1m ∈ Fp so that
TrF
qk1m/p /Fp
(∗) = TrF
qp
f−1 /Fp (TrFqk1m/p /Fqpf−1
(∗))
= TrF
qp
f−1 /Fp (k1m
∗)
= k1m TrF
qp
f−1 /Fp (
∗) = 1
and xp − x − ∗ is one of the right-hand factors in (16). Note that ∗ ∈ Fqn since Fqpf−1 ⊆ Fqn . Thus, xp − x − ∗
is irreducible over F
qp
f−1 and its zeros lie in F
qp
f . We claim that xp − x − ∗ divides one of the right-hand factors of
(18). Let  ∈ F
qp
f satisfy p = + ∗. Then, applying the tk1m/pe-fold composite of the map x → xp with itself to
, we get qk1m/p
e =  + , where  is a sum of p-conjugates of ∗ and hence lies in Fqn . Moreover,
TrF
qk1m/p /Fqk1m/p
e () =
pe−1−1∑
i=0
⎛
⎝tk1m/p
e−1∑
j=0
(∗)pj
⎞
⎠
pitk1m/p
e
=
pe−1−1∑
i=0
tk1m/pe−1∑
j=0
(∗)pj+itk1m/p
e
=
tk1m/p−1∑
h=0
(∗)ph = TrF
qk1m/p /Fp
(∗) = 1.
Thus,  is a zero of xqk1m/p
e − x −  and hence xp − x − ∗ divides xqk1m/pe − x −  and this is one of the right-hand
factors of (18). Without loss of generality, we may therefore choose (19) to be
xq
k1m/pe − x − . (21)
Let W(k1, /pe) denote the set of zeros of (21) that lie in S. Since this is an afﬁne q-polynomial over Fqn , its zeros
are { + | ∈ F
qk1m/p
e } (see [8, Theorem 3.56]). Now, let v = p be any proper divisor of m/pf and let  ∈ Fqv .
Then  +  ∈ F
qp
f v is a zero of (19) not in S and there are qp
f v such zeros. It is now a straightforward exercise by
inclusion–exclusion [7] to compute the number of elements in W(k1, /pe). In the special case r = r =p, we ﬁnd that
m = 1 and  is a power of p. Here, no ﬁeld of type (20) exists and all the roots of (19) lie in S. Finally, if A contains a
zero  of (21) then suppose
( + )qk1m/pe = qk1m/pe  + qk1m/pe + qk1m/pe =  +  + .
Then q
k1m/pe =  so  ∈ Fqk1D , where D = (1, n). Also,
( − 1) = qk1m/pe − 
and, since TrF
qk1m/p /Fqk1m/p
e (
qk1m/p
e − ) = 0 and  ∈ F
qk1m/p
e , we have
TrF
qk1m/p /Fqk1m/p
e (( − 1)) = ( − 1)TrF
qk1m/p /Fqk1m/p
e () =  − 1 = 0
and hence  = 1. Thus, the subset W(k1, /pe) contained in A is { + | ∈ Fqk1D }. Note that in the special case
referred to in the previous paragraph this is all of W(k1, /pe). We now have the following lemma.
Theorem 4.11. The number of afﬁne sets ﬁxed by k11m when ¯1 = pe, e2, p‖r is |W(k1, /pe)|/qk1D , where
D = (1, n).
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Example 4.12. Let q = 2, n = r = 6. Then |W(9)| = 504 and there are 504/23 = 63 afﬁne sets ﬁxed by 〈9〉.
We bring the results of Corollary 3.5 and Theorems 4.4, 4.10, 4.11 together to give the following theorem.
Theorem 4.13. With the notation we have established the following hold:
1. If n1 is divisible by n then there are |S(n1, r)|/(qn1(qn1 − 1)) afﬁne sets ﬁxed by n1r .
2. If ¯1m¯1 > 1, p¯1m¯1, and [2g]¯1m¯1|qk1n − 1 then there are |T (k1, 1m1)|/(qk1D − 1)|U(k1, 1m1)| afﬁne sets
ﬁxed by k11m1 .
3. If ¯1m¯1 = p then there are |V (k1, m/p)|/qk1n afﬁne sets ﬁxed by k11m.
4. If ¯1 = pe, e2, p‖r then there are |W(k1, /pe)|/qk1D afﬁne sets ﬁxed by k11m.
5. The main theorem
It is not difﬁcult to develop programs to calculate the cardinality of the various sets S, T , U, V , and W. Using
Theorem 4.13 we can develop a program1 to apply the Cauchy–Frobenius Theorem [6] and calculate the average
number of afﬁne sets ﬁxed by an element of G.
Theorem 5.1. Let N(q, n, r) denote the number of orbits in S under the action of the afﬁne group and the Frobenius
automorphism, as derived from Theorem 4.13. The number of inequivalent irreducible Goppa codes over Fq of length
qn and degree r is at most N(q, n, r).
The following tables compare N(2, 7, r) and N(2, n, 7) for 6n, r16
q n r N(2, 7, r)
2 7 6 6442037
2 7 7 706740561
2 7 8 79154980000
2 7 9 9006073495576
2 7 10 1037499670492467
2 7 11 120727233941856231
2 7 12 14165328782916945380
2 7 13 1673688077687467924065
2 7 14 198929782948040712169263
2 7 15 23765478069520611201643781
2 7 16 2851857368342478330960957440
q n r N(2, n, 7)
2 6 7 25972041
2 7 7 706740561
2 8 7 19711152849
2 9 7 559575017799
2 10 7 16100007541491
2 11 7 468135036352467
2 12 7 13728607731106143
2 13 7 405472442822740719
2 14 7 12047588599432596753
2 15 7 359810331615688417563
2 16 7 10794145237868624836449
Note that N(2, 7, 6)<N(2, 6, 7) but N(2, 7, 8)>N(2, 8, 7) and then N(2, n, r) grows faster with r than with n.
1 These programs, developed in the computer package Maple, are available on request from the authors.
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The following table gives some non-binary values
q n r N(q, n, r)
3 2 3 3
3 3 3 4
3 4 3 9
3 3 4 68
3 3 5 1368
5 2 3 6
5 2 4 86
5 2 5 1644
9 2 3 16
9 2 4 842
9 2 5 53892
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