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1. Einleitung
Diese Dissertation befasst sich mit Aspekten des molekularen Magnetismus. Das
wohl bekannteste magnetische Moleku¨l, das Mn12-acetat, wurde bereits 1980 von Lis
[1] synthetisiert. Aber erst 1993 haben Sessoli et al. [2] entdeckt, dass es bei ausrei-
chend tiefen Temperaturen eine Hysteresekurve besitzt. Molelku¨le, die eine Hystere-
sekurve besitzen, werden auch als Einzelmoleku¨lmagnet oder single-molecule-magnet
(SMM) bezeichnet. Ziel ist es, diese Klasse von Moleku¨len als Speichereinheit in
Quantencomputern zu nutzen oder die Speichermedien in konventionellen Compu-
tern zu ersetzen.
Viele magnetische Moleku¨le weisen jedoch eine antiferromagnetische Wechselwir-
kung auf, d.h. sie weisen im Grundzustand in der Regel keine Magnetisierung auf.
Doch auch diese Moleku¨le sind Gegenstand von zahlreichen experimentellen und
theoretischen Untersuchungen. Ein mo¨gliches Anwendungsgebiet ist die magnetische
Ku¨hlung, welche durch den magnetokalorischen Effekt mo¨glich wird. Dabei unter-
scheidet man zwischen Ku¨hlung bei Raumtemperatur und im sub-Kelvin-Bereich.
Das derzeit gebra¨uchlichste Material, um sub-Kelvin Temperaturen zu erreichen, ist
3He. Da 3He aber sehr selten und dadurch sehr teuer ist, versucht man, magnetische
Moleku¨le zu finden, die 3He als Ku¨hlmittel ersetzen ko¨nnen.
In der theoretischen Physik verwendet man Spin-Modelle, um das Verhalten der Mo-
leku¨le im Experiment erkla¨ren oder sogar vorhersagen zu ko¨nnen. Das hier verwende-
te Heisenberg-Modell eignet sich insbesondere zur Beschreibung von 3d-Elementen,
da dort der Bahndrehimpuls im Festko¨rper unterdru¨ckt ist. Aufgrund der Sym-
metrie, die das Modell besitzt, kann man verschiedene Vorhersagen machen. Man
1
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kann zum Beispiel zeigen, dass bei sehr tiefen Temperaturen Moleku¨le mit antifer-
romagnetischer Kopplung ein Stufenmuster in der Magnetisierung aufweisen. In den
letzten Jahren sind jedoch Moleku¨le synthetisiert worden, die diese Eigenschaft nicht
aufweisen. Es gab bisher bereits Erkla¨rungsversuche durch ein random-J-Modell [3]
oder die Beru¨cksichtigung von intermolekularen Wechselwirkungen [4]. Auch aniso-
trope Wechselwirkungen ko¨nnen hierfu¨r eine Erkla¨rung sein. Ausgangspunkt dieser
Arbeit ist die Frage, ob die Dzyaloshinskii-Moriya-Wechselwirkung, d.h. die antisym-
metrische anisotrope Wechselwirkung, den Verlust der Stufen erkla¨ren kann und wie
groß diese dazu sein mu¨sste. Darauf aufbauend wird der Einfluss der Dzyaloshinskii-
Moriya-Wechselwirkung auf weitere Observablen von verschiedenen magnetischen
Moleku¨len, deren Struktur bereits synthetisiert wurde, systematisch untersucht. Zu
diesem Zweck werden Ringstrukturen in verschiedenen Gro¨ßen und zwei archimedi-
sche Ko¨rper, ein Kuboktaeder und ein Ikosidodekaeder, bei verschiedenen Wechsel-
wirkungssta¨rken betrachtet.
Der Aufbau dieser Arbeit ergibt sich deshalb wie folgt: Im na¨chsten Kapitel wird
das hier verwendete Spin-Modell, d.h. das Heisenberg-Modell, mit allen relevanten
Termen vorgestellt, wobei auf die Dzyaloshinskii-Moriya-Wechselwirkung nochmals
speziell eingegangen wird. Da das Stufenmuster in der Magnetisierung bei tiefen
Temperaturen ihren Ursprung in der Sz-Symmetrie hat, wird deren Bedeutung und
Nutzen diskutiert. Das Kapitel endet mit den thermodynamischen Grundlagen zur
Berechnung der untersuchten Observablen, wobei ein Schwerpunkt auf den magne-
tokalorischen Effekt gelegt wird. Das dritte Kapitel behandelt die verwendeten nu-
merischen Verfahren zur Lo¨sung des Problems. Dabei werden die Grenzen der voll-
sta¨ndigen Diagonalisierung beschrieben und die finite temperature Lanczos method
als Na¨herungsmethode fu¨r große Systeme vorgestellt. Im vierten Kapitel werden die
Ergebnisse fu¨r die erste Klasse von Moleku¨len, die antiferromagnetischen Spinringe,
gezeigt. Die Ringe variieren dabei in der Gro¨ße von fu¨nf bis zwo¨lf Spins, mit jeweils
Spin 1/2. Das fu¨nfte Kapitel zeigt die Ergebnisse fu¨r ein Kuboktaeder mit Spin 1/2.
Das sechste Kapitel befasst sich mit dem gro¨ßten hier untersuchten Moleku¨l, dem
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Ikosidodekaeder. Durch die Gro¨ße des Moleku¨ls ko¨nnen dabei die magnetokalori-
schen Eigenschaften nicht untersucht werden.
Es stellt sich heraus, dass die Struktur der Moleku¨le entscheidenden Einfluss darauf
hat, ab welcher Sta¨rke der Einfluss der Dzyaloshinskii-Moriya-Wechselwirkung zu se-
hen ist. Fu¨r manche Moleku¨le ist bereits eine Dzyaloshinskii-Moriya-Wechselwirkung,
die ein Fu¨nftel der Heisenberg-Wechselwirkung betra¨gt, ausreicht, um eine deutlich
sichtbare Vera¨nderung der Magnetisierung zu bewirken. Betrachtet man den Verlauf
der Energieniveaus abha¨ngig vom Magnetfeld, so findet man zum einen durch die
Dzyaloshinskii-Moriya-Wechselwirkung hervorgerufene avoided Levelcrossings und
zum anderen ko¨nnen sich die gleichen Energieniveaus zweimal schneiden. Dies ist
interessant, da die Levelcrossings bei der Untersuchung des magnetokalorischen Ef-
fekts zu Minima in den Isentropen fu¨hren ko¨nnen. Die Arbeit endet mit einer Zu-
sammenfassung und einem Ausblick auf weitere interessante Fragestellungen.
3
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Im folgenden werden die in dieser Arbeit beno¨tigten Grundlagen beschrieben. Zu-
na¨chst wird das Heisenberg-Modell, mit dessen Hilfe Spin-Systeme beschrieben wer-
den ko¨nnen, vorgestellt. Dabei werden die unterschiedlichen Anteile kurz diskutiert.
Im folgenden wird dann die Dzyaloshinskii-Moriya-Wechselwirkung, d.h. der anti-
symmetrische Anteil, noch einmal genauer beleuchtet. Anschließend gibt es einen
U¨berblick u¨ber die Bedeutung und Auswirkung von im System vorhandenen Sym-
metrien, insbesondere der Sz-Symmetrie und welche Konsequenzen sich aus deren
Verlust ergeben. Der letzte Teil des Kapitels widmet sich den betrachteten Obser-
vablen, wobei auf den magenetokalorische Effekt na¨her eingegangen wird.
2.1. Das Heisenberg-Modell
Das Heisenberg-Modell [5] kann dazu benutzt werden, das Verhalten von magneti-
schen Moleku¨len in einem Magnetfeld zu beschreiben. Dabei handelt es sich um ein
effektives Modell, d.h. man fu¨hrt neue Gro¨ßen, die das System beschreiben, ein oder
reduziert das bisher verwendete Modell. Ziel ist es dabei immer, den Rechenaufwand,
den man beno¨tigt, um das Verhalten des Systems zu beschreiben, zu verringern. Der
Preis, den man dafu¨r zahlt, ist, dass man Genauigkeit verliert und/oder nicht mehr
Zugriff auf alle Informationen des Systems hat.
Die Wellenfunktion eines Elektrons in einem magnetischen Moleku¨l la¨sst sich in
Orts- und Spinanteil trennen. Im Heisenberg-Modell wird nur noch der Spinanteil
beru¨cksichtigt. Desweiteren werden die freien Elektronen der Metallionen innerhalb
5
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des Moleku¨ls, zu jeweils einem Spin si zusammengefasst. Der Ligand, also die che-
mische Struktur, in die die Metallionen eingebettet sind, bestimmt zusammen mit
der Art der Ionen die Wechselwirkung J zwischen den einzelnen Spins.
Der Hamiltonoperator des Heisenberg-Modells lautet
H
∼ Heis
= −
2
~2
∑
i<j
Jij · ~s∼i · ~s∼j . (2.1)
Dabei ist s
∼i
der Einzelspin-Operator des Spins am Platz i und Jij die Austausch-
wechselwirkung zwischen den Spins an den Pla¨tzen i und j. Man beachte, dass
Operatoren in dieser Notation durch eine ∼ gekennzeichnet werden. Definiert man
das Heisenberg-Modell auf diese Weise, entspricht Jij > 0 einem ferromagnetischen
Austausch, d.h. im Grundzustand wird eine parallele Ausrichtung bevorzugt und
Jij < 0 einem antiferromagnetischem Austausch, d.h. eine antiparallele Ausrichtung
ist energetisch gu¨nstiger.
Die Wechselwirkung eines externen Magnetfelds mit dem Moleku¨l wird mit Hilfe des
Zeemanterms
H
∼ Zee
= µB
∑
i
gi · ~s∼i ·
~B, (2.2)
beschrieben. µB ist das bohrsche Magneton, g der gyromagnetische- oder g-Faktor
des i-ten Spins und ~B das Magnetfeld.
Nun muss noch eine geeignete Basis gewa¨hlt werden. Hierfu¨r bietet sich die Pro-
duktbasis
|~mi〉 = |m
1
i , m
2
i , . . . , m
N
i 〉, (2.3)
an. Der obere Index nummeriert dabei die einzelnen Spins durch, wa¨hrend der
untere zum i-ten Produktzustand die zugeho¨rigen m-Quantenzahlen beschreibt. Um
die Produktbasis sinnvoll nutzen zu ko¨nnen, werden jetzt noch die Leiteroperatoren
s
∼
± = s
∼
x ± is
∼
y, (2.4)
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eingefu¨hrt. Deren Wirkung auf einen Produktzustand ist definiert durch
s
∼
±
n |m
1
i , . . . , m
n
i , . . . , m
N
i 〉 = ~
√
sn(sn + 1)−mni (m
n
i ± 1) |m
1
i , . . . , m
n
i ± 1, . . . , m
N
i 〉.
(2.5)
Zusammen mit dem s
∼
z-Operator, der mit
s
∼
z
n |m
1
i , . . . , m
n
i , . . . , m
N
i 〉 = ~m
n
i |m
1
i , . . . , m
n
i , . . . , m
N
i 〉, (2.6)
auf einen Produktzustand wirkt, la¨sst sich Gl. (2.1) ausdru¨cken durch
H
∼ Heis
= −
1
~2
∑
i<j
Jij
(
2 · s
∼
z
i · s∼
z
j + s∼
+
i · s∼
−
j + s∼
−
i · s∼
+
j
)
. (2.7)
Der gesamte Hamiltonoperator aus Heisenberg- und Zeemanterm ergibt sich unter
den fu¨r den Rest der Arbeit geltenden Annahmen, dass das Magnetfeld parallel zur
z-Achse liegt, alle Spins den gleichen g-Faktor besitzen und ~ = 1 gewa¨hlt wird, wie
folgt:
H
∼
= −
∑
i<j
Jij
(
2 · s
∼
z
i · s∼
z
j + s∼
+
i · s∼
−
j + s∼
−
i · s∼
+
j
)
+ g µB
∑
i
s
∼
z
i · B
z. (2.8)
Hiermit kann man nun die Hamilton-Matrix in der Produktbasis aufstellen.
2.1.1. Verallgemeinerung des Modells
Das Heisenberg-Modell ist isotrop, d.h. die relative Ausrichtung der magnetischen
Ionen und der Liganden zu einem externen Magnetfeld wird nicht beru¨cksichtigt.
Die Anisotropie der Wechselwirkung kann beru¨cksichtigt werden, indem man die
Austauschwechselwirkung nicht mehr als Skalar, sondern als Matrix
J =


Jxx Jxy Jxz
Jyx Jyy Jyz
Jzx Jzy Jzz

 , (2.9)
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schreibt. In dieser Matrix werden anschließend alle ra¨umlichen Informationen ver-
arbeitet. Der Hamiltonian nimmt hiermit die Form
H
∼
= −
∑
i,j
~s
∼i
· Jij · ~s∼j, (2.10)
an. Ausgeschrieben und mit den Leiteroperatoren ausgedru¨ckt erha¨lt man:
~s
∼i
· Jij · ~s∼j = s∼
+
i s∼
+
j
(
Jxxij − iJ
xy
ij − iJ
yx
ij − J
yy
ij
)
/ 4
+s
∼
+
i s∼
−
j
(
Jxxij + iJ
xy
ij − iJ
yx
ij + J
yy
ij
)
/ 4
+s
∼
−
i s∼
+
j
(
Jxxij − iJ
xy
ij + iJ
yx
ij − J
yy
ij
)
/ 4
+s
∼
−
i s∼
−
j
(
Jxxij + iJ
xy
ij + iJ
yx
ij − J
yy
ij
)
/ 4
+s
∼
+
i s∼
z
j
(
Jxzij − iJ
yz
ij
)
/ 2
+s
∼
−
i s∼
z
j
(
Jxzij + iJ
yz
ij
)
/ 2
+s
∼
z
i s∼
+
j
(
Jzxij − iJ
zy
ij
)
/ 2
+s
∼
z
i s∼
−
j
(
Jzxij + iJ
zy
ij
)
/ 2
+s
∼
z
i s∼
z
jJ
zz
ij . (2.11)
Da die verschiedenen ra¨umlichen Anteile aus der J-Matrix nicht direkt ersicht-
lich sind, nutzt man die aus der linearen Algebra bekannte Eigenschaft, dass sich
eine beliebige Matrix wie folgt in drei Anteile aufspalten la¨sst - in eine konstante
Diagonale, was hier dem isotropen Heisenberg-Term entspricht, einen anisotropen
symmetrischen und einen anisotropen antisymmetrischen Anteil:
J =


JHeis 0 0
0 JHeis 0
0 0 JHeis

+


E1 E4 E5
E4 E2 E6
E5 E6 E3

+ 12


0 Dz −Dy
−Dz 0 Dx
Dy −Dx 0

 . (2.12)
Der antisymmetrische Anteil wird in diesem Zusammenhang auch Dzyaloshinskii-
Moriya-Wechselwirkung genannt. Im na¨chsten Abschnitt wird deutlich, warum die
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auf den ersten Blick ungewo¨hnliche Schreibweise dafu¨r gewa¨hlt wurde.
Ein a¨hnliches Vorgehen ist fu¨r einen anisotropen g-Faktor mo¨glich. Darauf wird in
dieser Arbeit jedoch verzichtet.
2.2. Dzyaloshinskii-Moriya-Wechselwirkung
Die Dzyaloshinskii-Moriya(DM)-Wechselwirkung [6, 7] ist der antisymmetrische Aus-
tausch zwischen zwei Spins, der seinen Ursprung in der Spin-Bahn-Kopplung hat.
Die gebra¨uchlichste Schreibweise ist
H
∼DM
=
∑
i<j
~Dij ·
(
~s
∼i
× ~s
∼j
)
. (2.13)
Auch dies kann man mit Hilfe der Leiteroperatoren umschreiben zu
H
∼DM
=
∑
i<j
~Dij ·
(
~s
∼i
× ~s
∼j
)
=
∑
i<j
[
−
iDxij +D
y
ij
2
s
∼
+
i · s∼
z
j +
iDxij −D
y
ij
2
s
∼
−
i · s∼
z
j
+
iDxij +D
y
ij
2
s
∼
z
i · s∼
+
j +
−iDxij +D
y
ij
2
s
∼
z
i · s∼
−
j
−
iDzij
2
s
∼
−
i · s∼
+
j +
iDzij
2
s
∼
+
i · s∼
−
j
]
. (2.14)
~D bezeichnet den DM-Vektor, d.h. die Orientierung der Wechselwirkung. Zur
Bestimmung der Orientierung dieses Vektors hat Moriya [6] fu¨nf Regeln aufgestellt.
Die Ausgangslage ist, dass die zwei Spins, fu¨r die der DM-Vektor bestimmt werden
soll, jeweils an den Punkten A und B lokalisiert sind. Der Punkt C halbiert die
direkte Linie AB. Die Regeln lauten dann wie folgt:
i. Wenn C ein Inversionszentrum ist, folgt dass
~D = 0.
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ii. Wenn es eine Spiegelebene E senkrecht zu AB gibt, die durch C geht, ist
~D ‖ E bzw. ~D ⊥ AB.
iii. Wenn es eine Spiegelebene E gibt, die A und B entha¨lt, dann ist
~D ⊥ E.
iv. Wenn es eine zweifache Rotationsache R gibt, die senkrecht zu AB ist und durch
C geht, ist
~D ⊥ R.
v. Wenn AB eine n-fache Rotationsache R mit n > 1 ist, folgt
~D ‖ AB.
Betrachtet man diese Regeln gibt es insgesamt zwei Mo¨glichkeiten fu¨r die Rich-
tung der DM-Vektors, na¨mlich ~D ‖ AB oder ~D ⊥ AB. Die exakte Position ist von
Moleku¨l zu Moleku¨l verschieden und ha¨ngt von der unmittelbaren Umgebung der
jeweiligen Ionen, d.h. dem genutzen Liganden, ab.
Was auffa¨llt ist, dass keine Aussage u¨ber das Vorzeichen des DM-Vektors gemacht
wird. Dies ist vermutlich darin begru¨ndet, dass die DM-Wechselwirkung antisym-
metrisch ist, d.h.
~Dij = −~Dji. (2.15)
Daraus folgt, dass es von entscheidender Bedeutung ist, wie die Wechselwirkungen
zwischen den Spins durchnummeriert werden. Darum ist es bei allen Rechnungen
wichtig, nicht nur die Richtung der Vektoren und die Spinpaare anzugeben, sondern
auch die gewa¨hlte Nummerierung. Alle in dieser Arbeit verwendeten Konfigurationen
befinden sich deshalb in Anhang B.
Die Sta¨rke der Wechselwirkung ergibt sich dann aus der La¨nge, also dem Betrag der
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DM-Vektoren. Um das Vorzeichen der Richtung auch zu beru¨cksichtigen wird die
Gro¨ße D′ eingefu¨hrt:
D′ =
~D · ~DK
| ~DK |
. (2.16)
Hier bezeichnet ~D den DM-Vektor, dessen Sta¨rke D′ bestimmt werden soll. ~DK
ist der Vektor der Konfiguration, welche in diesem Zusammenhang untersucht wird
und in Anhang B hinterlegt ist. Da diese Vektoren bereits normiert sind, vereinfacht
sich D′ zu
D′ = ~D · ~DK . (2.17)
Der Vorteil dieser Art, die Sta¨rke der Wechselwirkung zu bestimmen, ist, dass
man durch ein negatives Vorzeichen eine andere, aber sehr a¨hnliche Konfiguration
untersuchen kann.
Im folgenden wird die DM-Wechselwirkung immer im Verha¨ltnis zur Heisenberg-
Wechselwirkung J betrachtet. Ein Verha¨ltnis von D′/|J | = 0.5 bedeutet, dass die
DM-Wechselwirkung halb so groß ist wie die Heisenberg-Wechselwirkung.
Die Gro¨ßenordnung, mit der die DM-Wechselwirkung auftritt, liegt laut Moriya bei
D′ = J ·
∆g
g
, (2.18)
wobei ∆g die Abweichung des g-Faktors von dem des freien Elektrons ist. In
der Regel liegt diese Abweichung bei ca. 5 − 10%. Um aber den Effekt der DM-
Wechselwirkung auf die Observablen des Systems besser untersuchen zu ko¨nnen,
werden auch deutlich ho¨here Sta¨rken angenommen.
2.3. Symmetrien
In Systemen vorhandene Symmetrien sind in der Physik immer von besonderem
Interesse. Zum einen ko¨nnen sie auf mo¨gliche Erhaltungsgro¨ßen hindeuten, zum an-
deren ko¨nnen sie verwendet werden, um die Beschreibung des Systems stark zu
11
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vereinfachen.
Im folgenden wird zuerst die Sz-Symmetrie vorgestellt und erla¨utert, wie die Zer-
legung des Hilbertraums in orthogonale Unterra¨ume zu einer Blockstruktur der
Hamilton-Matrix fu¨hrt. Anschließend wird diskutiert, welche A¨nderungen sich durch
die Hinzunahme der DM-Wechselwirkung ergeben.
2.3.1. Sz-Symmetrie
Die Sz-Symmetrie ergibt sich, wenn man ein rotationsinvariantes System betrach-
tet, d.h. wenn die Observablen richtungsunabha¨ngig sind. Um besser zu verstehen,
welche Bedeutung die Sz-Symmetrie hat und welche Konsequenzen sich aus deren
Verlust durch Einfu¨rung der DM-Wechselwirkung ergeben, wird in diesem Teil der
Hamiltonoperator auf den Heisenberg- und Zeemanterm beschra¨nkt:
H
∼ Sym
= H
∼ Heis
+H
∼ Zee
. (2.19)
Anschließend fu¨hrt man den Operator des Gesamtspins ein:
~S
∼
=
∑
i
~s
∼i
. (2.20)
Analog dazu ist die z-Komponente des Gesamtspins definiert durch:
S
∼
z =
∑
i
s
∼
z
i . (2.21)
Damit vereinfacht sich auch der Zeemanterm zu:
H
∼ Zee
= gµBS∼
zBz. (2.22)
In der Quantenmechanik erkennt man eine Symmetrie daran, dass die Operatoren
der Observablen mit dem Hamiltonoperator kommutieren, d.h.
[
H
∼ Sym
, S
∼
z
]
= 0. (2.23)
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Daraus folgt, dass man eine gemeinsame Eigenbasis von H
∼ Sym
und S
∼
z finden kann.
Fu¨r ein rotationsinvariantes System gilt zusa¨tzlich noch, dass
[
H
∼ Sym
, ~S
∼
2
]
= 0 und
[
~S
∼
2, S
∼
z
]
= 0. (2.24)
Damit kann man ebenfalls eine gemeinsame Eigenbasis zu ~S
∼
2 finden. Diese kann
man nun wiederum mit Punktgruppensymmetrien, wie z.b. vorhandene Spiegele-
benen oder einer n-za¨hligen Drehachse kombinieren [8], was aber hier nicht weiter
diskutiert werden soll, da es nicht zu weiteren Erkenntnissen beim Verlust der Sym-
metrie fu¨hrt.
Um eine gemeinsame Eigenbasis von H
∼ Sym
und S
∼
z zu finden, fu¨hrt man eine neue
Quantenzahl M ein. Mit ihr werden die Unterra¨ume des Hilbertraums charakteri-
siert. Zu jedem Produktzustand |~mi〉 erha¨lt man das zugeho¨rige Mi durch
Mi =
N∑
n
mni , (2.25)
wodurch die neuen Basiszusta¨nde die Form
|Mi; ~mi〉 = |Mi; m
1
i , . . . , m
N
i 〉, (2.26)
annehmen. Die mo¨glichen Werte fu¨r M sind M = −Smax,−Smax + 1, . . . , Smax,
wobei Smax der Gesamtspin Smax =
∑
i si ist. Die Wirkung des S∼
z-Operators auf
einen Basiszustand ist definiert als:
S
∼
z |Mi; ~mi〉 =Mi |Mi; ~mi〉. (2.27)
Anschaulich betrachtet, bilden die orthogonalen Unterra¨ume dann Blo¨cke inner-
halb der Hamilton-Matrix HSym. Der Eintrag αij der Matrix berechnet sich durch
αij = 〈Mi; ~mi|H∼ Sym|Mj; ~mj〉. (2.28)
Um die Blockstruktur zu verdeutlichen, betrachtet man als Beispiel einen Dimer,
d.h. ein System aus zwei miteinander wechselwirkenden Spins.
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Wenn s1 = s2 = 1/2 ist, dann kann man sie zu S = 0 und 1 koppeln, womit die
mo¨glichen M-Quantenzahlen -1, 0 und 1 sind. Sortiert man die Basiszusta¨nde nach
den M-Quantenzahlen, nimmt die Hamilton-Matrix die Form
HSym(Dimer) =


α11(M = 1) 0 0 0
0 α22(M = 0) α23(M = 0) 0
0 α32(M = 0) α33(M = 0) 0
0 0 0 α44(M = −1)


,
(2.29)
an. Die Matrix zerfa¨llt dadurch in kleine Matrizen, die sich einzeln diagonalisieren
lassen. Die Unterra¨ume mitM = ±1 bilden jeweils eine 1×1-Matrix, der Unterraum
mit M = 0 eine 2 × 2-Matrix. Dadurch kann man den numerischen Aufwand, der
zum Diagonalisieren beno¨tigt wird, reduzieren.
Der zweite Vorteil der Sz-Symmetrie ist, dass der Zeemanterm bereits diagonal in
der Produktbasis ist. Dies fu¨hrt dazu, dass man zuerst nur die Hamilton-Matrix
des Heisenbergterms diagonalisieren muss und anschließend nur noch den Zeeman-
term abha¨ngig vom Unterraum auf jeden Energieeigenwert hinzu addieren muss.
Dadurch sind die Energieeigenwerte eine lineare Funktion des Magnetfels, wobei die
M-Quantenzahl des Unterraums die Steigung angibt.
E 
[a
.u
.]
B [a.u.]           B 1
 M = 0
 M = -1
 M = 0
 M = 1
Abbildung 2.1.: Schematische Darstellung der Energieeigenwerte eines antiferroma-
gnetischen s = 1/2 Dimers
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Abbildung 2.1 zeigt beispielhaft die Abha¨ngigkeit der Energieeigenwerte eines an-
tiferromagnetischen Dimers mit s1 = s2 = 1/2 vom Magnetfeld. Dort kann man bei
B = B1 ein Levelcrossing sehen, d.h. zwei Energieniveaus schneiden sich und ab B1
a¨ndert sich die M-Quantenzahl des Grundzustands.
2.3.2. Konsequenzen der DM-Wechselwirkung
Mit der Hinzunahme der DM-Wechselwirkung verliert man die Sz-Symmetrie, denn
[(
H
∼ Sym
+H
∼DM
)
, S
∼
z
]
6= 0. (2.30)
Dies fu¨hrt dazu, dass zu jedem Magnetfeld eine eigene Matrix diagonalisiert wer-
den muss. Auch die Blockstruktur, d.h. die Zerlegung in mehrere kleine Matrizen
ist nicht mehr mo¨glich. Am besten versteht man dies, wenn man sich die einzelnen
Summanden des Hamiltonoperators anschaut. s
∼
z
i · s∼
z
j , sowie s∼
±
i · s∼
∓
j vera¨ndern die
M-Quantenzahl eines Basiszustands nicht, wa¨hrend die Terme s
∼
z
i · s∼
±
j sowie s∼
±
i · s∼
z
j
jeweils zwei Unterra¨ume, fu¨r die |Mi −Mj | = 1 gilt, miteinander verknu¨pfen.
Die Ausnahme bildet der Fall, dass die DM-Vektoren parallel zum Magnetfeld sind,
d.h. ~D = Dz. Dann wird H
∼DM
zu
H
∼DM
(Dz) = −
iDzij
2
s
∼
−
i · s∼
+
j +
iDzij
2
s
∼
+
i · s∼
−
j . (2.31)
Man erkennt sofort, dass die Unterra¨ume zu unterschiedlichem M nicht mitein-
ander verknu¨pft werden ko¨nnen.
Wie die Folgen des Symmetrieverlustes genau aussehen, la¨sst sich a priori nicht
vorhersehen. Durch die ra¨umliche Komponente ko¨nnen sich die Auswirkungen von
Moleku¨l zu Moleku¨l stark unterscheiden. Darum werden in dieser Arbeit verschie-
dene Moleku¨le in verschiedenen Konfigurationen untersucht.
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2.4. Observable des Systems
Dieser Abschnitt, wie [9], befasst sich mit den in dieser Arbeit untersuchten Obser-
vablen und deren Berechnung. Die Moleku¨le liegen meist als Pulver aus Kristalliten
oder als Einkristall vor, d.h. als Festko¨rper. Dieser befindet sich im Experiment in
Kontakt mit einem Wa¨rmebad, d.h. um die thermodynamischen Gro¨ßen des Sys-
tems zu bestimmen, wird das kanonische Ensemble beno¨tigt. Die Zustandssumme
des kanonischen Ensembles berechnet sich durch
Z(T,B) = Sp
(
e
−βH
∼
)
=
∑
n
e−βEn(B). (2.32)
Dabei ist En(B) der n−te Energieeigenwert zum Magnetfeld B und
β = 1/(kB ·T ), mit der Boltzmankonstanten kB und der Temperatur T . Mit Hilfe der
Zustandssumme lassen sich nun die Observablen des Systems berechnen. Allgemein
berechnet sich der thermische Mittelwert einer Observable durch
〈〈O
∼
〉〉 =
1
Z
∑
n
〈n|O
∼
e−βH∼ |n〉 . (2.33)
In den folgenden Unterabschnitten werden die einzelnen Observablen vorgestellt.
2.4.1. Mittlere Energie
Der zur mittleren Energie geho¨rige Operator ist der Hamilton-Operator des Systems
〈〈H
∼
〉〉(T,B) =
1
Z
∑
n
〈n| e−βH∼H
∼
|n〉 . (2.34)
Verwendet man nun die Energie-Eigenbasis vereinfacht sich dies zu
〈〈H
∼
〉〉(T,B) =
1
Z
∑
n
Ene
−βEn . (2.35)
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2.4.2. Magnetisierung M (T,B)
Die Magnetisierung erha¨lt man, wenn das Magnetfeld in z-Richtung angelegt ist,
mit Hilfe von S
∼
z:
M (T,B) = −gµB〈〈S∼
z〉〉 = −
gµB
Z
∑
n
e−βEn · 〈n|S
∼
z |n〉 . (2.36)
Von besonderem Interesse ist die Magnetisierung im sub-Kelvin Bereich. Dort
wird das Verhalten vom Grundzustand und den nah am Grundzustand liegenden
Energieniveaus dominiert. Am leichtesten zu sehen ist das fu¨r T = 0. Wenn man die
Grundzustandsenergie eines nicht entarteten Grundzustands ausklammert, folgt
M (T,B) = −gµB
(
eβE0
∑
n=0
e−β(En−E0) · 〈n|S
∼
z |n〉
)
/
(
eβE0
∑
n=0
e−β(En−E0)
)
= −gµB
(
〈0|S
∼
z|0〉 e0 +
∑
n=1
〈n|S
∼
z|n〉 e−β(En−E0)
)
/
(
e0 +
∑
n=1
e−β(En−E0)
)
.
(2.37)
Fu¨r T → 0 geht β →∞. Da wir die Grundzustandenergie ausgeklammert haben,
ist (En − E0) > 0 fu¨r n ≥ 1, wodurch die Exponentialfunktionen gegen Null gehen.
U¨brig bleibt dann fu¨r nicht entartete Grundzusta¨nde
M (T,B) = −gµB 〈0|S∼
z|0〉 = −gµBM0, (2.38)
also die M-Quantenzahl des Grundzustandes in Einheiten von gµB. A¨ndert sich
durch die Wechselwirkung mit dem Magnetfeld die M-Quantenzahl des Grundzu-
standes bei einem Levelcrossing, macht die Magnetisierung einen Sprung. Dies ge-
schieht bei jedem Levelcrossing, weil M die Steigung angibt und sich parallele Gera-
den nicht schneiden, muss sich jeweils M a¨ndern. Aus diesem Grund erwartet man
bei sehr tiefen Temperaturen, dass die Magnetisierung ein Stufenmuster besitzt. Je
weiter die Temperatur steigt, desto mehr Energieniveaus oberhalb des Grundzustan-
des tragen zur Magnetisierung bei, wodurch die Stufen ausgeschmiert werden.
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2.4.3. Suszeptibilita¨t χ(T,B)
Die Ableitung der Magnetisierung nach dem Magnetfeld bezeichnet man als Suszep-
tibilita¨t oder differentielle Suszeptibilita¨t χDiff(T,B),
χDiff(T,B) =
∂M (T,B)
∂B
. (2.39)
Da in einem Experiment die differentielle Suszeptibilita¨t nicht gemessen werden
kann, behilft man sich, indem man den Quotienten
χ(T,B) =
M (T,B)
B
, (2.40)
berechnet. Aus diesem Grund ist, wenn man von χ(T,B) oder der Suszeptibilita¨t
spricht, in dieser Arbeit immer der Quotient M /B gemeint.
2.4.4. Wa¨rmekapazita¨t CB(T )
Die Wa¨rmekapazita¨t, bei konstantem Magnetfeld, ist mit Hilfe der mittleren Energie
definiert als
CB(T ) =
∂〈〈H
∼
〉〉
∂T
. (2.41)
Setzt man die Gl. (2.35) ein, erha¨lt man nach Ausdifferenzieren:
CB(T ) =
1
kB T 2
[∑
iE
2
i e
−Ei/T∑
i e
−Ei/T
−
(∑
iEi e
−Ei/T∑
i e
−Ei/T
)2]
=
1
kB T 2
[
〈〈H
∼
2〉〉 − 〈〈H
∼
〉〉2
]
(2.42)
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2.4.5. Magnetokalorik
Der zur Entropie geho¨rige Operator ist der statistische Operator, genauer der Loga-
rithmus davon:
S(T,B) = −kB〈〈ln ρ
∼
〉〉
= −
kB
Z
∑
n
〈n|e
−βH
∼ ln
e−βH∼
Z
|n〉. (2.43)
In der Energie-Eigenbasis folgt dann
S(T,B) =− kB
∑
n
e−βEn
Z
ln
e−βEn
Z
= kB
(
β 〈〈H
∼
〉〉+ lnZ
)
. (2.44)
Im Folgenden wird der magnetokalorische Effekt vorgestellt. Wenn sich die Tem-
peratur T eines Systems a¨ndert, wenn man das angelegte Magnetfeld B vera¨ndert,
dann bezeichnet man dies als magnetokalorischen Effekt. Lange Zeit wurde ange-
nommen, dass er zum ersten mal von Emil Warburg im Jahr 1881 beobachtet [10]
wurde. Neuere Untesuchungen zeigen aber, dass er erst 1917 von Weiss und Piccard
entdeckt wurde [11]. Den Nutzen zur Anwendung erkannten unabha¨ngig voneinan-
der Peter Debye 1926 [12] und William Giauque 1927 [13], welcher dafu¨r 1949 den
Nobelpreis fu¨r Chemie erhielt. Beide schlugen vor, den Effekt zur Ku¨hlung zu nut-
zen, um Temperaturen im sub-Kelvin-Bereich zu erreichen. Diesen Prozess nennt
man adiabatische Entmagnetisierung.
Die magnetischen Momente innerhalb des Materials wechselwirken mit dem a¨ußeren
Magnetfeld und bewirken so eine A¨nderung der Entropie S, analog zur Ku¨hlung
durch ein Gas. Dabei entspricht die isotherme Magnetisierung des Materials der
isothermen Kompression des Gases, was eine geringere Entropie zur Folge hat. Die
Entmagnetisierung entspricht dann der Expansion des Gases und stellt die Entro-
pie des Systems wieder her. Dies ist in beiden Fa¨llen ein reversibler Prozess. Die
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Entropie im Festko¨rper kann verschiedene Anteile besitzen. Die Entropie setzt sich
zusammen aus dem magnetischen Anteil, dem elektronischen Anteil und dem Anteil
des Gitters:
S(T,B) = SMag(T,B) + SEl(T ) + SGitter(T ). (2.45)
Wenn die A¨nderung des Magnetfeldes in einem adiabatischen Prozess erfolgt, d.h.
die gesamte Entropie des Systems a¨ndert sich wa¨hrenddessen nicht, dann mu¨ssen
der Gitterbeitrag und der elektronische Beitrag dies ausgleichen. Erho¨ht man das
Magnetfeld, fangen die magnetischen Momente an, sich am Feld auszurichten und so
entsteht eine geordnetere Struktur, d.h. der magnetische Anteil der Entropie sinkt.
Da die gesamte Entropie konstant bleiben soll, steigen die beiden anderen Beitra¨ge
und damit die Temperatur. Wenn B1 > B0, dann gilt fu¨r die Temperatura¨nderung:
△T = T (B1)− T (B0). (2.46)
Die Temperatura¨nderung als Folge der Magnetfelda¨nderung bezeichnet man als
den magnetokalorischen Effekt. Analog zur A¨nderung der Temperatur kann man die
A¨nderung des magnetischen Anteils der Entropie definieren als:
△ST = S(T,B1)− S(T,B0). (2.47)
Um Vorhersagen u¨ber den Temperaturverlauf in Abha¨ngigkeit vom Magnetfeld
machen zu ko¨nnen, muss man die Entropie bestimmen. Anschließend entspricht die
Steigung der Isentropen im T −B-Diagramm der Ku¨hlrate K :
K =
(
∂T
∂B
)
S
= −
T
C(T,B)
(
∂S
∂B
)
T
. (2.48)
Dabei ist C die Wa¨rmekapazita¨t. Um den magnetokalischen Effekt mo¨glichst gut
nutzen zu ko¨nnen, muss das Material in dem Temperaturbereich, indem die Ku¨hlung
stattfinden soll, eine mo¨glichst große A¨nderung in der Entropie besitzen.
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In diesem Kapitel wird der technische Aspekt der Arbeit na¨her beleuchtet und ori-
entiert sich dabei an [9]. Nachdem erla¨utert wurde, was das Problem ist und welche
Schwierigkeiten es gibt, dieses zu lo¨sen, werden die hier verwendeten numerischen
Lo¨sungsansa¨tze vorgestellt.
3.1. Das Problem
Um die Observablen des Systems bestimmen zu ko¨nnen, werden die Eigenwerte und
Eigenvektoren, die das System beschreiben, beno¨tigt (siehe Kapitel 2.4). Um diese zu
bestimmen, gibt es verschiedene Ansa¨tze. Die eleganteste Variante ist, dass man ein
analytisches Schema findet, nachdem man die Eigenvektoren konstruieren kann. Die
Eigenwerte erha¨lt man dann durch Anwenden des Hamiltonoperators. Ein Beispiel
hierfu¨r sind die Kugelfla¨chenfunktionen zusammen mit den Laguerre-Polynomen fu¨r
das nichtrelativistische Wasserstoffatom.
Leider ist dies fu¨r die meisten Probleme nicht mo¨glich. Insbesondere bei einem Viel-
teilchenproblem wie einem Spinsystem kann man dies nur fu¨r wenige Probleme. Des-
halb mu¨ssen die Eigenwerte und Eigenvektoren eines linearen Operators, in diesem
Fall des Hamiltionoperators, numerisch bestimmt werden. Das Eigenwertproblem
einer Matrix la¨sst sich darstellen als
O
∼
· |ϕ〉 = λ1 · |ϕ〉. (3.1)
Dies kann man umschreiben zu
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(
O
∼
− λ1
)
· |ϕ〉 = 0. (3.2)
Die allgemeine Lo¨sung ist fu¨r |ϕ〉 6= 0 gegeben als
det
(
O
∼
− λ1
)
= 0. (3.3)
Dies entspricht einer Nullstellensuche fu¨r ein Polynom n-ten Grades, wobei n =
Dim(O
∼
) die Dimension der Matrix ist. Diese Gleichung hat bis zu n verschiede-
ne Lo¨sungen. Die Werte λi nennt man Eigenwerte und die dazugeho¨rigen |ϕi〉 die
Eigenvektoren. Dieser einfache theoretische Ansatz hat in der praktischen Umset-
zung mit technischen Schwierigkeiten zu ka¨mpfen. Im Allgemeinen gestaltet sich
die Nullstellensuche in einem hochdimensionalen Raum als schwierig. In den folgen-
den Abschnitten werden darum verschiedene Ansa¨tze vorgestellt, dieses Problem zu
lo¨sen oder die Observablen zu approximieren.
3.2. Volltsta¨ndige Diagonalisierung
Ziel der vollsta¨ndigen Diagonalisierung ist es, alle Eigenwerte und Eigenvektoren
einer Matrix bis auf numerische Ungenauigkeiten durch Rundungsfehler zu bestim-
men. Hierfu¨r wurden bereits zahlreiche Verfahren entwickelt, welche in fertig kom-
pilierten Bibliotheken bereit gestellt werden. Ein Beispiel hierfu¨r ist LAPACK welche
erstmals 1992 vero¨ffentlicht wurde oder darauf basierend die Intel R© MKL, welche
fu¨r die Rechnungen in dieser Arbeit verwendet wurde. Der offensichtlichste Vorteil
dieser Bibliotheken ist, dass man die Routinen weder selbst programmieren, noch
testen muss. Ein weiterer Vorteil ist, dass eine Vielfalt an verschiedenen Methoden
zur Verfu¨gung steht. Je nachdem, wieviel u¨ber die Eigenschaften der vorhandenen
Matrix, wie z.B. hermitisch, tridiagonal, etc., bekannt ist, ko¨nnen speziell optimier-
te Routinen gewa¨hlt werden. Eine detailierte Beschreibung aller Routinen befindet
sich im Handbuch der jeweiligen Version. Fu¨r die komplexen, hermitischen Matrizen
wurde in dieser Arbei
”
zheevr “ verwendet.
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Der offensichtliche Vorteil dieser Methode ist, dass man alle Eigenwerte und Eigen-
vektoren erha¨lt. Somit ist man in der Lage, die Observablen des Systems direkt zu
bestimmen und muss nicht auf Na¨herungen zuru¨ckgreifen.
Leider sto¨ßt die vollsta¨ndige Diagonalisierung schnell an ihre Grenzen. Erstens ska-
liert der beno¨tigte Rechenaufwand sehr ungu¨nstig mit der Gro¨ße des Systems. Beim
Gaußeliminations-Verfahren zum Beispiel wa¨chst er kubisch mit der Gro¨ße der Ma-
trix [14], d.h. mit der Dimension des Systems. Zweitens wa¨chst auch der fu¨r die
Matrix beno¨tigte Speicher und zwar quadratisch. Eine Matrix der Gro¨ße
100 000⊗ 100 000 aus komplexen Zahlen beno¨tigt 160 Gigabyte Arbeitsspeicher. Da
die Dimension des Systems exponentiell mit der Zahl der Spins wa¨chst, ist klar, dass
viele Systeme zu groß fu¨r eine vollsta¨ndige Diagonalisierung sind.
Aus diesem Grund wurden zahlreiche Na¨herungsverfahren entwickelt. Jedes dieser
Verfahren hat seine Sta¨rken und Schwa¨chen und damit sinnvolle Anwendungsbe-
reiche. Im na¨chsten Abschnitt wird die finite-temperature-Lanczos-Methode, welche
hier die Methode der Wahl ist, vorgestellt.
3.3. Lanczos und finite temperature Lanczos
Die finite-temperature-Lanczos-Methode wird gewa¨hlt, da sie, im Gegensatz zur
Quanten Montecarlo Simulation, bei der das sogenannte
”
sign problem“ [15] auftritt,
in der Lage ist, die Eigenschaften frustrierter Spinsysteme bei endlichen Tempera-
turen zu berechnen. Die folgende Herleitung der Idee findet sich in a¨hnlicher Form
bereits in [9].
3.3.1. Lanczos
Das Lanczos-Verfahren geho¨rt zu der Klasse der Projektions-Methoden und ist in
der Lage, die Eigenwerte an den Ra¨ndern des Spektrums mit hoher Genauigkeit zu
bestimmen. Das Verfahren wurde Anfang der 50er Jahre von Cornelius Lanczos [16,
17] entwickelt. Die Idee ist es, durch mehrfaches Anwenden des Hamilton-Operators
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einen Unterraum, einen sogenannten Krylow-Raum, zu bilden. In diesem Krylow-
Raum konvergieren die extremalen Eigenwerte deutlich schneller als die in der Mitte
des Spektrums liegenden [18].
Man startet dabei mit einem zufa¨lligen Vektor |φ1〉, wobei gefordert wird, dass dieser
Anteile zu mo¨glichst vielen Eigenvektoren besitzt. Dies ist in der Regel durch die
zufa¨llige Erzeugung gewa¨hrleistet. Der N -dimensionale Krylow-Raum K wird dann
durch die folgenden Vektoren aufgespannt
K = span
{
|φ1〉, H∼ |φ1〉, H∼
2 |φ1〉, . . . , H∼
N−1 |φ1〉
}
. (3.4)
In na¨chsten Schritt nutzt man diese Vektoren, um daraus eine Orthonormalbasis
zu erzeugen. Dazu verwendet man z.B. das Gram-Schmidt-Verfahren [19].
Der erste Schritt im Lanczos-Verfahren ist damit das Anwenden des Hamilton-
Operators H
∼
auf den zufa¨lligen Startvektor |φ1〉:
|φ′′2〉 := H∼ |φ1〉. (3.5)
Da die Forderung ist, dass alle Vektoren orthonormal sein sollen, muss man nun
den vorherigen Vektor rausprojizieren
|φ′2〉 := |φ
′′
2〉 − |φ1〉〈φ1|φ
′′
2〉. (3.6)
Anschließend muss der Vektor noch normiert werden
|φ2〉 :=
|φ′2〉
〈φ′2|φ
′
2〉
, (3.7)
und der erste Lanczos-Schritt ist getan. Ganz analog dazu ist das Vorgehen fu¨r
alle weiteren Schritte:
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1) |φ′′i+1〉 = H∼ |φi〉
2) |φ′i+1〉 = |φ
′′
i+1〉 − |φi〉〈φi|φ
′′
i+1〉 − |φi−1〉〈φi−1|φ
′′
i+1〉
3) |φi+1〉 =
|φ′i+1〉√
〈φ′i+1|φ
′
i+1〉
. (3.8)
In Gl. 3.8 2) werden nicht alle vorherigen, sondern nur die letzten zwei Vektoren
herausprojiziert. Bei diesem Vorgehen ist es offensichtlich, dass jeder Lanczos-Vektor
orthogonal zu seinen beiden Vorga¨ngern ist. Es ist weiterhin mo¨glich zu zeigen, dass
alle vor diesen beiden erzeugten automatisch orthogonal zum neuen Lanczos-Vektor
sind [20]. Diese analytische U¨berlegung gilt allerdings in der praktischen Anwen-
dung nur, wenn man nicht zuviele Schritte macht. Sollte man mehr Schritte ma-
chen, kommt es durch numerische Ungenauigkeiten zu geringen Anteilen an alten
Vektoren. Sollte dies zu einem Problem werden, so kann man alle Lanczos-Vektoren
speichern und bei jedem Schritt alle vorherigen Vektoren herausprojizieren.
Mit Hilfe der Lanczos-Vektoren kann man nun die Lanczos-Matrix L, d.h. die redu-
zierte Hamilton-Matrix, im Krylow-Raum darstellen:
Li,j = 〈φi|H∼ |φj〉. (3.9)
Durch die Orthogonalita¨t der Lanczos-Vektoren muss die Matrix L eine Tridiago-
nalmatrix sein, d.h. es gilt
Li,j = 0 fu¨r |i− j| > 1. (3.10)
Diese Eigenschaft kann man nun nutzen und nur die Diagonale und die beiden Ne-
bendiagonalen berechnen, also die Matrixelemente Lij mit |i−j| ≤ 1. Nun kann man
die sehr viel kleinere Lanczos-Matrix diagonalisieren, d.h. die Eigenwerte und Ei-
genvektoren bestimmen. Diese sind die approximativen Eigenwerte. Je mehr Schrit-
te man macht, desto mehr na¨hert man sich den echten Eigenwerten an. Den zum
k-ten Eigenwert geho¨rige Eigenvektor |ν〉 kann man wie folgt durch die Lanczos-
Eigenvektoren |ψ〉 approximieren:
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|νk〉 ≈
N−1∑
n=0
〈φn|ψk〉 |φn〉. (3.11)
Alternativ kann man den Startvektor durch die Lanczos-Eigenvektoren darstellen
mit:
|φ1〉 ≈
N−1∑
n=0
〈ψn|φ1〉 |ψn〉. (3.12)
3.3.2. finite-temperature-Lanczos-Methode
Die Idee der finite-temperature Lanczos Methode (FTLM) [21, 22] ist es, mit Hil-
fe der approximativen Eigenwerte und -vektoren eines Lanczos-Verfahrens mit L
Schritten die thermodynamischen Gro¨ßen eines Systems zu beschreiben [23, 24].
Dazu ersetzt man den Basisvektor |n〉 durch den Lanczos-Startvektor |φ〉:
〈n| e
−βH
∼ |n〉 ≈ 〈φ| e
−βH
∼ |φ〉. (3.13)
Diesen stellt man nun mit Gl.(3.12) in der Basis der Lanczos-Eigenvektoren dar
〈φ| e
−βH
∼ |φ〉 = 〈φ|
L∑
l=1
e
−βH
∼ 〈ψl|φ〉 |ψl〉 . (3.14)
Da man die Wirkung des Hamiltion-Operators auf die |ψl〉 kennt, d.h. die Energie-
Eigenwerte, vereinfacht sich dies zu
〈φ| e−βH∼ |φ〉 = 〈φ|
L∑
l=1
e−βEl 〈ψl|φ〉 |ψl〉
=
L∑
l=1
〈φ|ψl〉 e
−βEl 〈ψl|φ〉
=
L∑
l=1
e−βEl |〈ψl|φ〉|
2 . (3.15)
Diese Approximation setzt man nun in die Zustandssumme Gl.(2.32) ein, wobei
zu beachten ist, dass der Hamiltonoperator N = Dim(H ) Eigenwerte hat:
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Z =
Dim(H )∑
n=1
L∑
l=0
e−βEl |〈ψl|φ〉|
2
= Dim(H )
L∑
l=0
e−βEl |〈ψl|φ〉|
2 . (3.16)
Dies allein ist in den meisten Fa¨llen noch keine gute Na¨herung, darum bildet man
das Mittel der Zustandssumme mit R verschiedenen Startvektoren, damit sich im
Mittel die Fehler der einzelnen Zustandssummen ausgleichen:
Z =
Dim(H )
R
R∑
r=1
L∑
l=0
e−βEl,r |〈ψl,r|φr〉|
2 . (3.17)
Im letzten Schritt kann man noch vorhandene Symmetrien des Hamilton-Operators
ausnutzten. Mit Hilfe der Symmetrien kann man den Hilbertraum in orthogonale Un-
terra¨ume zerlegen, d.h. wenn man H
∼
auf einen Zustand im Unterraum Γ anwendet,
liegt der neue Zustand wieder im gleichen Unterraum. In der Hamilton-Matrix wer-
den diese Symmetrien dadurch gut sichtbar, dass sich Blockstrukturen entlang der
Diagonalen bilden, siehe Kapitel 2.3. Zur Berechnung der Zustandssumme wird nun
jeder Unterraum einzeln berechnet und am Schluss aufsummiert, um den ganzen
Raum zu erhalten. Mit diesen U¨berlegungen folgt schließlich:
Z =
∑
Γ
Dim(H (Γ))
R
R∑
r=1
L∑
l=0
e−βEl,r,Γ |〈ψl,r,Γ|φr,Γ〉|
2 . (3.18)
Analog zur Berechnung der Zustandssumme erfolgt die U¨berlegung zur Berech-
nung von Observablen. Man ersetzt wieder die Basisvektoren durch den Startvektor
in der Lanczos-Eigenbasis und mittelt u¨ber R verschiedene Startvektoren:
〈n|O
∼
e−βH∼ |n〉 ≈
1
Z
1
R
R∑
r=1
〈φr|
L∑
l=1
O
∼
e−βH∼ 〈ψl,r|φr〉 |ψl,r〉. (3.19)
Da die Eigenwerte bekannt sind, kann man jetzt wieder den Hamilton-Operator
auf die Lanczos-Eigenvektoren anwenden. Nutzt man wie bei der Zustandssumme
die Zerlegung in orthogonale Unterra¨ume so folgt
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〈〈O
∼
〉〉 ≈
1
Z
∑
Γ
Dim(H (Γ))
R
R∑
r=1
L∑
l=1
e−βEl,r,Γ 〈φr,Γ|O∼ |ψl,r,Γ〉〈ψl,r,Γ|φr,Γ〉. (3.20)
Dies kann man nun fu¨r einige Observable aus Kapitel 2.4 einmal konkret be-
stimmen. Die Starvektoren sind fu¨r das Heisenberg-Modell in der s
∼
z-Produktbasis
dargestellt, d.h.
|φ〉 =
Dim(H )∑
i=1
ci |m
1
i , . . . , m
N
i 〉 =
M∑
j=−M
Dim(Mj)∑
k=1
ck,j |Mj ;m
1
j,k, . . . , m
N
j,k〉, (3.21)
wobei gelten muss, dass
N∑
n=1
mnj,k =Mj . (3.22)
Die mittlere Energie ergibt sich nach Gl.(2.35) zu
〈〈H
∼
〉〉 ≈
1
Z
Mmax∑
M=−Mmax
Dim(H (M))
R
·
R∑
r=1
L∑
l=1
〈M ;mi . . . | e
−βH
∼H
∼
|ψl,r,M〉〈ψl,r,M |M ;mi . . . 〉. (3.23)
Wenn man nun den Hamilton-Operator auf die Lanczos-Eigenvektoren wirken
la¨sst, so erhalten wir die dazugeho¨rigen Energie-Eigenwerte
〈〈H
∼
〉〉 ≈
1
Z
Mmax∑
M=−Mmax
Dim(H (M))
R
·
R∑
r=1
L∑
l=1
El,r,Me
−βEl,r,M 〈M ;mi . . . |ψl,r,M〉〈ψl,r,M |M ;mi . . . 〉
=
1
Z
Mmax∑
M=−Mmax
Dim(H (M))
R
·
R∑
r=1
L∑
l=1
El,r,Me
−βEl,r,M |〈ψl,r,M |M ;mi . . . 〉|
2. (3.24)
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Die Magnetisierung berechnet sich mit Gl. (2.36):
M (T,B) = −g µB 〈〈S∼
z〉〉
≈ −
g µB
Z
Mmax∑
M=−Mmax
Dim(H (M))
R
·
R∑
r=1
L∑
l=1
〈M ;mi . . . | e
−βH
∼S
∼
z |ψl,r,M〉〈ψl,r,M |M ;mi . . . 〉. (3.25)
Den Hamilton-Operator wendet man auf die Lanczos-Eigenvektoren an, dadurch
erha¨lt man die dazugeho¨rigen Energie-Eigenwerte. Wendet man S
∼
z auf den Start-
vektor an, erha¨lt man die dem Unterraum entsprechenden M-Quantenzahlen
M (T,B) ≈ −
g µB
Z
Mmax∑
M=−Mmax
Dim(H (M))
R
·
R∑
r=1
L∑
l=1
Me−βEl,r,M 〈M ;mi . . . |ψl,r,M〉〈ψl,r,M |M ;mi . . . 〉
= −
g µB
Z
Mmax∑
M=−Mmax
Dim(H (M)
R
R∑
r=1
L∑
l=1
Me−βEl,r,M |〈ψl,r,M |M ;mi . . . 〉|
2.
(3.26)
3.3.3. Erweiterung zu anisotropen Systemen
Die FTLM kann auch fu¨r Systeme mit Anisotropie, wie z.B. Mn12-Acetat [25], an-
gewandt werden. Dabei gilt es jedoch einige Dinge zu beachten [26]. Das gro¨ßte
Problem fu¨r anisotrope Systeme besteht darin, dass
[
H
∼
, S
∼
z
]
6= 0 ist. Dadurch ist M
keine gute Quantenzahl mehr. Vorher hat es ausgereicht, die Energieeigenwerte der
einzelnen Unterra¨ume bei B = 0 fu¨r nicht negative M zu berechnen, da sie gleich
denen fu¨r −M sind, d.h. Ei(B = 0,M) = Ei(B = 0,−M). So konnte zu jedem
Magnetfeld der Zeeman-Term abha¨ngig vom Unterraum dem Energieeigenwert hin-
zugefu¨gt werden. Somit wird die Lo¨sung des anisotropen Problems gleich zweifach
erschwert.
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Erstens muss, wie bereits in Kapitel 2.2 erwa¨hnt, die Lanczos-Routine fu¨r jeden
Wert des Magnetfeldes wiederholt werden.
Zweitens wird durch die zufa¨llige Wahl der Startvektoren das Verhalten fu¨r große
T , welches aus der Hochtemperatur-Entwicklung [27, 28, 29, 30] bekannt ist, nicht
korrekt reproduziert, wie zum Beispiel
Sp(S
∼
Z) = 0. (3.27)
Dies folgt daher, dass fu¨r sehr hohe Temperaturen alle Zusta¨nde des Systems
unabha¨ngig von deren Energien gleich besetzt sind. Im Fall des isotropen Hamiltio-
nians ist klar, dass es genauso viele Energieeigenwerte mit −M gibt wie mit +M .
Die FTLM stellt dies sonst dadurch sicher, indem die S
∼
z-Symmetrie genutzt wird.
Zu jedem Energieeigenwert Ei in H (−M) bei B = 0 existiert ein entarteter Ener-
gieeigenwert Ei in H (M). Somit ko¨nnen alle Energieeigenwerte eines Unterraums
M in den Unterraum mit −M kopiert werden. Ein zufa¨llig gewa¨hlter Vektor im
gesamten Hilbertraum wird (3.27) praktisch nie erfu¨llen. Er wird immer eine kleine
Magnetisierung aufweisen. Zwar wu¨rde sich dieser Fehler fu¨r eine sehr hohe Zahl an
Zufallsvektoren wegmitteln, aber Ziel des Verfahrens ist es, den Rechenaufwand zu
reduzieren. Da die S
∼
z-Symmetrie nicht mehr gegeben ist, versucht man die allgemei-
nere Symmetrie
M (T,−B) = −M (T,B), (3.28)
welche weiterhin Gu¨ltigkeit besitzen muss, zu nutzen. Gl. (3.28) entspricht der
Zeitumkehrinvarianz bei gleichzeitiger Umkehr des Magnetfeldes. Um diese Gu¨ltig-
keit dieser Relation mit einer geringen Zahl von Startvektoren mo¨glichst gut wieder
herzustellen, wird folgender Trick [25] verwendet. Zu jedem zufa¨llig gewa¨hlten Start-
vektor
|φl〉 =
Dim(H )∑
i=1
ci,l |m
1
i,l, m
2
i,l, . . . , m
N
i,l〉 (3.29)
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fu¨hrt man eine zweite Rechnung mit dem zeitinvertierten Gegenstu¨ck durch. Die-
sen konstruiert man aus dem ersten Vektor durch
|φl〉 =
Dim(H )∑
i=1
c∗i,l | −m
1
i,l,−m
2
i,l, . . . ,−m
N
i,l〉. (3.30)
Die Berechnung der Observablen a¨ndert sich abgesehen von einer Ausnahme nicht.
Da die Startvektoren keine Eigenvektoren mehr zu S
∼
z sind, muss die Magnetisierung
mit Hilfe des thermodynamische Potentials
G(T,B) = −kB T ln (Z(T,B)) (3.31)
berechnet werden. Die Magnetisierung erha¨lt man nun durch
M (T,B) = −
∂
∂B
G(T,B). (3.32)
Dadurch, dass die Magnetfelder nur in diskreten Absta¨nden vorliegen, folgt
M (T,Bi) = −
G(T,Bi +∆B/2)−G(T,Bi −∆B/2)
∆B
. (3.33)
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3.3.4. Genauigkeit der Methode
In diesem Abschnitt wird darauf eingegangen, wie sich die Genauigkeit fu¨r aniso-
trope Systeme mit der Zahl der Startvektoren und der Zahl der Lanczos-Schritte
vera¨ndert. Der Rechenaufwand der Methode besteht fast vollsta¨ndig aus Matrix-
Vektor-Multiplikationen (MVM). Daraus folgt, dass die investierte Rechenzeit pro-
portional zur Zahl der Startvektoren mal Zahl der Lanczos-Schritte ist. Es gilt nun
eine sinnvolle Verteilung der Rechenzeit zu finden. Alle folgenden Rechnung wurden
fu¨r einen Spinring mit 14 Spin s = 1/2 mit D′/|J | = 0.5 bei einer Konfiguration von
D(150◦) durchgefu¨hrt und mit vollsta¨ndiger Diagonalisierung verglichen. In Kapitel
4 wird auf den Aufbau der Konfiguration genauer eingegangen. Die Dimension des
Hilbertraums betra¨gt 16384 und beno¨tigt ca. 4.3 GB Arbeitsspeicher, wodurch die
Hamiltonmatrix auf aktuellen Computern durch vollsta¨ndige Diagonalisierung dia-
gonalisierbar ist.
Es stellt sich heraus, dass sich die Observablen unterschiedlich gut approximieren
lassen. Es werden jeweils 200, 400 und 1000 MVM auf Startvektoren und Schritte
verteilt, um ein gutes Verha¨ltnis abscha¨tzen zu ko¨nnen.
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Abbildung 3.1.: 200 Matrix-Vektor-Multiplikationen, S =#Schritte, V = #Vektoren
Fu¨r die Suszeptibilita¨t ergeben sich große Unterschiede fu¨r die gewa¨hlten Magnet-
felder. Fu¨r 200 MVM erha¨lt man fu¨r B = 1.0 T schon U¨bereinstimmung mit der
32
3.3. Lanczos und finite temperature Lanczos
0 50 100 150 200 250 300
0
2
4
6
8
10
T
 [c
m
3  m
ol
-1
 K
]
T [K]
 Voll. Diag.
   10 S  40 V
   20 S  20 V
   40 S  10 V
 100 S    4 V
 200 S    2 V
(a) 400 Matrix-Vektor-Multiplikationen
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Abbildung 3.2.: Tχ bei B = 0.1 T, S = #Schritte, V = #Vektoren
vollen Lo¨sung, bei B = 0.1 T hingegen ergeben sich nur bei tiefen Temperaturen
durchweg gute Ergebnisse (siehe Abbildung 3.1). Die Abweichung vom paramagne-
tischen Limes ist ein Beispiel dafu¨r, dass Sp(S
∼
z) 6= 0 ist. Die Hinzunahme des
zeitinvertierten Vektors hat bereits zu einer deutlichen Verbesserung gefu¨hrt, doch
sind es vermutlich noch zu wenig Zufallsvektoren. Erho¨ht man die Zahl der MVM
na¨hert sich die Approximation wie zu erwarten dem paramagnetischen Limes an.
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(a) Magnetisierung bei T = 0.01 K
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Abbildung 3.3.: 200 Matrix-Vektor-Multiplikationen, S = #Schritte, V =#Vektoren
Die Magnetisierung und Wa¨rmekapazita¨t lassen sich ebenfalls mit nur 200 MVM
gut anna¨hern, vergleiche Abbildung 3.3. Es stellt sich heraus, dass man eine gewisse
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Mindestzahl an Schritten, in diesem Fall 40, beno¨tigt, um fu¨r die Magnetisierung die
besten Ergebnisse zu erzielen. Die Wa¨rmekapazita¨t beno¨tigt nur 20 Schritte, aber
dafu¨r mindestens 10 Startvektoren.
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Abbildung 3.4.: Isentropen bei S = 0.5 kB, S = #Schritte, V = #Vektoren
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(a) Isentropen bei S = 0.5 kB
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Abbildung 3.5.: 1000 Matrix-Vektor-Multiplikationen, S = #Schritte,
V = #Vektoren
Die Kurven konstanter Entropie lassen sich fu¨r S = 0.5 kB mit Hilfe der FTLM
nur unzureichend berechnen, wie die Abbildungen 3.4 und 3.5a zeigen. Variiert man
das Verha¨ltnis von Schritten und Vektoren, la¨sst sich bloß feststellen, dass nur 2
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Vektoren oder nur 10 Schritte ein sehr schlechtes Ergebnis liefern, d.h. ein ausgewo-
genes Verha¨ltnis wird bevorzugt. Trotzdem reproduziert keine Aufteilung bei allen
Magnetfeldern das beste Ergebnis, sondern immer nur Teile der Kurve. Nur die vor-
handenen Minima werden korrekt abgebildet.
Kurven mit ho¨herer Entropie werden besser getroffen, vergleiche Abbildung 3.5b.
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Abbildung 3.6.: Vergleich der Genauigkeit fu¨r wachsenden Rechenaufwand,
S = #Schritte, V = #Vektoren
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Abbildung 3.7.: Vergleich der Genauigkeit fu¨r wachsenden Rechenaufwand,
S = #Schritte, V = #Vektoren
In Abbildung 3.6 und 3.7 werden die besten Kombinationen aus 200, 400 und
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1000 MVM verglichen. Dabei zeigt sich, dass auch mit wenig Aufwand sehr gu-
te Ergebnisse erzielt werden. Die Graphen fu¨r kleine Entropien sollten jedoch mit
Skepsis behandelt werden. Die Position der Minima ist immer gut getroffen. Der
restliche Verlauf kann, insbesondere ohne echte Vergleichsmo¨glichkeit, allenfalls als
Abscha¨tzung gewertet werden.
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4.1. Allgemeine Beschreibung
(a) (b)
Abbildung 4.1.: N = 5, (a) 0◦, (b) 50◦
Moleku¨le, deren magnetische Zentren eine Ringstruktur bilden, sind bereits seit
ca.1994 [31] von Interesse. Durch ihre regelma¨ßige, einfache Struktur und die Mo¨g-
lichkeit, sie im Heisenberg-Modell (mit Zeeman-Term) zu studieren, sind Moleku¨le
mit einer Ringstruktur von Bedeutung [32, 33, 34, 35, 36]. Insbesondere bei grad-
zahligen Ringen sind viele Erkenntnisse gewonnen worden [37, 38, 39, 40]. Auch ist
es gelungen, Ringe in verschiedenen Gro¨ßen und mit den unterschiedlichsten magne-
tischen Zentren zu synthetisieren [41, 42, 43, 44, 45, 46].
Aus diesem Grund stellt sich die Frage, welche Folgen eine kleine Sto¨rung in Form
der DM-Wechselwirkung auf das bekannte Verhalten hat. Zu diesem Zweck teilt sich
das folgende Kapitel in die folgenden Abschnitte auf. Fu¨r S = 1/2 werden Ringe mit
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gradzahligem N = 6, 8, 10, 12 und ungradzahligem N = 5, 7, 9, 11 betrachtet und das
Verhalten verschiedener Observablen untersucht. Der Ring liegt immer in der x− y-
Ebene, wa¨hrend das Magnetfeld in z-Richtung zeigt. Die Nummerierung der Spins ist
gegen den Uhrzeigersinn. Fu¨r die Orientierung der DM-Wechselwirkung werden meh-
rere Orientierungen gewa¨hlt. Zum einen entlang der Heisenberg-Wechselwirkung,
d.h. im und gegen den Uhrzeigersinn, zum anderen senkrecht dazu. Dabei wird die
Heisenberg-Wechselwirkung als Achse betrachtet, um die die DM-Vektoren gedreht
werden. 0◦ entspricht dabei der Situation, dass alle DM-Vektoren in der x−y-Ebene
liegen und nach außen zeigen. Diese werden dann in Richtung der z-Achse gedreht.
Abbildung 4.1a zeigt die Ausgangsposition und Abbildung 4.1b zeigt die Drehung
um 50◦ fu¨r einen Ring mit N = 5.
Dieses Kapitel zeigt, dass der Winkel der DM-Vektoren relativ zum Magnetfeld
bestimmt, ob die Observablen zweier Konfigurationen das gleiche Verhalten zeigen.
Auch sieht man, dass die ungradzahligen Ringe sta¨rker von der DM-Wechselwirkung
beinflusst werden als die gradzahligen. Desweiteren findet man, dass die ungradzah-
ligen Ringe auf Grund ihres entarteten Grundzustands als Ku¨hlmittel interessant
sind, wa¨hrend man bei den gradzahligen nur die hohe Ku¨hlraten bei kleinen Ma-
gnetfeldern nutzen kann.
Da der gro¨ßte behandelte Ring mit N = 12 einen Hilbertraum mit der Dimension
4096 aufspannt, kann fu¨r alle Ringe vollsta¨ndige Diagonalisierung verwendet werden.
Im gesamten folgenden Kapitel betra¨gt die Heisenberg-Wechselwirkung J = −1 K,
d.h. sie ist antiferromagnetisch. Die Sta¨rke der DM-Wechselwirkung wird im Ver-
ha¨ltnis dazu angeben, d.h. D′/|J | = 0.2 entspricht einer DM-Wechselwirkung, die
20% der Sta¨rke der Heisenberg-Wechselwirkung hat.
4.2. A¨quivalente Orientierungen
Eine interessante Fragestellung, wenn man eine antisymmetrische Wechselwirkung
betrachtet, ist, ob sich durch die Struktur der Moleku¨le doch Konfigurationen der
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DM-Vektoren ergeben ko¨nnen, die in den Observablen u¨bereinstimmen. Alle a¨qui-
valenten Konfigurationen treten sowohl bei den gradzahligen, als auch den ungrad-
zahligen Ringen auf. Aus diesem Grund wird fu¨r jede Konfiguration nur jeweils eine
Ringgro¨ße als Beispiel gezeigt.
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(b) N = 6
Abbildung 4.2.: Magnetisierung bei T = 0.01 K, D′/|J | positiv entspricht ~D gegen
den Uhrzeigersinn, negativ im Uhrzeigersinn
Die naheliegendste Vermutung ist, dass durch Besonderheiten in der Stuktur die
Observablen fu¨r ~D gleich denen fu¨r −~D sind. Dies tritt tatsa¨chlich auf, wenn die
DM-Vektoren entlang der Heisenberg-Wechselwirkung liegen, d.h. DM-Vektoren im
und gegen den Uhrzeigersinn sind nicht unterscheidbar, was in Abbildung 4.2 zu
sehen ist.
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Abbildung 4.3.: Magnetisierung bei T = 0.01 K, a¨quivalente Orientierungen
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Abbildung 4.4.: Magnetisierung bei T = 0.01 K und D′/|J | = 0.6
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(b) N = 12
Abbildung 4.5.: Magnetisierung bei T = 0.01 K und D′/|J | = 0.6
U¨berraschender ist, dass sie zusa¨tzlich noch a¨quivalent zu den Konfigurationen
mit einer Drehung um 0◦ sowie 180◦ sind, wie Abbildung 4.3 zeigt. Jede um die
Heisenberg-Wechselwirkung rotierte Konfiguration hat einen a¨quivalenten Partner
und zwar den, bei dem der relative Winkel zum Magnetfeld gleich ist, d.h. D(10◦) ≡
D(170◦) oder allgemein
D(x) ≡ D(y), wenn (x+ y + 180) mod 360 = 0. (4.1)
Abbildung 4.4 zeigt dies fu¨r D(0◦ . . . 180◦) und Abbildung 4.5 fu¨r D(190◦ . . . 270◦).
Erkla¨ren kann man dies, wenn man die Symmetrie des Systems betrachtet. Die erste
ausgezeichnete Richtung bildet das Magnetfeld. Es bildet gleichzeitig die Symmetrie-
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achse, um die man den Ring drehen kann. Wichtig ist, dass dabei die Reihenfolge,
in der die Wechselwirkung definiert wird, gleich bleibt, d.h. insbesondere auch die
Winkel zwischen den DM-Vektoren. Rechnerisch kann man die a¨quivalenten Rich-
tungen wie folgt zeigen:
Die Radial nach außen zeigenden, normierten DM-Vektoren ( ~D⊥) werden durch
~D⊥ =
1
2 cos
(
pi
N
)

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 (4.2)
beschrieben.
Die parallel zu den Heisenberg-Vektoren gegen den Uhrzeigersinn laufenden, nor-
mierten DM-Vektoren ( ~D	) lassen sich durch
~D	 =
1
2 sin
(
pi
N
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 (4.3)
ausdru¨cken. Die Norm der Vektoren ergibt sich aus
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(4.4)
Mit den Additionstheoremen
sin(x± y) = sin(x) cos(y)± cos(x) sin(y) (4.5)
cos(x± y) = cos(x) cos(y)∓ sin(x) sin(y) (4.6)
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folgt nun
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Mit der Doppelwinkelrelation
cos(2 x) = 2 cos2(x)− 1 = 1− 2 sin2(x) (4.8)
erha¨lt man nun
~D2⊥ = 2 + 2
[
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Am einfachsten zu sehen ist, dass
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~D⊥ = −~D⊥ · R
z
180◦ (4.13)
ist, wobei Rz180◦ die Drehmatrix ist, die alle Vektoren um 180
◦ um die z-Achse
dreht. Daraus folgt
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A¨quivalent dazu ergibt sich ~D	 = R180◦ · (−~D	) = ~D aus
Rz180◦ · (−
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Um zu zeigen, dass ~D	 = ~D⊥, muss man ~D⊥ mit R
z
90◦ um 90
◦ gegen den Uhrzei-
gersinn drehen:
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Betrachten wir nun die Komponenten einzeln, beginnend mit der x-Komponente
Rz90◦ ·
~Dx⊥ =
1
2 cos
(
pi
N
) [− sin(2 π
N
k
)
− sin
(
2 π
N
(k − 1)
)]
. (4.17)
Nutzt man Gl. 4.5 erha¨lt man
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Mit Hilfe von Gl. 4.8 wird daraus
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Nun erweitert man dies mit 2 sin
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Nutzt man Gl. 4.8 ru¨ckwa¨rts folgt
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Mit Gl. 4.6 ru¨ckwa¨rts hat man die Identita¨t der x-Komponente gezeigt
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Fu¨r die y-Komponente
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ergibt sich mit Gl. 4.6
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Mit Hilfe von Gl. 4.8 ergibt sich
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Dies erweitert man nun mit 2 cos
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Gl. 4.8 zweimal ru¨ckwa¨rts angewandt wird daraus
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Mit Gl. 4.5 ru¨ckwa¨rts hat man nun auch die Identita¨t der y-Komponente und
somit der beiden Vektoren gezeigt
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4.3. Magnetisierung
Jetzt wird untersucht, welchen Einfluss die DM-Wechselwirkung auf die Magnetisie-
rung bei tiefen Temperaturen hat. Alle Graphen im folgenden zeigen die Magneti-
sierung bei T = 0.01 K. Die Abbildungen 4.6-4.9 zeigen die U¨bersicht fu¨r alle Ringe
bei einer DM-Sta¨rke von 20% der Heisenberg-Wechselwirkung. Die ungradzahligen
Ringe sind jeweils auf der linken Seite, die gradzahligen auf der rechten Seite abge-
bildet. Die Abbildungen 4.10-4.13 zeigen die gleiche U¨bersicht fu¨r eine ho¨here Sta¨rke
von 60%.
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Abbildung 4.6.: Magnetisierung bei T = 0.01 K und D′/|J | = 0.2
Was alle Ringe gemeinsam haben, ist, dass die Auswirkungen der DM-Wechselwirkung
bei kleinen Magnetfeldern, d.h. bis zum ersten Sprung in der Magnetisierung, am
gro¨ßten sind.
Bei den ungradzahligen Ringen wird die erste Stufe ausgeschmiert. Ein Grund ko¨nn-
te der Grundzustands-Spin von S = 1/2 sein, womit er insbesondere im Vergleich
zu den gradzahligen Ringen ungleich Null ist. Wie stark diese ausgeschmiert wird,
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Abbildung 4.7.: Magnetisierung bei T = 0.01 K und D′/|J | = 0.2
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Abbildung 4.8.: Magnetisierung bei T = 0.01 K und D′/|J | = 0.2
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Abbildung 4.9.: Magnetisierung bei T = 0.01 K und D′/|J | = 0.2
ha¨ngt davon ab, wie stark die DM-Wechselwirkung ist, aber auch von ihrer Rich-
tung. Je fru¨her die Magnetisierung anfa¨ngt zu steigen, desto spa¨ter erreicht sie die
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Abbildung 4.10.: Magnetisierung bei T = 0.01 K und D′/|J | = 0.6
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
0
1
2
3
4
5
6
7
M
 [
B
]
B [T]
     D'/|J| = 0.0
             D'/|J| = 0.6
  90°  100°
 110°  120°
 130°  140°
 150°  160°
 170°  180°
 190°  200°
 210°  220°
 230°  240°
 250°  260°
(a) N = 7
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
0
2
4
6
8
M
 [
B
]
B [T]
     D'/|J| = 0.0
             D'/|J| = 0.6
  90°  100°
 110°  120°
 130°  140°
 150°  160°
 170°  180°
 190°  200°
 210°  220°
 230°  240°
 250°  260°
(b) N = 8
Abbildung 4.11.: Magnetisierung bei T = 0.01 K und D′/|J | = 0.6
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Abbildung 4.12.: Magnetisierung bei T = 0.01 K und D′/|J | = 0.6
zweite Stufe. Wie in Abschnitt 2.3.2 gezeigt, gibt es nur eine Verschiebung der Stufe,
wenn ~D ‖ ~B ist. Alle weiteren Stufen erfahren fu¨r alle Orientierungen ebenfalls nur
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Abbildung 4.13.: Magnetisierung bei T = 0.01 K und D′/|J | = 0.6
eine Verschiebung. Dies sieht man allerdings erst fu¨r die starke DM-Wechselwirkung
von 60% deutlich, vorher ist sie nur schwach ausgepra¨gt. Die Abbildungen 4.14 und
4.15 zeigen deutlich den U¨bergang vom Verschieben der ersten Stufe bei paralleler
Orientierung zum Ausschmieren der Stufe bei orthogonaler Orientierung.
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
0
1
2
3
4
5
M
 [
B
]
B [T]
 D'/|J| = 0.0
      D'/|J| = 0.6
   90°  110°
 130°  150°
 170°  190°
 210°  230°
 250° 
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
0
1
2
3
4
5
M
 [
B
]
B [T]
 D'/|J| = 0.0
      D'/|J| = 0.6
 100°  120°
 140°  160°
 180°  200°
 220°  240°
 260° 
Abbildung 4.14.: Magnetisierung bei T = 0.01 K, D′/|J | = 0.6 und N = 5
Die gradzahligen Ringe werden, verglichen mit den ungradzahligen Ringen, deut-
lich weniger beeinflusst. Fu¨r die Sta¨rke von D′/|J | = 0.2 sieht man kaum eine Ab-
weichung zum Fall mit ausschließlich Heisenberg-Wechselwirkung. Eine Erkla¨rung
findet man, wenn man die DM-Wechselwirkung in erster Ordnung Sto¨rungstheorie
[47] betrachtet. Zur Erinnerung: H
∼ 0
beschreibt das ungesto¨rte System und W
∼
ist
der Operator der Sto¨rung. Damit wird das gesto¨rte System beschrieben durch
H
∼
= H
∼ 0
+ λW
∼
. (4.29)
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Abbildung 4.15.: Magnetisierung bei T = 0.01 K, D′/|J | = 0.6 und N = 7
λ gibt die Sta¨rke der Sto¨rung an. Fu¨r das ungesto¨rte System gilt
H
∼ 0
|φn〉 = E
0
n |φn〉, (4.30)
wobei E0n die Eigenwerte und |φn〉 die Eigenvektoren des ungesto¨rten Systems
sind. Fu¨r die Eigenvektoren |ψn(λ)〉 des gesto¨rten Systems gilt dann
|ψn(λ)〉 = |φn〉+
∑
p 6=n
∑
i
〈φp| λW∼ |φn〉
E0n − E
0
p
|φp〉+O(λ
2). (4.31)
Insbesondere fu¨r den Eigenvektor |ψ0(λ)〉 des Grundzustand folgt:
|ψ0(λ)〉 = |φ0〉+
∑
p 6=0
∑
i
〈φp| λW∼ |φ0〉
E00 −E
0
p
|φp〉+O(λ
2). (4.32)
Da die Magnetisierung bei sehr tiefen Temperaturen vom Grundzustand domi-
niert wird, reicht es diesen zu untersuchen. Wenn man die DM-Wechselwirkung als
Sto¨rung betrachtet und |M ji 〉, den Eigenvektor des i-ten Eigenwerts E
j
i des j-ten Un-
terraums, als Eigenbasis wa¨hlt, erha¨lt man fu¨r den gesto¨rten Grundzustand |MDM0 〉:
|MDM0 〉 = |M
0
0 〉+
∑
i,j
j+i 6=0
〈M ji |H∼ DM |M
0
0 〉
E00 − E
j
i
|M ji 〉+O(λ
2). (4.33)
Die DM-Wechselwirkung beinhaltet die Kombinationen s
∼
z
i/j · s∼
±
j/i Operatoren, wo-
durch Matrixelemente 〈M ji |H∼DM |M
0
0 〉 6= 0 sein ko¨nnen, wenn |M
j −M0| = 1 ist.
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Dadurch mischen sich Zusta¨nde aus verschiedenen Unterra¨umen und die Magne-
tisierung kann ausgeschmiert sein. Wie stark sich die Zusta¨nde mischen, wird mit
dem Inversen der Energiedifferenz E00 − E
j
i gewichtet. Da das Gap zwischen dem
Grundzustand und dem ersten angeregten Zustand bei gradzahligen Ringen deut-
lich gro¨ßer ist, als bei den ungradzahligen [32], werden die gradzahligen Ringe von der
DM-Wechselwirkung weniger beeinflusst. Hinzu kommt, dass bei den ungradzahligen
Ringen die relativen Grundzusta¨nde entartet sind, so dass die DM-Wechselwirkung
mehr Zusta¨nde koppeln kann, als bei gradzahligen Ringen.
Ebenfalls interessant ist, dass der Effekt der DM-Wechselwirkung mit steigender
Zahl der Spins zunimmt. Besonders deutlich wird dies beim Sprung von 8 auf 10
Spins fu¨r D′/|J | = 0.6, siehe Abbildung 4.11b und 4.12b.
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Abbildung 4.16.: Magnetisierung bei T = 0.01 K, D′/|J | = 0.6 und N = 12
Wa¨hrend es in Abbildung 4.13b so aussieht, als ob die ersten beiden Stufen mit-
einander verschmelzen, zeigen Abbildungen 4.16 und 4.17 deutlich, dass dem nicht
so ist. Es ist zu beobachten, dass die Orientierungen von 90◦ bis 180◦ hauptsa¨chlich
die erste Stufe beeinflussen, wa¨hrend die Orientierungen von 190◦ bis 270◦ einen
Unterschied in der zweiten Stufe ausmachen.
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Abbildung 4.17.: Magnetisierung bei T = 0.01 K, D′/|J | = 0.6 und N = 12
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Abbildung 4.18.: Suszeptibilita¨t bei B = 0.1 T und D′/|J | = 0.6
4.4. Suszeptibilita¨t
Die Suszeptibilita¨t ist eine sehr stabile Messgro¨ße, da bei hohen Temperaturen immer
mehr Energieniveaus besetzt werden und die Unterschiede in den einzelnen Niveaus
kaum noch Auswirkung auf den Verlauf haben. Abbildung 4.18 zeigt beispielhaft
fu¨r N = 11 und N = 12, dass selbst eine DM-Wechselwirkung von 60% sowohl
bei gradzahligen, als auch bei ungradzahligen Ringen keine sichtbare Vera¨nderung
bewirkt. Die Graphiken der restlichen Ringe befinden sich in Anhang A.1.
53
4. Spinringe
4.5. Wa¨rmekapazita¨t
Als na¨chstes betracht man die Wa¨rmekapazita¨t bei B = 0.0 T, siehe Abbildungen
4.20 bis 4.23 und fu¨r B = 1.0 T Abbildungen 4.24 bis 4.27. Da der Effekt der DM-
Wechselwirkung auf die Wa¨rmekapazita¨t bei D′/|J | = 0.2 kaum zu sehen ist, siehe
exemplarisch Abbildung 4.19, wird nur D′/|J | = 0.6 ausfu¨hrlich untersucht.
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Abbildung 4.19.: Wa¨rmekapazita¨t bei B = 0.0 T und D′/|J | = 0.2
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Abbildung 4.20.: Wa¨rmekapazita¨t bei B = 0.0 T und D′/|J | = 0.6
Das erste, was auffa¨llt, ist dass die Auswirkungen der DM-Wechselwirkung umso
schwa¨cher werden, je gro¨ßer der Ring wird vgl Abbildung 4.19 - 4.23. Die Form der
Wa¨rmekapazita¨t bleibt erhalten. Die deutlichste A¨nderung besteht in der Ho¨he des
Peaks der Wa¨rmekapazita¨t in seiner Ho¨he. Das eingeschaltete Magnetfeld kann den
Effekt ein wenig versta¨rken, was man am besten sieht, wenn man Abbildung 4.20a
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Abbildung 4.21.: Wa¨rmekapazita¨t bei B = 0.0 T und D′/|J | = 0.6
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Abbildung 4.22.: Wa¨rmekapazita¨t bei B = 0.0 T und D′/|J | = 0.6
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(b) N = 12
Abbildung 4.23.: Wa¨rmekapazita¨t bei B = 0.0 T und D′/|J | = 0.6
und Abbildung 4.24a vergleicht.
Fu¨r den Ring mit N = 5 gibt es bei T < 1 K einen sta¨rkeren Einfluss. Dies ist in
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Abbildung 4.24.: Wa¨rmekapazita¨t bei B = 1.0 T und D′/|J | = 0.6
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Abbildung 4.25.: Wa¨rmekapazita¨t bei B = 1.0 T und D′/|J | = 0.6
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Abbildung 4.26.: Wa¨rmekapazita¨t bei B = 1.0 T und D′/|J | = 0.6
Abbildung 4.28 und 4.29 vergro¨ßert dargestellt.
So sieht man aber, dass die DM-Wechselwirkung die Wa¨rmekapazita¨t nur in der
56
4.5. Wa¨rmekapazita¨t
0 2 4 6 8
0
1
2
3
4
C
B
 [k
B
]
T [K]
 D'/|J| = 0.0
    D'/|J| = 0.6
   90°  100°  110°
 120°  130°  140°
 150°  160°  170°
 180°  190°  200°
 210°  220°  230°
 240°  250°  260°
(a) N = 11
0 2 4 6 8
0
1
2
3
4
C
B
 [k
B
]
T [K]
 D'/|J| = 0.0
    D'/|J| = 0.6
   90°  100°  110°
 120°  130°  140°
 150°  160°  170°
 180°  190°  200°
 210°  220°  230°
 240°  250°  260°
(b) N = 12
Abbildung 4.27.: Wa¨rmekapazita¨t bei B = 1.0 T und D′/|J | = 0.6
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Abbildung 4.28.: Wa¨rmekapazita¨t bei B = 0.0 T und N = 5
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Abbildung 4.29.: Wa¨rmekapazita¨t bei B = 1.0 T und N = 5
Ho¨he verschiebt und sich das allgemeine Verhalten nicht vera¨ndert.
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4.6. Magnetokalorik
In diesem Abschnitt wird untersucht, wie sich die magnetokalorischen Eigenschaften
der Ringe vera¨ndern, um herauszufinden, ob sich Moleku¨le mit DM-Wechselwirkung
fu¨r diese Zwecke eignen. Als erstes folgt eine U¨bersicht fu¨r verschiedene Entropien
von S = 0.5, 1.0, 1.5 und 2.0 kB siehe Abbildungen 4.30 bis 4.33.
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Abbildung 4.30.: Isentropen bei D′/|J | = 0.0
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Abbildung 4.31.: Isentropen bei D′/|J | = 0.0
Die erste interessante Beobachtung fu¨r die magnetokalorischen Eigenschaften der
Spinringe ist der prinzipielle Unterschied zwischen grad- und ungradzahligen Rin-
gen ohne DM-Wechselwirkung. Die gradzahligen Ringe zeigen fu¨r die Adiabate mit
S = 0.5 kB ein Auf und Ab der Temperatur mit Tiefpunkten, die ihre Ursache in den
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Abbildung 4.32.: Isentropen bei D′/|J | = 0.0
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Abbildung 4.33.: Isentropen bei D′/|J | = 0.0
Levelcrossings haben. Bei den ungradzahligen Ringen liegt die Temperatur fu¨r die
Adiabate mit S = 0.5 kB konstant bei Null, bis sie am letzten Levelcrossing analog
zu den gradzahligen Ringen nur noch steigt. Erkla¨ren kann man dieses Verhalten,
wenn man sich die Energieniveaus genauer anschaut.
Das Spektrum, wie in den Abbildungen 4.34 und 4.35 zu sehen, wird zur besseren
U¨bersicht nicht einfach durch die Energieniveaus abgebildet. Die interessante Infor-
mation ist nicht die absolute Energie der einzelnen Niveaus, sondern die Gro¨ße der
Energielu¨cken. Darum wird immer ∆E = Ei(B)−E0(B) dargestellt. Das bedeutet,
dass zu jedem Magnetfeld der (evtl. neue) Grundzustand bestimmt wird und dessen
Energie von allen daru¨berliegenden Energien abgezogen wird. Dadurch bildet die
x-Achse immer den Grundzustand und ein Levelcrossing findet dann statt, wenn die
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unterste Linie auf die Achse trifft. Da die Darstellung bei i = 1 beginnt, bedeutet
eine Linie bei ∆E = 0, dass der Grundzustand dort mindestens zweifach entartet ist.
Der Vorteil dieser Darstellungsweise ist, dass die y-Achse ein kleineres Spektrum ab-
decken muss und die Relationen der Niveaus untereinander besser zu unterscheiden
sind. Diese Form der Darstellung wird noch mehrfach genutzt, um ungewo¨hnliches
Verhalten zu erkla¨ren.
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Abbildung 4.34.: Energiedifferenzen ∆E = Ei(B)−E0(B) bei D
′/|J | = 0.0, i = 1, ...
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Abbildung 4.35.: Energiedifferenzen ∆E = Ei(B)−E0(B) bei D
′/|J | = 0.0, i = 1, ...
Die Abbildungen 4.34 und 4.35 zeigen auch direkt den Grund fu¨r das Verhalten
ohne DM-Wechselwirkung bei S = 0.5 kB. Bis zum letzten Levelcrossing sind alle
Grundzusta¨nde mindestens zweifach entartet. Fu¨r einen n-fach entarteten Grund-
zustand gilt fu¨r die Entropie bei T = 0 K:
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S = kB ln(n). (4.34)
Da 0.5 kB < kB ln(2) ist, kann die gewu¨nschte Entropie nicht erreicht werden und
somit bleibt als einzige Lo¨sung T = 0 K. Auch wenn der Grund gefunden wurde,
fehlt noch eine Erkla¨rung fu¨r die vorhandene Entartung. Diese kann man mit Hil-
fe der Punktgruppe CN erkla¨ren. CN bedeutet, dass es eine N -za¨hlige Drehachse,
welche hier senkrecht durch den Mittelpunkt des Rings geht, gibt. Diese zusa¨tzli-
che Symmetrie unterteilt die bereits vorhandenen Unterra¨ume mit H (M) in neue
Unterra¨ume mit H (M, k) auf. Dies bewirkt, dass jeder Grundzustand bei jedem
Magnetfeld fu¨r ungerade Ringe und |M | < S in k entartet ist, sofern
k 6= 0 ist [32]. Diese Entartung ist im Spektrum zu sehen und wird durch die DM-
Wechselwirkung aufgehoben, wie man in der U¨bersicht fu¨r D′/|J | = 0.2 in den Ab-
bildungen 4.36 bis 4.39 und fu¨r D′/|J | = 0.6 in 4.40 bei S = 0.5 kB erkennen kann.
Dadurch bilden ungradzahlige Ringe eine vielversprechende Klasse von Moleku¨len
zur Ku¨hlung im sub-Kelvin-Bereich.
4.6.1. Entropie S = 0.5 kB
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Abbildung 4.36.: Isentropen bei S = 0.5 kB und D
′/|J | = 0.2
Die Isentropen der gradzahligen Ringe bleiben in ihrem allgemeinen Verhalten
auch bei D′/|J | = 0.6 wenig beeinflusst. Die
”
Hu¨gel“ sind in ihrer Ho¨he unterschied-
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Abbildung 4.37.: Isentropen bei S = 0.5 kB und D
′/|J | = 0.2
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Abbildung 4.38.: Isentropen bei S = 0.5 kB und D
′/|J | = 0.2
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Abbildung 4.39.: Isentropen bei S = 0.5 kB und D
′/|J | = 0.2
lich stark verschoben und auch der Tiefpunkt kann sich leicht verschieben. Der erste
Hu¨gel besitzt eine hohe Steigung, was gleichzeitig eine hohe Ku¨hlrate bedeutet, so
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Abbildung 4.40.: Isentropen bei S = 0.5 kB und D
′/|J | = 0.6
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Abbildung 4.41.: Isentropen bei S = 0.5 kB und D
′/|J | = 0.6
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Abbildung 4.42.: Isentropen bei S = 0.5 kB und D
′/|J | = 0.6
dass sich die gradzaligen Ringe bei kleinen Magnetfeldern zur Ku¨hlung eigenen ko¨nn-
ten. Die Ausnahme dazu bildet der Ring mit N = 12 bei D′/|J | = 0.6. Dies kann
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Abbildung 4.43.: Isentropen bei S = 0.5 kB und D
′/|J | = 0.6
man in Abbildung 4.44 bis 4.47 genauer sehen.
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Abbildung 4.44.: Isentropen bei S = 0.5 kB und D
′/|J | = 0.6, Ring N = 12
Man erkennt genau wie bei den kleineren Ringen u¨berwiegend ein Absenken der
Hu¨gel und eine Verschiebung der Tiefpunkte. Dazu kommen aber noch Fa¨lle, die
ein deutlich abweichendes Verhalten aufweisen. Bei einer Stellung von 110◦, 120◦
und 240◦ gibt es jeweils einen Tiefpunkt weniger. Dies zeigt, dass die verschiedenen
Richtungen der DM-Wechselwirkung die verschiedenen Energieniveaus unterschied-
lich beinflussen. Der Grund hierfu¨r ist, dass das Energiespektrum immer dichter
wird, je gro¨ßer der Ring wird. Ausgewa¨hlte Orientierungen eines Ringes mit N = 14
wurden analysiert und zeigen ein a¨hnliches Verhalten. Um diesen Effekt na¨her zu
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Abbildung 4.45.: Isentropen bei S = 0.5 kB und D
′/|J | = 0.6, Ring N = 12
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Abbildung 4.46.: Isentropen bei S = 0.5 kB und D
′/|J | = 0.6, Ring N = 12
untersuchen, betrachtet man die Energiedifferenzen fu¨r 230◦, 240◦ und 250◦.
In Abbildung 4.48 sieht man, dass der zweite und dritte angeregte Zustand sehr
dicht zusammen liegen und nachdem der zweite zum neuen Grundzustand wird, der
Unterschied zwischen beiden weiter kleiner wird und ihn bei ca B = 1 T schließlich
schneidet. Bei einer Stellung von 240◦ (Abbildung 4.49) ru¨cken die beiden Zusta¨nde
noch sta¨rker zusammen, aber sie kreuzen sich nicht mehr, wodurch das Levelcrossing
wegfa¨llt. Auch die Lu¨cke zwischen dem Grundzustand und dem ersten angeregten
verschwindet fast. Bei einer Stellung von 250◦ (Abbildung 4.50) vergro¨ßert sich die
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Abbildung 4.47.: Isentropen bei S = 0.5 kB und D
′/|J | = 0.6, Ring N = 12
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Abbildung 4.48.: Energiedifferenzen bei D′/|J | = 0.6, N = 12, 230◦
Lu¨cke zwischen dem zweiten und dritten angeregtem Zustand und auch die erste
Energielu¨cke ist a¨hnlich groß wie in Abbildung 4.48. Wenn man in allen drei Gra-
phiken den Bereich um 1.5 T betrachtet, sieht man, dass sich ein Energieband immer
weiter absenkt, bis es bei 250◦ und ca 1.7 T ein neues Levelcrossing erzeugt und da-
mit das weggefallene erste wieder ausgleicht. Abbildungen 4.51 bis 4.54 zeigen die
gleiche Betrachtung fu¨r Stellungen von 100◦ bis 130◦.
Die Vera¨nderung der ersten Energielu¨cke beim Drehen der DM-Vektoren ist sehr
gut zu sehen. Bei 100◦ verkleinert sie sich fu¨r wachsende Magnetfelder. Bei den an-
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Abbildung 4.49.: Energiedifferenzen bei D′/|J | = 0.6, N = 12, 240◦
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Abbildung 4.50.: Energiedifferenzen bei D′/|J | = 0.6, N = 12, 250◦
deren drei Positionen hingegen wa¨chst sie. Das Fehlen eines Levelcrossings entsteht
dadurch, dass im Gegensatz zu einer Orientierung von 130◦ davor der erste ange-
regte Zustand nie den Grundzustand schneidet und damit wie schon bei 240◦ das
ausgleichende Levelcrossing fehlt.
Nun werden wieder die ungradzahligen Ringe untersucht. Die Abbildungen 4.55
bis 4.62 zeigen noch einmal die Isentropen der ungradzahligen Ringe. Zur besseren
U¨bersicht sind alle untersuchten Richtungen auf Bilder aufgeteilt. Am auffa¨lligsten
wird der Einfluss der DM-Wechselwirkung, wenn sie orthogonal zum Magnetfeld
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Abbildung 4.51.: Energiedifferenzen bei D′/|J | = 0.6, N = 12, 100◦
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Abbildung 4.52.: Energiedifferenzen bei D′/|J | = 0.6, N = 12, 110◦
gerichtet ist, d.h. bei einer Stellung von 180◦. Dabei verschwindet dann der erste
Tiefpunkt und man erha¨lt statt (N + 1)/2 insgesamt nur noch (N − 1)/2 Level-
crossings. Dies passiert bei beiden untersuchten Sta¨rken der DM-Wechselwirkung.
Die Stellung von 180◦ ist nicht u¨berraschend, da eine parallele Ausrichtung zum
Magnetfeld nur die Positionen der Levelcrossings verschieben kann, nicht aber die
Stufenform der Magnetisierung sto¨ren kann. Darum ist es zu erwarten, dass eine Ori-
entierung orthogonal zum Magnetfeld die sichtbarsten Vera¨nderungen hervorruft.
Exemplarisch fu¨r die ungradzahligen Ringe betrachten wir in Abbildung 4.63 bis
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Abbildung 4.53.: Energiedifferenzen bei D′/|J | = 0.6, N = 12, 120◦
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Abbildung 4.54.: Energiedifferenzen bei D′/|J | = 0.6, N = 12, 130◦
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Abbildung 4.55.: Isentropen bei S = 0.5 kB, D
′/|J | = 0.2 und N = 5
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Abbildung 4.56.: Isentropen bei S = 0.5 kB, D
′/|J | = 0.2 und N = 7
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Abbildung 4.57.: Isentropen bei S = 0.5 kB, D
′/|J | = 0.2 und N = 9
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Abbildung 4.58.: Isentropen bei S = 0.5 kB, D
′/|J | = 0.2 und N = 11
4.65 die Energiedifferenzen eines Rings mit 7 Spins bei D′/|J | = 0.2 fu¨r die Orien-
tierungen 170◦ bis 190◦.
Man erkennt, dass die erste Energielu¨cke in allen drei Positionen bis ca. 1.2 T
nahezu konstant bleibt, bis sie in Abbildung 4.63 danach kleiner wird und die Achse
schneidet. In Abbildung 4.64 und 4.65 hingegen wa¨chst sie. Der Grund, warum es
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Abbildung 4.59.: Isentropen bei S = 0.5 kB, D
′/|J | = 0.6 und N = 5
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Abbildung 4.60.: Isentropen bei S = 0.5 kB, D
′/|J | = 0.6 und N = 7
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
0.00
0.05
0.10
0.15
0.20
0.25
0.30
T 
[K
]
B [T]
 D'/|J| = 0.0
      D'/|J| = 0.6
   90°  110°
 130°  150°
 170°  190°
 210°  230°
 250° 
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
0.00
0.05
0.10
0.15
0.20
0.25
0.30
T 
[K
]
B [T]
 D'/|J| = 0.0
      D'/|J| = 0.6
 100°  120°
 140°  160°
 180°  200°
 220°  240°
 260° 
Abbildung 4.61.: Isentropen bei S = 0.5 kB, D
′/|J | = 0.6 und N = 9
bei einer Orientierung von 190◦ im Gegensatz zu 180◦ trotzdem drei Levelcrossings
gibt, ist, dass der zweite angeregte Zustand einen steileren Abfall aufweist und ein
zusa¨tzliches Levelcrossing erzeugt.
Dieses Verhalten ist auch bei den anderen ungradzahligen Ringen zu beobachten.
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Abbildung 4.62.: Isentropen bei S = 0.5 kB, D
′/|J | = 0.6 und N = 11
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Abbildung 4.63.: Energiedifferenzen bei D′/|J | = 0.2, N = 7, 170◦
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Abbildung 4.64.: Energiedifferenzen bei D′/|J | = 0.2, N = 7, 180◦
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Abbildung 4.65.: Energiedifferenzen bei D′/|J | = 0.2, N = 7, 190◦
4.6.2. Entropie S = 1.0 kB
Als na¨chstes wird ergru¨ndet, wie sich die Auswirkungen der DM-Wechselwirkung bei
ho¨heren Entropien unterscheiden. In diesem Abschnitt betra¨gt die Entropie 1 kB. Die
Abbildungen 4.66 bis 4.69 zeigen D′/|J | = 0.2 und 4.70 bis 4.73 D′/|J | = 0.6.
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Abbildung 4.66.: Isentropen bei S = 1.0 kB und D
′/|J | = 0.2
Die DM-Wechselwirkung wirkt sich bei ho¨herer Entropie weniger stark auf die
Isentropen aus. Bei einer schwachen DM-Wechselwirkung la¨sst sich fu¨r gradzahlige
Ringe wieder beobachten, dass der Einfluss auf gro¨ßere Ringe sta¨rker ist. Die Form
bleibt erhalten, die Kurven a¨ndern sich je nach Orientierung leicht in der Ho¨he.
Die ungradzahligen Ringe verhalten sich unabha¨ngig von ihrer Gro¨ße alle a¨hnlich.
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(a) N = 7
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Abbildung 4.67.: Isentropen bei S = 1.0 kB und D
′/|J | = 0.2
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(a) N = 9
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Abbildung 4.68.: Isentropen bei S = 1.0 kB und D
′/|J | = 0.2
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(a) N = 11
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Abbildung 4.69.: Isentropen bei S = 1.0 kB und D
′/|J | = 0.2
Der erste Tiefpunkt wird nicht erreicht. An dieser Stelle bildet sich ein lokales Mi-
ninum. Desweiteren hat die Orientierung der DM-Wechselwirkung genau wie bei
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den gradzahligen Ringen einen Einfluss auf die Ho¨he der Kurven, die Form bleibt
ebenfalls erhalten.
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Abbildung 4.70.: Isentropen bei S = 1.0 kB und D
′/|J | = 0.6
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Abbildung 4.71.: Isentropen bei S = 1.0 kB und D
′/|J | = 0.6
Erho¨ht man nun die DM-Wechselwirkung auf D′/|J | = 0.6, versta¨rkt sich fu¨r
ungeradzahlige Ringe das vorher beobachtete Verhalten. Das erste Minimum ver-
schwindet je nach Orientierung vollsta¨ndig oder fast vollsta¨ndig. Auch die Ho¨he der
Isentropen ist deutlich sta¨rker von der Richtung der DM-Wechselwirkung abha¨ngig.
Die Form ist nur noch im Ansatz zu erkennen.
Die gradzahligen Ringe werden weiterhin sta¨rker beeinflusst, je gro¨ßer sie sind. Im
Gegensatz zu den ungradzahligen Ringen sind die Tiefpunkte ausgepra¨gter. Je nach
Orientierung werden die Kurven an den Tiefpunkten verschieden stark nach un-
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Abbildung 4.72.: Isentropen bei S = 1.0 kB und D
′/|J | = 0.6
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Abbildung 4.73.: Isentropen bei S = 1.0 kB und D
′/|J | = 0.6
ten
”
gezogen“. Dadurch ist die urspru¨ngliche Form der Isentropen nicht mehr zu
erkennen.
4.6.3. Entropie S = 2.0 kB
Im folgenden werden die Isentropen bei S = 2 kB betrachtet. Da fu¨r ho¨here Entropien
auch ho¨here Temperaturen erreicht werden und der thermische Anteil der Entropie
immer sta¨rker ins Gewicht fa¨llt, betrachten wir nur D′/|J | = 0.6.
Wie man in Abbildung 4.74 bis 4.77 sieht, verringert sich der magnetische Anteil
an der Entropie SMag(T,B) = S(T,B)−S(T, 0), wodurch sich die Isentropen nurn-
och leicht in der Ho¨he unterscheiden. Auch der Einfluss der Orientierung ist zwar
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Abbildung 4.74.: Isentropen bei S = 2.0 kB und D
′/|J | = 0.6
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Abbildung 4.75.: Isentropen bei S = 2.0 kB und D
′/|J | = 0.6
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Abbildung 4.76.: Isentropen bei S = 2.0 kB und D
′/|J | = 0.6
immer noch vorhanden, aber weniger ausgepra¨gt.
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Abbildung 4.77.: Isentropen bei S = 2.0 kB und D
′/|J | = 0.6
4.7. Energiedifferenzen
In diesem Teil wird fu¨r einige ausgewa¨hlte Wechselwirkungssta¨rken und Orientierun-
gen die Entwicklung der Energielu¨cken studiert. In Abschnitt 4.3 wurde festgestellt,
dass fu¨r eine parallele Orientierung zum Magnetfeld die Stufen in der Magnetisierung
nur verschoben sind. Um dieses Verhalten bei den verschiedenen Wechselwirkungs-
sta¨rken untersuchen zu ko¨nnen, betracht man beispielhaft fu¨r ungradzahlige Ringe
einen Ring mit sieben Spins (Abbildung 4.78) und fu¨r gradzahlige Ringe einen Ring
mit zehn Spins (Abbildung 4.79).
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Abbildung 4.78.: Energiedifferenzen bei 90◦, N = 7
In beiden Abbildungen ist gut zu erkennen, dass M weiterhin eine gute Quanten-
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Abbildung 4.79.: Energiedifferenzen bei 90◦, N = 10
zahl ist, denn die Vera¨nderung der Energielu¨cken durch die Zeemanaufspaltung ist
linear. Dies besta¨tigt noch einmal, was in Abschnitt 2.3.2 gezeigt wurde.
Fu¨r die ungradzahligen Ringe erkennt man, wie die DM-Wechselwirkung die Entar-
tung des Grundzustands aufhebt, indem Teile des Spektrums nach oben verschoben
werden. Je sta¨rker die Wechselwirkung, desto weiter verschieben sich die Niveaus
nach oben.
Fu¨r die gradzahligen Ringe verha¨lt es sich genau umgekehrt. Hier werden die Ener-
gieniveaus mit wachsender Wechselwirkung weiter nach unten verschoben. In Abbil-
dung 4.80 bis 4.88 sind die verbleibenden Orientierungen fu¨r einen Ring mit zehn
Spins zu sehen. Das erste was auffa¨llt ist, dass D′/|J | = 0.2 fu¨r alle Orientierungen
nur wenig Einfluss auf das Spektrum hat.
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Abbildung 4.80.: Energiedifferenzen bei 100◦ links und 110◦ rechts, N = 10
79
4. Spinringe
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.0
0.3
0.6
0.9
1.2
1.5
E 
[k
B
 K
]
B [T]
         D'/|J|
  0.0
  0.2
  0.6
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.0
0.3
0.6
0.9
1.2
1.5
E 
[k
B
 K
]
B [T]
         D'/|J|
  0.0
  0.2
  0.6
Abbildung 4.81.: Energiedifferenzen bei 120◦ links und 130◦ rechts, N = 10
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Abbildung 4.82.: Energiedifferenzen bei 140◦ links und 150◦ rechts, N = 10
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Abbildung 4.83.: Energiedifferenzen bei 160◦ links und 170◦ rechts, N = 10
Interessanter ist das Verhalten fu¨r D′/|J | = 0.6. Fu¨r 90◦ ist die erste Energielu¨cke
am kleinsten. Sie wa¨chst immer weiter bis die Orientierung orthogonal zum Magnet-
feld ist. Auch die ersten beiden Levelcrossings sind von der Orientierung abha¨ngig,
wa¨hrend alle weiteren von der DM-Wechselwirkung nahezu unbeeinflusst bleiben.
Das erste Levelcrossing wird fu¨r die Orientierung 100◦ bis 160◦ zu ho¨heren Magnet-
feldern verschoben, das zweite wiederum a¨ndert sich unwesentlich. Die Orientierun-
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Abbildung 4.84.: Energiedifferenzen bei 180◦ links und 190◦ rechts, N = 10
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Abbildung 4.85.: Energiedifferenzen bei 200◦ links und 210◦ rechts, N = 10
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Abbildung 4.86.: Energiedifferenzen bei 220◦ links und 230◦ rechts, N = 10
gen 170◦ bis 190◦ verschieben die ersten beiden Levelcrossings na¨her zusammen. Die
u¨brigen Orientierungen von 200◦ bis 260◦ verschieben das zweite Levelcrossing zu
kleineren Magnetfeldern.
Fu¨r einen Ring mit sieben Spins zeigen Abbildung 4.89 bis 4.97 ebenfalls die U¨ber-
sicht fu¨r die restlichen Orientierungen. In diesem Fall haben beide Wechselwirkungs-
sta¨rken einen deutlichen Einfluss auf das Spektrum. Die Aufhebung der Grundzu-
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Abbildung 4.87.: Energiedifferenzen bei 240◦ links und 250◦ rechts, N = 10
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Abbildung 4.88.: Energiedifferenzen bei 26◦, N = 10
standsentartung und deren Auswirkung wurde schon in Kapitel 4.6 beschrieben.
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Abbildung 4.89.: Energiedifferenzen bei 100◦ links und 110◦ rechts, N = 7
Die Form bzw. der allgemeine Verlauf der Energielu¨cken a¨ndert sich fu¨r ungrad-
zahlige Ringe durch erho¨hen der DM-Wechselwirkung nicht. Die Kurven werden eher
gegeneinander verschoben und die Kru¨mmungen sind gro¨ßer, aber sonst a¨hneln sie
sich sehr. Die erste Energielu¨cke wird bei 180◦ am kleinsten. Sie wa¨chst an bis sie bei
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Abbildung 4.90.: Energiedifferenzen bei 120◦ links und 130◦ rechts, N = 7
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Abbildung 4.91.: Energiedifferenzen bei 140◦ links und 150◦ rechts, N = 7
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Abbildung 4.92.: Energiedifferenzen bei 160◦ links und 170◦ rechts, N = 7
paralleler bzw. a¨quivalent antiparalleler Ausrichtung zum Magnetfeld ihr Maximum
erreicht.
Das Verhalten der Levelcrossings beim drehen der DM-Wechselwirkung ist zweige-
teilt in das erste Levelcrossing und alle folgenden. Wie in Abschnitt 4.6.1 gesehen,
fa¨llt das erste Levelcrossing fu¨r 180◦ weg. Fu¨r 170◦ macht es einen Sprung zu klei-
neren, fu¨r 190◦ zu ho¨heren Magnetfeldern. Von dort aus verschiebt es sich immer
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Abbildung 4.93.: Energiedifferenzen bei 180◦ links und 190◦ rechts, N = 7
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Abbildung 4.94.: Energiedifferenzen bei 200◦ links und 210◦ rechts, N = 7
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Abbildung 4.95.: Energiedifferenzen bei 220◦ links und 230◦ rechts, N = 7
weiter in Richtung der Orientierung von 90◦ bzw. a¨quivalent dazu 180◦, je weiter die
DM-Vektoren dorthin gedreht werden.
Alle weiteren Levelcrossing werden umso sta¨rker zu ho¨heren Magnetfeldern verscho-
ben, je weiter die DM-Wechselwirkung einer parallelen Orientierung zum Magnetfeld
entspricht.
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Abbildung 4.96.: Energiedifferenzen bei 240◦ links und 250◦ rechts, N = 7
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Abbildung 4.97.: Energiedifferenzen bei 26◦, N = 7
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5. Kuboktaeder
Abbildung 5.1.: Richtung der Nummerierung der geordneten Paare von Vertizes des
Kuboktaeders
5.1. Allgemeine Beschreibung
In den letzten Jahren ist es gelungen, Moleku¨le zu synthetisieren, deren magnetische
Zentren ein Kuboktaeder bilden [48]. Die Messungen der Magnetisierung ergaben
einen ungewo¨hnlichen Verlauf. Das fu¨r tiefe Temperaturen erwartete Stufenmuster
blieb aus und man sah nur einen gleichma¨ßigen Anstieg [49]. Als eine der mo¨glichen
Ursachen hierfu¨r kam die DM-Wechselwirkung in Betracht. Dies soll nun im folgen-
den an einem idealen Kuboktaeder mit DM-Wechselwirkung untersucht werden und
die Gelenheit ergriffen werden, die Folgen der DM-Wechselwirkung auch fu¨r andere
Observable genauer zu betrachten.
Das erste Problem ergibt sich daraus, dass man eine geeignete Nummerierung der
87
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(a) ~Dr (b) ~D△
(c) ~D
Abbildung 5.2.: Konfigurationen des Kuboktaeders:
DM-Vektoren zeigen radial nach außen (a), in die Mitte der Dreiecke
(b) und in die Mitte der Vierecke (c).
Vertizes wa¨hlen muss, denn ~Di,j = −~Dj,i, siehe Kapitel 2.2. Anschaulich betrachtet
bedeutet das Problem der Nummerierung, dass die Richtung der
”
Pfeile “ nicht ein-
deutig ist, sondern ebenfalls festgelegt werden muss. In Abbildung 5.1 ist die Struk-
tur der gewa¨hlten Nummerierung zu sehen. Innerhalb der Vierecke des Kuboktaeders
sind alle Wechselwirkungen im Uhrzeigersinn und innerhalb der Dreiecke gegen den
Uhrzeigersinn nummeriert. Als mo¨gliche Orientierung fu¨r die DM-Wechselwirkung
wurden drei Orientierungen untersucht. In der ersten zeigen die DM-Vektoren von
der Mitte des Moleku¨ls durch die Mitte des jeweiligen Vertizes ( ~Dr, Abbildung 5.2a).
In der zweiten zeigen die DM-Vektoren von der Mitte des jewiligen Vertizes in die
Mitte des dazugeho¨rigen Dreiecks ( ~D△, Abbildung 5.2b). In der dritten zeigen sie
von der Mitte des jeweiligen Vertizes in die Mitte des dazugeho¨rigen Vierecks ( ~D,
Abbildung 5.2c). Die genaue Nummerierung zusammen mit den normierten Rich-
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tungsvektoren findet sich in Anhang B.1 bis B.3.
Im folgendem werden diese Konfigurationen fu¨r unterschiedliche Sta¨rken der DM-
Wechselwirkung untersucht. Dabei gibt D′/|J | die Sta¨rke der DM-Wechselwirkung
im Verha¨ltnis zur Heisenberg-Wechselwirkung an, d.h. D′/|J | = 0.5 bedeutet, dass
die DM-Wechselwirkung halb so groß ist wie die Heisenberg-Wechselwirkung. Nega-
tive Werte bedeuten dabei, dass die Richtung der Wechselwirkung aus Abbildung
5.2 umgekehrt ist. Das Magnetfeld verla¨uft entlang der z-Achse und geht senkrecht
durch die Mitte einer der viereckigen Seitenfla¨chen.
5.2. Magnetisierung
0 1 2 3 4 5
0
2
4
6
8
10
12
M
 [
B
]
B [T]
        D'/|J|
 0.0
 0.1
 0.2
 0.3
 0.4
 0.6
 0.8
0 1 2 3 4 5
0
2
4
6
8
10
12
M
 [
B
]
B [T]
         D'/|J|
  0.0
 -0.1
 -0.2
 -0.3
 -0.4
 -0.6
 -0.8
Abbildung 5.3.: Magnetisierung bei T = 0.01 K und ~Dr
Als erstes betrachtet man in Abbildung 5.3 bis 5.5 eine U¨bersicht u¨ber alle Konfi-
gurationen mit ihren umgekehrten Gegenstu¨cken bis zu einem Magnetfeld von 5 T,
so dass alle Stufen zu sehen sind. Das erste was auffa¨llt ist, dass ~D△ nahezu keine
Auswirkung hat. Erst fu¨r D′/|J | = ±0.8 sieht man einen Unterschied in der ersten
und zweiten sowie der letzten Stufe. D′/|J | = 0.8 bewirkt ein leichtes Ausschmieren
der ersten beiden Stufen, D′/|J | = −0.8 nur der ersten. Die letzte Stufe wird ge-
ringfu¨gig zu einem ho¨heren Magnetfeld verschoben und dabei der
”
doppelte“ Sprung
in der Magnetisierung aufgehoben, da u¨bergangsweise M = −5 erreicht wird. Diese
”
zusa¨tzliche“ Stufe wird auch durch die anderen beiden Konfigurationen erzeugt.
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Abbildung 5.4.: Magnetisierung bei T = 0.01 K und ~D△
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Abbildung 5.5.: Magnetisierung bei T = 0.01 K und ~D
~Dr und ~D△ haben gemeinsam, dass sie die vierte bis sechste Stufe in der Form nicht
vera¨ndern, sondern die Magnefeldsta¨rken, an denen sie auftreten. Die ersten drei
Stufen fu¨r ~Dr und ~D betrachten wir in Abbildung 5.6 etwas genauer.
Was bei beiden Orientierungen auffa¨llt ist, dass eine der beiden Richtungen zu
einem flacheren und gleichma¨ßigerem Anstieg der Magnetisierung fu¨hrt, wa¨hrend
die andere die Stufen weniger stark ausschmiert. Da die Kurven fu¨r ~Dr und −~D
sehr a¨hnlich aussehen, vergleichen wir den Verlauf in Abbildung 5.7.
Auch wenn man anhand der U¨bersicht vermuten kann, dass es sich um die gleichen
Kurven handelt, sieht man im direkten Vergleich, dass die Verla¨ufe sich zwar stark
a¨hneln, aber doch gut zu unterscheiden sind.
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Abbildung 5.6.: Magnetisierung bei T = 0.01 K, ~Dr links und ~D rechts
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Abbildung 5.7.: Magnetisierung bei T = 0.01 K, Vergleich von ~Dr und −~D
5.3. Suszeptibilita¨t
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(a) ~Dr
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(b) ~D△
Abbildung 5.8.: Suszeptibilita¨t bei B = 0.1T
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Abbildung 5.9.: Suszeptibilita¨t bei B = 0.1T
Die Suszeptibilita¨t ist gegenu¨ber einer Sto¨rung durch die DM-Wechselwirkung eine
sehr robuste Gro¨ße. Abbildung 5.8 und 5.9 zeigen, dass unabha¨ngig von Orientierung
und Sta¨rke keine Vera¨nderung zu erkennen ist.
5.4. Wa¨rmekapazita¨t
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Abbildung 5.10.: Wa¨rmekapazita¨t bei B = 0.0 T und ~D△
Auch in der Wa¨rmekapazita¨t sieht man fu¨r ~D△ den geringsten Effekt. Bei
B = 0 T (Abbildung 5.10) sieht man, dass das erste Maximum umso schwa¨cher aus-
fa¨llt, je sta¨rker die DM-Wechselwirkung wird. Fu¨r sta¨rker werdende DM-Wechselwirkung
bei vorhandenem Magnetfeld, B = 1 T (Abbildung 5.11), wa¨chst das erste Maxi-
mum, wa¨hrend das Minimum weniger stark ausgepra¨gt ist.
Sowohl mit Magnefeld als auch ohne erkennt man, dass die Konfigurationen ±~Dr
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Abbildung 5.11.: Wa¨rmekapazita¨t bei B = 1.0 T und ~D△
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Abbildung 5.12.: Wa¨rmekapazita¨t bei B = 0.0 T und ~Dr
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Abbildung 5.13.: Wa¨rmekapazita¨t bei B = 0.0 T und ~D
und ∓~D einen a¨hnlichen Verlauf besitzen, vergleiche Abbildung 5.12 bis 5.15. −~Dr
und ~D ohne Magnetfeld bewirken, dass das erste Maximum und Minimum nach
unten, das zweite Maximum dafu¨r nach oben verschoben werden. Die Form der
Kurven jedoch bleibt erhalten. Anders ist dies bei ~Dr und−~D ohne Magnefeld. Dort
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Abbildung 5.14.: Wa¨rmekapazita¨t bei B = 1.0 T und ~Dr
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Abbildung 5.15.: Wa¨rmekapazita¨t bei B = 1.0 T und ~D
verschmelzen die beiden Maxima zu einem ho¨heren Maximum, wenn man die Sta¨rke
der DM-Wechselwirkung erho¨ht. Wenn die beiden Maxima vollsta¨ndig verschmolzen
sind, entsteht dafu¨r bei ca T = 0.2 K ein neues Maximum.
Auch mit einem Magnetfeld von 1 T bleibt der Verlauf der Kurven bei −~Dr und ~D
erhalten und das zweite Maximum wird nach oben verschoben. Das erste Maximum
und Minimum wird fu¨r −~Dr nach unten, fu¨r ~D nach oben verschoben. Betrachtet
man ~Dr und −~D, so verschwindet das erste Maximum fu¨r ausreichend starke DM-
Wechselwirkungen.
5.5. Magnetokalorik
In diesem Abschnitt wird ergru¨ndet, wie sich die magnetokalorischen Eigenschaf-
ten des Kuboktaeders vera¨ndern, um herauszufinden, ob sich Moleku¨le mit DM-
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Abbildung 5.16.: Isentropen ohne DM-Wechselwirkung, links volle U¨bersicht, rechts
letztes Minimum vergro¨ßert
Wechselwirkung fu¨r diese Zwecke eignen. Zuna¨chst aber wird gezeigt, wie sich das
Kuboktaeder ohne DM-Wechselwirkung verha¨lt. Die zu diesem Zweck gewa¨hlten
Entropien sind S = 0.5, 1.0, 2.0 und 3.0 kB. Abbildung 5.16 zeigt links den gesamten
Verlauf und rechts den Bereich um das letzte Minimum bei ca B = 4.5 T. Man
sieht, dass sowohl fu¨r S = 0.5 kB als auch fu¨r S = 1.0 kB im Bereich von ∼ 0.5 T bis
∼ 1.0 T und im Bereich von ∼ 3.9 T bis ∼ 4.5 T die erreichte Temperatur auf Null
abfa¨llt. In Abbildung 5.17 ist der Verlauf der Energieniveaus mit Hilfe der Energie-
differenzen analog zu Kapitel 4.6 dargestellt. Da auch fu¨r S = 1.0 kB die Temperatur
auf Null abfa¨llt, muss der Grundzustand in beiden Bereichen mindestens dreifach
entartet sein, denn kB ln(2) < 1.0 kB < kB ln(3).
Im Spektrum sieht es so aus, dass bei ∼ 4.5 T der Grundzustand von zwei Ni-
veaus gleichzeitig geschnitten wird. Auch die Isentrope fu¨r S = 2.0 kB geht dort
auf den ersten Blick gegen Null, was einer achtfachen Entartung der Grundzustands
entsprechen wu¨rde. Bei na¨herer Betrachtung, rechte Graphik in Abbildung 5.16, al-
lerdings sieht man, dass die Temperatur nur sehr klein wird. Schaut man sich die
Energiedifferenzen direkt als Zahlen an, findet man, dass der Grundzustand in die-
sem Bereich dreifach entartet ist. Zusa¨tzlich ist der erste angeregte Zustand fu¨nffach
entartet und das Gap schrumpft an der kleinsten Stelle auf ∆E = 0.0017 kB K. Da
der erste angeregte Zustand so nah am Grundzustand ist, sieht es so aus, als wa¨re
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Abbildung 5.17.: Energiedifferenzen bei D′/|J | = 0.0, i = 1, ...
der Grundzustand achtfach entartet.
Durch die starke Vergro¨ßerung sieht man außerdem einen numerischen Effekt. Da
zur Bestimmung der Isentropen die Entropie bei verschiedenen Temperaturen be-
stimmt wird und man numerisch nur mit endlichen Temperaturen rechnen kann,
sieht man, dass die beiden anderen Kurven nicht ganz auf Null gehen, sondern nur
den niedrigsten, vom Algorithmus zugelassenen, Wert erreichen.
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Abbildung 5.18.: Isentropen fu¨r verschiedene Entropien, D′r/|J | = 0.3 links und
D′r/|J | = −0.3 rechts, die gepunktete Linie zeigt D
′/|J | = 0.0
Nun schaut man, was passiert, wenn man das System mit DM-Wechselwirkung
betrachtet. Abbildungen 5.18 bis 5.20 zeigen D′/|J | = 0.3 im Vergleich mit D′/|J | =
0.0 fu¨r verschiedene Entropien. Abbildung 5.19 zeigt deutlich, dass D′△/|J | = 0.3
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Abbildung 5.19.: Isentropen fu¨r verschiedene Entropien, D′△/|J | = 0.3 links und
D′△/|J | = −0.3 rechts, die gepunktete Linie zeigt D
′/|J | = 0.0
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Abbildung 5.20.: Isentropen fu¨r verschiedene Entropien, D′/|J | = 0.3 links und
D′/|J | = −0.3 rechts, die gepunktete Linie zeigt D
′/|J | = 0.0
wenig Einfluss auf das System hat. Die Entartung des Grundzustandes wird auf-
gehoben und die Temperatur wird nur noch an den Levelcrossings fu¨r S = 0.5 kB
gleich Null. Da die Zustandsdichte in den Bereichen weiter sehr hoch ist, bleibt die
Temperatur sowohl fu¨r S = 0.5 kB als auch fu¨r 1.0 kB nahe Null. Sonst unterscheiden
sich die Kurven kaum von denen ohne DM-Wechselwirkung.
Etwas anderes beobachtet man bei Betrachtung der anderen beiden Orientierungen.
Was ±~Dr und ±~D alle gemeinsam haben ist, dass der Effekt der DM-Wechsel-
wirkung fu¨r gro¨ßere Magnetfelder schwa¨cher wird. Die Ausnahme dabei bildet der
Bereich von B ≈ 3.9 T bis ∼ 4.5 T, in dem die Entartung des Grundzustandes
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aufgehoben wird und die Zustandsdichte kleiner wird, da die zu S = 0.5 kB und
1.0 kB geho¨rigen Temperaturen deutlich u¨ber Null liegen. + ~Dr und −~D verschie-
ben die Isentropen zu ho¨heren Temperaturen. Wie bereits erwa¨hnt, geschieht dies
umso sta¨rker, je niedriger das Magnetfeld ist. −~Dr und + ~D zeigen dieses Verhalten
deutlich weniger stark ausgepra¨gt, insbesondere fu¨r B = 0 T, wo die Temperaturen
nur leicht u¨ber denen fu¨r D′/|J | = 0.0 liegen. In allen vier Fa¨llen liegen die Isentro-
pen mit S = 0.5 kB und 1.0 kB im Bereich von B ≈ 1 T bis 3.9 T sogar unter denen
fu¨r das Kuboktaeder ohne DM-Wechselwirkung.
5.5.1. Entropie S = 0.5 kB
Nun betrachtet man fu¨r S = 0.5 kB verschiedene Sta¨rken der DM-Wechselwirkung.
Die Abbildungen 5.21 bis 5.28b zeigen dies fu¨r alle untersuchten Orientierungen.
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Abbildung 5.21.: Isentropen bei S = 0.5 kB und ~Dr
Zeigen die DM-Vektoren radial nach außen (Abbildung 5.21), dann steigt fu¨r
B = 0 T, bei wachsendem D′/|J |, die Temperatur, mit der die Isentropen star-
ten.
Die Außnahme bildet D′/|J | = 0.8. Dann liegt die Starttemperatur fast wieder am
Ausgangspunkt D′/|J | = 0.0. Um zu verstehen, wodurch dieses Verhalten hervorge-
rufen wird, zeigen Abbildung 5.22 und 5.23 die Spektren mit Hilfe der Energiediffe-
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renzen fu¨r D′r/|J | = 0.2, 0.4, 0.6 und 0.8. Man sieht, wie der Großteil der Energieni-
veaus zu ho¨heren Energien verschoben wird und sich ein sehr großes Gap zwischen
dem ersten angeregten Zustand und den daru¨berliegenden bildet. Da die Entropie
mit der Zustandsdichte wa¨chst, erwartet man, dass man eine ho¨here Temperatur
beno¨tigt, um ausreichend viele Zusta¨nde zu besetzen. Bis D′r/|J | = 0.6 ist dies auch
der Fall. Der Grund, warum fu¨r D′r/|J | = 0.8 eine niedrigere Temperatur ausreicht,
um S = 0.5 kB zu erreichen, ist das erste Gap. Der erste angeregte Zustand na¨hert
sich immer weiter dem Grundzustand und diese beiden Niveaus reichen aus, um die
Entropie auch bei kleinerer Temperatur zu erreichen.
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Abbildung 5.22.: Energiedifferenzen D′r/|J | = 0.2 links, D
′
r/|J | = 0.4, rechts
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Abbildung 5.23.: Energiedifferenzen D′r/|J | = 0.6 links, D
′
r/|J | = 0.8, rechts
Die Minima werden genau wie die Stufen in der Magnetisierung unterschiedlich
beeinflusst. Das vierte wird bei wachsender DM-Wechselwirkung zu kleineren Ma-
gnetfeldern verschoben, die anderen vier zu gro¨ßeren. Fu¨r die Ho¨he der
”
Berge“
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zwischen den Minima ist keine eindeutige Abha¨ngigkeit von der Sta¨rke der DM-
Wechselwirkung zu erkennen. Der erste und dritte Berg wa¨chst mit steigender Wech-
selwirkung, wa¨hrend der zweite kleiner wird, wobei auch hier D′/|J | = 0.8 die Aus-
nahme bildet.
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Abbildung 5.24.: Isentropen bei S = 0.5 kB und −~Dr
Fu¨r den Fall, dass die DM-Vektoren radial nach innen zeigen (Abbildung 5.24),
sieht man als erstes, dass die Starttemperatur fu¨r wachsendes D′/|J | fa¨llt, bis die
Isentropen bei T = 0 K starten.
Weiterhin fa¨llt auf, dass sich um 0.6 T, also dem Beginn der ersten Entartung des
Grundzustandes bei D′/|J | = 0.0, ein weiteres Minimum bildet. Fu¨r D′/|J | = −0.2
sieht man, wie das Minimum anfa¨ngt, sich zu bilden. Wenn die DM-Wechselwirkung
sta¨rker wird, geht die Temperatur gegen Null.
Sowohl die restlichen Minima, als auch die Ho¨he der Berge weisen das gleiche Ver-
halten auf, wie bereits fu¨r + ~Dr gesehen, nur dass D
′/|J | = −0.8 nicht vom restlichen
Verhalten abweicht.
Dafu¨r ist neu, dass es bei D′/|J | = −0.4 ein siebtes Minimum gibt. Zur Erinne-
rung, ein Minimum bei S = 0.5 kB tritt dann auf, wenn sich zwei Grundzustands-
Energieniveaus treffen. Hat man nur den Heisenberg-Term, fa¨llt durch die Wechsel-
wirkung mit dem Magnetfeld ein Zustand mit gro¨ßererM-Quantenzahl schneller, als
der mit einer kleineren, wodurch sie sich irgendwann schneiden. Bei antiferromagneti-
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scher Wechselwirkung zwischen den Spins hat das Kuboktaeder einen Grundzustand
mit M = 0. Zwo¨lf Spins mit s = 1/2 ko¨nnen aber maximal zu M = ±6 koppeln,
d.h. es liegen nur Zusta¨nde mit sechs unterschiedlichen M-Quantenzahlen u¨ber dem
Grundzustand und darum erwartet man auch maximal sechs Levelcrossings bzw. Mi-
nima. Um zu verstehen, weshalb es sieben Minima gibt, zeigt Abbildung 5.25a das
Spektrum mit Hilfe von Energiedifferenzen wie schon in Abschnitt 4.6 beschrieben.
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Abbildung 5.25.: Energiedifferenzen ∆E = Ei(B)− E0(B) fu¨r D
′
r/|J | = −0.4
und i = 1, ...
Die letzten vier Levelcrossings verhalten sich anna¨hernd Heisenbergartig und wei-
sen keinerlei Besonderheiten auf. Der Grund fu¨r das siebte Minimum ist im Bereich
bis 1.5 T zu finden. Abbildung 5.25b zeigt diesen Abschnitt noch einmal genauer.
Man sieht, dass der erste angeregte Zustand entartet ist und das gro¨ßere
”
M“ das
Levelcrossing verursacht. Auch wenn M keine gute Quantenzahl mehr ist und sich
mit dem B-Feld a¨ndert, eignet sich das Bild dennoch weiterhin gut, um den Verlauf
zu verstehen. Nach dem ersten Levelcrossing wird es dann wieder interessant. Bei ca.
0.4 T ergibt sich zwischen dem ersten und dritten angeregtem Zustand ein sogenann-
tes avoided Levelcrossing, d.h. sie
”
stoßen “ sich ab. Damit wird der urspru¨ngliche
Grundzustand wieder zum aktuellen Grundzustand.
Warum die zweite Entartung des bei B = 0 T ersten angeregten Zustands bei ∼ 0.8
T seine Steigung umkehrt, ist aus dem Spektrum so nicht ersichtlich. Der Verlauf
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ko¨nnte auf ein weiteres avoided Levelcrossing hindeuten. Sollte dies der Fall sein,
mu¨sste es mit einem Energieniveau sein, dass mindestens sieben Niveaus ho¨her liegt.
Deshalb ist diese Erkla¨rung unwahrscheinlich.
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Abbildung 5.26.: Isentropen bei S = 0.5 kB und ~D△
Abbildung 5.26a zeigt die Isentropen bei + ~D△. Die DM-Wechselwirkung hebt
zwar die Grundzustandsentartung auf, der Rest der Kurven wird jedoch nur leicht
verschoben. Die Starttemperatur und die Ho¨he des zweiten Bergs sinkt, der erste
Berg dagegen wird ho¨her. Die Positionen der Minima verschieben sich so gerinfu¨gig,
dass sie nahezu u¨bereinander liegen und ein Trend nicht zu erkennen ist.
Fu¨r −~D△ (Abbildung 5.26b) hingegen sieht man den Einfluss deutlicher. Die
Starttemperatur und die Ho¨he des zweiten Berges sinken sta¨rker als fu¨r + ~D△. Ge-
nauso steigt die Ho¨he des ersten Berges sta¨rker. Die Minima weisen allerdings keinen
nennenswerten Unterschied auf, nur der Verlauf fu¨r D′/|J | = −0.8 zeigt eine inter-
essante Eigenschaft.
Auch hier ist wie schon bei D′r/|J | = −0.4 ein zusa¨tzliches, siebtes Minimum zu
sehen, diesmal bei D′△/|J | = −0.8. Auch hier hilft es, wenn man das in Abbildung
5.27a dargestellte Spektrum betrachtet.
Im Spektrum gibt es einen interessanten Bereich, der na¨her zu untersuchen ist.
Dieser Bereich ist am Anfang des Spektrums von 0 bis 1.3 T. In Abbildung 5.27b
ist er vergro¨ßert zu sehen. Auch hier kommt es bei ∼ 0.5 T zu einem avoided Level-
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Abbildung 5.27.: Ausschnitt der Energiedifferenzen ∆E = Ei(B)− E0(B) fu¨r
D′△/|J | = −0.8 und i = 1, ...
crossing, diesmal mit dem direkt daru¨berliegendem Energieniveau.
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Abbildung 5.28.: Isentropen bei S = 0.5 kB und ~D
Nun wird die letzte Konfiguration betrachtet. Zeigen die DM-Vektoren in die
Vierecke des Kuboktaeders (Abbildung 5.28a), fa¨llt die Starttemperatur mit sta¨rker
werdender DM-Wechselwirkung. Wie bei ~Dr werden die Minima zu ho¨heren Ma-
gnetfeldern verschoben, nur das vierte zu kleineren. Ist D′/|J | = 0.8 bildet sich bei
B ≈ 3 T ein weiteres Minimum. Die Ho¨hen der verschiedenen Berge verschieben
sich mit wachsender DM-Wechselwirkung gleichma¨ßig nach oben bzw. unten. Das
auffa¨lligste bei −~D ist, dass die Starttemperatur erstens im Gegensatz zu ~D steigt
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und zweitens die deutlichste Abweichung aller Konfigurationen zeigt. Die Minima
verschieben sich in der Richtung wie bei positivem D. U¨berraschenderweise bildet die
kleinste DM-Wechselwirkung bei B ≈ 0.7 T ein zusa¨tzliches Minimum. Der zweite
Berg weist wie ~Dr die Besonderheit auf, dass die Kurve fu¨r D
′/|J | = −0.8 zwischen
denen von D′/|J | = −0.2 und D′/|J | = −0.4 liegt.
5.5.2. Entropie S = 1.0 kB
In diesem Abschnitt wird untersucht, was passiert, wenn man einen ho¨heren Wert
von S = 1.0 kB annimmt.
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Abbildung 5.29.: Isentropen bei S = 1.0 kB und ~Dr
Zeigen die DM-Vektoren radial nach innen oder außen (Abbildung 5.29), sieht
man, dass der Verlauf fu¨r hohe Magnetfelder sehr a¨hnlich ist. Es ist deutlicher als
fu¨r S = 0.5 kB zu sehen, dass die Entartung des Grundzustands aufgehoben wird.
Die Isentropen verlaufen ho¨her, je sta¨rker die DM-Wechselwirkung wird.
Bei kleineren Magnetfeldern fa¨llt am meisten auf, dass sich die Starttemperatur fu¨r
+ ~Dr und −~Dr genau entgegengesetzt entwickelt. Fu¨r + ~Dr fa¨llt die Starttemperatur
mit steigendem D′/|J |, fu¨r −~Dr steigt sie. Dabei ist die Verschiebung nach oben
weitaus gro¨ßer als die nach unten.
Die Levelcrossings fu¨hren weiterhin zu Minima, die aber aufgrund der ho¨heren Entro-
pie nicht mehr bei T = 0 K liegen. Auch das siebte Minimum bei D′r/|J | = −0.4 ist
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nur noch bei sehr genauem Hinschauen zu erahnen.
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Abbildung 5.30.: Isentropen bei S = 1.0 kB und ~D△
Die gro¨ßere Entropie a¨ndert fu¨r ±~D△ wenig, siehe Abbildung 5.30. Die Tempe-
raturskala, auf der die Isentropen liegen, wird gro¨ßer, aber der Einfluss der DM-
Wechselwirkung auf das Verhalten a¨ndert sich nicht.
Die Starttemperatur sinkt fu¨r steigendes D′/|J |. Wenn die DM-Vektoren aus den
Dreiecken heraus zeigen, dann sinkt sie sta¨rker, als wenn sie in die Dreiecke zeigen.
Sogar das siebte Minimum bei D′△/|J | = −0.8 ist weiter gut zu erkennen.
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Abbildung 5.31.: Isentropen bei S = 1.0 kB und ~D
Auch wenn ~D = ~D ist, siehe Abbildung 5.31, a¨ndert sich im Vergleich zu
S = 0.5 kB wenig. Die Isentropen werden zu ho¨heren Temperaturen verschoben und
besonders fu¨r −~D werden die Kurven insgesamt etwas ”
glatter “, d.h. die Minima
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bilden sich langsam zuru¨ck und sind nicht mehr so deutlich zu erkennen. Auch hier
kann man fu¨r hohe Magnetfelder nicht zwischen + ~D und - ~D unterscheiden.
5.5.3. Entropie S = 2.0 kB
Nun wird die Entropie noch einmal erho¨rt, diesmal auf S = 2.0 kB.
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Abbildung 5.32.: Isentropen bei S = 2.0 kB und ~Dr
Bei kleinen Magnetfeldern verha¨lt sich ±~D a¨hnlich wie bei S = 1.0 kB (Abbil-
dung 5.32). Die Kurven werden insgesamt noch etwas glatter. Einzig das Minimum
bei ∼ 4.5 T zeigt sich auch hier stabil. Erst fu¨r hohe DM-Wechselwirkungen ver-
schwindet es.
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Abbildung 5.33.: Isentropen bei S = 2.0 kB und ~D△
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Auffa¨llig fu¨r ±~D△ (Abbildung 5.33) ist, dass sich die Isentropen nur geringfu¨gig
von denen eines Systems ohne DM-Wechselwirkung unterscheiden. Sie liegen fu¨r
kleine bis mittlere Magnefelder unter denen fu¨r D′/|J | = 0.0, das Minimum bei
B ≈ 4.5 T liegt umso ho¨her, je sta¨rker die DM-Wechselwirkung wird.
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Abbildung 5.34.: Isentropen bei S = 2.0 kB und ~D
Auch fu¨r ±~D (Abbildung 5.34) sieht man, wie schon bei allen anderen Konfi-
guration bei S = 2.0 kB, dass das Minimum bei ∼ 4.5 T sehr robust gegenu¨ber
der DM-Wechselwirkung ist. Die Starttemperatur entwickelt sich wieder entgegen-
gesetzt. Sie sink mit steigendem + ~D, wa¨hrend sie fu¨r steigendes −~D fa¨llt.
5.6. Energiedifferenzen
Abschließend wird fu¨r jede Konfiguration untersucht, wie sich das Spektrum mit
steigender DM-Wechselwirkung entwickelt. In Kapitel 5.5 wurden bereits Teile des
Spektrums na¨her betrachtet, um ungewo¨hnliches Verhalten zu erkla¨ren. Zur besseren
U¨bersicht werden wieder nicht die Energieniveaus betrachtet, sondern die Differenz
zwischen den Energieniveaus und dem jeweils dazugeho¨rigen Grundzustand abha¨n-
gig vom Magnetfeld, ebenso werden zu jeder Wechselwirkungssta¨rke nur die ersten
vier Energiedifferenzen dargestellt.
Abbildung 5.35 zeigt die Energiedifferenzen fu¨r + ~Dr. Bei kleiner DM-Wechsel-
wirkung (D′r/|J | = 0.2) bilden sich fu¨r B = 0 T u¨ber dem Grundzustand zwei dicht
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Abbildung 5.35.: U¨bersicht der Energiedifferenzen ∆E = Ei(B)− E0(B) von + ~Dr
beieinander liegende Zusta¨nde, die ihrerseites zweifach entartet sind bzw. so dicht
zusammenliegen, dass sie sich auf dieser Skala nicht unterscheiden lassen. Erho¨ht
sich die DM-Wechselwirkung auf D′r/|J | = 0.6, sieht der zweite angeregte Zustand
immer noch entartet aus. Dafu¨r wa¨chst das Gap zwischen dem ersten und zweiten
angeregten Zustand auf das ca. Fu¨nffache des ersten Gaps.
Desweiteren ist sowohl bei B ≈ 2.2 T wie auch B ≈ 3.3 T ein avoided Levelcrossing
zu beobachten. Das interessante dabei ist, dass der Grundzustand und der erste an-
geregte Zustand sich dreimal kreuzen.
Was beide Wechselwirkungssta¨rken gemeinsam haben ist, dass sich bei hohen Ma-
gnefeldern an der Struktur des Spektrums nicht viel a¨ndert. Die Energieniveaus
werden in der Ho¨he verschoben, wodurch sich auch die Levelcrossings ein wenig
verschieben, aber die Struktur bleibt erhalten. Vermutlich wird bei großen Magnet-
feldern der Zeemann-Term dominant und der Einfluss der DM-Wechselwirkung wird
immer weniger sichtbar.
Dreht man nun die DM-Vektoren um, so ergibt sich ein anderes Bild. Fu¨r große
Magnetfelder a¨ndert sich, abgesehen von der Ho¨he der Kurven, wenig. Auch hier sind
fu¨rD′r/|J | = −0.6 zwei avoided Levelcrossings zu sehen. Das zweite ist nur um ca. 0.1
T nach links verschoben, verglichen mit D′r/|J | = 0.6, wa¨hrend das erste schon bei
B ≈ 0.7 T auftritt. Zusa¨tzlich dazu gibt es auch schon fu¨rD′r/|J | = −0.2 ein avoided
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Abbildung 5.36.: U¨bersicht der Energiedifferenzen ∆E = Ei(B)−E0(B) von −~Dr
Levelcrossing bei B ≈ 0.8 T. Ohne Magnetfeld werden die Niveaus mit sta¨rker
werdender DM-Wechselwirkung immer na¨her an den Grundzustand verschoben. Eins
sogar so weit, dass der Grundzustand entartet ist.
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Abbildung 5.37.: Energiedifferenzen ∆E = Ei(B)− E0(B), + ~D△ links
und −~D△ rechts
Bisher hat man an den betrachteten Observablen gesehen, dass fu¨r ±~D△ die Kur-
ven oft nicht stark von denen ohne DM-Wechselwirkung abgewichen sind. Abbildung
5.37 zeigt warum. Insbesondere fu¨r hohe Magnefelder sieht man, dass der Verlauf
der Energieniveaus sich kaum a¨ndert. Die Entartung des Grundzustands wird fu¨r
D′△/|J | = ±0.2 gerade noch erkennbar aufgehoben. Fu¨r D
′
△/|J | = ±0.6 wird sie
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zwar deutlich sichtbar, aber trotzdem ohne großes Gap, aufgehoben. Desweiteren
werden die Energieniveaus mit steigender DM-Wechselwirkung nach unten verscho-
ben. Der interessante Teil, d.h. bis B = 1.5 T, wird deshalb im folgendem nocheinmal
na¨her betrachtet.
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Abbildung 5.38.: U¨bersicht der Energiedifferenzen ∆E = Ei(B)−E0(B) von + ~D△
In Abbildung 5.38 sieht man, dass es fu¨r D′△/|J | = 0.6 bei ca. 0.6 T ein avoi-
ded Levelcrossing gibt. Der restliche Effekt der DM-Wechselwirkung la¨sst sich so
beschreiben, dass die Energieniveaus oberhalb des Grundzustands immer na¨her
”
zu-
sammenru¨cken“. Gut zu beobachten ist dies aber erst fu¨r ho¨here Wechselwirkungs-
sta¨rken.
Auch fu¨r D′△/|J | = −0.6 (Abbildung 5.39) sieht man ein avoided Levelcros-
sing, diesmal allerdings schon bei B ≈ 0.55 T. Ebenso wird der Effekt der DM-
Wechselwirkung erst fu¨r gro¨ßere D′/|J | gut sichtbar. Ohne Magnetfeld fa¨llt auf, dass
der erste angeregte Zustand entartet ist und die Absta¨nde zwischen den einzelnen
Energieniveaus gleichma¨ßiger werden.
Wie schon zuvor sieht man auch bei + ~D (Abbildung 5.40), dass der Einfluss der
DM-Wechselwirkung mit zunehmendem Magnetfeld geringer wird. Wenn D′/|J | =
0.6 ist, sieht man bei B = 0, dass der erste und zweite angeregte Zustand entartet
ist. Generell verkleinert sich der Abstand zwischen den Energieniveaus oberhalb des
Grundzustands mit zunehmender Wechselwirkungssta¨rke.
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Abbildung 5.39.: U¨bersicht der Energiedifferenzen ∆E = Ei(B)− E0(B) von −~D△
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Abbildung 5.40.: U¨bersicht der Energiedifferenzen ∆E = Ei(B)−E0(B) von + ~D
Ebenfalls fu¨r D′/|J | = 0.6 beobachtet man bei ∼ 4 T ein avoided Levelcrossing
des ersten angeregten Zustands mit dem Grundzustand. Bei der schwa¨cheren DM-
Wechselwirkung von D′/|J | = 0.2 verschiebt sich dieses zu B ≈ 0.6 T.
−~D (Abbildung 5.41) zeigt wieder ein neues Verhalten. Nur das Verhalten bei
hohen Magnetfeldern ist dem fu¨r + ~D sehr a¨hnlich. Bei B = 0 T ist der zweite
angeregte Zustand fu¨r D′/|J | = −0.6 dreifach entartet und das Gap zum ersten an-
geregten Zustand ist dreimal so groß wie die erste Energielu¨cke. Bei der schwa¨cheren
DM-Wechselwirkung hingegen na¨hern sich der erste und zweite angeregte Zustand
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Abbildung 5.41.: U¨bersicht der Energiedifferenzen ∆E = Ei(B)− E0(B) von −~D
dem dritten an, der sich wiederrum nur leicht nach oben verschiebt.
Man sieht fu¨r D′/|J | = −0.2 die ersten vier angeregten Zusta¨nde von ∼ 0.4 T bis
∼ 0.9 T mit fast der gleichen Steigung fallen und damit das in Abschnitt 5.5.1 be-
obachtete zusa¨tzliche Minimum erzeugen. Viel interessanter aber ist das Spektrum
fu¨r D′/|J | = −0.6, weil sich dort wie bei D
′
r/|J | = 0.6 der Grundzustand und der
erste angeregte Zustand dreimal kreuzen. Dieses Verhalten entsteht wieder durch
die avoided Levelcrossings, diesmal bei B ≈ 2.1 T und B ≈ 3.3 T.
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Abbildung 6.1.: Richtung der Nummerierung der geordneten Paare von Vertizes des
Ikosidodekaeders
6.1. Allgemeine Beschreibung
Das Ikosidodekaeder ist ein archimedischer Ko¨rper bestehend aus zwo¨lf regelma¨ßigen
Fu¨nfecken und zwanzig gleichseitigen Dreiecken. Es bildet ein endliches Analogon
zum zweidimensionalen Kagome-Gitter [50]. Es ist eines der gro¨ßten bisher syntheti-
sierten Moleku¨le, welches mit verschiedenen Liganden und Metallionen synthetisiert
wurde [51, 52, 53, 54, 55, 56]. Diese Moleku¨le werden unter dem Begriff Keplerate
zusammengefasst. Wie beim Kuboktaeder wurde bei tiefen Temperaturen kein Stu-
fenmuster in der Magnetisierung gemessen [3]. In diesem Kapitel wird gezeigt, dass
die DM-Wechselwirkung die Ursache dafu¨r sein ko¨nnte.
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(a) ~Dr (b) ~D△
(c) ~D5
Abbildung 6.2.: Konfigurationen des Ikosidodekaeders:
DM-Vektoren zeigen radial nach außen (a), in die Mitte der Dreiecke
(b) und in die Mitte der Fu¨nfecke (c)
Als erstes muss wieder eine sinnvolle Numerierung der Vertizes gewa¨hlt werden. Sie
wird so gewa¨hlt, dass sie innerhalb der Dreicke im und innerhalb der Fu¨nfecke gegen
den Uhrzeigersinn verla¨uft, siehe Abbildung 6.1. Die hier angenommenen Konfigu-
rationen sind in Abbildung 6.2 zu sehen. Dabei zeigen die DM-Vektoren radial nach
außen oder in die Mitte der Dreiecke bzw. Fu¨nfecke.
Es wird ein Ikosidodekaeder aus s = 1/2 Ionen betrachtet, die antiferromagnetisch
mit J = −1 K wechselwirken. Die Dimension des Hilbertraums ist damit 230 ≈ 109.
Auf Grund der hohen Dimension des Systems ko¨nnen die Observablen des Systems
nur durch FTLM zu berechnet werden. Quanten-Monte-Carlo scheidet als alternative
Methode aus, da das System frustriert ist. Da trotz der Na¨herung der Rechenauf-
wand sehr hoch ist, wird nur eine Sta¨rke der DM-Wechselwirkung von D′/|J | = 0.2
untersucht. Durch die Notwendigkeit, dass fu¨r jedes Magnetfeld eine komplett neue
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Rechnung no¨tig ist, werden nur Magnetfelder von 0 bis 1 T untersucht, was ungefa¨hr
den ersten drei von fu¨nfzehn Stufen in der Magnetisierunug entspricht.
6.2. Abscha¨tzung der Genauigkeit
Fu¨r die Berechnungen der Observablen ohne die DM-Wechselwirkung, d.h. mit Sz-
Symmetrie, wurden fu¨r jeden Unterraum 10 zufa¨llige Startvektoren genommen und
100 Lanczos-Schritte gemacht. Durch die Ausnutzung der Symmetrie und die Erfah-
rung mit der Methode [24, 23, 57] wird davon ausgegangen, dass eine ausreichende
Genauigkeit erzielt wird.
Anders sieht es mit DM-Wechselwirkung aus. Wegen des deutlich erho¨hten Rechen-
aufwandes, werden nur 75 Lanczos-Schritte ausgefu¨hrt und auch nur ein zufa¨lliger
Startvektor mit seinem zeitinvertierten Gegenstu¨ck zur Berechnung eines Magnet-
felds benutzt. Wenn die Rechenzeit kein so stark einschra¨nkender Faktor wa¨re, mu¨ss-
te man wie folgt vorgehen. Man erho¨ht die Zahl der Zufallsvektoren, bis man keine
Vera¨nderung in den Observablen mehr erkennen kann. Da dies fu¨r einen so großen
Hilbertraum nicht mo¨glich ist, werden in Abbildung 6.3 zwei verschiedene Startvek-
toren plus der jeweilige zeitinvertierte miteinander verglichen.
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Abbildung 6.3.: Vergleich von zwei verschiedenen Startvektoren, Magnetisierung bei
T = 0.01 K und ~D = ~Dr
Auch wenn die Abweichung zwischen den verschiedenen Startvektoren gut zu se-
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hen ist, ist sie dennoch klein genug, damit der generelle Verlauf qualitativ korrekt ab-
gebildet wird. Darum ko¨nnen die Kurven mit der DM-Wechselwirkung im folgenden
nur das allgemeine Verhalten beschreiben, wa¨hrend die ohne DM-Wechselwirkung
als quasi-exakt angenommen werden ko¨nnen.
6.3. Magnetisierung
Wie Abbildung 6.4 zeigt, sind die numerischen Schwankungen gut zu erkennen. Fu¨r
~D△ und ~D5 sinkt im Bereich von ∼ 0.2 bis 0.25 T die Magnetisierung, obwohl die
Sta¨rke des Magnetfelds wa¨chst. Dies ist dadurch begru¨ndet, dass zur Na¨herung nur
ein Vektor und sein zeitinvertiertes Gegenstu¨ck verwendet wurde und die Kurve
somit nur durch zwei Vektoren approximiert wird und sich durch die numerische
Ableitung ein zusa¨tzlicher Fehler ergibt.
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Abbildung 6.4.: Magnetisierung bei T = 0.01 K
Desweiteren unterscheiden sich die drei untersuchten Konfigurationen in ihrem
Verhalten sehr deutlich. Bei ~D△ ist eine Verschiebung der ersten und dritten Stufe
zu beobachten. ~D5 bewirkt ebenfalls eine Verschiebung der ersten Stufe, aber die
beiden weiteren Stufen sind schon sta¨rker ausgeschmiert. Der interessanteste Effekt
ist bei ~Dr zu beobachten. Das Stufenmuster ist nahezu vollsta¨ndig verschwunden,
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und es la¨sst sich allenfalls noch die erste Stufe erahnen. Das ist umso erstaunlicher,
wenn man sie mit den Kurven fu¨r das Kuboktaeder oder den Ringen vergleicht,
da die Sta¨rke der DM-Wechselwirkung nur D′/|J | = 0.2 ist. Der Grund dafu¨r ist
vermutlich die hohe Zustandsdichte nah am Grundzustand [58]. Damit liefert die
DM-Wechselwirkung in einer von drei Konfigurationen eine mo¨gliche Erkla¨rung fu¨r
das Verschwinden der Stufen in der Magnetisierung.
6.4. Weitere Observable
In diesem Abschnitt werden noch die Suszeptibilita¨t und Wa¨rmekapazita¨t betrach-
tet, ohne das dadurch jedoch neue Erkenntnisse gewonnen werden ko¨nnen. Auf-
grund der in Abschnitt 3.3.4 gemachten Untersuchung zur Genauigkeit der FTLM
wird darauf verzichtet, die magnetokalorischen Eigenschaften des Ikosidodekaeders
zu untersuchen, da die Zahl der beno¨tigten Vektoren und der damit verbundene
Rechenaufwand zur Zeit nicht realisierbar ist.
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Abbildung 6.5.: B = 0.1 T
Bis ca. 100 K sind die Kurven der Suszeptibilita¨t, siehe Abbildung 6.5a, aller Kon-
figurationen deckungsgleich mit der ohne DM-Wechselwirkung. Bei ho¨heren Tempe-
raturen treten die aus Abschnitt 3.3.4 bekannten numerischen Instabilita¨ten auf. Die
in Abbildung 6.5b gezeigten Verla¨ufe der Wa¨rmekapazita¨t liegen so dicht beieinan-
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der, dass nicht mit Sicherheit festgestellt werden kann, ob es sich um einen Effekt
der DM-Wechselwirkung handelt oder ob die Abweichung durch die Na¨herung ver-
ursacht wird. Die Unterschiede sind jedoch so klein, dass sie durch eine Messung nur
sehr schwer unterscheidbar sein wu¨rden.
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Ziel dieser Arbeit war es, zu untersuchen, welchen Einfluss die DM-Wechselwirkung
auf die verschiedenen Observablen von magnetischen Moleku¨len hat. Dabei wurde
festgestellt, dass jede Observable unterschiedlich stark auf die DM-Wechselwirkung
reagiert. Bei keinem der untersuchten Moleku¨le konnte eine signifikante A¨nderung
der Suszeptibilta¨t beobachtet werden. Dies deutet darauf hin, dass man ungewo¨hn-
liche Verla¨ufe in der Suszeptibilta¨t vermutlich nicht durch die DM-Wechselwirkung
erkla¨ren kann, sondern nach anderen Ursachen suchen muss. Im Umkehrschluss be-
deutet das auch, dass man durch Messung der Suszeptibilta¨t (außer evtl. bei tie-
fen Temperaturen) nicht bestimmen kann, ob die DM-Wechselwirkung im System
vorhanden ist. Auch die Wa¨rmekapazita¨t weist nur fu¨r sehr hohe D′/|J | bei tie-
fen Temperaturen eine Vera¨nderung auf, allerdings besteht diese in der Regel nur
in einer Verschiebungen der Kurven. In der Magnetisierung beobachtet man zwei
mo¨gliche Effekte. Die Stufen ko¨nnen ausgeschmiert oder verschoben werden. Dabei
unterscheidet sich das Verhalten von Stufe zu Stufe, abha¨ngig von Konfiguration
und Moleku¨l, wodurch sich keine allgemeinen Aussagen machen lassen. Das ma-
gnetokalorische Verhalten wird besonders dann sehr stark beeinflusst, wenn es im
System ohne DM-Wechselwirkung viele Entartungen des oder nahe des Grundzu-
standes gibt.
Bei der Untersuchung der Spinringe hat man festgestellt, dass es trotz der antisym-
metrischen Natur der Wechselwirkung Konfigurationen gibt, welche dasselbe Ver-
halten aufweisen. Der entscheidende Faktor dabei ist der Winkel der DM-Vektoren
zum Magnetfeld. Desweiteren konnte man sehen, dass es einen großen Unterschied
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zwischen gradzahligen und ungradzahligen Ringen gibt. Die ungradzahligen Ringe
zeigen bereits bei D′/|J | = 0.2 eine sichtbare Vera¨nderung, wa¨hrend fu¨r die grad-
zahlige erst bei D′/|J | = 0.6 ein Effekt zu beobachten ist. Dies ist vermutlich auf
die ho¨here Zustandsdichte nahe am Grundzustand bei den ungradzahligen Ringen
zuru¨ckzufu¨hren. Zur magnetischen Ku¨hlung empfehlen sich durch die Entartung des
Grundzustands die ungradzahligen Ringe. Die gradzahligen Ringe ko¨nnten benutzt
werden, wenn man das Magnetfeld nicht aus sondern ein schaltet und so die magne-
tische Ku¨hlrate bei kleinen Feldern ausgenutzt wird.
Bei der Untersuchung des Kuboktaeders musste als erstes das Problem einer sinn-
vollen Numerierung, welches durch die antisymmetrische Natur der Wechselwirkung
entsteht, gelo¨st werden. Der Einfluss der hier betrachteten Konfigurationen kann
vorab nur schlecht eingescha¨tzt werden. Wa¨hrend ~D△ nahezu keinen Unterschied
macht, verhalten sich ~Dr und −~D sehr a¨hnlich. Eine Erkla¨rung fu¨r das Verschwin-
den der Stufen in der Magnetisierung kann aber keine der Konfigurationen geben.
Bei der Untersuchung der magnetokalorischen Eigenschaften ist aufgefallen, dass es
zu einem zusa¨tzlichen Levelcrossing des Grundzustands kommen kann. Eigenschaf-
ten, die das Kuboktaeder zur Verwendung als Ku¨hlmittel pra¨destinieren wu¨rden,
konnten nicht gefunden werden.
Das Problem, eine sinnvolle Numerierung zu finden, trat beim Ikosidodekaeder er-
neut auf. Zusa¨tzlich dazu ist die Dimension des Hilbertraums mit ≈ 109 so groß, dass
die Observablen durch die FTLM gena¨hert werden mussten. Auch wenn durch den
immer noch hohen Rechenaufwand keine ausfu¨hrliche Untersuchung mo¨glich war,
konnte doch eine Konfiguration gefunden werden, die das Fehlen der Stufen in der
Magnetisierung erkla¨ren kann.
Es konnte erneut gezeigt werden, welche Mo¨glichkeiten sich aus der FTLM ergeben.
Zugleich wurde festgestellt, dass sich die magnetokalorischen Eigenschaften nur mit
deutlich erho¨htem Aufwand bestimmen lassen. Außerdem hat die Untersuchung der
Ringe und des Kuboktaeders gezeigt, dass es ein entscheidender Vorteil sein kann,
das genaue Energiespektrum zu kennen, um ein unerwartetes Verhalten, wie z.B.
120
zusa¨tzliche Minima der Isentropen durch avoided Levelcrossing, erkla¨ren zu ko¨nnen.
Da jedes Jahr immer neue Strukturen synthetisiert werden, wird es immer wie-
der neue Moleku¨le, die interessante Eigenschaften aufweisen, geben. Auch eine sys-
tematische Untersuchung fu¨r Ionen mit s ≥ 1 ko¨nnte mehr Einsicht in die DM-
Wechselwirkung bringen. Im Experiment wird ein kristallites Pulver gemessen. Um
dies besser abzubilden, ko¨nnte man noch eine sogenannte Pulvermittelung durch-
fu¨hren.
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A. Graphiken
A.1. Ringe: Suszeptibilita¨t
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(a) N = 5
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(b) N = 6
Abbildung A.1.: Suszeptibilita¨t bei B = 0.1 T und D′/|J | = 0.6
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(a) N = 7
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(b) N = 8
Abbildung A.2.: Suszeptibilita¨t bei B = 0.1 T und D′/|J | = 0.6
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A. Graphiken
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(a) N = 9
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(b) N = 10
Abbildung A.3.: Suszeptibilita¨t bei B = 0.1 T und D′/|J | = 0.6
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B. Dzyaloshinskii-Moriya-Vektoren
B. Dzyaloshinskii-Moriya-Vektoren
B.1. Kuboktaeder: ~Dr
~D1,2 =


0.57735027
0
0.81649658

 ; ~D2,3 =


0
−0.57735027
0.81649658

 ; ~D3,4 =


−0.57735027
0
0.81649658


~D4,1 =


0
0.57735027
0.81649658

 ; ~D2,5 =


0.86602540
−0.28867513
0.40824829

 ; ~D5,1 =


0.86602540
0.28867513
0.40824829


~D3,6 =


−0.28867513
−0.86602540
0.40824829

 ; ~D6,2 =


0.28867513
−0.86602540
0.40824829

 ; ~D4,7 =


−0.86602540
0.28867513
0.40824829


~D7,3 =


−0.86602540
−0.28867513
0.40824829

 ; ~D1,8 =


0.28867513
0.86602540
0.40824829

 ; ~D8,4 =


−0.28867513
0.86602540
0.40824829


~D5,10=


0.86602540
−0.28867513
−0.40824829

 ; ~D10,6=


0.28867513
−0.86602540
−0.40824829

 ; ~D6,11=


−0.28867513
−0.86602540
−0.40824829


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B.1. Kuboktaeder: ~Dr
~D11,7=


−0.86602540
−0.28867513
−0.40824829

 ; ~D7,12 =


−0.86602540
0.28867513
−0.40824829

 ; ~D12,8 =


−0.28867513
0.86602540
−0.40824829


~D8,9 =


0.28867513
0.86602540
−0.40824829

 ; ~D9,5 =


0.86602540
0.28867513
−0.40824829

 ; ~D10,9 =


0.57735027
0
−0.81649658


~D9,12=


0
0.57735027
−0.81649658

 ; ~D12,11=


−0.57735027
0
−0.81649658

 ; ~D11,10=


0
−0.57735027
−0.81649658


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B. Dzyaloshinskii-Moriya-Vektoren
B.2. Kuboktaeder: ~D△
D1,2 =


0.57735027
0
−0.81649658

 ; D2,3 =


0
−0.57735027
−0.81649658

 ; D3,4 =


−0.57735027
0
−0.81649658


D4,1 =


0
0.57735027
−0.81649658

 ; D2,5 =


−0.28867513
0.86602540
0.40824829

 ; D5,1 =


−0.28867513
−0.86602540
0.40824829


D3,6 =


0.86602540
0.28867513
0.40824829

 ; D6,2 =


−0.86602540
0.28867513
0.40824829

 ; D4,7 =


0.28867513
−0.86602540
0.40824829


D7,3 =


0.28867513
0.86602540
0.40824829

 ; D1,8 =


−0.86602540
−0.28867513
0.40824829

 ; D8,4 =


0.86602540
−0.28867513
0.40824829


D5,10=


−0.28867513
0.86602540
−0.40824829

 ; D10,6=


−0.86602540
0.28867513
−0.40824829

 ; D6,11=


0.86602540
0.28867513
−0.40824829


D11,7=


0.28867513
0.86602540
−0.40824829

 ; D7,12=


0.28867513
−0.86602540
−0.40824829

 ; D12,8=


0.86602540
−0.28867513
−0.40824829


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B.2. Kuboktaeder: ~D△
D8,9 =


−0.86602540
−0.28867513
−0.40824829

 ; D9,5 =


−0.28867513
−0.86602540
−0.40824829

 ; D10,9 =


0.57735027
0
0.81649658


D9,12 =


0
0.57735027
0.81649658

 ; D12,11=


−0.57735027
0
0.81649658

 ; D11,10=


0
−0.57735027
0.81649658


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B. Dzyaloshinskii-Moriya-Vektoren
B.3. Kuboktaeder: ~D
D1,2 =


−1.0000000
0
0

 ; D2,3 =


0
1.0000000
0

 ; D3,4 =


1.0000000
0
0


D4,1 =


0
−1.0000000
0

 ; D2,5 =


−0.50000000
−0.50000000
−0.70710678

 ; D5,1 =


−0.50000000
0.50000000
−0.70710678

 ; quad
D3,6 =


−0.50000000
0.50000000
−0.70710678

 ; D6,2 =


0.50000000
0.50000000
−0.70710678

 ; D4,7 =


0.50000000
0.50000000
−0.70710678


D7,3 =


0.50000000
−0.50000000
−0.70710678

 ; D1,8 =


0.50000000
−0.50000000
−0.70710678

 ; D8,4 =


−0.50000000
−0.50000000
−0.70710678


D5,10=


−0.50000000
−0.50000000
0.70710678

 ; D10,6 =


0.50000000
0.50000000
0.70710678

 ; D6,11 =


−0.50000000
0.50000000
0.70710678


D11,7=


0.50000000
−0.50000000
0.70710678

 ; D7,12 =


0.50000000
0.50000000
0.70710678

 ; D12,8 =


−0.50000000
−0.50000000
0.70710678


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B.3. Kuboktaeder: ~D
D8,9 =


0.50000000
−0.50000000
0.70710678

 ; D9,5 =


−0.50000000
0.50000000
0.70710678

 ; D10,9 =


−1.0000000
0
0


D9,12 =


0
−1.0000000
0

 ; D12,11 =


1.0000000
0
0

 ; D11,10 =


0
1.0000000
0


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B.4. Ikosidodekaeder: ~Dr
D1,5 =


0.13819660
−0.95105652
0.27639320

 ; D15,1 =


0.30901699
−0.95105652
0

 ; D5,15 =


0.44721360
−0.85065081
0.27639320


D18,1=


−0.30901699
−0.95105652
0

 ; D1,27 =


−0.13819660
−0.95105652
−0.27639320

 ; D27,18=


−0.44721360
−0.85065081
−0.27639320


D6,2 =


0.13819660
0.95105652
0.27639320

 ; D2,16 =


0.30901699
0.95105652
0

 ; D16,6 =


0.44721360
0.85065081
0.27639320


D2,19=


−0.30901699
0.95105652
0

 ; D28,2 =


−0.13819660
0.95105652
−0.27639320

 ; D19,28=


−0.44721360
0.85065081
−0.27639320


D3,9 =


0.44721360
−0.52573111
−0.72360680

 ; D17,3 =


0.36180340
−0.26286556
−0.89442719

 ; D9,17 =


0.63819660
−0.26286556
−0.72360680


D3,12=


−0.13819660
−0.42532540
−0.89442719

 ; D27,3=


−0.052786405
−0.68819096
−0.72360680

 ; D12,27=


−0.36180340
−0.58778525
−0.72360680


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B.4. Ikosidodekaeder: ~Dr
D10,4 =


0.44721360
0.52573111
−0.72360680

 ; D4,17 =


0.36180340
0.26286556
−0.89442719

 ; D17,10=


0.63819660
0.26286556
−0.72360680


D13,4 =


−0.13819660
0.42532540
−0.89442719

 ; D4,28 =


−0.052786405
0.68819096
−0.72360680

 ; D28,13=


−0.36180340
0.58778525
−0.72360680


D7,5 =


0.36180340
−0.58778525
0.72360680

 ; D5,29 =


0.052786405
−0.68819096
0.72360680

 ; D29,7 =


0.13819660
−0.42532540
0.89442719


D6,8 =


0.36180340
0.58778525
0.72360680

 ; D30,6 =


0.052786405
0.68819096
0.72360680

 ; D8,30 =


0.13819660
0.42532540
0.89442719


D7,8 =


0.44721360
0
0.89442719

 ; D14,7 =


0.67082039
−0.16245985
0.72360680

 ; D8,14 =


0.67082039
0.16245985
0.72360680


D9,15 =


0.67082039
−0.68819096
−0.27639320

 ; D22,9 =


0.86180340
−0.42532540
−0.27639320

 ; D15,22=


0.80901699
−0.58778525
0


D16,10=


0.67082039
0.68819096
−0.27639320

 ; D10,23 =


0.86180340
0.42532540
−0.27639320

 ; D23,16 =


0.80901699
0.58778525
0


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D11,12=


−0.67082039
−0.16245985
−0.72360680

 ; D13,11=


−0.67082039
0.16245985
−0.72360680

 ; D12,13=


−0.44721360
0
−0.89442719


D20,11=


−0.94721360
−0.16245985
−0.27639320

 ; D11,21=


−0.94721360
0.16245985
−0.27639320

 ; D21,20 =


−1.0000000
0
0


D22,14=


0.94721360
−0.16245985
0.27639320

 ; D14,23 =


0.94721360
0.16245985
0.27639320

 ; D23,22 =


1.0000000
0
0


D18,20=


−0.80901699
−0.58778525
0

 ; D25,18=


−0.67082039
−0.68819096
0.27639320

 ; D20,25=


−0.86180340
−0.42532540
0.27639320


D21,19=


−0.80901699
0.58778525
0

 ; D19,26=


−0.67082039
0.68819096
0.27639320

 ; D26,21=


−0.86180340
0.42532540
0.27639320


D25,24=


−0.63819660
−0.26286556
0.72360680

 ; D24,29=


−0.36180340
−0.26286556
0.89442719

 ; D29,25=


−0.44721360
−0.52573111
0.72360680


D24,26=


−0.63819660
0.26286556
0.72360680

 ; D30,24=


−0.36180340
0.26286556
0.89442719

 ; D26,30=


−0.44721360
0.52573111
0.72360680


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B.5. Ikosidodekaeder: ~D△
D1,5 =


0.85262373
0.17841104
−0.49112347

 ; D15,1=


−0.057969263
0.17841104
0.98224695

 ; D5,15 =


−0.79465447
−0.35682209
−0.49112347


D18,1=


0.057969263
0.17841104
−0.98224695

 ; D1,27 =


−0.85262373
0.17841104
0.49112347

 ; D27,18=


0.79465447
−0.35682209
0.49112347


D6,2 =


0.85262373
−0.17841104
−0.49112347

 ; D2,16=


−0.057969263
−0.17841104
0.98224695

 ; D16,6 =


−0.79465447
0.35682209
−0.49112347


D2,19=


0.057969263
−0.17841104
−0.98224695

 ; D28,2 =


−0.85262373
−0.17841104
0.49112347

 ; D19,28 =


0.79465447
0.35682209
0.49112347


D3,9 =


0.18759247
0.93417236
−0.30353100

 ; D17,3 =


0.64288897
−0.46708618
0.60706200

 ; D9,17 =


−0.83048145
−0.46708618
−0.30353100


D3,12=


−0.24556174
−0.75576131
0.60706200

 ; D27,3 =


−0.70085824
0.64549722
−0.30353100

 ; D12,27=


0.94641997
0.11026409
−0.30353100

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D10,4 =


0.18759247
−0.93417236
−0.30353100

 ; D4,17 =


0.64288897
0.46708618
0.60706200

 ; D17,10=


−0.83048145
0.46708618
−0.30353100


D13,4 =


−0.24556174
0.75576131
0.60706200

 ; D4,28 =


−0.70085824
−0.64549722
−0.30353100

 ; D28,13=


0.94641997
−0.11026409
−0.30353100


D7,5 =


−0.94641997
0.11026409
0.30353100

 ; D5,29 =


0.70085824
0.64549722
0.30353100

 ; D29,7 =


0.24556174
−0.75576131
−0.60706200


D6,8 =


−0.94641997
−0.11026409
0.30353100

 ; D30,6 =


0.70085824
−0.64549722
0.30353100

 ; D8,30 =


0.24556174
0.75576131
−0.60706200


D7,8 =


0.79465447
0
−0.60706200

 ; D14,7 =


−0.39732724
0.86602540
0.30353100

 ; D8,14 =


−0.39732724
−0.86602540
0.30353100


D9,15 =


0.58491971
0.64549722
0.49112347

 ; D22,9 =


−0.43315421
−0.75576131
0.49112347

 ; D15,22=


−0.15176550
0.11026409
−0.98224695


D16,10=


0.58491971
−0.64549722
0.49112347

 ; D10,23=


−0.43315421
0.75576131
0.49112347

 ; D23,16=


−0.15176550
−0.11026409
−0.98224695

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D11,12 =


0.39732724
0.86602540
−0.30353100

 ; D13,11 =


0.39732724
−0.86602540
−0.30353100

 ; D12,13=


−0.79465447
0
0.60706200


D20,11=


−0.093796237
0.86602540
0.49112347

 ; D11,21=


−0.093796237
−0.86602540
0.49112347

 ; D21,20=


0.18759247
0
−0.98224695


D22,14 =


0.093796237
0.86602540
−0.49112347

 ; D14,23 =


0.093796237
−0.86602540
−0.49112347

 ; D23,22=


−0.18759247
0
0.98224695


D18,20 =


0.15176550
0.11026409
0.98224695

 ; D25,18 =


−0.58491971
0.64549722
−0.49112347

 ; D20,25=


0.43315421
−0.75576131
−0.49112347


D21,19 =


0.15176550
−0.11026409
0.98224695

 ; D19,26 =


−0.58491971
−0.64549722
−0.49112347

 ; D26,21=


0.43315421
0.75576131
−0.49112347


D25,24 =


0.83048145
−0.46708618
0.30353100

 ; D24,29 =


−0.64288897
−0.46708618
−0.60706200

 ; D29,25=


−0.18759247
0.93417236
0.30353100


D24,26 =


0.83048145
0.46708618
0.30353100

 ; D30,24 =


−0.64288897
0.46708618
−0.60706200

 ; D26,30=


−0.18759247
−0.93417236
0.30353100


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B.6. Ikosidodekaeder: ~D5
D1,5 =


−0.86180340
0.42532540
0.27639320

 ; D15,1=


−0.13819660
0.42532540
−0.89442719

 ; D5,15 =


0.44721360
0.85065081
0.27639320


D18,1 =


0.13819660
0.42532540
0.89442719

 ; D1,27=


0.86180340
0.42532540
−0.27639320

 ; D27,18=


−0.44721360
0.85065081
−0.27639320


D6,2 =


−0.86180340
−0.42532540
0.27639320

 ; D2,16=


−0.13819660
−0.42532540
−0.89442719

 ; D16,6 =


0.44721360
−0.85065081
0.27639320


D2,19=


0.13819660
−0.42532540
0.89442719

 ; D28,2=


0.86180340
−0.42532540
−0.27639320

 ; D19,28=


−0.44721360
−0.85065081
−0.27639320


D3,9 =


−0.44721360
−0.52573111
0.72360680

 ; D17,3=


−0.80901699
0.58778525
0

 ; D9,17 =


0.36180340
0.58778525
0.72360680


D3,12 =


0.30901699
0.95105652
0

 ; D27,3=


0.67082039
−0.16245985
0.72360680

 ; D12,27=


−0.63819660
0.26286556
0.72360680


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D10,4 =


−0.44721360
0.52573111
0.72360680

 ; D4,17 =


−0.80901699
−0.58778525
0

 ; D17,10 =


0.36180340
−0.58778525
0.72360680


D13,4 =


0.30901699
−0.95105652
0

 ; D4,28 =


0.67082039
0.16245985
0.72360680

 ; D28,13 =


−0.63819660
−0.26286556
0.72360680


D7,5 =


0.63819660
0.26286556
−0.72360680

 ; D5,29 =


−0.67082039
−0.16245985
−0.72360680

 ; D29,7 =


−0.30901699
0.95105652
0


D6,8 =


0.63819660
−0.26286556
−0.72360680

 ; D30,6 =


−0.67082039
0.16245985
−0.72360680

 ; D8,30 =


−0.30901699
−0.95105652
0


D7,8 =


−1.0000000
0
0

 ; D14,7 =


−0.052786405
−0.68819096
−0.72360680

 ; D8,14 =


−0.052786405
0.68819096
−0.72360680


D9,15 =


−0.94721360
−0.16245985
−0.27639320

 ; D22,9 =


−0.13819660
0.95105652
−0.27639320

 ; D15,22 =


−0.36180340
0.26286556
0.89442719


D16,10=


−0.94721360
0.16245985
−0.27639320

 ; D10,23 =


−0.13819660
−0.95105652
−0.27639320

 ; D23,16 =


−0.36180340
−0.26286556
0.89442719


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D11,12=


0.052786405
−0.68819096
0.72360680

 ; D13,11 =


0.052786405
0.68819096
0.72360680

 ; D12,13 =


1.0000000
0
0


D20,11=


0.67082039
−0.68819096
−0.27639320

 ; D11,21=


0.67082039
0.68819096
−0.27639320

 ; D21,20 =


0.44721360
0
0.89442719


D22,14=


−0.67082039
−0.68819096
0.27639320

 ; D14,23=


−0.67082039
0.68819096
0.27639320

 ; D23,22=


−0.44721360
0
−0.89442719


D18,20=


0.36180340
0.26286556
−0.89442719

 ; D25,18=


0.94721360
−0.16245985
0.27639320

 ; D20,25 =


0.13819660
0.95105652
0.27639320


D21,19=


0.36180340
−0.26286556
−0.89442719

 ; D19,26 =


0.94721360
0.16245985
0.27639320

 ; D26,21=


0.13819660
−0.95105652
0.27639320


D25,24=


−0.36180340
0.58778525
−0.72360680

 ; D24,29 =


0.80901699
0.58778525
0

 ; D29,25=


0.44721360
−0.52573111
−0.72360680


D24,26=


−0.36180340
−0.58778525
−0.72360680

 ; D30,24=


0.80901699
−0.58778525
0

 ; D26,30=


0.44721360
0.52573111
−0.72360680


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