Abstract. We introduce the notion of a weighted lift zonoid and show that, for properly chosen weights v, the ordering condition on a measure µ, formulated in terms of the weighted lift zonoids of this measure, leads to certain functional inequalities for this measure, such as non-linear extensions of Bobkov's shift inequality and weighted inverse log-Sobolev inequality. The choice of the weight K, involved in our version of the inverse log-Sobolev inequality, differs substantially from those available in the literature, and requires the weight v, involved into the definition of the weighted lift zonoid, to equal the divergence of the weight K w.r.t. initial measure µ. We observe that such a choice may be useful for proving direct log-Sobolev inequality, as well, either in its weighted or classical forms.
Introduction
The notions of zonoid and lift zonoid, introduced in [8] , have a diverse field of applications. Because the lift zonoid determines the underlying measure uniquely, this concept can be used in multivariate statistics for measuring the variability of laws of random vectors, and for ordering these laws, see [9] . The concept of zonoid equivalence appears to be both naturally motivated by financial applications, and useful for proving extensions of the ergodic theorem for zonoid stationary and zonoid swap-invariant random sequences, see [11] , [12] . Lift zonoids lead naturally to definitions of associated α-trimming and data depth, see [8] and [6] , and to barycentric representation of the points of a space with a given measure, see [8] and [10] .
In this paper, we explore a new field, where the notion of lift zonoid can be applied naturally. As a straightforward extension of the definition of lift zonoid, we introduce a weighted lift zonoid Z v (µ) with a vector-valued weight function v. We show that, for properly chosen weights v, the ordering condition on a measure µ, formulated in terms of the weighted lift zonoid of this measure, leads to certain functional inequalities for this measure, such as non-linear extensions of Bobkov's shift inequality [3] and weighted inverse log-Sobolev inequality. Weighted versions of the classical functional inequalities (Poincaré, log-Sobolev, etc) have been studied recently in various contexts. The choice of the weight K, involved in our version of inverse LSI, is specific and differs substantially from those available in the literature. This choice is strongly motivated by (an extension of) the functional form of Bobkov's shift inequality, and requires the weight v, involved into the definition of the weighted lift zonoid, to equal the divergence of the weight K w.r.t. initial measure µ. We observe that such a choice may be useful for proving (weighted) direct log-Sobolev inequality, as well. In the case of a bounded weight, this may lead to new sufficient conditions for the log-Sobolev inequality. We illustrate the range of applications of these conditions in two examples in Section 4 below.
Weighted lift zonoids, non-linear shift inequalities, and weighted inverse log-Sobolev inequalities
Let µ be a probability measure on the Borel σ-algebra in R d , and v : R d → R d be a measurable function such that respectively, where X is a random vector with the distribution µ. This definition is a straightforward generalization of the definitions of the zonoid and the lift zonoid (see [9] , Definition 2.1), where the function v has the form v(x) = x.
The lift zonoidẐ(µ) is a convex compact set in R d+1 , symmetric w.r.t. the point ((1/2), (1/2)EX), which identifies the underlying measure µ uniquely; see [9] . On the other hand, it can be seen easily that the definition of the weighted lift zonoidẐ v (µ) would not change if one restricts the class of Borel measurable functions g within it to the class of the functions of the form
This observation leads immediately to the identityẐ v (µ) =Ẑ(µ • v −1 ); that is, the weighted lift zonoidẐ v (µ) equals the (usual) lift zonoid of the image of the measure µ under the mapping v. As a corollary, we get that the weighted lift zonoidẐ v (µ) is a convex compact set in R d+1 , symmetric w.r.t. the point ((1/2), (1/2)Ev(X)), and identifies the image measure µ • v −1 uniquely.
The following theorem motivates the above definition of the weighted lift zonoid. To formulate it, we need to introduce some notation. Denote by γ c the centered Gaussian measure in R d with the covariance matrix c 2 I R d . Let
be the standard Gaussian distribution density function and the standard Gaussian cumulative distribution function, respectively, and let
be the Gaussian isoperimetric function.
For any measurable f on R d , we write E µ f for the integral of f w.r.t. µ; function f may be vector-valued, then the integral is understood in the component-wise sense. For a function f taking values in R + , its µ-entropy is defined by
with the convention 0 log 0 = 0.
In what follows, we assume that the measure µ has the logarithmic gradient v µ ; that is, a function v µ : R d → R, integrable w.r.t. µ and such that for every smooth f :
This assumption is equivalent to the following, see Proposition 3.4.3 in [5] : there exists the density p µ of the measure µ w.r.t. the Lebesgue measure, which belongs to the Sobolev class
Theorem 1. I. The following three statements are equivalent.
with a compact support, one has
II. Under the conditions A -C above, the following inverse log-Sobolev inequality holds true: for any smooth function
Remark 1. By the definition (see Definition 5.1 in [9] ), two measures µ 1 , µ 2 are related by the lift zonoid order (notation:
Recall that Z vµ (µ) equals the lift zonoid of
µ ; that is, of the distribution of the logarithmic gradient of the measure µ. Hence statement A can be equivalently formulated as follows: the distribution ν µ of the logarithmic gradient of the measure µ is dominated in the sense of the lift zonoid order by the canonical Gaussian measure in R d .
Theorem 1 is not a genuinely new one. The equivalence of the relations B and C is used by S. Bobkov in [3] as a key ingredient in the proof of the shift inequality (6) (in [3] , the measure µ is supposed to be a product-measure, but the proof of the equivalence of (5) and (6) in fact does not rely on this assumption). The outline of the proof of (7) under (5) and (6) is given in [2] . What we would like to emphasize is that condition B, usually called the functional version of the shift inequality, is equivalent to the relation A, which according to Remark 1 can be written as the lift zonoid order relation (8) ν µ LZ γ c .
It is instructive to compare (8) with the following necessary and sufficient condition for the functional version of the shift inequality to hold, given in [3] in the case where the measure µ is a product-measure with equal marginals µ 1 . This condition states that there exists c > 0 such that (5) holds true, if and only if there exists ε > 0 such that
in addition, the optimal constant c in (5) and ε in (9) are connected by the relation
For the product measure
, respective distribution of the logarithmic gradient is again a product measure
and in this case, due to Corollary 5.3 in [9] , (8) is equivalent to
2 )-Gaussian measure on R. Both (9) and (11) are conditions on the tails of the distribution of the logarithmic gradient of µ 1 , but (11) is more precise because it involves the same c with (5).
The main result of this section, Theorem 2 below, is a generalization of Theorem 1 and is motivated by an observation that in Theorem 1 the equivalence of the relations A and B follows in a very straightforward way from the integration-by-parts formula (4); see the proof of Theorem 2 below. With this observation in mind, we introduce a wide class of weights which admit an analogue of the integration-by-parts formula (4) . To do that, we recall that the µ-divergence of a function g :
The µ-divergence is well defined, for instance, for any g ∈ C 1 bounded together with its partial derivatives; in this case,
This follows directly from (4); see [5] , Chapter 6 for more information on this subject. Let function
where K i denotes the i-th row of the matrix K. Then for every smooth f with a compact support
here and below we treat elements of R d as vectors-columns. Formula (13) is a straightforward extension of the integration-by-parts formula (4) , where the gradient ∇ is replaced by the "weighted gradient" K∇ with the matrix-valued weight K, and the logarithmic gradient v µ is replaced by the µ-divergence of K. Furthermore, if K satisfies some extra regularity condition, e.g.
satisfy (12) . Then the following two statements are equivalent.
] with a compact support, one has
If, in addition, the matrix-valued function K satisfies (14), then A1 and B1 are equivalent to the following.
C1. For any
h ∈ R d , A ∈ B(R d ) (17) Φ Φ −1 (µ(A)) − c h ≤ µ Ψ K,h 1 −1 (A) ≤ Φ Φ −1 (µ(A)) + c h .
II. Under the condition A1, equivalently B1, the following weighted inverse log-Sobolev inequality holds true: for any smooth function
Note that condition A1 is just the lift zonoid order relation for the image measure of µ under v:
Before giving the proof of Theorem 2, let us summarize: a lift zonoid order condition (8) is a criterion for the shift inequality, written either in its explicit form (6), or in its functional form (5) . This equivalence is rather flexible in the following sense: if the logarithmic gradient v µ in (8) is replaced by another weight v of the form
(see (12) ), then respective lift zonoid order condition (19) is still equivalent to the weighted version (16) of the functional form of a (generalized) shift inequality. The explicit form of the (generalised) shift inequality in that case is available as well, and concerns, instead of linear shifts, the transformations of the initial measure µ by the flows of solutions to (15).
Proof of Theorem 2: statement I. The lift zonoidẐ(γ) of a standard Gaussian measure γ in R d
can be identified in the following way: for a given α ∈ (0, 1), the section ofẐ(γ) by the hyper-plane {α} × R d has the projection on the last d coordinates equal to the ball centered at 0 and having the radius I(α); see [8] , Section 6.3 or [10] , Proposition 3.4. It is easy to see from the definition of the lift zonoid thatẐ (γ c ) = cẐ(γ).
Hence condition A1 can be equivalently written as follows: for every Borel measurable g :
By the standard approximation argument, the above condition is equivalent to a similar one with Borel measurable g's replaced by smooth and compactly supported f 's. Because for such f by (13)
conditions A1 and B1 are equivalent.
The proof of the equivalence of B1 and C1 follows the same lines with the S.Bobkov's proof from [3] for the case of product measures and linear shifts; to make the exposition self-sufficient here we expose the key steps of this proof.
Denote R r (p) = Φ Φ −1 (p) + r , r ≥ 0, p ∈ (0, 1). Then the following properties hold true:
• for every r ≥ 0 the function R r is concave;
• the family {R r , r ≥ 0} is a semigroup w.r.t. the composition of the functions, i.e.
• the function R 0 is an identity, and the "generator" of the semigroup {R r , r ≥ 0} equals the Gaussian isoperimetric function I in the sense that
Similarly, the family of functions S r (p) = Φ Φ −1 (p) − r , r ≥ 0, p ∈ (0, 1) has the following properties:
• for every r ≥ 0 the function S r is convex;
• the family {S r , r ≥ 0} is a semigroup w.r.t. the composition of the functions;
• the function S 0 is an identity, and the "generator" of the semigroup {S r , r ≥ 0} equals (−I).
Observe that C1 is equivalent to the following.
C2. For any
Indeed, taking f = 1 I A we get C1 from C2. Inversely, under C1 by the concavity of R r and Jensen's inequality we have
The proof of the left hand side inequality in (21) is similar and omitted. Hence C1 and C2 are equivalent.
To get B1 from C2, take th instead of h and differentiate the right hand side inequality in (21) w.r.t. t at the point t = 0. In more details, denote
t (x)), and therefore there exits a continuous derifative
Because f is smooth and compactly supported and K satisfies (14), this derivative is bounded as a function of (t,
we get from (21)
Taking sup over all h with h = 1, we get (16).
To get C2 from B1, consider first the case where f is smooth and compactly supported and such that 0 < E µ f < 1. By (16), for a given h ∈ R d we have that
Therefore for every ̺ > 1 there exists δ = δ(f ) > 0 such that for every t ∈ (0, δ):
Note that if t 1 ∈ (0, δ(f )) and t 2 ∈ (0, δ(f t 1 )), then
here we have used the flow property of {Ψ K,h t , t ∈ R}, the semigroup property of {R r , r ≥ 0}, and monotonicity of R r . Because the derivative ∂ t f t is uniformly continuous w.r.t.
for every fixed T , it can be shown that
Then, applying (23) at most T /δ T times, we get that (22) 
Proof of Theorem 2: statement II.
The following lemma is a straightforward extension of a part of Proposition 2 in [2] (the one which states the equivalence of P 1 (c) and P 2 (c) in the notation of [2] 
The proof is completely analogous to the one from [2] , therefore we just sketch it. The implication B2 ⇒ B1 is trivial. To get the inverse implication, recall first that the standard Gaussian measure . Applying B1 to the function g = ψ ε (f ) and tending ε → 0, we get
where θ(r) = E µ (K∇f |f = r). Denote k = F −1 • Φ, then k transforms the standard Gaussian measure γ 1 on R to µ • f −1 . Taking the derivative in the identity F (k) = Φ, we get k ′ F ′ (k) = ϕ. Then from (25) with r = k(x) we get inequality
valid γ 1 -a.s. We have already mentioned that a standard Gaussian measure satisfies B2 with c = 1 and identity K; for the case d = 1 this can be written as
Applying this inequality to g = k and using (26) we get 
Hence the required statement would follow from the relation
This relation can be proved straightforwardly using the following asymptotic expansion:
where κ(ε) → 0, ε → 0+; the detailed exposition is straightforward but cumbersome and therefore is omitted. The asymptotic expansion (29) follows from the standard expansion
which holds true e.g. by the integration-by-parts formula.
Remark 2. The above proof of statement II follows, in main lines, the one sketched in [2] (the proof of the implication P 3 (c) ⇒ P 6 (c √ 2) in Proposition 2), where the authors referred to Beckner's lectures at the Institut Henri Poincaré. However, instead of using the equivalence I(ε) ∼ ε 2 log 1 ε , ε → 0, which apparently is not sufficient to provide (28), we use stronger asymptotic expansion (29).
At the end of this section, let us mention that a more explicit condition, sufficient for the lift zonoid relation (19) tohold true, can be given in a way similar to (9).
Proposition 1. There exists c > 0 such that (19) holds true, if and only if, there exists
ε > 0 such that (30) E µ e ε(v,h) 2 R d ≤ 2, h ≤ 1.
The optimal constant c in (19) and ε in (30) are connected by the relation (10).
Because the lift zonoid order relation is equivalent to the same relation for all one-dimensional projections (see Section 5 in [9] ), statement of Proposition 1 follow immediately from the onedimensional statement given below. in that case, the optimal constants c, ε are connected by the relation (10) .
The proof of Lemma 2 is contained, in fact, in the proof of Lemma 4.1 in [3] , hence we omit it here.
3. Weighted log-Sobolev inequalities in R Theorem 2 above gives a sufficient condition for a weighted inverse log-Sobolev inequality, based on a pair of functions v, K related by (20). The main result of this section, Theorem 3 below, shows that the use of the same pair may lead to sufficient conditions for the (direct) log-Sobolev inequality, either in a weighted or in a classical form. What is surprising is that, even in the simplest one-dimensional case, Theorem 3 leads to new sufficient conditions for the log-Sobolev inequality, when compared with those available in a literature; see below Proposition 2, Proposition 3, and two examples in Section 4. We believe that the reason for that is a proper choice of the pair of the weight functions v, K, involved in (31) and connected by (20). 
Then for every smooth f with a compact support
.
As a corollary, if K is bounded then µ satisfies the (classical) log-Sobolev inequality: for every absolutely continuous f such that both f and f
′ are square integrable w.r.t. µ,
Remark 3. The proof of Theorem 3 is based on the classic Bakry-Emery criterion; see below. We strongly believe that similar technique is applicable in the multidimensional case as well, but because of possible non-commutativity of matrix-valued weights which appear therein, now we can not give a multidimensional version of Theorem 3; this is a subject for a further research.
Remark 4. The additional assumptions on the functions K, a to be smooth and to satisfy certain growth bounds, in particular cases, can be removed by an approximation procedure; see e.g. Propositions 2 and 3 below.
Proof of Theorem 3. Consider a Markov process X defined as the strong solution to the SDE
see (32) for the formula for the coefficient a. Then on the Schwartz space S(R) of C ∞ functions s.t. all their derivatives decay at ∞ faster than any polynomial, the generator L of the process X has the form
By the construction, the measure µ is a symmetric measure for the semigroup {T t } generated by the process X:
µ is an invariant measure for X. The class G = S(R) is an algebra, invariant w.r.t. superpositions with C ∞ -functions and dense in every L p (µ), p ≥ 1. In addition, thanks to the smoothness conditions and growth bounds imposed on coefficients a, K, the class G is invariant w.r.t. the semigroup T t and the generator L. Define for f, g ∈ G
We will prove that
then the required statement would follow from the Bakry-Emery criterion [1] .
Hence to prove (35) it is enough to show that
hence we can express the coefficients a, b through the functions K and v:
Substituting these expressions into (36), after some transformations, which are straightforward but cumbersome and therefore omitted, we re-write (36) to the following form:
The last inequality clearly holds true under (31). Hence, applying the Bakry-Emery criterion, we get (33) for every f ∈ S(R).
If K is bounded, then for every f ∈ S(R) (34) holds true as a corollary of (33). It is a standard procedure to approximate a given absolutely continuous f such that f, f ′ ∈ L 2 (µ) by a sequence of smooth compactly supported f n in such a way that f n → f and f
; see e.g. the proof of Corollary 2.6.10 in [5] . Passing to the limit in (34) for f n , n ≥ 1, we complete the proof. 
The following statements hold true.
I. If inf xKµ (x) = α > 0, then for every smooth f with a compact support
II. If, in addition, sup xK µ (x) = β < ∞, then for every absolutely continuous f such that both f and f ′ are square integrable w.r.t. µ,
In the second version of Theorem 3, we choose K in a more intrinsic way, namely, we take K such that δ µ (K) = v with
. Such a choice of the weight v is motivated by our intent to havê
that is, to make the order condition (19) with c = 1 as precise as it is possible, i.e. to replace an inequality by an identity. BecauseẐ
uniquely, such an intent naturally leads to the formula (37). 
I. For every smooth f with a compact support,
II. If, in addition,K µ is bounded, then for every absolutely continuous f such that both f and f ′ are square integrable w.r.t. µ,
Remark 5. Define the isoperimetric function of the measure µ by
Then, clearly, the function I defined by (3) equals I γ , γ ∼ N (0, 1). The functionK µ (x) above can be expressed as the ratio
and under the conditions of Proposition 3 the function F µ gives a one-to-one correspondence between (−∞, ∞) and (0, 1). Hence the constantĉ µ above can be alternatively expressed aŝ
Proofs of Proposition 2 and Proposition 3.
If v(x) = x − µ , we haveK µ v ′ =K µ , and therefore the assumption infK µ = α > 0 made in Proposition 2 implies the principal condition (31). For the function v defined by (37) and the functionK µ , this condition takes even a more simple form because straightforward calculation shows that
Hence one can expect that statements of Proposition 2 and Proposition 3 would follow from the version of the Bakry-Emery criterion given in Theorem 3. However, we can not apply this theorem here directly, because of extra smoothness and growth conditions on functions K, a, imposed therein. The strategy of the proof will be the following: first, we consider a family of measures, which approximate µ properly and satisfy both (31) for the respective pair of K, v, and extra smoothness and growth conditions on respective functions K, a. Then, by passing to a limit, we get respective weighted log-Sobolev inequality, i.e. prove statements I in Propositions 2, 3. Finally, using the same approximation procedure as in the proof of Theorem 3 above, we extend the class of f in the case where the weight K is bounded.
To shorten the exposition, we explain in details the way this strategy is implemented for the proof of Proposition 3, only. The detailed proof of Proposition 2 is similar and omitted. We also does not repeat the approximation arguments from the proof of Theorem 3 above, and concentrate on the proof of (38) for smooth compactly supported f .
Consider first the following auxiliary case: p µ ∈ C ∞ , and for some R > 0
Then v µ (which, let us recall, equals p
Then the functions K =K µ and a defined by (32) satisfy the assumptions of Theorem 3. Hence, applying Theorem 3, we get (38). Then for every δ small enough there exists unique r = r(Q, δ) > 0 such that
Take some non-negative ψ ∈ C ∞ , supported in [−1, 1] and such that R ψ(x) dx = 1, and consider the probability measure µ Q,ε with the density
By the construction, every µ Q,δ has positive C ∞ density and satisfy (39) for some large R. Therefore, (38) holds true with µ Q,δ instead of µ. It can be seen easily that
uniformly on every finite segment. Passing to the limit, we obtain (38) for the initial measure µ and arbitrary smooth and compactly supported f .
Examples
Example 1. Let µ on R have a positive C 1 -density p µ , such that for some a, R > 0
Let us show that then condition infK µ > 0 from Proposition 2 holds true. Changing the variables x → x − µ , we can restrict ourselves to the case of µ = 0. Then we have for x > R
Similar relation holds true for x < −R; to see this, one should note that Note that (41) is just the well known drift condition, sufficient for the Poincaré inequality, e.g. Theorem 3.1 and Remark 3.2 in [7] . However, various sufficient conditions for the log-Sobolev inequality, available in the literature, typically require additional assumptions on the curvature, which in the current context equals −v ′ µ . Namely, the famous Bakry-Emery condition ([1])) requires −v ′ µ ≥ δ > 0; conditions by Wang ( [13] ) and Cattiaux-Guillin ( [7] , Theorem 5.1) are more flexible, but still contain a requirement that the curvature is bounded from below, i.e. in our case
The above condition (40) can be understood as an "integral" version of (42), and it is easy to give an example of measure µ satisfying (40) and (41) such that (42) fails.
Example 2. Let γ 3 be a standard Gaussian measure on R 3 , and B R be a ball of radius R, touching the origing and with the center located at the first basis vector e 1 ; that is, B R = B(Re 1 , R). Denote by γ 3,R the measure γ 3 conditioned outside the ball B R :
Consider a measure µ R on R which is a projection of γ 3,R on the first coordinate. We will show that there exists some constantĉ such that uniformly by R ≥ 0 the constantsĉ µ for the measures µ = µ R from Proposition 3 are dominated byĉ. This would yield that for the family µ R , R ≥ 0 the log-Sobolev inequality holds true with uniformly bounded constants.
For a given x ∈ [0, 2R], the section of the ball B R by the hyperplane {y = (y 1 , y 2 , y 3 ) : y 1 = x}, projected on the last two coordinates, is the ball in R 2 , centered at the origin and having the radius
where
Consequently,
To boundK µ (x) consider separately three cases.
Then for any c > 1 we have
because Φ −1 is an increasing function. Clearly, both I(cΦ(x)) and ϕ(x) vanish as x → −∞, hence
Note that for x < 0 F µ (x) = C R Φ(x), p µ (x) = C R ϕ(x), and C R > 1. In addition, the half-space {y = (y 1 , y 2 , y 3 ) : y 1 ≤ x} is contained in R 3 \ B R , hence Φ(x) = γ 3 ({y = (y 1 , y 2 , y 3 ) :
and we can apply (44) to getK One has C R γ 3 ({y = (y 1 , y 2 , y 3 ) : y 1 > R})) ≤ 1 − F µ (x) ≤ C R γ 3 ({y = (y 1 , y 2 , y 3 ) : y 1 > 0})) < 1 2 ,
hence we can write, using the identity I(p) = I(1 − p),
Because C R > 1, we have
with some c * > 2. By (43), we have for R = 0 the measure µ just equals γ and thereforeĉ µ = 1.
This example is motivated by the manuscript [4] , where the problem of estimating of the Poincaré constant for a Gaussian measure conditioned outside a ball is considered. One approach proposed therein is based on the decomposition of variance, and requires an estimate for the Poincaré constant of one-dimensional projection of the "punctured" Gaussian measure on the line which contains the center of the ball. Such an estimate depend on the position and the size of the ball, see Lemma 4.7 in [4] , and the case or a large ball touching the origin relates the case (4) of that lemma. Our estimate for the log-Sobolev constant implies that the Poincaré constant for µ is uniformly bounded byĉ, which drastically improves the bound ce R 2 from Lemma 4.7 [4] , statement (4) . Heuristically, the reason for this is the following. The measure µ contain "cavities", which appear due to the "puncturing" procedure, and if the ball is "large" and is located not so "far from the origin", then these "cavities" make the bounds for the Poincaré inequality obtained via classic sufficient conditions to be very inaccurate. On the other hand, the form of the weight K µ in Proposition 3 is highly adjusted to these "cavities", which makes respective bounds more precise. We believe that similar calculations can be made in a general setting, i.e. for arbitrary d ≥ 2 and arbitrary position and size of the ball; this is a subject of a further research.
