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PREFACE
Distributed systems consisting of multiple autonomous computers connected through a
network are becoming commonplace. Frequently, such systems are used for running
different jobs or services on different machines. This thesis, howeve~, is concerned
with how multiple computers can cooperate in executing single jobs. In particular, the
thesis discusses how the turnaround time of a job can be reduced by running different
pieces of a job in parallel on multiple machines.
The research described in the thesis was initiated and supervised by Andy Tanen-
baum. He suggested designing a new programming language for implementing user
applications on distributed systems, such as the Amoeba system.of which he is one of
the main designers.
The first step in the research was to implement several parallel applications in C,
using the Amoeba communication primitives. This part of the research was carried out
together with Robbert van Renesse. Although we managed to get some interesting
applications up and running, the exercise showed us that distributed programming is far
from easy, especially when using a language that is not intended for implementing dis-
tributed applications.
From then on, my research focused on language support for distributed program-
ming. I followed two different directions: the study of existing languages for distri-
buted programming and the development of a new language.
The study of programming languages for distributed systems was a joint effort
with Jennifer Steiner and Andy Tanenbaum. It resulted in an extensive survey paper,
which will be published in ACM Computing Surveys. (Most of the paper is also con-
tained in Chapters 1, 3, and 4 of the thesis). Here, I wish to express my gratitude to
Jennifer for her enormous efforts invested in the paper.
The second research direction was the development of a new language for distri-
buted application programming. This language was eventually called Orca, out of
displeasure with acronyms and in awe of killer whales. During the design of Orca, I
received useful feedback from many people, especially Andy Tanenbaum, Dick Grone,
and, at an earlier stage, Nick Carriero.
The implementation of Orca has been worked on in parallel by several people.
Frans Kaashoek did a splendid job implementing an Orca run time system on top of an
Ethernet-based distributed system. Due to his fast reliable broadcast protocol, the per-
formance of this implementation is very good. Since Orca is intended for speeding up
distributed applications, it is crucial to have such an implementation. Frans' work was
vi
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thus of great value to me. I would also like to thank Frans for the many discussions we
had on language and implementation issues.
Jack Jansen implemented a heuristic run time system, using Amoeba RPC for
interprocess communication. For most programs, this implementation achieves some-
what lower perfonnance than the broadcast system. Still, Jack's work is very useful, as
it allows us to compare the perfonnance of Orca on broadcast and point-to-point net-
works.
I was also very fortunate to have the help of Wim van LeersQm, who imple-
mented the compiler front end for Orca. In addition, Wim helped debug the run time
systems and made various improvements to the language defmition.
Also, I would like to thank Ceriel Jacobs for his help on the compiler, Hans van
Staveren and Greg Sharp for their assistance on Amoeba and for allowing me to use
"their" pool processors, and Leo van Moergestel for keeping the hardware in good
shape as much as possible.
Creating a new language is pointless without also having someone use it. For-
tunately, several people were interested in using Orca. Robert-Jan Elias wrote a paral-
lel chess problem solver, the largest application implemented so far. Rien van
Veldhuizen implemented several numerical applications. Arnold Geels has worked on
an implementation of a distributed backtracking package. I would like to thank them
for their interest in the language.
A number of people, including Frans Kaashoek, Arnold Geels, and Erik Baalber-
gen, have read the draft of the thesis and provided use~ comments on it. Nick Carri-
ero, the referent, has suggested many important improvements, despite the short time
he was given. I am very grateful to Nick for his help. Dick Grune significantly
cleaned up the Dutch summary. Also, about thirty people provided comments on the
Computing Surveys paper, so they have contributed indirectly to the thesis. Here, I
will confme myself to thanking Peter Wegner, the guest editor of the special issue in
which the paper will be published.
The thesis has been written using troff and most of its preprocessors. It would
not have looked the way it does now, however, without Robbert's Dynamite Thesis
Macros, which take care of running headers, the table of contents, the index, refer-
ences, figures, page balancing, and much more. His efforts saved me a lot of work,
thus giving me more time to have a critical look at his thesis.
I would also like to thank the Netherlands Organization for Scientific Research
(N.W.a.) for supporting the project, Ed Keizer for his help with troff, and Maarten van
der Meulen for his work on parallel chess.
Finally and most importantly, I would like to thank Andy Tanenbaum. Andy has
been an excellent supervisor. During our many discussions he has supplied me with a
continuous stream of inspiring ideas. He has also made numerous important improve-
ments to the thesis. I am very grateful to him for his support and encouragements dur-
ing the whole project.
SUMMARY
This thesis discusses a new model for implementing user applications on distributed
systems. The proposed model, called the shared data-object model, intends to ease dis-
tributed programming by providing a communication mechanism that hides the physi-
cal distribution of the underlying system. In this way, it combines the advantages of
distributed systems (good price/performance ratio and extensibility) and shared-
memory multiprocessors (relative ease of programming). Also, the thesis describes a
new language based on this model and it discusses the implementation, usage, and per-
formance of this language.
The thesis first defmes the term "distributed system," to avoid confusion on this
controversial point. The systems covered by the defmition include message-passing
multicomputers- and collections of workstation connected through a network. Distri-
buted systems can be used for a broad spectrum of applications, for example high-
performance parallel applications and fault-tolerant applications. The thesis is mainly
concerned with parallel applications.
Three issues distinguish programming these systems from programming unipro-
cessors: the use of multiple processors, the cooperation among the processors, and the
potential for partial failure. Programming support for these three issues may either be
given by the operating system or by a programming language.
In the frrst case, the distributed system is programmed in an existing sequential
language extended with library routines that invoke operating system primitives. In
Chapter 2, this option is considered. Two parallel applications are implemented in C
on top of the Amoeba distributed operating system, using Remote Procedure Call for
interprocess communication. The performance of these two programs is described and
several important problems with this approach are identified.
In the remaining chapters, the second approach, using a language designed for
distributed programming, is studied. Chapter 3 gives a survey of the state-of-the-art in
research on language support for distributed programming. Chapter 4 describes several
important languages in some detail. These two chapters cover a broad spectrum of
language primitives, including synchronous message passing, asynchronous message
passing, rendezvous, remote procedure call, objects, atomic transactions, functional
parallelism, shared logical variables, and distributed data structures. A critical evalua-
tion of these primitives shows they have many shortcomings when used for distributed
application programming.
The shared data-object model is introduced in Chapter 5. In this model, shared
data are encapsulated in data-objects, which are instances of user-defmed abstract data
viii
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types. A data-object may be shared between the process that created the object and its
descendants. Each process sharing the object can apply the operations defmed by the
object's abstract data type. All these operations are executed indivisibly, so mutual
exclusion synchronization is done implicitly. Condition synchronization is expressed
by allowing operations to block.
A simple, type-secure, procedural language based on this model is also described
in Chapter 5. The language, called Orca, supports dynamic process creation, abstract
data types, a variety of data structures, and also generic types and modules. It is
designed especially for distributed programming and integrates the sequential and dis-
tributed constructs in a clean way.
The implementation of the language is discussed in Chapter 6. The most impor-
tant issue in a distributed implementation is efficient management of shared data-
objects. The key idea is to replicate each object on those processors that frequently use
it, to reduce interprocess communication. An operation that only reads (but does not
modify) its object can then be applied to the local copy of the object, without doing any
communication.
Different replication strategies are discussed and protocols are described for
updating the replicas of an object in a consistent way. Two of these protocols have
been implemented in two prototype run time systems, using an Ethernet-based distri-
buted system. For comparison, a third RTS has been written that runs on a nondistri-
buted system (a shared-memory multiprocessor). All three RTSs use the same com-
piler, which has been built with the Amsterdam Compiler Kit.
The three RTSs have been used for developing several parallel applications in
Orca. In Chapter 7, five of these applications are described in detail. Also, perfor-
mance measurements for these programs are given. The measurements show that sig-
nificant speedups can be obtained on all three RTSs. A larger application, a parallel
chess problem solver is also described briefly.
In the last chapter, some conclusions and ideas for future research are presented.
The appendices' of the thesis show the source code of the programs discussed in
Chapter 7 and give detailed information on the performance measurements described in
Chapters 2 and 7. Finally, an extensive bibliography with more than 300 references is
given.
SAMENVAlTING
In dit proefschrift wordt een nieuw model voor bet implementeren van applicaties op
gespreide systemen bebandeld; bet voorgestelde model, genaamd bet shared data-
object model, beeft tot doel bet vereenvoudigen van gespreid programmeren en weI
door middel van een communicatie mecbanisme dat de fysieke spreiding van bet
onderliggende systeem verbergt. Het model combineert zo de voordelen van gespreide
systemen (goedeprijs/prestatie verbouding en uitbreidbaarbeid) met die van
multiprocessoren met gemeenscbappelijk gebeugen (relatieve eenvoud van
programmeren). Ook wordt een nieuwe taal gebaseerd op dit model beschreven en
komen de implementatie, het gebruik en de performance van de taal aan de orde.
In Hoofdstuk 1 definieren we eerst de term "gespreid systeem", ten einde
verwarring op dit controversiele punt te voorkomen. Onder deze defmitie vallen (onder
andere) message-passing multicomputers en verzamelingen van workstations
verhonden door een netwerk. Gespreide systemen kunnen voor veel soorten
toepassingen worden gebruikt. In dit proefschrift worden hoofdzakelijk parallelle
toepassingen bescbouwd.
Er zijn drie belangrijke verscbillen tussen bet programmeren van gespreide
systemen en bet programmeren van gewone computers: bet gebruik van meer dan een
verwerkingseenheid (CPU), de samenwerking tussen de CPUs en de mogelijkheid van
bet uitvallen van een deel van bet systeem. Programmeerondersteuning op deze drie
gebieden kan op twee manieren verschaft worden: door het besturingssysteem of door
een programmeertaal.
In het eerSte geval wordt het gespreide systeem geprogrammeerd in een
bestaande sequentiele taal uitgebreid met bibliotheek-routines die primitieven uit het
besturingssysteem aanroepen. Deze mogelijkheid wordt in Hoofdstuk 2 bekeken. Als
experiment zijn twee parallelle toepassingen ge'implementeerd in C hoven op bet
Amoeba gespreide besturingssysteem, met gebruikmaking van Remote Procedure Call
voor communicatie tussen processen; de performance van deze twee programma's
wordt beschreven en een aantal niet onaanzienlijke problemen met deze
benaderingswijze worden aan bet licbt gebracbt.
In de overige boofdstukken van bet proefschrift wordt de tweede aanpak
bestudeerd, namelijk bet gebruik van een programmeertaal voor gespreid
programmeren. Hoofdstuk 3 geeft een overzicbt van bestaand onderzoek op het gebied
van taalondersteuning voor gespreid programmeren en in Hoofdstuk 4 vindt men een
tamelijk gedetailleerde beschrijving van een aantal belangrijke talen. Deze twee
boofdstukken beslaan een breed spectrum van taalprimitieven, waaronder synchrone en
x
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asynchrone message passing, rendezvous, remote procedure call, objecten, atomaire
transacties, functioneel parallellisme, gedeelde logische variabelen en gespreide
datastructuren. Een kritische evaluatie van deze primitieven toont aan dat zij veel
tekortkomingen vertonen wanneer ze voor gespreide applicaties worden gebruikt.
Het shared data-object model wordt in Hoofdstuk 5 ge'introduceerd. In dit model
worden gemeenschappelijke data ingepakt in zogenaamde data-objecten, variabelen
van door de programmeur gedefinieerde abstracte data types. Een data-object kan
worden gedeeld door het proces dat het object gemaakt heeft en de afstammelingen van
dit proces. Elk proces dat toogang heeft tot een object kan de operaties uitvooren die
door het type van dat object gedefmieerd zijn. AI deze operaties worden ondeelbaar
uitgevoord, zodat mutual exclusion synchronization impliciet gebeurt. Condition
synchronization kan uitgedrukt worden door middel van operaties die blok.keren.
Een simpele, type-veilige, procedurele taal gebaseerd op dit model wordt ook
beschreven in Hoofdstuk 5. Deze taal, Orca genaamd, kent dynamische procescreatie,
abstracte data types, een uitbebreide verzameling data structuren en verder generieke
types en modulen. De taal is speciaal ontworpen voor gespreid programmeren en
integreert de hiervoor benodigde sequentiele en gespreide constructies op een nette
manier.
De implementatie van de taal wordt behandeld in Hoofdstuk 6. Het belangrijkste
aspect van een gespreide implementatie is de efficiente behandeling van gedeelde
data-objecten. Het principe hierbij is dat elke object gerepliceerd wordt op die CPUs
die het object vaak gebruiken; een operatie die de data van een object leest maar niet
verandert, kan dan worden uitgevoord op een lokale kopie van het object, zonder te
hooven communiceren met andere CPUs.
Een aantal replicatie-strategieen wordt behandeld en protocollen voor het
consistent bijwerken van alle replica's worden beschreven. Twee van deze protocollen
zijn ge"implementeerd in twee verschillende run time systemen (RTSen). Beide draaien
op een gespreid system met een Ethernet netwerk. Ter vergelijking is er ook een derde
RTS geschreven dat draait op een niet-gespreid systeem, bestaande uit een aantal
verwerkingseenheden met een gemeenschappelijk geheugen. Alle drie de RTSen
maken gebruik van dezelfde vertaler, die gebouwd is met behulp van de Amsterdam
Compiler Kit.
Op de drie RTSen is een aantal parallelle applicaties ontwikkeld. Metingen aan
de performance van deze programma's tonen aan dat er voor alle drie de RTSen
belangrijke snelheidsverbeteringen gehaald worden. AIs grotere toepassing wordt het
oplossen van schaakproblemen kort beschreven.
In het laatste hoofdstuk worden enkele conclusies getrokken en mogelijkheden
voor toekomstig onderzook aangegeven. De bijlagen van het proefschrift bevatten de
broncode van de programma's uit Hoofdstuk 7 en geven meer gedetailleerde informatie
over de metingen uit Hoofdstuk 2 en 7. Tenslotte voIgt een uitgebreide literatuurlijst
met meer dan 300 verwijzingen.

1
INTRODUCTION
Distributed computing systems are gradually evolving from laboratory curiosities into
production systems that can be used for real applications. Research on architectures
and interconnection networks has resulted in low-cost distributed systems with large
numbers of powerful processors that can communicate at high speeds. Research on
distributed operating systems has produced ways for employing this high computing
potential by dividing the total workload among the available processors. By executing
different programs on different processors, the system will have a high throughput.
Some system programs (e.g., a file server) may also be distributed among multiple pro-
cessors, to achieve higher speed and higher reliability. Many user applications can also
benefit from such distribution, for the same reasons. The task of distributing a single
user program among multiple processors, however, clearly falls outside the scope of an
operating system. Thus, to achieve this distribution, extra effort is required from the
applications programmers. In this thesis, we will look at ways of minimizing this
effort.
In general, there are several different approaches for facilitating the implementa-
tion of distributed applications. One way is to take an existing sequential language and
extend it with library routines that invoke operating system primitives for creating
processes and sending messages. Such a library is easy to implement. This method is
frequently used by commercial systems. As we will see, however, this approach also
has severe disadvantages and still leaves most of the real problems to the applications
programmer.
At the other extreme, one can envision a clever compiler that takes a sequential
program as input and automatically generates output code that runs on multiple proces-
sors. This time, the applications programmer is relieved from all worries related to dis-
tribution. Unfortunately, the implementation of such a compiler is difficult, if not
impossible. In any event, it is far beyond the current state-of-the-art in compiler tech-
nology.
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The approach taken in this thesis is to provide the applications programmer with
suitable language support for distributed programming. The intent of using a new
language for distributed programming is to hide as much of the underlying distributed
hardware as is practical, without requiring miracles from the compiler. Put in a nut-
shell, we have designed a new language based on a computational model with explicit
parallelism but implicit communication. Parallel execution is under control of the pro-
grammer, but the physical distribution of the hardware is hidden from the programmer,
by providing a communication model based on shared data. In other wQrds, program-
mers have to deal with parallelism, but not with the physical (message passing) com-
munication between processors. This approach is new, and we believe, highly promis-
ing.
Below, we first give our view of what a distributed system is, illustrating it with
examples to avoid confusion on this important and controversial point. We elaborate
this defInition by giving four classes of applications that might be exec,uted on distri-
buted systems. Then we describe the three main characteristics that distinguish distri-
buted programming languages from ordinary sequential languages-namely, how they
deal with parallelism, communication, and partial failures. After that we give a brief,
initial overview of the different language models used for distributed programming. (A
much more detailed discussion will be given in Chapter 3.) Finally, we present an
overview of our research, including the goals we are trying to achieve, the relation with
other research projects, and the organization of the rest of this thesis.
1.1. Distributed computing systems
There is considerable disagreement in the literature as to what a distributed computing
system is. Among the many defInitions that we have seen there is only one point of
agreement: they all require the presence of multiple processors. The confusion may be
due to the large number of different architectural models one fmds in multiple proces-
sor systems. Vector computers, for example, use many processors that simultaneously
apply the same arithmetic operations to different data [Russell 1978]. They are best
suited to computation-intensive numerical applications. Dataflow and reduction
machines apply different operations to different data [Treleaven et al. 1982]. Multipro-
cessors consist of several autonomous processors sharing a common primary memory
[Jones and Schwarz 1980]. These are well suited for running different subtasks of the
same program simultaneously. Multicomputers are similar to multiprocessors, except
that the processors do not share memory, but rather communicate by sending messages
over a communications network [Athas and Seitz 1988]. As a fInal example, there are
systems comprised of workstations or minicomputers connected by a local- or wide-
area network. This type of system is frequently the target for distributed operating sys-
tems [Tanenbaum and Van Renesse 1985]. (We will refer to these latter two systems
as workstation-LANs and workstation-WANs.)
Experts strongly disagree as to which architectures are to be considered distri-
buted systems. Some people claim all of the confIgurations mentioned above fall under
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this category. Others include only geographically distributed computers connected by a
wide area network. Every combination between these two extremes also has its
defenders. The meaning we intend to convey by our use of the tenn distributed com-
puting system is the following:
Definition: A distributed computing system consists of multiple autonomous proces-
sors that do not share primary memory, but cooperate by sending messages over a com-
munications network.
We will sometimes also use the tenn "distributed system" as a shorthand notation for
"distributed computing system."
Each processor in such a system executes its own instruction stream(s) and uses
its own local data, both stored in its local memory. Occasionally, processors may need
to exchange data; they do so by sending messages to each other over a network. Many
different types of networks exist (e.g., a hypercube, a local area network, a wide area
network), as will be discussed below. Although these networks have very different
physical properties, they all fit into the same model: they are a medium for transferring
messages among processors (see Figure l.la). Distributed systems can be contrasted
with multiprocessors, in which processors communicate through a shared memory (see
Figure l.lb). Both distributed systems and multiprocessors belong in the MIMD (Mul-
tiple Instruction Multiple Data streams) of Flynn's classification [Flynn 1972].
Of the architectures mentioned in the list of e~amples above, multicomputers,
workstation-LANs, and workstation-WANs qualify as distributed computing systems;
vector computers, dataflow and reduction machines, and multiprocessors do not. We
do not intend to claim, however, that programming support for distributed systems
always is different from that for nondistributed systems. For example, several
researchers have looked at unified models for programming many different parallel
architectures [Chandy and Misra 1988; Browne et al. 1989]. The defmition given
above merely delimits the kinds of systems studied in this thesis.
Distributed systems can be characterized by their interconnection networks. The
network detennines the speed and reliability of interprocessor communication, and the
spatial distribution of the processors. Traditionally, a distributed architecture in which
communication is fast and'reliable and where processors are physically close to one
another is said to be closely coupled (or tightly coupled); systems with slow and unreli-
able communication between processors that are physically dispersed are tenned
loosely coupled.
Closely coupled distributed systems use a communications network consisting of
fast, reliable point-to-point links, which connect each processor to some subset of the
other processors. Examples of such systems are: the Cosmic Cube [Seitz 1985], hyper-
cubes [Ranka et al. 1988], and Transputer® networks [May and Shepherd 1984]. Com-
munication times for this type of system used to be on the order of a millisecond, but
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Fig. 1.1. (a) Communication in distributed systems versus (b) shared-memory
multiprocessors.
are expected to drop to less than a microsecond in the near future [Athas and Seitz
1988].
A more loosely coupled type of distributed system is a workstation-LAN. The
local area network allows direct communication between any two processors. Com-
munication cost is typically on the order of a millisecond. In many LANs, communica-
tion is not totally reliable. Occasionally, a message may be damaged, arrive out of
order, or not arrive at its destination at all. Software protocols must be used to imple-
ment reliable communication.
A LAN limits the physical distance between processors to a few kilometers. To
interconnect processors that are farther apart, a wide area network is needed. A
workstation-WAN can be seen as a very loosely coupled distributed system. Commun-
ication in a WAN is slower and less reliable than in a LAN; communication cost may
be on the order of seconds. On the other hand, the increased availability of wide area
lines at speeds above 1 Mbit/sec (e.g., T1 lines in the USA), will blur the distinction
between LANs and WANs in the future.
In summary, there is a spectrum of distributed computing systems, ranging from
closely coupled to very loosely coupled. Although communication speed and reliabil-
ity decrease from one end of the spectrum to the other, all systems fit into the same
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model: autonomous processors connected by some kind of network that communicate
by sending messages.
Below, we will frrst look at several classes of applications that have been written
for distributed computing systems. Then we will consider what kind of support is
required for these applications and how it can be provided by a programming language.
1.2. Classes of distributed applications
Distributed computing systems are now available to many potential u~rs. These sys-
tems are used for many different types of applications. We will look at the reasons
(besides availability) why a distributed system might be favored over other architec-
tures, such as uniprocessors or shared-memory multiprocessors, and we will classify
the distributed applications accordingly. The reasons for programming applications on
distributed systems fall into four general categories:
1. Decreasing turnaround time for a single computation.
2. Increasing reliability and availability.
3. Using parts of the systems to provide special functionality.
4. Inherent distribution of the application.
We will now look at each of these in turn.
1.2.1. Parallel, high-performance applications
Achieving speedup through parallelism is a common reason for running an application
on a distributed computing system (e.g., a hypercube). By executing different parts of
a program on different processors at the same time, some programs will fmish faster.
In principle, these parallel applications can be run just as well on shared-memory mul-
tiprocessors. Shared-memory systems, however, do not scale to large numbers
(thousands) of processors, which explains the considerable interest in implementing
parallel programs on distributed systems.
Parallel applications can be classified by the grain of parallelism they use. The
grain is the amount of computation time between communications. Large-grain paral-
lel programs spend most of their time doing computations and communicate infre-
quently; fine-grain parallel programs communicate more frequently; medium-grain
parallel programs are in between. Note that grain size refers to the nature of the appli-
cation, whereas coupling describes the architecture.
Fine-grain and medium-grain parallelism are most suited for closely coupled dis-
tributed systems; on loosely coupled systems, the communication overhead is usually
prohibitively expensive. The literature contains numerous papers discussing applica-
tions that can benefit from large-grain parallelism. Recent introductory papers on this
subject are [Athas and Seitz 1988] and [Ranka et al. 1988].
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Large-grain parallelism is suitable for both closely and loosely coupled distri-
buted systems.'" Most of the research in this area has focused on implementing large-
grain parallel applications on top of existing distributed operating systems. Example
applications are: compiling modules of a given program in parallel on different
machines [Baalbergen 1988] and implementing heuristic search algorithms [Finkel and
Manber 1987]. Also, some of the world's best chess programs run on loosely coupled
distributed systems. ParaPhoenix, for example, runs on a collection of SUNs con-
nected by an Ethernet [Marsland et al. 1986].
1.2.2. Fault-tolerant applications
For critical applications like controlling an aircraft or an automated factory, a unipro-
cessor may not be reliable enough. Distributed computing systems are potentially more
reliable, because they have the so-called partial failure property: as the processors are
autonomous, a failure in one processor does not affect the correct functioning of the
other processors. Reliability can therefore be increased by replicating the functions or
data of the application on several processors. If some of the processors crash, the oth-
ers can continue the job.
Some fault-tolerant applications may also be run on other multiple processor
architectures that can survive partial failures (e.g., shared-memory multiprocessors).
However, if the system must survive natural disasters like fires, earthquakes, and torna-
dos, one might want the processors to be geographically distributed. To implement a
highly-reliable banking system, for example, a loosely coupled or very loosely coupled
distributed system might be the obvious choice.
Research in this area has mainly focused on software techniques for realizing the
potential increase in reliability and availability. Example projects are: Circus [Cooper
1985], Clouds [LeBlanc and Wilkes 1985], Argus [Liskov 1988], Camelot [Spector et
al. 1986], and ISIS [Joseph and Birman 1986].
1.2.3. Applications using functional specialization
Some applications are best structured as a collection of specialized services. A distri-
buted operating system like Amoeba, for example, may provide a file service, a print
service, a process service, a terminal service, a time service, a boot service, and a gate-
way service [Tanenbaum and Van Renesse 1985]. It is most natural to implement such
an application on distributed hardware. Each service can use one or more dedicated
processors, as this will· give good performance and high reliability. The services can
send requests to each other across the network. If new functions are to be added or if
existing functions need extra compute power, it is easy to add new processors. As all
*If the grain of parallelism is large enough, even very loosely coupled distributed systems might be con-
sidered for running parallel applications. Recently, an international project was undertaken to find the
prime factors of a lQO.digit number. The problem was solved in parallel using 400 computers located at
research institutes on three continents (New York Times, Oct 12, 1988).
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processors can communicate through the network, it is easy to share special resources
like printers and tape drives.
1.2.4. Inherently distributed applications
Finally, there are applications that are inherently distributed. One example is sending
electronic mail between people's workstations. The collection of workstations can be
regarded as a distributed computing system, so the application (email) has to run on
distributed hardware. Similarly, a company with multiple offices and. factories may
need to set up a distributed system so that people and machines at different sites can
communicate.
1.3. Requirements for distributed programming support
We have described a spectrum of distributed architectures and several kinds of applica-
tions that may be run on such hardware. We now address the issue of how these appli-
cations are to be implemented on these architectures. We will refer to this activity as
d~"wuredprogrammmg.
There are basically three issues that distinguish distributed programming from
sequential programming:
1. The use of multiple processors.
2. The cooperation among the processors.
3. The potential for partial failure.
We will look at these three issues in tum.
Distributed programs execute pieces of their code in parallel on different proces-
sors. High-performance applications use this parallelism for achieving speedups.
Here, the goal is to make optimal use of the available processors; the decision which
computations to run in parallel is of great importance. In fault-tolerant applications,
decisions to perform functions on different processors are based on increasing reliabil-
ity or availability. For special-function and inherently distributed applications, func-
tions may be performed on a given processor because it has certain capabilities or con- ,
tains needed data. The first requirement for distributed programming support is there-
fore the ability to assign different parts of a program to be run on different processors.
The processors of a distributed system need to cooperate while executing a distri-
buted application. With parallel applications, processors sometimes have to exchange
intermediate results and synchronize their actions. In a system that controls an
automated factory, for example, processors have to keep an eye on each other to detect
failing processors. The services of a distributed operating system will need each
other's assistance: a process service, for example, may need the help of a ftle service to
obtain the binary image ftle of a process. With distributed electronic mail, messages
have to be forwarded between processors. In all these examples, processors must be
able to communicate and synchronize with each other, a second requirement for distri-
buted programming support.
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In a uniprocessor system, if the CPU fails, all work ceases instantly. But in a dis-
tributed system, some CPUs may fail while others continue. This property can be used
to write programs that can tolerate hardware failures. This is particularly important for
fault-tolerant applications, but it is desirable for other applications as well. For a distri-
buted computer chess program participating in a tournament, for example, the ability to
survive processor failures is highly useful. The third and fInal requirement for distri-
buted programming support, therefore, is the ability to detect and recover from partial
failure of the system.
Ideally, programming support for implementing distributed applications must
fulfill all three of these requirements. The support may either be provided by the (dis-
tributed) operating system or by a language especially designed for distributed pro-
gramming. In the fIrst case, applications are programmed in a sequential language
extended with library routines that invoke operating system primitives. As a disadvan-
tage of this approach, the control structures and data types of the sequential language
frequently are inadequate for distributed programming.. We consider two examples of
tension between sequential and distributed programming.
Simple actions, like forking off a subprocess or receiving a message from a
specific sender, can be expressed relatively easy through library calls. But problems
arise, for example, if a process wants to receive a message selectively from one of a
number of other processes, where the selection criteria depend on, say, the state of the
receiver and the contents of the message. While concise .language notations exist for
such cases (e.g., the select statement discussed in §3.2.3), the library method would
probably need a number of complicated calls.
Problems with data types arise if one tries to pass a complex data structure as
part of a message to a remote process. As the operating system does not know how
data structures are represented, it is unable to pack the data structure into a network
packet (i.e., a sequence of bytes). Instead, the programmer has to write explicit code
that flattens the data structure into a sequence of bytes on the sending end, and recon-
structs the original data structure on the receiving end. A language designed for distri-
buted programming, on the other hand, can do the conversion automatically.
Language level support for distributed programming also gives other advantages,
such as improved readability, portability, and static type checking. Finally and most
important, a language may present a programming model that is higher level, more
abstract, than the message passing model supported by most operating systems.
Several such models will be discussed in this thesis. Below, we will fIrst give a rough
overview of the most important language models.
1.4. Languages for distributed programming
A central question encountered by developers of distributed software is: "Given a cer-
tain application that has to be implemented on a particular distributed computing sys-
tem, which programming language should be used?" A language can be considered as a
candidate if:
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1. The language is suitable for the application.
2. The language can be implemented with reasonable efficiency on the
given hardware.
Many languages for distributed programming have evolved during the past decade,
making the choice of the most suitable language a difficult one. More important, the
underlying models of the languages differ widely. Below, we will look at several
models. We begin by describing "the basic model," which is ~haracterized by
processes, message passing, and explicit failure detection. Next, we will look at alter-
native ways for dealing with parallelism, communication, and processor failures.
The most basic model is that of a group of sequential processes running in paral-
lel and communicating through message passing. This model directly reflects the dis-
tributed architecture, consisting of processors connected through a communications
network. Languages based on this model include CSP and occam.* The language may
ease the programming task in many ways, for example by supporting different kinds of
message passing (as discussed in Chapter 3), by masking communication errors, and by
type checking the contents of messages. Such languages usually provide a simple
mechanism for detecting failures in processors (e.g., an exception is generated or an
error re,turned on attempt to communicate with a faulty processor). An example of a
language supporting such features is SR.
For many applications, this basic model of processes and message passing may
be just what is needed. The model can be mapped effi~iently onto the distributed archi-
tecture and it gives the programmer full control over the hardware resources (proces-
sors and network). For other applications, however, the basic model may be too low-
level and inflexible. Therefore, several alternative models have been designed for
parallelism, communication, and partial failures, which provide higher level abstrac-
tions. Below, we will give some examples of alternative models.
Several researchers have come to believe that imperative (algorithmic) languages
are not the best ones for dealing with parallelism. Because of the "one-word-at-a-time"
von Neumann bottleneck [Backus 1978], imperative languages are claimed to be
inherently sequential. This has led to research on parallelism in languages with
inherent parallelism, like functional, logic, and object-oriented languages. The lack of
side-effects in functional languages (like ParAlfl) allows expressions to be evaluated in
any order, including in parallel. In logic languages, different parts of a proof procedure
can be worked on in parallel, as exemplified by Concurrent Prolog and PARLOG.
Parallelism can also be introduced into object-oriented (or object-based)
languages, by making objects active; this approach is taken in Emerald. As a result,
models for expressing parallelism that are quite different from the process model have
been developed. The parallelism in these models is usually much more fme-grain than
*All languages mentioned in this section are described in more detail in Chapter 4 and references are
provided there.
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in the process model, however. These languages can be made suitable for large-grain
distributed architectures by supplementing them with mapping notations, which will be
discussed in Chapter 3.
Likewise, some people are dissatisfied with message passing as the basic com-
munication primitive, and have developed communication models that do not directly
reflect the hardware communication model. One step in this direction is to have pro-
cessors communicate through a (generalized form of) procedure call. This approach is
used in Distributed Processes. A more fundamental break with mesSflge passing is
achieved through communication models based on shared data. Although implemented
on a physically distributed system, such shared data systems are logically nondistri-
buted.
Let us make this distinction between logical and physical distribution. As dis-
cussed above, distributed computing systems do not have shared memory; the hardware
of such systems is physically distributed. Distributed systems can be contrasted with
multiprocessors or uniprocessors, which have a single system-wide primary memory;
these systems are physically nondistributed.
A similar distinction can be used for classifying software systems, only here the
distinction concerns the logical distribution of the data used by the software, rather than
the physical distribution of the memories. For software systems the distinction is logi-
cal rather than physical. We defme a logically distributed system as follows:
Definition: A logically distributed software system consists of multiple software
processes that communicate by explicit message passing;
This is in contrast with a logically nondistributed software system, in which software
processes communicate through shared data.
There are four different combinations of logical and physical distribution, each
of which is viable:
1. Logically distributed software running on physically distributed
hardware.
2. Logically distributed software running on physically nondistributed
hardware.
3. Logically nondistributed software running on physically distributed
hardware.
4. Logically nondistributed software running on physically nondistri-
buted hardware.
Let us briefly examine each of these. The frrst class is simple. A typical example is a
collection of processes, each running on a separate processor and communicating using
SEND and RECEIVE primitives that send messages over a network (e.g., a hypercube
network, LAN, or WAN). The second class has the same logical multiple-process
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structure, only now the physical message passing is simulated by implementing mes-
sage passing using shared memory. The third class tries to hide the physical distribu-
tion by making the system look like a shared memory multiprocessor to the program-
mer. Finally, the fourth class also uses communication through shared data, only the
existence of physical shared memory makes the implementation much easier.
In this thesis we only discuss languages that can be implemented (with reason-
able efficiency) on physically distributed systems (categories 1 and 3). Most of these
languages are based on logical distribution. Several others, however, are logically non-
distributed and allow processes to communicate through some fonn of shared data. In
such languages, the implementation rather than the programmer deals with the physical
distribution of data over several processors. One example in this class is Linda, which
supports an abstract global memory called the Tuple Space. Other examples are paral-
lel logic languages (e.g., Concurrent Prolog and PARLOG) and parallel functional
languages (e.g., ParAlfl).
The third important issue in the design of a model for distributed
programming-besides parallelism and communication-is handling of processor
failures. The basic method for dealing with such failures is to provide a mechanism for
failure detection. With this approach, the programmer is responsible for cleaning up
the mess that results after a processor crash. The major problem is to bring the system
back into a consistent state. This usually can only be done ifprocessor crashes are anti-
cipated and precautions are taken' during nonnal computations (e.g., each process
makes checkpoints on secondary storage at regular in~rvals). To shield the program-
mer from all these details, models have been suggested to make recovery from failures
easier. Ideally, the system should hide all processor failures from the programmer.
Such models have, in fact, been implemented [Borg et al. 1983]. Alternatively, the
programmer can be given high-level mechanisms for expressing which processes and
data are important and how they should be recovered after a crash. Languages that use
this approach are Argus and Aeolus.
Which model of parallelism, interprocess cooperation, and fault-tolerance is most
appropriate for a certain application depends very much on the application itself. A
distributed system that controls an aircraft may be able to do without fancy constructs
for parallelism. In a distributed banking system the programmer may want to "see" the
distribution of the hardware, so a language that hides this distribution would be most
inappropriate. Finally, it makes no sense to apply expensive techniques for fault-
tolerance to a parallel. matrix-multiplication batch-program that takes only a few
seconds to execute. On the other hand, there also are numerous cases where these
models are useful.
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1.5. Overview of our research
Above, we have given a general description of distributed computing systems, together
with their applications and languages. We will now tum our attention to our own
research.
Our goal is to facilitate the implementation of user applications on distributed
computing systems. In the past, a large amount of research has been done on the con-
struction of distributed system software, such as operating system kernels and various
kinds of servers. In addition, many languages have been proposed for easing the imple-
mentation of such software. In our research, however, we specifically' focus on user
applications running on distributed systems.
Although the distinction between distributed system software and application
software is not always clear-cut, there are several characteristic differences between
them. Systems programs are usually designed for serving other programs. A ftle
server, for example, repeatedly accepts requests from other programs for opening, read-
ing, writing, closing, and deleting ftles. User applications, on the other hand, aim at
solving specific problems. A distributed chess program, for example, will interact with
a user, but will probably not be called by other programs.
The applications we have in mind are typically implemented as monolithic pro-
grams, running on multiple processors and communicating with end-users. We do not
consider critical, real-time applications used for controlling, say, aircraft or factories.
We will mainly focus on parallel, high-performance applications, although other appli-
cations (e.g., those based on functional or inherent distribution) may benefit from our
work as well.
Below, we will frrst describe the general approach taken for achieving our
research goal. Next, we will discuss the relation between our research and other pro-
jects undertaken at the Vrije Universiteit. Finally, we will outline the structure of the
rest of this thesis.
1.5.1. Research approach
As we have already discussed above, there are several redundant approaches for imple-
menting distributed applications. The simplest one is to build the application on top of
a distributed operating system. In this case, we can use a sequential language and
access the operating system primitives through calls to library routines. Alternatively,
we can use a language especially designed for distributed programming. In our
research, we have looked at both options.
We started out by implementing two applications, parallel branch-and-bound and
parallel alpha-beta search, on top of an existing distributed operating system, Amoeba.
During this experiment we discovered many disadvantages of this approach and felt
that a suitable language for distributed programming could ease the implementation of
such applications.
The next step in our research was to study languages for distributed program-
ming, together with their underlying constructs and models. This study deliberately
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spanned a wide spectrum of languages and was not restricted to the classical imperative
message-passing languages. In particular, we paid attention to functional, logic, and
object-oriented languages. In addition, we studied languages intended for fault-tolerant
applications, despite the fact that fault-tolerance is not a major goal for most of the
applications we are interested in.
Our study showed many shortcomings in existing languages, when used for
implementing user applications. We therefore felt it justified to work on a new
language for distributed applications programming. The goals we tried to achieve with
this new language are the following: '
Expressiveness
The language should provide a high-level computational model, eas-
ing the expression of parallelism, communication, and synchroniza-
tion.
Simple semantics
The language should have simple and clean semantics. In particular,
the sequential and distributed constructs of the language should
integrate smoothly.
Type security
The language should be type-secure. Incorrect use of structured vari-
ables (e.g., an array reference with a too low or high bound) should
be detected by the implementation.
Efficiency
Programs written in the language should execute with reasonable
efficiency on distributed systems.
Readability
The language should encourage readability of programs, as this
greatly affects the maintainability of programs.
Portability
The language should be implementable on a range of distributed con-
figurations, target processors, and operating systems.
With these objectives in mind, we have designed a new model for distributed program-
ming, the shared data-object model, and a new language based on this model. The
shared data-object model hides the physical distribution of the underlying system. It
allows processes on different processors to share data encapsulated in objects, which
are instances of abstract data types. The intention is that the language run time system
takes care of the distribution of objects among the processors. In particular, it may
replicate frequently-used objects on multiple processors.
The language based on this model is called Orca. Orca is an imperative
language, but deliberately lacks features present in most imperative languages, such as
global variables and pointers. Parallelism in Orca is expressed through the explicit
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creation of sequential processes. Processes communicate implicitly through shared
data-objects, as described above.
The model and the language are logically nondistributed, but are designed to
allow an efficient implementation on a physically distributed system. To show the
feasibility of the latter claim, we have implemented working prototypes of the compiler
and of several run time systems. We have worked on multiple run time systems in
order to illustrate various design choices in implementing Orca. The distributed run
time systems are all based an replication of shared data, but differ in their strategy for
replicating shared data and in the way they update these replicas. .
The compiler and the run time systems are prototypes in the sense that they do
not aim at achieving maximum efficiency. We have only paid attention to optimiza-
tions that are essential for showing that an efficient distributed implementation is feasi-
ble. Also, the prototype run time systems do not address the issue of handling proces-
sor failures, so the implementations are not fault-tolerant.
We have also used these prototype implementations for testing several example
applications written in Orca and measuring their performance. The applications we
have used are relatively small and all fall into the category of parallel, high-
performance applications.
1.5.2. Relation with other projects
Our research is related to two other ongoing research projects at the Vrije Unversiteit:
the Amoeba project and the Amsterdam Compiler Kit project. We will briefly describe
the relations among these projects.
Amoeba [Tanenbaum and Mullender 1981; Mullender and Tanenbaum 1986] is a
capability-based distributed operating system, developed at the Vrije Universiteit and
now being further developed there and at the Centrum voor Wiskunde en Informatica
(CW!). We have used the Amoeba system for two different purposes during our
research. First, we used Amoeba as a test bed for implementing distributed applica-
tions (i.e., without using a distributed language). Second, we used Amoeba for two of
the prototype implementations of our language.
Basically, the availability of the Amoeba system has allowed us to carry out the
experiments needed for our research. As a minor consequence, part of the discussion in
the following chapters is slightly biased to Amoeba. We note, however, that the
design-as opposed to the current implementation-of Orca is not affected in any way
by Amoeba. Orca is a portable language, whose compiler can be ported to any distri-
buted operating system.
Our research also benefits from the Amsterdam Compiler Kit (ACK) project
[Tanenbaum et al. 1983]. ACK is a toolkit for building portable compilers. The proto-
type compiler for Orca has been implemented using ACK technology. The Orca com-
piler generates code for a "virtual Orca machine," which is an extension of the EM
intermediate code used by ACK.
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1.5.3. Organization of the thesis
The thesis is structured as follows. In Chapter 2 we will report on our experiences in
implementing distributed applications directly on top of an operating system, without
using special language support for distributed programming. As stated above, we have
used the Amoeba system as a test bed for this work. Our conclusions hold for many
other systems as well, however, since the communication primitive provided by
Amoeba (Remote Procedure Call) is also used by most other distributed operating sys-
tems.
In Chapter 3 we will give a general survey of the language constructs found in
distributed programming languages. We discuss how parallelism and interprocess
communication are expressed in distributed languages and how partial failures can be
dealt with by such languages or their implementation.
In Chapter 4 we will present short descriptions of several representative distri-
buted languages, to give the flavor of each. The examples include languages based on
message passing, rendezvous, remote procedure call, objects, and atomic transactions,
as well as functional languages, logic languages, and distributed data structure
languages. We evaluate these languages and discuss several of their shortcomings. It
was these shortcomings that led us to conclude that a new model and language were
needed.
In Chapter 5 we will introduce the shared data-object model and Orca. We focus
on the major design issues behind the model and the language, rather than giving a
complete definition of the language. We also compare the shared data-object model
with related models, such as objects (in object-oriented languages), monitors, and
Linda's Tuple Space.
In Chapter 6 we will discuss the implementation of Orca. The most important
topic of this chapter is how to implement shared data-objects without using physical
shared memory. We first present several design alternatives and then describe the
actual (prototype) implementations.
In Chapter 7 we will describe several example applications implemented in Orca.
We will also discuss their performance on the prototype implementations of Orca. The
complete sources of these programs are given in the appendices. In this chapter, we
also note various opportunities for improving the implementations.
In Chapter 8 we will present our conclusions and discuss issues that need more
attention in the future. We conclude with a comprehensive bibliography listing over
300 relevant papers.
The thesis contains material that has been published earlier by the author, during
the course of the research. Parts of Chapter 2 were published in the Proceedings of the
AFIPS National Computer Conference 1987 [Bal et al. 1987]. Parts of Chapters 1, 3,
and 4 will be published in a special issue of ACM Computing Surveys on programming
language paradigms, edited by Peter Wegner [Bal et al. 1989b]. Parts of Chapters 5
and 6 have been published in the Proceedings of the IEEE Computer Society 1988
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International Conference on Computer Languages [Bal and Tanenbaum 1988]. Some
of the performance measurements of Chapter 7 will be published in the Proceeedings of
the USENIX Workshop on Experiences with Building Distributed and Multiprocessor
Systems [Bal et al. 1989a].
2
DISTRIBUTED PROGRAMMING
WITHOUT LANGUAGE SUPPORT
Distributed applications can be built directly on top of the hardware, on top of an
operating system, or in a special language for distributed programming. The first
method provides total control over all primitives provided by the hardware, such as
interrupt vectors and interfaces to communication devices. Although this method may
be flexible and allows efficient utilization of the available hardware resources, it has
the severe disadvantages of being highly hardware-dependent and labor intensive. We
will not discuss this approach to building distributed applications in this thesis.
The second approach uses an existing sequential language plus a collection of
operating system primitives accessed through library routines. The operating system
can be a nucleus (providing only processes and interprocess communication), a net-
work operating system, or a full-blown distributed operating system. Applications
implemented this way are described in [Berglund and Cheriton 1984; Finkel and
Manber 1987]. Such applications can be made hardware-independent, but they always
will be operating system dependent.
The third method employs a programming language containing all the necessary
constructs for expressing distributed programs. This shields the applications program-
mer from both the operating system and the hardware. As a second major advantage, a
programming language can ease the programming task by presenting a higher level,
more abstract model of a distributed system.
Many languages for distributed programming have already been developed and
implemented. These languages and their properties are the main subject of the follow-
ing chapters. Before examining these languages in detail, however, we will take a look
at how distributed systems can be programmed without special language support. We
will give examples of how parallelism, interprocess communication and synchroniza-
tion, and partial failures are handled when programming directly on top of a distributed
17
18 DISTRIBUTED PROGRAMMING WITHOUT LANGUAGE SUPPORT CHAP. 2
operating system. This will later be contrasted to the expression of these phenomena
with programming language support.
Most distributed operating systems are designed primarily for controlling the
resources of a distributed system in a convenient and preferably transparent way.
Communication primitives are frequently designed for handling remote file accesses
efficiently, as these are highly important in distributed applications like file servers,
directory servers, and data base servers. The applications we are interested in, how-
ever, use much more complex distributed algorithms than the above applications and
need different programming support. The purpose of this chapter is to determine to
what extent existing distributed operating systems are suitable for the implementation
of complex distributed algorithms. The discussion in this chapter will be used to deter-
mine areas in which more programming support is desirable, in the form of a language
for distributed programming.
We will frrst briefly review operating system support for distributed program-
ming. It turns out that many distributed operating systems provide Remote Procedure
Calls (RPC) for communication. We will take a closer look at one representative
RPC-based system, Amoeba. Next, we report on our experiences with the implementa-
tion of two parallel algorithms (for branch-and-bound and alpha-beta) using Amoeba's
RPC primitives. Finally, we evaluate the implementations and draw some conclusions.
2.1. Operating system support for distributed programming
A wide variety of mechanisms for dealing with parallelism, interprocess communica-
tion and synchronization, and partial failures is provided by existing distributed operat-
ing systems. To illustrate this diversity, we will briefly survey some frequently used
mechanisms.
2.1.1. Parallelism
The unit of parallelism in most distributed operating systems is the process. A process
has its own state, code, and data. It executes instructions sequentially. Such processes
usually are heavyweight: they carry a lot of status information (like open files, signal
handlers, accounting information, and status of child processes) and are expensive to
create. Some systems allow processes to be split up into smaller, less expensive, light-
weight processes (or threads of control) that execute in quasi-parallel. Lightweight
processes share a common address space and can communicate through shared vari-
ables.
Processes are created by calling a library routine that sends a request either to the
operating system kernel or to a process server. The code to be executed by the new
process is usually stored in a file, whose name is passed as an argument to the library
routine. A process can terminate itself by calling some kind of exit library routine.
Mechanisms to terminate remote child processes are often provided too.
The choice of a strategy for scheduling processes on processors is an important
issue in the design of a distributed system. Schedulers try to spread the load of the sys-
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tem evenly over the available processors. They give each process a fair share of the
processor cycles. The scheduling problem can be divided into two subproblems:
choosing local and global scheduling strategies. Global scheduling determines which
processes are to be run on which processors. Local scheduling of a single processor
determines which of the competing processes is to be run at a given point in time. Both
problems have been studied extensively [Wang and Morris 1985]. Some systems try to
balance the load of the system dynamically, by supporting process migration, the abil-
ity to move a process from one processor to another [Powell and Mille~ 1983; Theimer
et al. 1985; DougHs and Ousterhout 1987].
Most operating systems treat each process as an isolated entity and hardly con-
sider the possibility that several processes may actually be cooperating in a single pro-
gram. (A notable exception is Medusa [Ousterhout 1982]. ) The scheduling strategy
may be inappropriate if processes cooperate rather than compete (e.g., fairness need not
be an issue). Support may be missing for cooperative termination of all (or part of) the
processes of a single program.
2.1.2. Interprocess communication and synchronization
A distributed operating system should provide primitives that allow processes to
exchange information and to synchronize their actions. The designers of these systems
generally choose mechanisms based on message passing. Still, there are many impor-
tant design decisions to be made. We will briefly discuss these issues.
In general, the underlying hardware does not provide reliable delivery of mes-
sages. Message passing can be made more reliable by adding software protocols.
These protocols can be placed at different levels of the system, as discussed in [Saltzer
et al. 1984]. Most distributed operating systems include the protocols in the kernel.
Message passing can be synchronous or asynchronous. With asynchronous mes-
sage passing, the sender immediately proceeds after sending the message. If the sender
expects a reply message, it can later wait explicitly for the arrival of this message.
With synchronous communication, the sender is blocked until the receiver has accepted
the message. Synchronous message passing is often claimed to be easier to use, but it
has the potential disadvantage of reducing parallelism.
One important form of synchronous communication is Remote Procedure Call
(RPC) [Nelson 1981; Birreil and Nelson 1984]. With RPC, one process sends a mes-
sage to another process, which accepts the message, does some processing, and then
sends back a result message. RPC is a 2-way communication mechanism, resembling a
normal procedure call. Many distributed operating systems use some form of RPC as
the primary communication primitive (e.g., Amoeba, the Cambridge system [Needham
and Herbert 1982], and Eden [Almes et al. 1985]. )
Whatever form of message passing may be chosen, the operating system usually
knows little or nothing about the contents of the messages. Messages are typically
regarded simply as sequences of bytes. This means that the sender and receiver of a
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message must agree on the form and contents of the message, because inconsistencies
will probably go undetected.
The communication primitives should allow a certain degree of nondeterminism.
A receiving process should be able to wait for a message from any of a set of
processes. In the client/server model, most server processes want to provide services to
many clients. Such a server should be able to accept requests from any of its clients.
One way of achieving nondeterminism is by sending and receiving messages indirectly
through a communication port. A more sophisticated message passing mechanism
would allow the server to accept messages conditionally, or to sort incorirlng messages
in some order, both depending on the sender of the message and the contents of the
message. Most distributed operating systems give only rudimentary support in this
area. Other features that may be supported are multicast (i.e., the ability to send a mes-
sage to several processes) and forwarding of messages to other processes.
2.1.3. Partial failure
Existing distributed operating systems differ significantly in their ability to deal with
partial failures. At one end of the spectrum, there are systems without any special pro-
visions for dealing with such failures. At the other end, there are systems specifically
designed to support fault tolerant applications.
The approach taken in the V system is to let the programmer deal with all excep-
tional situations. If an exception (e.g., an addressing error) occurs, the kernel sends a
message to an exception server [Berglund 1986]. The programmer can instruct the
exception server what to do in such cases, by letting some process register itself to the
server.
Amoeba uses a boot service for guarding important services. If a service S regis-
ters itself with the boot server, the latter will periodically poll S to see if it is still alive.
If S fails to respond within a certain time, the boot server assumes S has crashed and it
will start up a new version of S.
In the Eden system a process can permanently save its own internal state via fa
single atomic checkpoint operation. Periodic checkpointing can be used to build robust
applications.
The Clouds system supports fault-tolerant distributed applications. Clouds
allows data to be encapsulated in objects. Objects can be made resilient by using stable
storage for recording the object's state. Operations on objects can be grouped into
atomic transactions. Atomic transactions have "all-or-nothing" semantics: they either
fail or complete. Until completion, they have no effect on their environment. A failing
transaction has no effect at all. Resilient objects and atomic transactions together facil-
itate the implementation of fault-tolerant applications.
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2.2. A case study: the Amoeba distributed operating system
The Amoeba system runs on a collection of (possibly different) processors, each with
its own local memory, which communicate over a local network. The hardware con-
sists of four basic components. First, each user has a personal workstation, to be used
for editing on a bit-map graphics terminal and other activities that require dedicated
computing power for interactive work. Second, there is a pool of processors that can
be dynamically allocated to users as needed. For example, a user who wants to run a 5-
pass compiler might be allocated 5 pool processors for the duration of the compilation,
to allow the passes to run largely in parallel. Third, there are specialized servers: me
servers, directory servers, process servers, bank servers (for accounting) etc. Fourth,
there are gateways that connect the system to similar systems elsewhere.
The Amoeba distributed operating system is based on the client-server model
[Tanenbaum and Van Renesse 1985]. Amoeba uses a simple form of RPC for interpro-
cess communication: the client sends a request to any server that is willing to offer a
certain service and some server sends a response back. The primitive provided for
clients is called a remote operation in Amoeba:
do-operation (request-header, request-buffer, request-size,
reply-header, reply-buffer, reply-size)
(Remote operations were previously called "transactions" in Amoeba; we will not use
the latter term, however, to avoid confusion with "atomic transactions"). The first
three parameters specify the request. The header contains a capability for the requested
service and may contain a few parameters. Additional parameters can be supplied
through a buffer, whose size is also specified. If the size is zero, no buffer is supplied,
yielding a somewhat more efficient remote operation.
For servers, Amoeba provides two primitives: get-request to accept a request,
and put-reply to send the results of the request back to the client.
get-request(request-header, request-buffer, request-size)
put-reply (reply-header, reply-buffer, reply-size)
All these messages are delivered reliably. During remote operations, the
Amoeba kernel of the client sends "are-you-still-there?" messages to the kernel of the
server at regular intervals. If the kernel of the server does not respond within a certain
time interval, the remote operation is aborted and returns an error status. This allows
the client to detect that the server has crashed.
One problem with the RPC model is the fact that the caller (client) is blocked
during the call, so a separate mechanism is needed to obtain parallelism. In Amoeba, a
process (or cluster) consists of one or more lightweight processes called tasks.'" Tasks
* This is the terminology used in most research papers on Amoeba. The current terminology uses
"threads" instead of tasks and ''processes'' instead of clusters.
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share a common address space and run in parallel on the same processor. While a task
is blocked in an RPC other tasks in its cluster may run if they have work to do. Tasks
in the same cluster may communicate through shared data; they are synchronized
implicitly, as the Amoeba kernel schedules tasks nonpreemptively. Alternatively, any
two tasks (whether in the same cluster or not) may communicate through RPCs.
We have used the Amoeba system for the implementation of two parallel algo-
rithms in C, branch-and-bound and alpha-beta search. We found these two problems
highly useful as test cases, because they are fairly complex. Moreover, they are
interesting applications, as indicated by the large number of research papers on parallel
branch-and-bound [EI-Dessouki and Huen 1980; Lai and Sahni 1983; Wah et al. 1985;
Lai and Sprague 1985; Lai and Miller 1986; Finkel and Manber 1987] and parallel
alpha-beta search [AId et al. 1980; Marsland and Campbell 1982; Finkel and Fishburn
1982, 1983; EI-Dessouki and Darwish 1984; Wah et al. 1985]. A survey of parallel
alpha-beta algorithms is given in [Bal and Van Renesse 1986]. Finally, the parallelism
employed in the algorithms is sufficiently large-grained for distributed systems.
Below, we will discuss the C/Amoeba implementation of parallel branch-and-
bound and alpha-beta search. We will also give performance measurements for these
two programs on an Ethernet-based distributed system. In Chapter 7, we will compare
the performance of these programs with similar programs written in Orca, running on
the same hardware configuration.
2.3. Parallel branch-and-bound on Amoeba
The branch-and-bound method is a technique for solving a large class of combinatorial
optimization problems. It has been applied to Integer Programming, Machine Schedul-
ing problems, the Traveling Salesman Problem, and many others [Lawler and Wood
1966]. We have chosen to implement the Traveling Salesman Problem (TSP), in which
it is desired to fmd the shortest route for a salesman to visit each of the n cities in his
territory exactly once.
Abstractly, the branch-and-bound method uses a tree to structure the space of
possible solutions. A branching rule tells how the tree is built. For the TSP, a node of
the tree represents a partial tour. Each node has a branch for every city that is not on
this partial tour. Figure 2.1 shows a tree for a 4-city problem. Note that a leaf
represents a full tour (a solution). For example, the leftmost branch represents the tour
New York - Chicago - St. Louis - Miami.
A bounding rule avoids searching the whole tree. For TSP, the bounding rule is
simple. If the length of a partial tour exceeds the length of any already known solution,
the partial tour will never lead to a solution better than what is already known. In Fig-
ure 2.1, for example, the leftmost full route has length 6, so the partial route starting
with New York - Miami - Chicago (of length 7) cannot lead to an optimal solution.
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Fill. 2.1. Search tree for 4-city TSP (New York, Chicago, St. Louis, Miami).
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2.3.1. A parallel branch-and-bound algorithm
Parallelism in a branch-and-bound algorithm is obtained by searching parts of the tree
in parallel. If enough processors were available, a new processor could be allocated to
every node of the tree. Every processor would select the best partial path from its chil-
dren and report the result back to its parent. If there are N cities, this approach would
require O(N!) processors. More realistically, the work has to be divided among the
available processors. In our model, each processor starts at the node given to it and
generates the complete partial tree reachable from that node down to depth levels.
Each time the processor generates a node at level depth it hands out this node to a sub-
contractor for further evaluation. These evaluations and the generation of the partial
tree occur in parallel. Figure 2.2 shows how the tree of Figure 2.1 can be searched,
using a 2-level processor hierarchy (i.e., a subcontractor has no subcontractors itself).
In Figure 2.2, the processor that traverses the top part of the tree (the root proces-
sor) searches one level. It splits off three subtrees, each of depth two, which are
traversed in parallel by the subcontractors. This algorithm is shown in Figure 2.3. The
algorithm sets the global variable minimum to the length of the shortest path. This
variable is initialized to a very high value.
Both the root processor and subcontractors traverse the tree in nearest-city-first
order. Given an initial route TI' T2'" , Ti , the algorithm frrst considers the city closest
to Ti that is not on the initial route.
A processor only blocks if it tries to hand out a subtree while there are no free
subcontractors. Each subcontractor executes the same traversal process, with a dif-
ferent initial node and probably with a different initial depth. In general, a subcontrac-
tor may split up the work over even more processors, so a subcontractor may also play
the role of a root processor.
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Fig. 2.2. Example of adistributed search tree.
2.3.2. Implementation of parallel TSP on Amoeba
The Traveling Salesman Problem has been implemented under Amoeba using the algo-
rithm described above. A processor playing the role of a subcontractor can be viewed
as an Amoeba server. The service it offers is the evaluation of a TSP subtree. Each
server repeatedly waits for some work, performs the work, and returns the result. A
processor playing the role of a root processor is a client.
The "handing out ·of work" is implemented using Remote Procedure Calls
(Amoeba remote operations). As stated before, a problem with RPC is the fact that the
caller (client) is blocked during the call. Therefore, the client cluster is split up into
several tasks, as shown in Figure 2.4. A cluster Cp running on processor p contains one
manager task Mp that performs the tree traversal. If the cluster has N subcontractors, it
also contains N agent tasks Ap.} .. Ap.N' An agent Apj controls the communication
with subcontractor j.
Mter the manager task Mp receives a subtree T to evaluate, it starts the tree
traversal of Figure 2.3. When it fmds a subtree that has to be subcontracted out, it tries
to fmd a free agent, say Ap,j' The agent Apj sends the work to be done to the manager
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procedure traverse(node,depth,length);
begin
( 'node' is a node of the search tree. It contains
a list of the cities on the current partial tour.
'length' is the length of the partial path so far.
'depth' is the number of levels to be searched
before the rest of the tree should be handed
out to a sUQcontractor )
if length < minimum then
begin (if length >= minimum skip this node )
if 'node' is a leaf then
minimum := length;
else ifdepth = 0 then
hand out subtree rooted at 'node'
to a subcontractor;
else
for each child c of 'node' in nearest-city-first order do
traverse(c, depth-I, length+distance(node,c»;
end
end
Fig. 2.3. Tree traversal algorithm.
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Fig. 2.4. Process structure of the TSP program.
Mj of subcontractor j, using an RPC with a partial path and the current best solution as
parameters. This manager Mj starts executing the process we describe here on proces-
sor j. When Mj fInishes the evaluation of the subtree, it returns the result to ApJ. This
agent checks if the current best solution has to be updated, and then becomes available
again for the next request from Mp• In the mean time, the manager Mp continues its
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tree traversal and eagerly tries to find new work to distribute. The entire client cluster
only blocks if the manager tries to deal out work while all agents (and thus all subcon-
tractors) are busy.
Of special importance is the way subcontractors join and leave the system.
Whenever a new server is started, it reports itself to a special matchmaker task that is
also part of the client cluster. This matchmaker task creates an agent task for the server
and from then on the server can participate in the game. So, extra processors can be
added at any time to speed up the program.
This matchmaker mechanism is also used to achieve fault tolerance. If an agent
task notes that its RPC has failed (timed out), it concludes that its server processor has
crashed. It then hands out its work to any other agent task. Once this work has been
accepted, the frrst agent stops executing. The crashed server processor no longer parti-
cipates in the game. When it is brought back up, it reports itself to the matchmaker as
described above, to register its availability for doing work, at which time a new agent
task is created to handle it.
2.3.3. Discussion
The algorithm described in §2.3.1 uses a global variable minimum, shared by all
processes. In a distributed system, processes on different processors have disjunct
address spaces, so they cannot share variables. In principle, the variable could be
stored on one processor and accessed by others through remote calls, but this is prohi-
bitively expensive, as the variable is used very frequently (see Figure 2.3). Our imple-
mentation therefore keeps a local copy of the variable on every processor.
When an agent task sends a new subtree to its server, it also supplies the current
value of minimum. The server uses this value to initialize its local copy. Ideally,
whenever a subcontractor fmds a better route, the length of the new route should be
made known to all other processes in the system. In the RPC model this is hard to
express, however, because a server (subcontractor) cannot return any "intermediate"
results. Therefore, improvements to the current best solution are not made known to
the outside world immediately. Instead, the subcontractor frrst coml'letes the analysis
of its entire subtree and then sends its best solution to its agent. If this solution is better
than the current best solution known by the client, it will from then on be used when
handing out new work.
As a disadvantage of this implementation, servers sometimes do not have up-to-
date information on the current best solution. Suppose two servers (SI and S2) are each
given a subtree to evaluate. Both servers are also given the length of the current best
route (say M). If server SI find~ a new route of length MI (MI < M), then S2 will not
know about this new route. If S2 analyses a partial route P with length L such that
M1 :s; L < M, then S2 will wrongly assume that P is still worthwhile searching. This
will not cause the program to return the wrong answer, but it will cause servers to do
useless work. This extra work is called the search overhead. In summary, the imple-
mentation is correct but somewhat inefficient.
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Fig.2.5. Measured speedup for C/Amoeba implementation of the Traveling
Salesman Problem, averaged over three randomly generated graphs with 12
cities each. The program uses 1 client processor, searching 2 levels, and a
varying number of server processors.
The speedup of the TSP program on a distributed system consisting of 10
MC68020 processors connected by an Ethernet is shown in Figure 2.5. The program
has been run with a number of server processors varying from 1 to 9. The speedup is .
taken relative to the single-server case. We have used three randomly generated input
graphs with 12 cities each and determined the average speedups over these three prob-
lems. In each case, the roOt processor generates partial routes containing three cities.
The actual execution times for each problem are shown in Appendix G.
Because of the search overhead, the speedup obtained is less than linear. One
way to attack this problem is to use extra tasks in both the client and the servers and to
return intermediate results through these tasks. The client then knows the new solution
before the server has ftnished analyzing its entire subtree. There still is a problem in
informing other servers about the new solution, however. One could extend each
server with yet another task, which waits for messages from the client to update its
local copy of minimum. In Amoeba, this is not as easy as it sounds, because tasks are
scheduled nonpreemptively. The extra task will not be scheduled until the task doing
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the TSP search does a remote operation. An alternative is to interrupt the TSP task, but
this makes the implementation even more complex.
In conclusion, a relatively simple implementation of the TSP algorithm on
Amoeba is possible if one does not aim at optimal efficiency. The simple implementa-
tion uses several tasks in the client cluster and one task per server. Although there is
some mental overhead in using multiple tasks for the client, synchronization between
these tasks is fairly simple for this application, so the resulting program is still easy to
understand. Trying to improve the efficiency of the program will significantly increase
its complexity. .
2.4. Parallel alpha-beta search on Amoeba
Alpha-beta search is an efficient method for searching game trees for two-person,
zero-sum games. A node in such a game tree corresponds to a position (e.g., a board)
in the game. Each node has one branch for every possible move in that position. A
value associated with the node indicates how good that position is for the player who is
about to move. At even levels of the tree, this value is the maximum of the values of its
children; at odd levels it is the minimum, as the search algorithm assumes each player
will choose the move that is least profitable for his or her opponent. Most implementa-
tions negate the values of the odd level nodes, so the values are maximized at all levels.
The alpha-beta algorithm finds the best move in the current position, searching
only part of the tree. It uses a search window (alpha,beta) and prunes positions whose
values fall outside this window. The algorithm is shown in Figure 2.6.
function AlphaBeta(node, depth, alpha, beta): integer;
begin
if depth = 0 then (leaf node? )
alpha := evaluation(node) (do static evaluation )
else (interior node )
for each child c of 'node' do
begin
r:= -AlphaBeta(c, depth-I, -beta, -alpha)
if r > alpha then
begin (improved alpha? )
alpha:= r;
if alpha >= beta then
exit loop; (pruning)
end
end
AlphaBeta := alpha (result value)
end
Fig. 2.6. Sequential alpha-beta algorithm.
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2.4.1. A parallel alpha-beta search algorithm
Alpha-beta search differs significantly from branch-and-bound in the way the best
solution is constructed. A branch-and-bound program potentially updates its solution
every time a processor visits a leaf node (see Figure 2.3). That processor only needs to
know the current best solution and the value associated with the leaf. An alpha-beta
program, on the other hand, has to combine the values of the leaves and the interior
nodes, using the structure of the tree.
One way to implement this is to assign a processor to each node of the tree, up to
a certain level [Finkel and Fishburn 1982]. A processor assigned to a given node waits
for the results from the processors assigned to the children of its node. Next, it com-
putes the value for its own node and sends this value to its parent processor. As a
disadvantage of this approach, processors associated with high level interior nodes
spend most of their time waiting for their children to finish.
Our solution avoids this problem by working the other way round. The child
processors compute the values for their parent nodes, so there is no need for their
parent processors to wait. To do this, an explicit tree structure is built. containing the
alpha and beta bounds at each node. The search tree is no longer just a concept. but it
is actually built as a data structure.
2.4.2. Implementation of parallel alpha-beta on Amoeba
Alpha-beta search can be implemented on Amoeba in as similar a way as TSP. The
process structure of alpha-beta is somewhat simpler than that of TSP. because the
shared tree can be used for synchronization within the client cluster. Hence there is no
need for a manager task. The implementation can be made fault-tolerant using a simi-
lar mechanism as for TSP (i.e.• through the matchmaker task). This will not be dis-
cussed any further. The client cluster contains as many tasks as there are subcontrac-
tors (see Figure 2.7).
Each task essentially executes the sequential alpha-beta algorithm of Figure 2.6.
To keep other tasks from evaluating the same positions. each task leaves a trace of
what it has done already by building the tree. Each task does a depth-first search in the
tree until it either fInds an unvisited node or it decides that the subtree rooted at the
current node should be evaluated by another processor. In the first case it generates all
children of the unvisited node and continues with the first child node. In the second
case it sends the node to a subcontractor using RPC and waits for the result.
After a subtree has been evaluated (whether local or remote) its result should be
used to update the alpha and beta values of other nodes in the tree. This is illustrated in
Figure 2.8. In Figure 2.8(a). the subtrees rooted at nodes 3. 4. 6. and 7 have been
evaluated. After the subtree rooted at node 8 has been evaluated the value of the parent
of node 8 (node 5) is updated (as 20 > 15). This is shown in Figure 2.8(b). Further-
more. the evaluation of the subtree rooted at 5 has now been completed. As its fmal
value (-20) is the highest value oflevell, the value of node I is updated too.
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Fig. 2.7. Process structure of the alpha-beta program.
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Fig. 2.8. Example of alpha-beta search.
After the value of a node has been improved this new value can be used as a
tighter alpha bound for its children. Each child can use this new alpha value as a
tighter beta bound for its own children, and so on. So new values are propagated down
the tree, to ensure each node uses the smallest possible alpha-beta window.
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2.4.3. Discussion
In the TSP program of §2.3, processes share a single variable, which is replicated on all
processors. In alpha-beta search, processes share the search tree. Replicating this data
structure on every processor is not a sensible thing to do, as the tree changes very fre-
quently and each processor is only interested in part of the tree. Our implementation
stores the top part of the tree on the root processor. Each server searches a number of
subtrees. For efficiency, the subtrees need not actually be built as data structures in
memory, since they are not shared.
The most difficult aspect of the implementation is the synchronization of the
agent tasks. The agents share the top part of the tree, so they can all read and modify
this data structure. There are three occasions when an agent needs to change the tree:
1. While an agent is searching for work, it adds new nodes to the tree.
2. If an agent receives the result from its server, it updates the values of
some nodes.
3. As a result of updating these values, some nodes should be removed
from the tree. A node is no longer needed if either all its children
have been evaluated, or if its alpha value is greater than or equal to
its beta value.
The agents must be synchronized to prevent multiple interleaving updates. Amoeba
uses nonpreemptive scheduling for mutual exclusion synchronization. Although this
scheme looks simple, it must be used with utmost care. For example, if a process prints
a message or allocates a new block of memory, it will do a remote operation (with the
terminal server and process server, respectively), so it will be rescheduled.
Nonpreemptive scheduling is convenient for synchronizing simple actions only. In the
TSP implementation this is no problem, as an action consists of updating a single vari-
able. For alpha-beta search, actions are more complicated: they may affect several
nodes of the tree and they may allocate or deallocate nodes. We therefore use per-node
lock variables to synchronize the agents.
The speedup for the C/Amoeba implementation of alpha-beta search is depicted
in Figure 2.9. The speedup shown in Figure 2.9 is averaged over three randomly gen-
erated game trees with fanout 38 (which is a typical value for chess) and depth 6. The
nodes of the tree contain integer values, rather than real board positions of an actual
~ame. The trees differ in the value of the leaf nodes, since we have used different
static evaluation functions in all three cases.
The search depth of the root processor is an important parameter that influences
the performance. In general, increasing this search depth decreases the search over-
head but increases communication overhead [Bal et al. 1987]. We found that, for the
trees of Figure 2.9, the best results are obtained by letting the root processor search
only 1 level of the tree. The subcontractors search the remaining 5 levels.
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As for TSP, the speedup is computed relative to the single server case. The
actual execution times are shown in Appendix G. Again, the speedup is far less than
linear, due to the large number of extra nodes searched by the parallel algorithm.
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Fig. 2.9. Measured speedup for the C/Amoeba implementation of Alpha-Beta,
averaged over three randomly generated game trees with fanout 38 and depth
6. The program uses 1 client processor, searching 1 level, and a varying
number of server processors.
2.5. Evaluation
In §2.l we have reviewed operating system support for distributed programming. In
Sections 2.2 through 2.4 we have discussed the mechanisms provided by one specific
system, Amoeba, and we have described how they can be used to implement distri-
buted algorithms. In this section we will evaluate the suitability of Amoeba's primi-
tives for distributed applications programming. We will also extend our discussion to
other operating systems.
SEC. 2.5 Evaluation 33
2.5.1. Parallelism
Support for parallelism in Amoeba comes in the fonn of processes, which consist of
one or more lightweight tasks. Both applications we have studied use a single process
per processor, so they make little demand on the operating system's scheduling policy.
They just require the operating system to allocate a free processor to run a specific pro-
cess. For the perfonnance of both applications, it is essential that the operating system
scheduler does not get in the way by letting different slave processes of one program
timeshare the same physical processor. The order in which the trees lj.re searched has
great impact on the perfonnance of the programs, so the operating system should not
change this order behind the back of the programmer.
The prototype version of Amoeba we have used allows one to allocate pool pro-
cessors dedicated to a specific application, so it is well suited for our experiments.
Many other distributed operating systems do not have a processor pool, but allow
workstations that are currently not used by their owners to be allocated temporarily to
other applications. The V system, for example, provides a remote execution facility to
execute a job on any idle workstation. This facility can also be used to run parallel pro-
grams structured as master/slave processes [Berglund 1986].
2.5.2. Interprocess communication and synchronization
!PC in Amoeba is based on Remote Procedure Call. The Amoeba message primitives
(do-operation, get-request, and put-reply) guarantee reliable delivery, provided the
receiver can be contacted and has not crashed. Reliability is a highly desirable feature
for applications programming, as it frees the programmer from dealing with lost mes-
sages, retransmissions, and so on.
RPC is a synchronous communication model and by itself does not support paral-
lelism. If a client and a server communicate through RPCs, either the client or the
server is running at any instant, so there is only one active process. In Amoeba, there
are several ways to get around this problem. The server can reactivate the client by
doing a put-reply and then continue executing the procedure. This clearly violates the
RPC paradigm and it makes it awkward to return any other results, as a server can send
only one reply. A better solution, used in our programs, is to make the client multi-
threaded and to let only certain threads be blocked in an RPC, rather than the whole
process. Communication between threads of different processes uses strict RPC.
Threads within the same process may violate the RPC model, for example by reactivat-
ing clients before the procedure is finished or by communicating through shared data.
This approach is reasonable, although a variety of threads may be needed to make
optimal use of parallelism.
Many of the problems discussed above are caused by the synchronous nature of
RPC. Although most distributed operating systems use RPC, there also are systems
based on asynchronous message passing. Accent [Rashid and Robertson 1981],'fo.):
example, provides asynchronous communication through ports, which are protected ""
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kernel objects that can contain a limited number of messages. With asynchronous mes-
sage passing, the implementations of branch-and-bound and alpha-beta search would
be significantly different. The client process can be single-threaded and sends its
"work-to-do" messages directly to the servers, rather than through an intermediate
agent, without being blocked. Each server returns its result in a separate message,
which is also sent asynchronously. These result messages may arrive on the client's
processor at any point of time. In the Amoeba implementation, separate threads are
used for handling result messages; in a single-treaded implementatiC!n, a different
mechanism is needed. Accent provides a special "software interrupt," which interrupts
a process when a message comes in. It seems that such a feature would be helpful here.
An alternative avoiding interrupt handlers would be to let the client periodically check
for incoming messages.
Although the asynchronous implementation would use only one thread for the
client, this thread would be more complicated than the threads in the Amoeba imple-
mentation. The structure of the client would still be far from trivial. A distinct advan-
tage of the asynchronous model is the possibility for a server to return several messages
to the client, so sending intermediate results to the client would be a straightforward
extension.
The basic problem with the implementations of the two algorithms is the fact that
they need logically shared data. In TSP, the global variable minimum is shared; in
alpha-beta search, the search tree is shared. This is not to say the applications need
physical shared memory for their implementations. On the contrary, many distributed
implementations exist for both problems, including our own implementations. The
availability of conceptually shared data, however, would significantly ease their imple-
mentations. Our implementations on Amoeba essentially simulate shared data.
2.5.3. Handling partial failures
The primary reason for running applications like heuristic search on a distributed sys-
tem is to decrease their execution times. A secondary reason might be to make the
implementations more tolerant of hardware failures. Distributed systems survive par-
tial failures, so a program running on such a system can, at least in principle, be made
fault tolerant. Whether or not a programmer is going to realize this potential depends
primarily on the kind of application he is dealing with. For air traffic control systems,
fault tolerance clearly is sacred; for distributed chess programs, it is of less vital
interest. We are dealing mainly with applications of the latter kind. Our main concern
is to reduce the effort needed by the programmer to achieve fault tolerance.
It was straightforward to implement the applications studied in this chapter in a
fault tolerant way using the RPC model. The implementations are structured as a client
process interacting with several server processes through remote procedures. The
servers just accept requests for work from the client and send back the results; they do
not have any side effects. The latter property greatly simplifies the problem of making
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them fault tolerant: if a server crashes, its work is redone by another server. The only
thing the programmer has to do is to write code that checks the return status of the RPC
and retries any failing RPCs on other servers. This model has one Achilles heel, how-
ever. A failure of the client's processor cannot be recovered from easily. To solve this
problem, Amoeba's boot service could be used to keep an eye on the client processor,
just as the client processor keeps an eye on the server processors.
For applications where. RPCs have side effects, more effort will be needed to
achieve fault tolerance. Some distributed operating systems (e.g., Clou~s and Camelot)
support atomic transactions to ease the implementation of such applications. Other
systems (e.g. [Borg et al. 1983], ) even try to make failures transparent to the program-
mer. It depends on the overhead introduced by these mechanisms whether they are
useful for general applications.
2.5.4. Other issues
There are several other important issues concerning distributed programming on top of
an operating system. We will discuss some of them below.
As should be clear from the above discussions, distributed operating systems use
widely different mechanisms for parallelism, communication and synchronization, and
fault tolerance. Even the underlying communication models vary considerably from
system to system, let alone the exact conventions for calling the system's library rou-
tines. Programs written on top of a specific system are therefore difficult to port to
other systems.
As an example, one member of the Amoeba group ported Finkel and Manber's
Distributed Backtracking package [Finkel and Manber 1987] to Amoeba. om was
developed for the Crystal multicomputer [Finkel et al. 1986], but its authors claim that
"oms requirements from the distributed operating system are minimal" [Finkel and
Manber 1987]. Indeed, om only requires primitives for creating and terminating
processes and for sending and receiving messages. As om uses asynchronous message
passing and Amoeba only provides (synchronous) RPC, the effort of porting om to
Amoeba was still substantial, especially when considering om's relatively small size
(less than 3000 lines of code).
An area in which distributed operating systems frequently fail to give sufficient
support is strong type checking. A good example is the way parameters are passed in
Amoeba remote operations. Some parameters are passed through the request and reply
headers; others are stored in dynamically sized request and reply buffers. In neither
case does the system check whether the sender and receiver are interpreting the param-
eters consistently. If the sender stores ASCn text in the buffer and the receiver tries to
extract double precision floating point numbers from it, chaos will result.
Another problem with Amoeba's remote operations (and corresponding primi-
tives in other systems) arises when one has to send a complex data structure, such as a
tree or a graph, to a remote process. Typically, the programmer has to write code to
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convert the data structure to a sequence of bytes and back. Not only is this an extra
nuisance, it also affects the readability of the program and it increases the risk of mak-
ing subtle mistakes in passing parameters.
3
LANGUAGE SUPPORT FOR
PROGRAMMING
DISTRIBUTED SYSTEMS
In the previous chapters, we discussed our defmition of the tenn "distributed comput-
ing system" and described the kinds of tasks that might profitably be applied to these
systems. We outlined the support required for programming such applications. We
also studied two specific applications, parallel branch-and-bound and parallel alpha-
beta search, and showed how these can be implemented on top of a distributed operat-
ing system.
We will now turn our attention to language support-as opposed to operating
system support-for distributed programming. Before describing several distributed
languages in detail in Chapter 4, we take this chapter to discuss in a general way the
methods which can be used by programming languages to fulfIll the requirements set
out in the preceding chapters.
As mentioned in Chapter 1, there are three issues which may be addressed in
designing a language for distributed programming, above and beyond other program-
ming language issues. These are parallel execution, communication and synchroniza-
tion between parallel parts of the program, and exceptional conditions brought about by
partial failure of the system. As we shall see, each of these issues may be addressed in
greater or lesser degree in a given language, and they may be resolved in quite different
ways, often depending on the class of distributed application for which the language is
intended. Figure 3.1 gives an overview of the primitives described in this chapter,
together with some examples of languages that use the primitives.
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Primitive Examnle lanllulllles
PARALLELISM
Expressine: parallelism
Processes Ada, Concurrent C, Linda, NIL
Objects Emerald, ConcurrentSmalltalk
Statements occam
Expressions ParAlfl, FX-87
Clauses Concurrent Prolog, PARLOO
Mappine:
Static occam, StarMod
Dynamic Concurrent Prolog, ParAlfl
Mie:ration Emerald
COMMUNICATION
Message passing
Point-to-POint messae:es CSP, occam, NIL
Rendezvous Ada, Concurrent C
Remote Procedure Call DP, Concurrent CLU, LYNX
One-to-many messall,es BSP, StarMod
Data sharing
Distributed data structures Linda
Shared logical variables Concurrent Prolog, PARLOG
Nondeterminism
Select statement CSP, occam, Ada, Concurrent C, SR
Guarded Hom clauses Concurrent Prololl" PARLOG
PARTIAL FAILURES
Failure detection Ada,SR
Atomic transactions Argus, Aeolus, Avalon
Transparent fault tolerance NIL
Fig.3.1. Overview oflanguage primitives discussed in Chapter 3.
CHAP. 3
3.1. Parallelism
The first issue which must be dealt with in a language for distributed programming is
parallel execution. Since a distributed system has by definition more than one proces-
sor, it is possible to have more than one part of a program running at the same time.
This is what we mean by parallelism.
We would like to begin by drawing a distinction between true parallelism and
what we will term pseudo-parallelism. It is sometimes useful to express a program as
a collection of processes running in parallel, whether or not these processes actually
run at the same time on different processors. For example, a given problem might lend
itself well to being expressed as several largely independent processes, running logi-
cally in parallel, even though the program may in fact be run on a uniprocessor with
only one piece of it running at a given moment in time. The UNIX® operating system,
for example, was built using this approach. We call this pseudo-parallelism. (Some
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authors use the term concurrency for denoting pseudo-parallel execution. Other
authors use the term as a synonym for real parallelism, however, so we will not use this
term.) Pseudo-parallelism has been employed in programming languages, especially
those intended for writing uniprocessor operating systems, for quite some time.
Pseudo-parallelism is just as useful in distributed programming as it is in unipro-
cessor programming. But the difference between true parallelism and pseudo-
parallelism must be kept in mind, despite the fact that in some languages the distinction
is hidden from the programmer. For example, if a program consists of,four processes
and is running on a distributed system of four or more available processors, the four
processes may run in truly parallel fashion--one on each processor. On the other hand,
the same program may be running on a system with only two processors, in which case
two processes may be assigned to run on each of the two processors. In this case, there
are two processes running in pseudo-parallel on each processor. At a given point in
time, at most two of the program's four processes are running truly in parallel.
In some languages, on the other hand, the distinction between parallelism and
pseudo-parallelism is not hidden from the programmer. It may be possible for the pro-
grammer to explicitly assign (or map) pieces of programs to processing units. This
delivers more complexity into the hands of the programmer, but also provides more
flexibility. For example, given a language in which the programmer controls the map-
ping of processes onto processors, it is possible to support shared variables among
processes known to be running on the same processor, and disallow the sharing of vari-
ables between processes assigned to different processors. This is the case with several
languages discussed in Chapter 4 (e.g., SR and Argus).
The granularity of parallelism varies from language to language, as mentioned
above. The unit ofparallelism in the languages we discuss below ranges from the pro-
cess (in Concurrent C, for example) to the expression (in ParAlfl and others). In gen-
eral, the higher the cost of communication in a distributed system, the larger the
appropriate granularity of parallelism. For example, it may be possible to efficiently
support fine-grained parallelism in a distributed system with low communication costs,
such as a hypercube; whereas in a system with high communication costs, such as a
wide area network, the communication cost of fine-grained parallelism may outweigh
the gain in parallel computation.
Note that the fact of parallelism is distinct from parallelism as an objective. That
is, in some applications, a high degree of parallelism is a goal, as it results in shortened
computing time for an application. However, not all distributed applications have high
parallelism as their main objective. Yet even in these latter applications, the ability to
express parallelism may be important, since this reflects what is actually occurring in
the distributed system.
Finally, we point out that not all languages support explicit control of parallel-
ism. In some languages, the dividing up of code into parallel segments is done by the
compiler rather than the programmer. Moreover, in some languages the sending of a
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message on behalf of one process results in the implicit generation of another, parallel
process on the remote host to handle the request.
Below we describe several ways in which parallelism can be expressed in pro-
gramming languages for distributed systems. We then discuss the mapping of parallel
computations to physical processors. For a discussion of the expression of pseudo-
parallelism, we refer to [Andrews and Schneider 1983].
3.1.1. Expressing parallelism
Parallelism can be expressed in a variety of ways. An important factor is the
language's unit ofparallelism. In a sequential language, the unit of parallelism is the
whole program. In a language for distributed programming, however, the unit of paral-
lelism can be a process, an object, a statement, an expression, or a clause (in logic
languages). We will discuss each of these in tum, beginning with the process, as it is
intuitively the most obvious.
Processes
In most procedural languages for distributed programming, parallelism is based on the
notion of a process. Different languages have different definitions of this notion, but in
general a process is a logical processor that executes code sequentially and has its own
state and data. Processes (or process types) are declared, just like procedures (and pro-
cedure types).
Processes are created either implicitly by their declaration or explicitly by some
create construct. With implicit creation, one usually first declares a process type and
then creates processes by declaring variables of that type. Often, arrays of processes
may be declared. In some languages based on implicit process creation, the total
number of processes is fixed at compile time. This makes the efficient mapping of
processes onto physical processors easier, but it imposes a restriction on the kinds of
applications that can be implemented in the language, since it requires that the number
of processes be known in advance.
Having an explicit construct for creating processes allows more flexibility than
implicit process creation. For example, the creation construct may allow parameters to
be passed to the newly created process. These are typically used for setting up com-
munication channels between processes. If processes do not take parameters (as in
Ada), the parameters have to be passed to the newly created process using explicit
communication. A mechanism is needed to set up the communication channel over
which the parameters are sent.
Another important issue is termination of processes. Processes usually terminate
themselves, but some primitive may be provided to abort other processes too. Some
precautions may be needed to prevent processes from trying to communicate with a ter-
minated process. In §3.2.3 we will discuss mechanisms for cooperative termination of
multiple processes.
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Objects
The notion "object-oriented programming" causes as much confusion as the term "dis-
tributed system." In general, an object is a self-contained unit that encapsulates both
data and behavior, and that interacts with the outside world (i.e., other objects)
exclusively through some form of message passing. The data contained in the object
are visible only within the object itself. The behavior of an object is defmed by its
class, which comprises a list of operations that can be invoked by sending a message to
the object. Inheritance allows a class to be defined as an extension of another (previ-
ously defined) class. Languages that support objects but lack inheritance are usually
said to be object-based.
Objects are primarily intended for structuring programs in a clean and under-
standable way, reflecting the structure of the problem to be solved as much as possible.
At least two different opinions exist on what should be treated as an object. The
Smalltalk-80t view is simply to consider everything an object, even integers and
Booleans [Goldberg and Robson 1983]. The second view (taken, for example, in
Aeolus) is less pure and lets programmers decide what objects are.
Parallelism in object-oriented languages can be obtained in one of two ways.
Smalltalk-80 includes the traditional notion of a process and lets the programmer deal
with two kinds of modules: objects and processes. A more orthogonal approach is to
use the object itself as the unit of parallelism.
Sequential object-oriented languages are based on a model of passive objects.
An object is activated when it receives a message ~om another object. While the
receiver of the message is active, the sender is waiting for the result, so the sender is
passive. After returning the result, the receiver becomes passive again and the sender
continues. At any point of time, only one object in the system is active. Parallelism
can be obtained by extending the sequential object model in any of the following ways:
1. Allow an object to be active without having received a message,
2. Allow the receiving object to continue execution after it returns its
result,
3. Send messages to several objects at once, or
4. Allow the sender of a message to proceed in parallel with the
receiver.
Methods 1 and 2 effectively assign a parallel process to each object, resulting in a
model based on active objects. Method 4 can be implemented using asynchronous
message passing (instead of synchronous message passing) or by letting a single object
consist of multiple threads of control.
t Smalltalk-80 is a trademark ofParcPlace Systems
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Parallel statements
Another way of expressing parallelism is by grouping together statements that are to be
executed in parallel. Occam allows consecutive statements to be executed either
sequentially, as in
SEQ
SI
82
or in parallel, as in
PAR
81
S2
This method is easy to use and understand. Initiation and termination of parallel com-
putations are well-defined. However, this method gives little support for the structur-
ing of large parallel programs.
The parallel statement described above creates only a fixed number of parallel
units. Another method is to use a parallel loop statement. Occam contains a parallel
for statement, similar to a traditional for statement, except that all iterations of the loop
are executed in parallel, as in
PARi=OFORn
A[i] := A[i] + 1
Although this construct is easy to use, it is not as general as other mechanisms.
Functional parallelism
In a pure functional (applicative) language, functions behave like mathematical func-
tions: they compute a result that depends only on the values of their input data. Such
functions do not have any side effects. In contrast, procedural (imperative) languages
allow functions to affect each other in various ways, for example through global vari-
ables or pointer variables. Procedural languages are claimed to be more flexible, while
functional languages have a sounder mathematical basis. We will not enter into the
holy war between these two schools of thought, but we will concentrate on the way
functional languages can be used for programming distributed systems.
If functions do not have any side effects, it makes no difference (except perhaps
for termination) in which order they are executed. For example, in the expression
h(f(3,4), g(8»
it is irrelevant whether f or g is evaluated fIrst. Consequently, it is possible to evaluate
f and g in parallel. In principle, all function calls can be executed in parallel, the only
restriction being that a function using the result of another function wait for that result
to become available (e.g., h waits for f and g). This implicit parallelism is fme-grained
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and is well suited for architectures supporting such parallelism, such as data flow com-
puters. Several data flow languages are based on this principle, for example Id and
VAL [Ackerman 1982].
For distributed systems, and to some extent also for other architectures, the func-
tional approach has some problems that need be resolved. First of all, blindly evaluat-
ing all functions in parallel is not a very good idea. If a function does relatively little
work, such as adding two integers, the overhead of doing it in parallel and communicat-
ing the result back to the caller will far outweigh the savings in elap~d computation
time. If a certain function call is selected for remote execution, there still remains the
choice between evaluating its arguments either locally (and then sending them to the
remote processor) or remotely (by dispatching the unevaluated expressions).
Ideally the compiler should analyze the program and decide on which processor
to perform each function call. Since current compilers are not yet capable of taking
maximum advantage of parallelism in this way, mechanisms have been proposed to put
control in the hands of the programmer [Burton 1984; Hudak 1986].
AND/OR-parallelism
Logic programming offers many opportunities for parallelism [Takeuchi and Furukawa
1986]. We will describe AND/OR parallelism, as this mechanism is suitable for distri-
buted programming and has been incorporated into many parallel logic programming
languages.
Logic programs can be read declaratively as w~ll as procedurally. In the code
below, two clauses for the predicate A are given:
(1) A :- B, C, D.
(2) A :- E, F.
The declarative reading of the clauses is: "if B, C, and D are true, then A is true"
(Clause 1) and "ifE and F are true then A is true" (Clause 2). Procedurally, the clauses
can be interpreted as: "to prove theorem A, you either have to prove subtheorems (or
goals) B, C, and D, or you have to prove subtheorems E and F." From the procedural,
reading it becomes clear that there are two opportunities for parallelism:
1. The two clauses for A can be worked on in parallel, until one of them
succeeds, or both fail.
2. For each of the two clauses, the subtheorems can be worked on in
parallel, until they all succeed, or anyone of them fails.
The former kind of parallelism is called OR-parallelism, the latter is called AND-
parallelism.
The parallel execution of a logic program can also be described in terms of
processes, resulting in a third interpretation, the process reading, of logic programs. If
we associate a separate process with every subtheorem to be proved, then Clause 1 sim-
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ply states that a process trying to prove A can be replaced by three parallel processes
that try to prove B, C, and D. In general, a clause like
Po :- PI , ••• , PN
causes a single process to be replaced by N other processes. If N =0, the original pro-
cess terminates. For N =1, the process effectively changes its state, going to work on a
different goal. If N > 1, then (N - 1) new processes are created. Such processes are
very lightweight and similar in granularity to a procedure call in a procedural language.
If the goals of a clause share some variables, they cannot be evaiuated indepen-
dently, because conflicts may arise when several goals try to generate a value for a
shared variable. For example, in the clause
A : - B (X), C (X)
the variable X creates a dependency between the goals B and C. Several approaches
have been suggested to deal with this problem. One method is to let the programmer
restrict the rights of goals to instantiate (or bind) shared variables. In Concurrent Pro-
log, the notation
A :- B(X), C(X?)
indicates that B is allowed to generate a binding for X, but C is only allowed to read X.
This mechanism can be used for interprocess communication and synchronization, as
will be discussed later. Another method for dealing with conflicts is to solve dependent
goals sequentially. In general, both compile-time analysis and run time checks are used
to determine if two clauses are independent. Both solutions-restricted instantiation
and sequential solution of dependent goals-necessarily restrict parallelism.
3.1.2. Mapping parallel computations onto physical processors
In the previous section, we described several ways in which languages for distributed
programming can provide support for the expression of parallelism. A related issue is
how these parallel computations are distributed over the available physical processors.
in other words, which parallel unit is executed on which processor at a given point in
time. We refer to the assignment of computations to processors as mapping. Some
languages give the programmer control over mapping, and in this subsection we
describe some ways in which this can be expressed.
Mapping strategies vary depending on the application to be implemented. The
assignment of processes to processors will be quite different in an application whose
objective is to obtain maximum speedup through parallelism, and an application whose
objective is to obtain high availability through replication, for example.
When the goal of a distributed program is to speed up computation time through
parallelism, the mapping of processes to processors is similar to load balanc~g in dis-
tributed operating systems: both attempt to maximize parallelism through efficient use
of available computing power. But there are important differences. An operating sys-
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tem tries to distribute the available processing power fairly over competing processes
from different programs and different users. It may try to reduce communication costs
by letting processes that communicate frequently run in pseudo-parallel on the same
processor. The goal of mapping, however, is to minimize the execution time of a single
distributed program. As all parallel units are part of the same program, they are
cooperating rather than competing, so fairness need not be an issue. In addition, the
reduction of communication overhead achieved through mapping processes to the same
processor must be weighed against the resulting loss of parallelism [Kruatrachue and
Lewis 1988]. .
If the application's goal is to increase fault-tolerance, an entirely different map-
ping strategy may be taken. Processes may be replicated to increase availability. The
mapping strategy should at least assign the replicas of the same logical process to dif-
ferent physical processors.
An important choice in the design of a parallel language is whether mapping will
be under user control. If not, mapping is done transparently by the compiler and
language run time system, possibly assisted by the operating system. At frrst sight, this
may ease the programmer's task, but the system generally does not have any
knowledge about the problem being implemented, so problem-specific mapping stra-
tegies are ruled out. This is a severe restriction for many applications.
Programmable (i.e., user controlled) mappings usually consist of two steps. In
the frrst step, the parallel units are mapped onto the physical processors. Several paral-
lel units may be mapped onto the same processor. In the second step, the units on the
same processor are scheduled by a local mapping, usually based on priorities assigned
to the parallel units.
There are three approaches for assigning parallel units to processors, whether the
assignment is done by the programmer or the system: the processor can either be fIxed
at compile-time, flXed at run-time, or not flXed at all. The frrst method is least flexible,
but has the distinct advantage that it is known at compile-time which parallel units will
run on the same processor, allowing the programmer to take advantage of the fact that
these processes will have shared memory available. StarMod uses the notion of a pro~
cessor module that groups together processes located on the same processor [Cook
1980]. These processes are allowed to communicate through shared variables, whereas
communication between processes on different processors is restricted to message
passing.
With the run-time approach to mapping computations to processors, a parallel
unit is assigned to a processor when that unit is created. An example is the Turtle-
notation designed by Shapiro for executing Concurrent Prolog programs on an infInite
grid of processors, where each processor can communicate with its four neighbors
[Shapiro 1984]. Every process has a position and a heading, just like a Turtle in the
LOGO programming language [Papert 1981]. By default, the position and heading of a
process are those of its parent (creator), but they can be altered using a sequence of
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Turtle commands. For example, if a process located on Processor P and heading north-
wards uses the rule
A :- B, C @ (left,forward), D @ (right,forward).
to solve A, then Process B is created on Processor P, Process C is created on the pro-
cessor to the west of P, and Process D is created on the processor to the east of P. B is
headed northwards, C westwards, and D eastwards. (This Turtle-notation was later
generalized into a layered method, using virtual machines [Taylor et al. 1987a]. The
layered method is also suitable for other architectures than a processor grid.)
Only a few languages support the third approach to processor allocation, allow-
ing a process to execute on different processors during its lifetime. Emerald, for exam-
ple, is an object-based language that allows objects to migrate from one processor to
another [Jul et al. 1988]. The language has primitives to determine the current location
of an object, to fix or UnfIX an object on a specific processor, and to move an object to a
different processor.
3.2. Interprocess communication and synchronization
The second issue which must be addressed in the design of a language for distributed
programming is how the pieces of a program which are running in parallel on different
processors are going to cooperate. This cooperation involves two types of interaction:
communication and synchronization. For example, Process A may require some data X
which is the result of some computation performed by Process B. There must be some
way of getting X from B to A. In addition, if Process A comes to the point in its execu-
tion which requires the information X from Process B, but Process B has not yet com-
municated the information to A for whatever reason, A must be able to wait for it.
Synchronization and communication mechanisms are closely related and we treat them
together.
An issue related to synchronization is nondeterminism. A process may want to
wait for information from any of a group of other processes, rather than from one
specific process. As it is not known in advance which member (or members) of the
group will have its information available ftrst, such behavior is nondeterministic. In
some cases it is useful to dynamically control the group of processes from which to
take input. For example, a buffer process may accept a request from a producer pro-
cess to store an item in the buffer whenever the buffer is not full; it may accept a
request from a consumer process to add an item whenever the buffer is not empty. To
program such behavior, a notation is needed to express and control nondeterminism.
We will look at such notations in §3.2.3.
Expression of interprocess communication (IPC)* in the languages we survey
falls into two general categories-shared data and message passing-although this
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categorization is not always clear-cut. Parallel logic languages that provide shared log-
ical variables, for example, are frequently used for programming in a message-passing
style. Note that the model provided by the language for expressing IPe and the imple-
mentation of that model may be two entirely different things; in particular, since we
restrict our discussion to languages for systems without shared memory, any shared
data model must be simulated in the language implementation.
3.2.1. Message passing
We first discuss communication through message passing. Many factors come into
play in the sending of a message: who sends it, what is sent, to whom is it sent, is it
guaranteed to have arrived at the remote host, is it guaranteed to have been accepted by
the remote process, is there a reply (or several replies), and what happens if something
goes wrong. There are also many considerations involved in the receipt of a message:
for which process or processes on the host, if any, is the message intended; is a process
to be created to handle this message; if the message is intended for an existing process,
what happens if the process is busy-is the message queued or discarded; and if a
receiving process has more than one outstanding message waiting to be serviced, can it
choose the order in which it services messages-be it FIFO, by sender, by some mes-
sage type or identifIer, by the contents of the message, or according to the receiving
process's internal state.
We will begin with a general discussion of issues common to all message passing
mechanisms. We then outline four specifIc message passing models: point-to-point
messages, rendezvous, remote procedure call, and one-to-many messages.
General issues
The most elementary primitive for message-based interaction is the point-ta-point mes-
sage from one process (the sender) to another process (the receiver). Languages usu-
ally provide only reliable message passing. The language run time system (or the
underlying operating system) automatically generates acknowledgement messages,
transparent at the language level.
Most (but not all) message-based interactions involve two parties, one sender and
one receiver. The sender initiates the interaction explicitly, for example by sending a
message or invoking a remote procedure. On the other hand, the receipt of a message
may either be explicit or implicit. With explicit receipt, the receiver is executing some
sort of accept statement specifying which messages to accept and what actions. to
undertake when a message arrives. With implicit receipt, code is automatically
invoked within the receiver. It usually creates a new thread of control within the
receiving process. Whether the message is received implicitly or explicitly is transpar-
ent to the sender.
'" We adopt the well-known teon interprocess communication although it is somewhat misleading, since
the unit of parallelism is not always the process, as bas been discussed above. In the rest of this section
we will use the teon process as a shorthand for unit ofparallelism.
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Explicit message receipt gives the receiver more control over the acceptance of
messages. The receiver can be in many different states, and accept different types of
messages in each state. More accurate control is possible if the accept statement allows
messages to be accepted conditionally, depending on the arguments of the message (as
in SR [Andrews 1981] and Concurrent C [Gehani and Roome 1989] ). A file server,
for example, may want to accept a request to open a file only if the file is not locked.
In Concurrent C this can be coded as
accept open (f) suchthat not_locked (f)
process open request
Some languages give the programmer control over the order of message acceptance.
Usually, messages are accepted in FIFO order, but occasionally it is useful to change
this order according to the type, sender, or contents of a message. For example, the file
server may want to handle read requests for small amounts of data fust:
accept read (f, offset, nr_bytes) by nr_bytes {
process read request
The value given in the by expression determines the order of acceptance. If conditional
or ordered acceptance is not supported by the language, an application needing these
features will have to keep track of requests that have been accepted but not handled yet.
Another major issue in message passing is naming (or addressing) of the parties
involved in an interaction: to whom does the sender wish to send its message, and, coIl'-
versely, from whom does the receiver wish to accept a message? These parties can be
named directly or indirectly. Direct naming is used to denote one specific process.
The name can be the static name of the process or an expression evaluated at run time.
A communication scheme based on direct naming is symmetric if both the sender and
the receiver name each other. In an asymmetric scheme only the sender names the
receiver. In this case, the receiver is willing to interact with any sender. Note that
interactions using implicit receipt of messages are always asymmetric with respect to
naming. Direct naming schemes, especially the symmetric ones, leave little room for
expressing nondeterministic behavior. Languages using these schemes therefore have a
separate mechanism for dealing with nondeterminism (see §3.2.3).
Indirect naming involves an intermediate object, usually called a mailbox, to
which the sender directs its message and to which the receiver listens. In its simplest
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form a mailbox is just a global name. More advanced schemes treat mailboxes as
values that can be passed around, for example, as part of a message. This option allows
highly flexible communication patterns to be expressed. Mailing a letter to a post
office box rather than a street address illustrates the difference between indirect and
direct naming. A letter sent to a post office box can be collected by anyone who has a
key to the box. People can be given access to the box by duplicating keys or by
transferring existing keys (possibly through another P.O. box). A street address, on the
other hand, does not have this flexibility.
Synchronous and asynchronous point-to-point messages
The major design issue for a point-to-point message passing system is the choice
between synchronous and asynchronous message passing. With synchronous message
passing, the sender is blocked until the receiver has accepted the message (explicitly or
implicitly). Thus, the sender and receiver not only exchange data, but they also syn-
chronize. With asynchronous message passing, the sender does not wait for the
receiver to be ready to accept its message. Conceptually, the sender continues immedi-
ately after sending the message.. The implementation of the language may suspend the
sender until the message has at least been copied for transmission, but this delay is not
reflected in the semantics.
In the asynchronous model, there are some semantic difficulties to be dealt with.
As the sender S does not wait for the receiver R to be ready, there may be several pend-
ing messages sent by S, but not yet accepted by R. If .the message passing primitive is
order preserving, R will receive the messages in the order they were sent by S. The
pending messages are buffered by the language run time system or the operating sys-
tem. The problem of a possible buffer overflow can be dealt with in one of two ways.
Message transfers can simply fail whenever there is no more buffer space. Unfor-
tunately, this makes message passing less reliable. The second option is to use flow
control, which means the sender is blocked until the receiver accepts some messages.
This introduces a synchronization between the sender and receiver and may result in
unexpected deadlocks.
In the synchronous model, however, there can be only one pending message from
any process S to a process R. Usually, no ordering relation is assumed between mes-
sages sent by different processes. Buffering problems are less severe in the synchro-
nous model, as a receiver need buffer at most one message from each sender, and addi-
tional flow control will not change the semantics of the primitive. On the other hand,
the synchronous model also has its disadvantages. Most notably, synchronous message
passing is less flexible than asynchronous message passing, because the sender always
has to wait for the receiver to accept the message, even if the receiver does not have to
return an answer [Gehani 1987].
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Rendezvous
A point-to-point message establishes one-way communication between two processes.
Many interactions between processes, however, are essentially two-way in nature. For
example, in the client/server model the client requests a service from a server and then
waits for the result returned by the server. This behavior can be simulated using two
point-to-point messages, but a single higher level construct is easier to use and more
efficient to implement. We will describe two such constructs, rendezvous and remote
procedure call.
The rendezvous model is based on three concepts: the entry declaration, the entry
call, and the accept statement.* The entry declaration and accept statement are part of
the server code, while the entry call is on the client side. An entry declaration syntacti-
cally looks like a procedure declaration. An entry has a name and zero or more formal
parameters. An entry call is similar to a procedure call statement. It names the entry
and the process containing the entry and it supplies actual parameters. An accept state-
ment for the entry may contain a list of statements, to be executed when the entry is
called, as in the following accept statement for the entry incr:
accept incr(X: integer; Y: out integer) do
Y := X + 1;
end;
An interaction (called a rendezvous) between two processes S and R takes place when
S calls an entry of R, and R executes an accept statement for that entry. The interac-
tion is fully synchronous, so the first process that is ready to interact waits for the other.
When the two processes are synchronized, R executes the do part of the accept state-
ment. While executing these statements, R has access to the input parameters of the
entry, supplied by S. R can assign values to the output parameters, which are passed
back to S. After R has executed the do statements, S and R continue their execution in
parallel. R may still continue working on the request of S although S is no longer
blocked.
Remote Procedure Call
Remote Procedure Call (RPC) is another primitive for two-way communication. It
resembles a normal procedure call, except that the caller and receiver are different
processes. When a process S calls a remote procedure P of a process R, the input
parameters of P, supplied by S, are sent to R. When R receives the invocation request,
it executes the code of P and then passes any output parameters back to S. During the
execution of P, S is blocked. S is reactivated by the arrival of the output parameters.
This is in contrast with the rendezvous mechanism, where the caller is unblocked as
soon as the accept statement has been executed. Like rendezvous, RPC is a fully syn-
*We use the tenninology introduced by Ada here.
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chronous interaction. Acceptance of a remote call is usually (but not always) implicit
and creates a new thread of control within the receiver.
A major design choice is between a transparent and a non-transparent RPC
mechanism. Transparent RPC offers semantics close to a normal procedure. This
model, advocated by Nelson and Birrell, has significant advantages [Nelson 1981; Bir-
rell and Nelson 1984]. Foremost, it gives the programmer a simple, familiar primitive
for interprocess communication and synchronization. It also is a sound basis for port-
ing existing sequential software to distributed systems. .
Unfortunately, achieving exactly the same semantics for RPC as for normal pro-
cedures is close. to impossible [Tanenbaum and Van Renesse 1988]. One source of
problems is that, in the absence of shared memory, pointers (address values) are mean-
ingless on a remote processor. This makes pointer-valued parameters and call-by-
reference parameters highly unattractive. Dereferencing a pointer passed by the caller
has to be done at the caller's side, which implies extra communication. An alternative
implementation is to copy the value pointed at to the receiver, but this has subtly dif-
ferent semantics and may be difficult to implement if the pointer points into the middle
of a complex data structure, such as a directed graph. In languages lacking strong type
checking it may not even be clear what type of object the pointer points to. Similarly,
call-by-reference can be replaced by copy-in/copy-out, but also at the cost of slightly
different semantics. The issue of passing arguments to a remote procedure is discussed
further in [Herlihy and Liskov 1982].
The possibility of processor crashes makes it ~ven more difficult to obtain the
same semantics for RPC as for normal procedures. If S calls a remote procedure P of a
process R and the processor of R crashes before S gets the results back, then S clearly
is in trouble. First of all, the results S is waiting for will never arrive. Second, it is not
known if R died before receiving the call, during the execution of P, or after executing
P (but before returning the results). The first problem can be solved using timeouts.
The second problem is more serious. If P has no side effects, the call can be repeated,
perhaps on a different processor or after a certain period of time. If P does have side
effects (e.g., incrementing a bank account in a database), executing (part of) P twice
may be undesirable.
Because of these difficulties in achieving normal call semantics for remote calls,
Hamilton argues that remote procedures should be treated differently from the start,
resulting in a non-transparent RPC mechanism [Hamilton 1984]. Almes describes an
RPC implementation in the context of an existing language (Modula-2) and distributed
operating system (the V system) [Almes 1986]. Although the goal of the implementa-
tion was to make remote calls as similar to normal calls as possible, special features for
remote calls had to be added to obtain an efficient implementation. His RPC system
therefore is also non-transparent.
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One-to-many message passing
Many networks used for distributed computing systems support a fast broadcast or
multicast facility. A broadcast message is sent to all processors connected to the net-
work. A multicast message is sent to a specific subset of these processors. In some
LANs, it takes about the same time to broadcast or multicast a message as to send it to
one specific processor. Unfortunately, it is not guaranteed that messages are actually
delivered at all destinations. The hardware attempts to send the messages to all proces-
sors involved, but messages may get lost because of communication et;r0rs or because
some receiving processors are not ready to accept a message.
Despite being unreliable, broadcast and multicast are useful for operating system
kernels and language run time systems. For example, to locate a processor providing a
specific service, an enquiry message may be broadcast. In this case, it is not necessary
to receive an answer from every host: just finding one instance of the service is suffi-
cient. Broadcast and multicast are also useful for implementing distributed algorithms,
so some languages provide a one-to-many message passing primitive.
One-to-many communication has several advantages over point-to-point message
passing. If a process needs to send data to many other processes, a single multicast will
be faster than many point-to-point messages. More importantly, a broadcast primitive
may guarantee a certain ordering of messages that cannot be obtained easily with
point-to-point messages [Birman and Joseph 1987]. A broadcast primitive that delivers
messages at all destinations in the same order, for example, is highly useful for con-
sistent updating of replicated data [Joseph and Birman 1986]. Finally, broadcasting
may lead to new programming styles.
Gehani describes a system of Broadcasting Sequential Processes (BSP) based on
esp and the concept of broadcast programming [Gehani 1984b]. In esp, a message is
sent to one specific process. In BSP, a message can also be sent to all processes or to a
list of processes. Both primitives are reliable (i.e., messages are delivered at all desti-
nations). If the underlying hardware is not reliable, extra software protocols have to be
added by the operating system or language run time system. Broadcast in BSP is asyn-
chronous, because the sender normally does not want to wait until all other processes
are ready to receive a message. Two forms of broadcast are defmed. An unbuffered
broadcast message is only received by those processes ready to accept one. Buffered
broadcast messages are buffered by the receiving processes, so each process will even-
tually receive the message. A receiver may accept messages from any process, or it
may screen out messages based on their contents or on the identity of the sender
(passed as part of the message).
3.2.2. Data sharing
In the previous section, we discussed models of interprocess communication based on
message passing. In this section, we will describe how parts of a distributed program
can communicate and synchronize through the use of shared data. If two processes
have access to the same variable, communication can take place by one process setting
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the variable and the other process reading it. This is true whether the processes are
running on the host where the variable is stored and can manipulate it directly, or if the
processes are on different hosts and access the variable by sending a message to the
host it resides on. The use of shared variables for the communication and synchroniza-
tion of processes running in pseudo-parallel on a uniprocessor has been studied exten-
sively. We assume a familiarity with this material; the uninitiated reader is referred to
[Andrews and Schneider 1983] for an excellent overview.
As mentioned above, many distributed languages support processes running in
pseudo-parallel on the same processor, and these often use traditional methods of com-
munication and synchronization through shared variables. See, for example, the
description of mutex in Argus and semaphores in SR in Chapter 4. What we are
interested in here, however, is the use of shared data for communication and synchroni-
zation of processes running on different processors.
At first sight it may seem to be strange to use shared data for communication in a
distributed system, as such systems do not have physically shared memory. However,
the shared data paradigm has several advantages (as well as disadvantages) over mes-
sage passing. While a message generally transfers information between two specific
processes, shared data are accessible by any process. Assignment to shared data con-
ceptually has immediate effect, but for message passing there is a finite delay between
sending a message and its being received. On the other hand, shared data require pre-
cautions to prevent multiple processes from simultaneously changing the same data.
As neither of the paradigms is universally better than the other one, both paradigms are
worth investigating.
Simple shared variables, as used, for example, in Algol 68 [Van Wijngaarden et
al. 1975], are not well suited for distributed systems. In principle, they can be imple-
mented by simulating shared physical memory, using for example a method such as
Li's shared virtual memory [Li and Hudak 1986]. None of the languages we know of
do this, however, probably due to performance considerations. Several other communi-
cation models based on shared data exist, however, that are better suited for distributed
systems. These models place certain restrictions on the shared data, making a distri-
buted implementation feasible. Below we describe two methods for providing shared
data to distributed processes: distributed data structures and shared logical variables.
Both models are used in several languages for distributed programming (see Chapter 4)
that have been implemented on different kinds of distributed architectures. These
languages are mainly useful for applications where the programmer need not be aware
of the physical distribution of main memory, as discussed in Chapter 1.
Note that objects, whose role in expressing parallelism was discussed in §3.1.1,
may also be thought of as implementing shared data in a distributed program. Just as
with the shared data models that will be discussed in this section, two processes may
communicate indirectly with one another by invoking operations on a given object.
Objects, since they control access to the data they manage, can also implement syn-
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chronization of access to those data by other processes, analogously to the synchroniza-
tion of pseudo-parallel processes accessing data controlled by a monitor.
A different approach to the synchronization of distributed access to shared data is
taken by languages that implement atomic transactions. Since this approach also
involves dealing with partial failures of the distributed systems, we will treat it later in
the section on atomic transactions.
Distributed data structures
Distributed data structures are data structures that can be manipulated simultaneously
by several processes [Carriero et al. 1986]. This paradigm was first introduced in the
language Linda, which uses the concept of a Tuple Space for implementing distributed
data structures [Ahuja et al. 1986]. We will use the Tuple Space model for discussing
the distributed data structures paradigm
The Tuple Space (TS) is conceptually a shared memory, although its implemen-
tation does not require physical shared memory. The TS is one global memory shared
by all processes of a program [Gelemter 1985]. The elements of TS, called tuples, are
ordered sequences of values, similar to records in Pascal [Wirth 1971]. For example,
["jones", 31, true]
is a tuple with three fields: a string, an integer, and a Boolean.
Three atomic operations are defmed on TS: out adds a tuple to TS, read reads a
tuple contained in TS, in reads a tuple and also deletes it from TS. Unlike normal
shared variables, tuples do not have addresses. Rather, tuples are addressed by their
contents. A tuple is denoted by specifying either the value or the type of each field.
This is expressed by supplying an actual parameter (a value) or aformal parameter (a
variable) to an operation. For example, if age is a variable of type integer and mar-
ried is a variable of type Boolean, then the tuple shown above can be read in the
operation
read("jones", var age, var married)
or read and removed in the operation
in ("jones", var age, var married).
In both operations, the variable age is assigned the value of the second field (31) and
the variable married gets the value of the last field (true). Both the in and the read
operations try to find a matching tuple in TS. A tuple matches if each field has the
value or type passed as parameter to the operation. If several matching tuples exist,
one is chosen arbitrarily. If there are no matching tuples, the operation (and the invok-
ing process) blocks until another process adds a tuple that does match (using out).
There is no operation that modifies a tuple in place. To change a tuple, it must
first be removed from TS, then modified, and then put back into TS. Each read, in, or
out operation is atomic: the effect of several simultaneous operations on the same tuple
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is the same as that of executing them in some (undefmed) sequential order. In particu-
lar, if two processes want to remove the same tuple, only one of them will succeed and
the unlucky one will block. These two properties make it possible to build distributed
data structures in TS. For example, a distributed array can be built out of tuples of the
form [name, index, value]. The value of element i of array A can be read into a local
integer variable x with a simple read operation:
read ("A", i, var X)
To assign a new value Y to element i, the current tuple representing A[i] is removed
first; then a tuple with the new value is generated:
in ("A", i, var void)
out ("A", i, Y)
To increment element i, the current tuple is removed from TS, its value is stored in a
temporary variable and the new value is computed and stored in a new tuple:
in("A", i, var tmp)
out ("A", i, tmp + 1)
If two processes simultaneously want to increment the same array element, the element
will indeed be incremented twice. Only one process will succeed in doing the in and
the other process will be blocked until the fIrst one has put the new value of A [i] back
intoTS.
In a distributed implementation of the Tuple Space, the run time system takes
care of the distribution of tuples among the processors. Several strategies are possible,
such as replicating the entire TS on all processors, hashing tuples onto specifIc proces-
sors, or storing a tuple on the processor that did the out operation [Gelemter 1985].
In contrast with interprocess communication accomplished through message
passing, communication through distributed data structures is anonymous. A process
reading a tuple from TS does not know, or care, which other process inserted the tuple.
Neither did the process executing an out on a tuple specify which process the tuple was
intended to be read by. This information could in principle be included in a distributed
data structure, for example by having sender and receiver fields as part of the struc-
ture, but it is not an inherent part of the model.
Shared logical variables
Another shared data model is the shared logical variable. Logical variables have the
"single-assignment" property. Initially, they are unbound, but once they receive a
value (by unifIcation) they cannot be changed. In §3.1.l we noted that this property
can cause conflicts between parallel processes sharing logical variables. Below, we
will show how such variables can be used as communication channels between
processes.
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As an example, assume the three goals of the conjunction
goal_l(X,Y), goal_2(X,Y), goal_3(X)
are solved in parallel by Processes PI, P2, and P3. The variable x (initially unbound) is
a communication channel between these processes. If any of them binds X to a value,
the other processes can use this value. Likewise, Y is a channel between PI and P2.
Processes synchronize by suspending on unbound variables. If Y is to be used to
send a message from PI to n, then n can suspend until Y is bound by Pl. There are
several ways to realize suspension on shared variables, but the general idea is to restrict
the rights of specific processes to generate bindings for variables (i.e., to unify them
with anything but an unbound variable). If a process wants to unify two terms, the
unification may need to generate a binding for some variables. If the process does not
have the right to bind one of these variables, the process suspends until some other pro-
cess that does have this right generates a binding for the variable. The first process can
then continue its unification of the two terms. Examples of mechanisms to restrict the
rights for binding variables are the read-only variables of Concurrent Prolog and the
mode declarations of PARLOG.
At first sight, shared logical variables seem to be capable of transferring only a
single message, as bindings cannot be undone. But in fact, the logical variable allows
many communication patterns to be expressed. The key idea is to bind a logical vari-
able to a term containing other (unbound) variables, which can be used as channels for
further communication. A logical variable is like a Genie from whom you can ask one
wish. What would you ask such a Genie? To have two more wishes! Then use one of
them, and iterate.*
This idea has been used to develop several programming techniques. For exam-
ple, a stream of messages between a producer and a consumer is created by having the
producer bind a shared variable to a list cell with two fields, head and tail. The head is,
bound to the message, and the tail is the new stream variable, used for subsequent com- .
munications (wishes). This is illustrated in Figure 3.2.
In Figure 3.2, the first call producer (1, 8) will cause 8 to be bound to [1181],
where 81 is an unbound variable. The next (recursive) call producer (2, 81) binds
81 to [4 I82] , where 82 is unbound. The call consumer (8) will cause the consumer
process to be blocked until 8 is bound by the producer. When 8 is bound to [11 S1 ]
the consumer wakes up, calls use (1), followed by the recursive call consumer (Sl).
The latter call blocks until 81 is bound to [4182], and so on.
Other techniques implementable with shared logical variables are bounded-
buffer streams [Takeuchi and Furukawa 1985], one-to-many streams, and incomplete
messages. An incomplete message contains variables that will be bound by the
receiver, thus returning reply values. The sender can wait for replies by suspending on
such a variable. Incomplete messages can be used to implement many different mes-
*This analogy was contributed by Ehud Shapiro.
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/* the consumer is not allowed to bind S */
mode producer(N?, S~), consumer (S?) •
producer(N, [XIXs)):- /* produce stream of squares */
X is N*N, N2 is N+l, producer (N2,Xs) .
consumer([XIXs)) :~
use(X), consumer (Xs) .
/* start consumer and producer in parallel */
main :- producer(l,S), consumer(S).
Fig. 3.2. Implementation of streams with shared logical variables.
sage protocols (e.g., remote procedures and rendezvous, discussed above) and to
dynamically set up communication channels between processes.
The shared logical variable model also has some disadvantages, as discussed by
Gelernter [Gelemter 1984]. Only a single process can append to a stream implemented
through logical variables (e.g., in Figure 3.2, only the producer can append to S).
Applications based on the client/server model, however, require multiple clients to send
messages to a single server (many-to-one communication). To implement this in a
parallel logic language, each client must have its own output stream. There are two
alternatives for structuring the server. First, the server. may use a separate input stream
for each client, and accept messages sent through each of these streams. This requires
the server to know the identities of all clients and thus imposes a limit on the number of
clients. The second alternative is to merge the output streams of all clients and present
it as a single input stream to the server. Such merge operations can be expressed in
parallel logic languages [Shapiro and Safra 1986], but Gelernter argues that the result-
ing programs are less clear and concise than similar programs in languages supporting
streams with multiple readers and writers.
3.2.3. Expressing and controlling nondeterminism
As discussed in the introduction of §3.2, the interaction patterns between processes are
not always deterministic, but sometimes depend on run-time conditions. For this rea-
son, models for expressing and controlling nondeterminism have been introduced.
Some communication primitives that we have already seen are nondeterministic. A
message received indirectly through a port, for example, may have been sent by any
process. Such primitives provide a way to express nondeterminism, but not to control
it. Most programming languages use a separate construct for controlling nondetermin-
ism. We will look at two such constructs: the select statement, used by many algo-
rithmic languages, and the guarded Horn clause, used by most parallel logic program-
ming languages. Both are based on the guarded command statement, introduced by
Dijkstra as a sequential control structure [Dijkstra 1975].
58 LANGUAGE SUPPORT FOR PROGRAMMING DISTRIBUTED SYSTEMS CHAP. 3
The select statement
A select statement consists of a list of guarded commands of the following fonn:
guard~ statements
The guard consists of a Boolean expression and some sort of "communication request."
The Boolean expression must be free of side effects, as it may be evaluated more than
once during the course of the select statement's execution. In CSP [Hoare 1978], for
example, a guard may contain an explicit receipt of a message from a specific process
P. Such a request may either succeed (if P has sent such a message); fail (if P has
already tenninated), or suspend (if P is still alive but has not sent the message yet).
The guard itself can either succeed, fail, or suspend: the guard succeeds if the expres-
sion is "true" and the request succeeds; the guard fails if the Boolean expression evalu-
ates to "false" or if the communication request fails; or the guard suspends if the
expression is "true" and the request suspends. The select statement as a whole blocks
until either all of its guards fail or some guards succeed. In the frrst case, the entire
select statement fails and has no effect. In the latter case, one succeeding guard is
chosen nondetenninistically and the corresponding statement part is executed.
In CSP, the select statement can be used to wait nondetenninistically for specific
messages from specific processes. The select statement contains a list of input requests
and allows individual requests to be enabled or disabled dynamically. For example, the
buffer process described above can interact with a consumer and a producer as shown
in Figure 3.3.
not full(buffer); producer?Depositltem(x) ~
add x to end ofbuffer;
[] not empty (buffer) ; consumer?AskForltem() ~
consumer!Sendltem(first item of buffer);
remove first item from buffer;
Fig. 3.3. A select statement in CSP used by a buffer process. The statement
consists of two guarded commands, separated by a "[J." The "1" is the input
(receive) operator. The "!" is the output (send) operator.
Communication takes place as soon as either (1) the buffer is not full and the
producer sends a message DepositItem, or (2) the buffer is not empty and the consu-
mer sends a message AskForItem. In the latter case the buffer process responds by
sending the item to the consumer.
CSP's select statement is asymmetric in that the guard in CSP can only contain
an input operator, not an output operator. Thus, a process P can only wait to receive
messages nondetenninistically; it cannot wait nondetenninistically until some other
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process is ready to accept a message from P. Output guards are excluded from most
languages, because they usually complicate the implementation. Languages that do
allow output guards include Joyce and Pascal-m.
Select statements can also be used for controlling nondeterminism other than
communication. Some languages allow a guard to contain a timeout instead of a com-
munication request. A guard containing a timeout of T seconds succeeds if no other
guard succeeds within T seconds. This mechanism sets a limit on the time a process
wants to wait for a message. Another use of select statements is to con~ol termination
of processes. In Concurrent C, a guard may consist of the keyword terminate. A pro-
cess that executes a select statement containing a terminate guard is willing to ter-
minate if all other guards fail or suspend. If all processes are willing to terminate, the
entire Concurrent C program terminates. Ada uses a similar mechanism to terminate
parts of a program. Roughly, if all processes created by the same process are willing to
terminate and the process that created them has fmished the execution of its statements,
all these processes are terminated. This mechanism presumes hierarchical processes.
A fmal note: select statements in most languages are urifair. In the CSP model,
for example, if several guards are successful, one of them is selected nondeterministi-
cally. No assumptions can be made about which guard is selected. Repeated execution
of the select statement may select the same guard over and over again, even if there are
other successful guards. An implementation may introduce a degree of fairness, by
assuring that a successful guard will be selected within a finite number of iterations, or
by giving guards equal chances. On the other hand, ~ implementation may evaluate
the guards sequentially and always choose the fust one yielding "true." The semantics
of select statements do not guarantee any degree of fairness, so programmers cannot
rely on it.
Proposals have been made for giving programmers explicit control over the
selection of succeeding guards. Silberschatz suggests a partial ordering of the guards
[Silberschatz 1984]. Elrad and Maymir-Ducharme propose prefixing every guarded
command with a compile-time constant called the preference control value [Elrad and
Maymir-Ducharme 1986]. If several guards succeed, the one with the highest prefer-
ence control value (i.e., priority) is chosen. If there are several guards with this value,
one of them is chosen nondeterministically. This feature is useful if some requests are
more urgent than others. For example, the buffer process may wish to give consumers
a higher priority than producers.
Guarded Horn clauses
Logic programs are inherently nondeterministic. In reducing a goal of a logic program,
there are often several clauses to choose from (see §3.I.l). Intuitively, the semantics of
logic programming prescribe that the underlying execution machinery must simply
choose the "right" clause, the one leading to a proof. This behavior is called don't
know nondeterminism. In sequential logic languages (e.g., Prolog), these semantics are
implemented using backtracking. At each choice point an arbitrary clause is chosen,
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and if it later turns out to be the wrong one, the system resets itself to the state before
the choice point and then tries another clause.
In a parallel execution model, several goals may be tried simultaneously. In this
model, backtracking is very complicated to implement. If a binding for a variable has
to be undone, all processes that have used this binding must backtrack too. Most paral-
lei logic programming languages therefore avoid backtracking altogether. Rather than
trying the clauses for a given predicate one by one and backtracking on failure, parallel
logic languages 1) search all these clauses in parallel and 2) do not allow any bindings
made during these parallel executions to be visible to the outside until one of the paral-
lel executions is committed to. This is called OR-parallelism. Unfortunately, this can-
not go on indefinitely, because the number of search paths worked on in parallel will
grow exponentially with the length of the proof.
A popular technique to control OR-parallelism is committed-choice nondetermin-
ism (or don't care nondeterminism), which nondeterministically selects one alternative
clause and discards the others. It is based on guarded Hom clauses of the form:
A :- G 1 ,•••, Gn 1B1 ,•••, Bm (n ~ 0, m ~ 0)
The conjunction of the goals G j is called the guard; the conjunction of the goals B j is
the body. Declaratively, the commit operator "I" is also a conjunction operator.
Just like the guards of a select statement, the guard of a guarded Hom clause can
either succeed, fail, or suspend. A guard suspends if it tries to bind a variable that it is
not allowed to bind, as explained in §3.2.2. If a goal with a predicate A is to be
reduced, the guards of all clauses for A are tried in parallel, until some guards succeed.
The reduction process then chooses one of these guards nondeterministically and com-
mits to its clause. It aborts execution of the other guards and executes the body of the
selected clause.
So far, this all looks much like the select statement, but there are some subtle
differences. A guard should not be allowed to affect its environment until it is selected.
Guards that are aborted should have no side effects at all. Precautions must be taken
against guards that try to bind variables in their environment. For example, consider
the following piece of code: '
A(X) : - G(X) I B(X) •
A(X) :- H(X) I C(X).
G(l) :- pel).
H(2) :- Q(2).
The guard G of the ftrst clause binds X to 1 and then calls P. Guard H of the second
clause binds X to 2 and calls Q. These bindings should not be made visible to the caller
of A until one of the guards G or H is committed to. PARLOG ensures this by using
mode-declarations to distinguish between input and output variables of a clause. The
compiler checks that guards (or any other goals in the body) do not bind input vari-
ables. If a guard binds an output variable, this binding is initially made to a temporary
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variable. When a clause is committed to, the bindings made by its guard are made per-
manent and the bindings generated by the other guards (to temporaries) are thrown
away. If a guard is ultimately not selected, it has no effect at all.
Concurrent Prolog, on the other hand, allows variables in the environment to be
changed before commitment. But the effects only become visible outside the clause if
the clause is committed to. The semantics and distributed implementation of commit-
ment in Concurrent Prolog are similar to those of atomic transactions [Taylor et al.
1987b].
For reasons of simplicity and ease of implementation, most of the recent effort in
parallel logic programming languages centers on their so-called "flat" subsets. In a flat
guarded Hom clause, guards are restricted to simple predefmed test predicates.
3.3. Partial failure
The final issue which must be addressed by languages for programming distributed sys-
tems is the potential for partial failure of the system. Distributed computing systems
have the potential advantages over centralized systems of higher reliability and availa-
bility. If some of the processors involved in a distributed computation crash, then, in
principle, the computation can still continue on the remaining processors, provided that
all vital information contained by the failing processors is also stored on some healthy
ones. Thus the system as a whole becomes more reliable. This principle of replication
of information can be used to increase the availability of the system. A system is said
to be fault tolerant if it still continues functioning properly in the face of processor
crashes, allowing distributed programs to continue their execution and allowing users
to keep on using the system.
In general, it is not an easy task to write programs that can survive processor
crashes and continue as if nothing had happened. The responsibility for achieving reli-
ability can be split up among the operating system, the language run time system, and
the programmer. Numerous research papers have been published about how operating
systems can support fault tolerance [leBlanc and Wilkes 1985; Powell and Presotto
1983]. In the following sections we will discuss how programming languages can con-
tribute their part.
3.3.1. Programming fault tolerance
The simplest approach to handling processor failures is to ignore them altogether. This
means that a single crash will cause the entire program to fail. Typically, processes
trying to interact with a sick processor will either be blocked forever or discover an
unexpected communication failure and terminate. A program running in parallel on
several processors has a higher chance of failing than its single processor counterpart
(although the shorter execution time of the parallel version may compensate a bit).
Still, as processor crashes are rare, for many applications this is not a problem.
The next simplest approach to implementing fault tolerance is to let the program-
mer do it. The operating system or language run time system can detect processor
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failures and return an error status to every process that wants to communicate with a
crashed processor. The programmer can write code to deal with this contingency. For
some programs, this approach is quite adequate.
In the Traveling Salesman Problem discussed in §2.3, for example, each proces-
sor repeatedly chooses an initial path for the salesman and computes the length of the
best full path that starts with the given partial path. If a processor crashes before
returning the result, all that need be done is to have another processor analyze the given
partial path. This simple scheme only works because the processor~ have no side
effects except for returning the length of the best full path. No harm is done if a certain
partial path is examined twice.
A possible improvement to this scheme is to let the language run time system
take care of repeating requests to do some work. Nelson has studied this approach in
the context of the Remote Procedure Call model [Nelson 1981]. If the run time system
detects that Processor P has crashed, P's processes are restarted, either on P or on
another processor. Furthermore, all outstanding RPCs to P are repeated.
As procedures can have side effects, it is important to specify accurately the
semantics of a call that may have been executed (entirely or partially) more than once.
Nelson gives a classification of these call semantics. The simplest case is a local pro-
cedure call (the caller and callee are on the same processor). If the processor does not
crash, the call is executed exactly once (exactly once semantics). If the processor does
crash, the run time system restarts all processes of the crashed processor, including the
caller and the callee of the procedure. The call will eventually be repeated, until it
succeeds without crashing. Clearly, the results of the last executed call are used by the
caller, although earlier (abandoned) calls may have had side effects that survived the
crash (e.g., changing a file in the processor's local disk). These semantics are called
last-one semantics.
For remote procedure calls, where the caller and callee are on different proces-
sors, the best that can be hoped for is to have the same semantics as for local calls,
which are exactly-once without crashes and last-one with crashes. The former is not
very hard to obtain, but achieving last-one semantics in the presence of crashes turns
out to be tricky, especially if more than two processors are involved. Suppose Proces-
sor PI calls Procedure f on Processor P2, which in tum calls Procedure g on Processor
P3. While P3 is working on g, P2 crashes. P2's processes will be restarted and PI's
call to f will be repeated. The second invocation will again call procedure g on P3.
Unfortunately, P3 does not know that P2 has crashed. P3 executes g twice and may
return the results in any order, possibly violating last-one semantics. The problem is
that, in a distributed environment, a crashed processor may still have outstanding calls
to other processors. Such calls are appropriately called orphans, because their parents
(callers) have died. To achieve last-one semantics, these orphans must be terminated
before restarting the crashed processes. This can be implemented either by waiting for
them to fmish or by tracking them down and killing them ("orphan extermination").
As this is not an easy job, other (weaker) semantics have been proposed for RPC.
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Last-oj-many semantics is obtained by neglecting orphans. It suffers from the problem
described above. An even weaker form is at-least-once semantics, which just guaran-
tees that the call is executed one or more times, but does not specify which results are
returned to the caller.
One key idea is still missing from our discussion. Procedure calls (local as well
as remote) can have side effects. If a call is executed many times (~ause of processor
crashes), its side effects also are executed many times. For side effects like increment-
ing a bank account stored in a data base, this may be highly undesiqlble (or highly
desirable, depending upon one's point of view). A mechanism is needed to specify that
a call either runs to completion or has no effects at all. This is where atomic trans-
actions come in.
3.3.2. Atomic transactions
A distributed program can be regarded as a set of parallel processes performing opera-
tions on data objects. Usually, a data object is managed by a single process, but other
processes can operate on the object indirectly (e.g., by issuing a remote procedure call
requesting the managing process to do the operation). In general, the effects of an
operation become visible immediately. Moreover, operations affecting objects on
secondary storage become permanent .once the operation has been performed. Some-
times this behavior is undesirable. Consider a program that transfers a sum of money
from one bank account (stored on disk) to another, by decreasing the first one and
increasing the second one. This simple approach has two dangers. First, if another
parallel process adds up all accounts in the data base while the frrst process is in the
middle ofits transaction, it may observe the new value of the first account and the old
value of the second, so it uses inconsistent values. Second, if the process doing the
transfer crashes immediately after decreasing the frrst account, it leaves the data base in
an inconsistent state. If it is restarted later, it may try to decrease the frrst account once
more.
A solution to these problems is to group operations together in atomic trans-
actions (also called atomic actions or simply transactions). A group of operations
(called a transaction) is atomic if it has both the property of indivisibility and of
recoverability. A transaction is indivisible if, viewed from the outside, it has no inter-
mediate states. For the outside world (i.e., all other transactions) it looks as if either all
or none of the operations have been executed. A transaction is recoverable if all
objects involved can be restored to their initial state if the transaction fails (e.g., due to
.a processor crash), so the transaction has no effect at all.
Recoverability can be achieved as follows. If a transaction contains an operation
that tries to change an object, the changes are not applied to the original object, but to a
new copy of the object, called a version. If the entire transaction fails (aborts), the new
versions are simply discarded. If the transaction succeeds, it commits to these new ver-
sions. All objects changed by the transaction retain the value of their new version.
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Furthennore, the latest value of each object is also placed on stable storage, which has
a very high chance of surviving processor crashes and is accessible by all processors.
Indivisibility can be trivially assured by executing all atomic transactions
sequentially. In our bank account example, we could deny other processes access to
the data base while the first process is doing the transfer. Unfortunately, this severely
limits parallelism and hence degrades perfonnance. A more efficient approach is to
synchronize processes by using fmer-grained locks. The process doing the transfer first
locks the two accounts. Other processes trying to access these twp accounts are
automatically suspended when they attempt to lock them.
Atomic transactions originated in the database world, but they are also used by
some programming languages, such as Argus and Aeolus. A programming language
can provide convenient abstractions for data objects and invocations of atomic trans-
actions. The language run time system can take care of many details, like locking and
version management. These issues will be discussed in Chapter 4.
3.3.3. Transparent fault tolerance
The mechanisms discussed above provide linguistic support for dealing with partial
failures. Some of the problems are solved by the operating system or the language run
time system, but programmers still have to do part of the work. This work has to be
done for every new application. Other systems relieve programmers from all worries,
by supporting fault tolerance in a fully transparent way.
Borg et al. describe a fault-tolerant message-passing system [Borg et al. 1983].
For each process, an inactive backup process is created on another processor. All mes-
sages sent to the primary process are also sent to its backup. The backup also counts
the messages sent by the primary process. If the primary processor crashes, the backup
process becomes active and starts repeating the primary process's computations.
Whenever it wants to receive a message, the backup process reads the next message
saved while the primary process was still alive. If the backup process needs to send a
message, it first checks if the primary process had already sent it, to avoid sending mes-
sages twice. During nonnal computations, the primary and backup processes periodi-
cally synchronize, to copy the entire state of the primary process (a checkpoint) to the
backup. The backup process then can forget all messages previous to the checkpoint.
This approach requires extra processors and will sometimes delay computation
while a checkpoint is being made. Strom and Yemini propose a different technique,
optimistic recovery, to be used in systems consisting of processes that interact only by
message passing [Strom and Yemini 1985b]. (This model is used in their language
NIL.) Their technique involves periodic checkpointing and logging of messages on
stable storage, rather than to a backup process. As a fundamental departure from
Borg's approach, these activities proceed asynchronously with the normal computa-
tions. This has the advantage that, if I/O bandwidth to stable storage is high enough,
the nonnal computation will not slow down. However, the technique requires some
bookkeeping overhead to allow a consistent system state to be restored after a crash.
4
LANGUAGES FOR PROGRAMMING
DISTRIBUTED SYSTEMS
In this chapter we will take a closer look at several languages that have been designed
for programming distributed systems. We will fIrst present a detailed survey of the
state-of-the-art in this area and then discuss to what extent existing languages meet the
goals listed in the Introduction of this thesis.
It is difficult to determine exactly how many languages for distributed program-
ming exist; we know of nearly 100 relevant languages, but there are probably many
more. We have selected a subset for closer study. These languages together are
representative of research in this area. We have chosen these languages to cover a
broad spectrum of ideas. While we have attempted to focus on languages that have
been well documented and cited in the literature, we fully admit that any selection of
this kind contains a certain amount of subjective choice. We include references to
languages not discussed in detail here.
We have organized the languages in a simple classifIcation scheme. First of all,
we distinguish between logically distributed and logically nondistributed languages, as
discussed in §1.4. In languages based on logical distribution, parallel computations
(e.g., processes) communicate by sending messages to each other. The address spaces
of different computations do not overlap, so the address space of the whole program is
distributed. In a logically nondistributed language, the parallel units have a logically
shared address space and communicate through data stored in the shared address space.
Note that this distinction is based on the logical model of the language; the presence of
logically shared data does not imply that physical shared memory is needed to imple-
ment the language. All languages described below that are based on logically shared
data have been implemented on distributed computing systems, that is, on computers
without shared primary memory.
The languages in the two categories are further partitioned into a number of
classes, based on their communication mechanisms. In the frrst category we include:
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synchronous message passing, asynchronous message passing, rendezvous, remote pro-
cedure call, multiple communication primitives, objects, and atomic transactions. In
the second category we distinguish between implicit communication through function-
results (used in parallel functional languages), shared logical variables (parallel logic
languages), and distributed data structures. The classification is illustrated in Figure
4.1.
distributed
address space
distributed
languages
shared
address space
Synchronous message passing
Asynchronous message passing
Rendezvous
Remote Procedure Call
Multiple primitives
Objects
Atomic transactions
Functionailanguages
Logic languages
Disttibuted data sttuetures
Fig. 4.1. Classification of languages for disttibuted programming.
In each of the following subsections we will discuss one class of languages.
Each subsection starts with a table containing several languages of that class together.
with references to papers on these languages. Each table corresponds with one specific'
leaf in the tree of Figure 4.1. We have selected at least one language from each table
for closer study. We describe the most distinctive features of the exalnple language(s),
and we discuss how it differs from other members of its class. We emphasize the
semantics, rather than the syntax. Our intention is to expose the new key ideas in the
language, not to provide a full language description.
For each language, we first provide background information on its design. Next,
we describe how parallelism is expressed in the language and how parallel units are
mapped onto processors (if the language addresses this issue). Subsequently, the com-
munication and synchronization primitives are discussed. If relevant, we also discuss
how the language deals with fault tolerance; several languages ignore this issue, how-
ever. Finally, we give information on implementations and user experiences with the
language. Issues like support for distributed debugging and commercial availability of
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language implementations are outside the scope of this survey and are therefore not dis-
cussed.
4.1. Languages with logically distributed address spaces
We will now discuss seven classes of languages with logically distributed address
spaces: languages supporting synchronous message passing, asynchronous message
passing, rendezvous, remote procedure calls, multiple communication primitives,
operation invocations on objects, and atomic transactions. Languages in the first two
classes provide point-to-point messages. Rendezvous-based languages support two-
way communication between senders and receivers. A remote procedure call also is a
two-way interaction, but its semantics are closer to a normal procedure call.
Languages in the fifth class use a variety of one-way and two-way (or even multi-way)
communication primitives. Object-based languages also support one or more of the
above primitives. Unlike other languages, communication is between objects rather
than processes. As objects encapsulate both data and behavior, these languages may
also be thought of as providing some form of data sharing. Finally, we discuss
languages based on atomic transactions; these languages are mainly intended for imple-
menting fault-tolerant applications.
4.1.1. Synchronous message passing
In 1978, Hoare wrote what was later to become a very influential paper, although it
described only a fragment of a language [Hoare 1978]., The language, called Commun-
icating Sequential Processes (CSP), generated some criticism [Kieburtz and Silber-
schatz 1979; Bernstein 1980] but also stimulated the design of many other languages
and systems (see Figure 4.2).
Joyce differs from the other languages of Figure 4.2 by supporting recursive
processes. The model proposed by Hoare consists of a fIXed number of sequential
processes that communicate only through synchronous message passing. Below, we
describe CSP in some detail and we discuss one of its descendants, occam.
CSP
CSP was designed by Hoare as a simple language that allows an efficient implementa-
tion on a variety of architectures [Hoare 1978, 1985]. We describe the original
language, outlined in [Hoare 1978]. The 1985 version has a clearer syntax and uses
named channels.
Parallelism. CSP provides a simple parallel command to create a fixed number
of parallel processes. A process consists of a name, local variables, and a sequence of
statements (body). CSP processes take no parameters and cannot be mapped onto
specific processors. An array of similar processes can be created, but their number
must be a compile-time constant. As a simple example of a parallel statement,
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Synchronous message passing
Language References
CCSP [Hull and Donnan 1986]
CSM [Zhongxiu and Xining 1987]
CSP [Hoare 1978]
CSP-S [pabliak and Badrinath 1984]
CSPS [Roman et al. 1987]
CSP/80 [Jazayeri et al. 1980]
ECSP [Baiardi et al. 1984]
GDPL [Ng and Li 1984]
Joyce [Brinch Hansen 1987]
LIMP [Hunt 1979]
occam [Inmos Ltd. 1984]
Pascal-m [Abramsky and Bornat 1983]
Pascal+CSP [Adamo 1982]
Planet [Crookes and Elder 1984]
RBCSP [Roper and Barter 1981]
Fig. 4.2. Languages based on synchronous message passing.
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[writer:: x: real; ... II reader(i:1..2):: ... ]
creates three processes, called "writer," "reader(l)," and "reader(2)." The writer has a
local variable x. The subscript variable i can be used within the body of the reader
processes.
Communication and synchronization. CSP processes may not communicate by
using global variables. All interprocess communication is done using synchronous
receive and send. The sending process specifies the name of the destination process,
and provides a value to be sent. The receiving process specifies the name of the source
process, and provides a variable to which the received value is assigned. A process
executing either a send or a receive is blocked until its parbler has executed the com-
plementary statement. For example:
[X:: Y ! 3 II Y:: n: integer; X ? n]
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In Process X's statement, the value 3 is sent to Y. In Process Y's statement, input is
read from Process X and stored in the local variable n. When both X and Y have exe-
cuted their statements, the one-way communication occurs. The net result is assigning
3 to n.
Both simple and structured data may be communicated (and assigned), as long as
the value sent is of the same type as the variable receiving it. The structured data can
be given a name (a constructor), such as pair in the following example:
[x:: Y ! pair(35,60) I I Y:: n,m: integer; X? Pair(n,m)]
An empty constructor may be used to synchronize two processes without transferring
any real data.
The alternative construction provides for nondeterminism in esp. It consists of
sets of guards followed by actions to be performed. The guards may contain Boolean
expressions and an input statement, as explained in §3.2.3. esp allows a process to
receive selectively, based on the availability of input and the name field (constructor)
of the incoming communication.
Implementation and experience. esp is essentially a paper design, but it has
influenced the design of several languages (see Figure 4.2) that have been implemented
and used, most notably the occam language.
Occam
Occam is modeled on Hoare's esp, and was designed for programming Inmos's Trans-
puter [Inmos Ltd. 1984; May 1983]. Occam is essentially the assembly language of the
Transputer. The language lacks features that have become standard in most modem
programming languages, such as data typing, recursive procedures, and modules.
Parallelism. There are three basic actions in occam: assignment, input, and out- .
put. Each action is considered to be a little process. Processes can be grouped together
in several ways to form more complex processes. Any process can be named by pre-
fIXing its defmition with the keyword PROC, followed by its name and a list of formal
parameters. When subsequently referenced, a new instance of the named process is
created, with the parameters specified in the reference. Both parallel and sequential
execution of a group of processes must be explicitly stated, by heading the group with a
PAR or SEQ, respectively.
Arrays of similar processes can be expressed in occam. In the construct
PARi=OFORn
process...
n parallel processes are created, each with a different value for i.
Occam provides a facility for assigning processes to processors. Parallel
processes may be prioritized by prefIXing the group with PRI PAR. The first process in
the group is given highest priority, the second, second highest priority, and so on.
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Communication and synchronization. Unlike CSP, parallel processes com-
municate indirectly through channels. A channel is a one-way link between two
processes. Channel communication is fully synchronous. Only one process may be
inputting from, and one outputting to, a channel at a given time. Channels are typed
and their names can be passed as parameters to PROC calls.
Occam provides an ALT construct, similar to CSP's alternative statement, to
express nondeterminism. The constituents of this construct can be prioritized. If input
is available on more than one channel, the one with the highest ~riority will be
accepted.
The current time can be read from an input-only channel declared as a TIMER.
A delay until a certain time can be made with the "WAIT AFrER t" construct. This
can be used as a constituent of an ALT construct, for example, to prevent a process
from hanging forever if no input is forthcoming.
Implementation and experience. The occam language was intended for use
with multiple interconnected Transputers, where a channel would be implemented as a
link between two Transputers [May and Shepherd 1984]. The Transputer implementa-
tion is quite efficient (e.g., a context switch takes a few microseconds). This efficiency
has been achieved by using a simple communication model (CSP), and by requiring the
number of processes and their storage.allocation to be determined during compile-time.
Occam has also been implemented on non-Transputer systems [Fisher 1986].
Occam is used extensively for applications like signal processing, image process-
ing, process control, simulation, and numerical analysis. A major criticism of the fust
version of occam is the inability to pass complex objects (e.g., arrays) as part of a sin-
gle message. Occam-2 has addressed this problem through the introduction of channel
protocols, which describe the type of objects that may be transferred across a channel
[Bums 1988]. The compiler (sometimes with the help of the run time system) checks
that the input and output operations on a channel are compatible with the channel pro-
tocol.
4.1.2. Asynchronous message passing
The synchronous message passing model proposed by Hoare and adapted by occam
prevents the sending process from continuing immediately after sending the message.
The sender must wait until the receiving process is willing to accept the message. This
design decision has a major impact on both the programming style and the implementa-
tion of a language. Several language designers have chosen to remove this restriction
and support asynchronous message passing, sometimes in addition to synchronous
message passing. Languages in this class are shown in Figure 4.3. We discuss NIL in
some more detail.
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Language References
AMPL [Dannenberg 1981; Milewski 1984]
CMAY [Bagrodia and Chandy 1985]
Concurrent C [Tsujino et aI. 1984]
CONIC [Kramer and Magee 1985; Sloman and Kramer 1987]
DPL-82 [Ericson 1982]
FRANK. [Graham 1985]
GYPSY [Ambler et aI. 1977]
LADY [Nehmer et aI. 1987]
MENYMNS [Koch and Maibaum 1982]
NIL [Strom and Yemini 1983]
ParMod [Eichholz 1987]
PeL [Lesser et aI. 1979]
Platon [Staunstrup 1982]
PLITS [Feldman 1979]
Port Language [Kerridge and Simpson 1986]
Pronet [LeBlanc and Maccabe 1982]
ZENO [Ball et aI.1979]
Fig. 4.3. Languages based on asynchronous message passing.
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NIL
NIL (Network Implementation Language) is a high-level language for the construction
of large, reliable, distributed software systems [Strom and Yemini 1983, 1984, 1985a,
1986]. NIL was designed by Robert Strom and Shaula Yemini at the IBM T.J. Watson
Research Center.
NIL is a secure language. Security implies that one program module cannot
affect the correctness of other modules (e.g., by a "wild store" through a bad pointer).
Security in NIL is based on an invention called the typestate [Strom and Yemini 1986].
A typestate is a compile-time property that captures both the type of a variable and its
state of initialization. In the following program fragment
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1. X,Y: INTEGER;
2 . if condition then X := 4; end if
3. Y:=X+3;
statement 3 is marked as illegal by the compiler, because variable X may not be initial-
ized at this point. X has the right type (integer) but the wrong state. The typestate
mechanism imposes some constraints on the structure of the programs (especially on
the control flow), but the designers claim that these constraints are not ,overly restric-
tive and usually lead to better structured code. Nll.. avoids features that would make
compile-time checking of typestates impossible. It does not provide explicit pointer
manipulation (it does provide a higher level construct for building general data struc-
tures) and it has an IPC model that disallows sharing of variables.
Parallelism. Parallelism in Nll.. is based on the so-called process model [Strom
et al. 1985; Strom 1986]. A Nll.. system consists of a network of dynamically created
processes that communicate only by message passing over communication channels.
In Nll.., a process is not only the unit of parallelism, but also the unit of modularity.
The division of a Nll.. program into processes should be based on software engineering
principles rather than on performance considerations. The mapping of processes onto
processors is considered to be an implementation issue, to be dealt with by the compiler
and run time system. This process model makes Nll.. conceptually simpler than other
languages that have separate mechanisms for parallelism and modularity (e.g., tasks
and packages in Ada).
Communication and synchronization. Configuration of the communication
paths between processes is done dynamically. A port in Nll.. is a queued communica-
tion channel. At any given instant, a port has one specific owner. Ownership of a port
can be transferred to another process, by passing the port as part of a message or by
passing the port as an initialization parameter to a newly created process. A process
can connect input ports and output ports owned by it.
Both synchronous and asynchronous communication are supported. A single
input port may be connected to several output ports, so there can be multiple pending
messages on an input port; these messages are queued. A guarded-command style
statement is provided for waiting for messages on any of a set of input ports.
Fault tolerance. Recovery from processor failures is intended to be handled
transparently by the Nll.. run time system, using the optimistic recovery technique dis-
cussed in §3.3.3.
Implementation and experience. A NIL compiler generating code for a unipro-
cessor (IBM 370) has been implemented. Research on distributed implementations has
focussed on transformation strategies, which optimize Nll.. programs for specific target
configurations [Strom and Yemini 1985a]. Nll.. has been used to implement a proto-
type communication system, consisting of several hundred modules [Strom and Yemini
1986]. The implementors found the typestate mechanism highly useful in integrating
this relatively large number of modules.
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4.1.3. Rendezvous
The rendezvous mechanism was frrst used in Ada and was later employed in some
other languages, as shown in Figure 4.4. We discuss Ada and Concurrent C below.
Rendezvous
Language References
Ada [Department of Defense 1983]
BNRPascal [Gammage et al. 1987]
Concurrent C [Gehani and Roome 1989]
MC [Rizk and Halsall 1987]
Fig. 4.4. Languages based on rendezvous.
Ada
The language Ada was designed on behalf of the Department of Defense by a team of
people led by Jean Ichbiah [Department of Defense 1983]. Since its first (preliminary)
definition appeared in 1979, Ada has been the subject of an avalanche of publications.
A substantial part of the discussion in these publications relates to parallel and distri-
buted programming in Ada (e.g., [Yemini 1982; Gehani 1984a; Mundie and Fisher
1986; Burns et al. 1987] ) and to the implementation of Ada's multitasking. Van
Katwijk reviews more than 30 papers of the latter category [Van Katwijk 1987].
Parallelism. Parallelism is based on sequential processes, called tasks in Ada.
Each task has a certain type, called its task type. A task consists of a specification part,
which describes how other tasks can communicate with it, and a body, which contains
its executable statements. Tasks can be created explicitly or can be declared, but in
neither case is it possible to pass any parameters to the new task. Limited control over
the local scheduling of tasks is given, by allowing a static priority to be assigned to task
types. There is no notation for mapping tasks onto processors.
Communication and synchronization. Tasks usually communicate through the
rendezvous mechanism. Tasks can also communicate through shared variables, but
updates of a shared variable by one task are not guaranteed to be immediately visible to
other tasks. An implementation that does not use shared memory can keep local copies
of shared variables and defer updates until tasks explicitly synchronize through a ren-
dezvous.
The rendezvous mechanism is based on entry declarations, entry calls, and accept
statements, as discussed in §3.2.1. Entry declarations are only allowed in the specifica-
tion part of a task. Accept statements for the entries appear in the body of the task.
They contain a formal parameter part similar to that of a procedure. It is not possible to
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accept an entry conditionally depending on the values of the actual parameters, or to
control the order in which outstanding requests are accepted. Gehani and Cargill show
that an array of entries with the same formal part (a so-calledfamity) can sometimes be
used instead of conditional acceptance, although in general this leads to polling
[Gehani and Cargill 1984].
A task can call an entry of another task by using an entry call statement, similar
to a procedure call statement. An entry call specifies the name of the task containing
the entry, as well as the entry name itself. Entry names cannot be used in expressions
(e.g., they cannot be passed around as parameters). A program can use apointer to an
explicitly created task as a name for that task. Pointers are more flexible than static
identifiers, but they cannot point to declared tasks or to entries.
Ada uses a select statement similar to CSP's alternative command for expressing
nondeterminism. Ada's select statement is actually used for three different purposes:
to select an entry call nondeterministically from a set of outstanding requests, to call an
entry conditionally (Le., only if the called task is ready to accept it immediately), and to
set a timeout on an entry call. So Ada essentially supports input guards and conditional
and timed entry calls, but not output guards.
Fault tolerance. Ada has an exception handling mechanism for dealing with
software failures, but the language definition does not address the issue of hardware
failures [Burns et al. 1987]. If the processor on which a task T executes crashes, an
implementation may (but need not) treat T like an aborted task (Le., a task that failed
because of software errors). If so, other tasks that try to communicate with T will
receive a taskinll-error exception and conclude that T is no longer alive; however,
they do not know the reason (hardware or software) why T died, so this support for
dealing with processor failures is very rudimentary.
Implementation and experience. Given the fact that DoD intends to have Ada
replace 300 or so other languages currently in use and that industry has also shown
some interest in Ada, the language probably will be used extensively. in the future.
Many implementations of Ada are now available and several million lines of Ada code
have already been written for uniprocessor applications [Myers 1987].
Burns et al. cite 18 papers addressing the issue of how to use Ada in a distributed
environment [Burns et al. 1987]. They also review many problems with parallel and
distributed programming in Ada. The synchronization mechanism receives a substan-
tial part of the criticism: only input guards (not output guards) are allowed in select
statements, entry calls are always serviced in FIFO order and cannot be accepted condi-
tionally, and it is not possible to assign priorities to alternatives of a select statement.
Distribution of programs among multiple processors is not addressed by the definition
of Ada, but is left to configuration tools.
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Concurrent C
Concurrent C extends the C language [Kernighan and Ritchie 1978] by adding support
for distributed programming. The language is being developed at AT&T Bell Labora-
tories, by Narain Gehani and colleagues [Gehani and Roome 1986, 1989]. Concurrent
C is based on Ada's rendezvous model, but its designers tried to avoid the problems
they observed in this model [Gehani and Roome 1988].
Parallelism. A process in Concurrent C has a specification part and a body, just
like tasks in Ada. The specification part consists of the process's name,_ a list of formal
parameters, and a list of transactions. (A transaction is Concurrent C's equivalent to
an Ada entry. It should not be confused with atomic transactions.) Processes are
created explicitly, using the create primitive, which can pass parameters to the created
process. The new process can be given a priority (which can later be changed by itself
or by other processes) and it can be assigned to a specific processor. The create primi-
tive returns an identifier for the new process instantiation. This value can be assigned
to a variable of the same process type, and can be passed around as a parameter. For
example:
process buffer pid;
pid = create buffer(lOO) priority (1) processor (3) ;
starts a process of type buffer on processor 3, giving it priority 1 and passing the
number 100 as a parameter to it. A reference to the process is returned in pid, which
might be passed to another process to use for subsequent communication with the
buffer process.
Communication and synchronization. Processes communicate through the ren-
dezvous mechanism. (Communication through shared variables is not forbidden, but
no special language support is provided for it, and it will only work correctly on
shared-memory machines.) A transaction in Concurrent C differs from an Ada entry in
that a transaction may return a value. In addition, Concurrent C supports asynchronous
transactions (equivalent to asynchronous message passing); such transactions may not
return a value [Gehani 1987].
Concurrent C supports a more powerful accept statement than Ada. Trans-
actions can be accepted conditionally, based on the values of their parameters. For
example: .
accept tname (a,b,c) suchthat (a < b) { ••• }
Only outstanding transaction calls for which the expression after the suchthat evalu-
ates to "true" will be accepted. The order of acceptance can be controlled using a by
clause:
accept tname(a,b,c) by (c) { ••• }
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Of all outstanding calls to transaction tname, the one with the lowest third parameter
will be accepted. The suchthat and by constructs may also be used in combination
with each other.
A transaction call is similar to a function call and can be used as part of an
expression (since transaction calls may return values). The transaction call specifies
the name of the called process along with the transaction name, and supplies actual
parameters. The process name can be any expression that yields a pr~ess identifier.
The transaction name is a static identifier. A specific transaction of a specific process
can be assigned to a transaction pointer variable, which can subsequently be used
instead of these two names in an indirect transaction call. With this mechanism, the
caller need not know the type or name of the called process.
The caller can specify the amount of time it is willing to wait for its request to be
carried out, using the following construct:
within N ? pid. tname (params) : expr
If process pid does not accept the tname transaction call within N seconds, the call is
canceled and the expression expr is evaluated instead. This construct is equivalent to
Ada's timed entry call, although with an entirely different syntax.
Nondeterminism is expressed through a select statement, similar to the one used
by Ada. Concurrent C's select statement is somewhat cleaner, because it is used only
for dealing with nondeterminism, not for timed or conditional transaction calls.
Fault tolerance. A fault tolerant version of Concurrent C (called Fr Concurrent
C) based on replication of processes has been designed [Cmelik. et al. 1987].
Implementation and experience. Concurrent. C has been implemented on a
uniprocessor, a group of executable-code-compatible machines connected by an Ether-
net, and a multiprocessor providing shared global memory [Cmelik. et al. 1988].
Concurrent C has been used in several nontrivial applications, such as a distri-
buted version of "make", a robot system, discrete event simulation, and a window
manager. The language is being merged with C+I- [Stroustrup 1986] to create a pro-
gramming language supporting both distributed programming and classes [Gehani and
Roome 1989].
4.1.4. Remote procedure call
Remote procedure call was first introduced by Brinch Hansen in his language Distri-
buted Processes (see below) and has been studied in more detail by Nelson and Birrell
[Nelson 1981; Birrell and Nelson 1984]. Remote procedures are also used in several
other languages, as shown in Figure 4.5. (Most languages based on atomic transactions
also use remote procedure calls; these are discussed in §4.1.7.)
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Language References
Cedar [Swinehart et al. 1985]
Concurrent CLU [Hamilton 1984; Cooper and Hamilton 1988]
Distributed Processes [Brinch Hansen 1978]
LYNX [Scott 1985, 1986, 1987; Scott and'Cox 1987]
pi" [Carpenter and Cailliau 1984]
Fig. 4.5. Languages based on Remote Procedure Call.
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Distributed Processes
Brinch Hansen's Distributed Processes [Brinch Hansen 1978] is the successor to Con-
current Pascal [Brinch Hansen 1975]. Like Concurrent Pascal, DP is oriented towards
real-time systems programming. Instead of Concurrent Pascal's monitor based com-
munication scheme, DP processes communicate using remote procedure calls.
Parallelism. In DP the number of processes is fIxed at compile time. The inten-
tion is that there be one processor dedicated to executing each process. Each process,
however, can contain several threads of control running in pseudo-parallel. A process
defInition contains an initial statement, which may be empty; this is the first thread. It
may continue forever, or it may fmish executing at some point, but in either case the
process itself continues to exist; DP processes never terminate. Additional threads are
initiated by calls from other processes. Arrays of processes may be declared. A pro-
cess can determine its array index using the built-in function this.
Communication and synchronization. DP processes communicate by calling
one another's common procedures. Such a call has the form:
call P. f (exprs, vars)
where P is the name of the called process and f is the name of a procedure declared by
P. The expressions are input parameters; the return values of the call are assigned to
the (output) variables.
The calling process (and all its threads) is blocked during the call. A new thread
of control is created within P. P's initial statement and the threads created to handle
remote calls execute as pseudo-parallel processes, scheduled non-preemptively. They
communicate through P's global variab~es and synchronize through guarded regions.
Like the select statement of CSP and Ada, a guarded region in DP is based on
Dijkstra's guarded command. A guarded region allows a thread to wait until one of a
number of guards (conditional expressions) is true. When a thread is blocked in a
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guarded region, other threads in its process can continue their execution. The guards
have access to the input parameters of the remote call and to the process's global vari-
ables. Since other threads can change the global variables, the guards are repeatedly
evaluated, until one or more of them is true. This is a major difference with the select
statement and makes the guarded region somewhat more powerful.
Two forms of guarded regions are supported by DP. The when statement non-
deterministically selects one true guard and executes the corresponding statement. The
cycle statement is an endless repetition of the when statement. .
Implementation and experience. DP is a paper design and has not been imple-
mented. An outline of a possible implementation is given in [Brinch Hansen 1978].
4.1.5. Multiple communication primitives
As can be seen from the previous sections, many different communication and syn-
chronization mechanisms exist, each with its own advantages and disadvantages. As
there is no general agreement on which primitive is best, some language designers have
taken the approach of providing a range of primitives, from which the programmer can
choose the one most suited to the application. In addition, programmers can experi-
ment with different primitives while still using the same language. An important issue
in the design of such a language is how to integrate all these primitives in a clean and
consistent way. Examples of languages in this class are shown in Figure 4.6. We dis-
cuss SR below.
Multiple communication primitives
Language References
Dislang [Li and Liu 1981]
Pascal-FC [Burns and Davies 1988]
StarMod [Cook 1980; LeBlanc and Cook 1983]
SR [Andrews 1981]
Fig. 4.6. Languages based on multiple communication primitives.
Synchronizing Resources
Synchronizing Resources (SR) was ~veloped by Gregory Andrews et al. at the
University of Arizona [Andrews 1981, 1982; Andrews and Olsson 1986; Andrews et
al. 1988]. SR is a language for programming distributed operating systems and appli-
cations. It is based on Modula, Pascal, and DP, and provides several models of inter-
process communication.
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Parallelism. An SR program consists of one or more resources. A resource is a
module run on one physical node (either a single processor or a shared-memory mul-
tiprocessor). Resources are dynamically created (parameters may be passed), and
optionally assigned to run on a specific machine. An identifier for the resource
instance is returned by the create command.
A resource can contain several processes, and these may share data. Synchroni-
zation among these processes is supported by the use of semaphores. Communication
with processes in other resources is restricted to operations, discu~sed below. A
resource may contain an initialization and a termination process. These are created and
run implicitly. A resource terminates when it is killed by the destroy command. A
program terminates when all its processes terminate or block.
Communication and synchronization. An SR operation definition looks like a
procedure defmition. Its implementation can either look like a procedure, or an entry
point. When implemented as a procedure, the operation is serviced by an implicitly
created process. When implemented as an entry point, it is serviced by an already run-
ning process in a rendezvous. The two types of implementation are transparent to the
invoker of the operation. On the invoker's side, an operation may be called asynchro-
nously using a send or synchronously using a call. A send blocks until the message
has been delivered to the remote machine; a call blocks until the operation has been
completed and any return values received. Several calls can be grouped in a parallel
call-statement, which terminates when all calls have been completed. The operation
and its resource instance must be named explicitly in the invocation. This is done using
the identifier for the resource returned by the create command.
By combining the two modes of servicing operations and the two modes of
invoking them, four types of interprocess communication can be expressed as follows:
call (synchr.) send (asynchr.)
entry (synchr.) rendezvous message passing
proc (asynchr.) RPC fork
SR uses a construct similar to the select statement to deal with nondeterminism.
The SR guarded command, or alternative has the following form:
entryyoint (params) and bool-expr by expr -+ statements
A guard may contain an entry point for an operation, a Boolean expression, and a prior-
ity expression. The two expressions can refer to the actual parameters of the operation.
An alternative is enabled if there is a ,pending invocation of the operation and the
Boolean expression evaluates to true. The expression in the by part is used for prioriti-
zation when there are several pending invocations of the same operation. If all Boolean
expressions are false, the process suspends,
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Fault tolerance. SR supports two rudimentary mechanisms for handling failures.
Exception handlers can be used to handle failures detected by the run time system. For
example, a handler attached to an operation invocation is called if the invocation fails.
A when-statement can be used to ask the run time system to monitor a certain source
(e.g., a process or processor) and to invoke a user-supplied operation if the source fails.
Implementation and experience. An implementation of SR on top of UNIX is
described in [Andrews et al. 1988]. It runs on collections of SUNs or VAXes and on
the Encore Multimax. SR has been used to implement a parallel Prolog-interpreter and
the file system of the Saguaro distributed operating system.
4.1.6. Object·based languages
The object-based approach to programming is becoming increasingly popular, not only
in the world of sequential programs, but also for building distributed applications. The
need for distributed objects arises when, for example, operating systems and distributed
problem solvers are modeled. Exploiting parallelism to speed up programs is usually
considered to be a secondary issue, to be dealt with by the language implementation.
In most parallel object"based or object-oriented* languages (see Figure 4.7),
parallelism is based on assigning a parallel process to each object, so objects become
active components. This method is used, for example, in the languages Concurrent-
Smalltalk, CLIX, Emerald, Hybrid, Ondine, POOL, Sloop, and in the actor languages
Act 1, Cantor, and CSSA. ConcurrentSmalltalk (based on Smalltalk-80) also supports
asynchronous message passing to further increase parallelism. Actor languages
[Hewitt 1977; Agha 1986] are related to object-oriented languages, but arrange objects
in dynamically changing hierarchies, rather than in static classes. Athas and Seitz dis-
cuss the usage of the actor language Cantor for programming [me-grain multicomput-
ers [Athas and Seitz 1988].
ABCLll uses asynchronous message passing and an explicit construct for send-
ing several messages simultaneously to different objects. Orient84/K is a multi-
paradigm language for programming knowledge based systems, integrating object-
oriented, logic, and parallel programming. OIL is the intermediate language for the
FAIM-l symbolic multiprocessor system. OIL integrates parallel, object-oriented,
logic, and procedural programming. Raddle is a language for the design of large distri-
buted systems. EPL is an object-based language based on Concurrent Euclid [Holt
1982]. EPL is used with the Eden distributed operating system. It influenced the
design of Emerald (discussed below) and Distributed Smalltalk, which is based on
Smalltalk-80.
'" As discussed in §3.1.1, we define a language to be object-oriented if it has inheritance, and object-
based if it suppons objects but lacks inheritance.
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Language References
ABCLll [Yonezawa et al. 1986]
Act 1 [Liebennan 1987]
ALPS [Vishnubhotia 1988]
Cantor [Athas and Seitz 1988]
CLIX [Hur and Chon 1987]
Cluster 86 [Lujun and Zhongxiu 1987]
ConcurrentSmalltalk [Yokote and Tokoro 1986, 1987a, 1987b]
CSSA [Nehmer etal. 1987]
Distributed Smalltalk [Bennett 1987]
Emerald [Black et al. 1986]
EPL [Black et al. 1984]
Hybrid [Nierstrasz 1987]
Mentat [Grimshaw and Liu 1987]
OIL [Davis and Robison 1985]
Ondine [Ogihara et al. '1986]
Orient84IK [Ishikawa and Tokoro 1987]
POOL [America 1987]
Raddle [Fonnan 1986]
SINA [Aksit and Tripathi 1988]
Sloop [Lucco 1987b]
Flg.4.7. Object-oriented, object-based, and actor languages.
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Emerald
Emerald is an object-based programming language for the implementation of distri-
buted applications. It was developed at the University of Washington by Andrew
Black and colleagues [Black et al. 1986, 1987; Hutchinson 1987; Jul et al. 1988; Jul
1988]. ,
Like Smalltalk-80, Emerald considers all entities to be objects. For the program-
mer, both a ftle accessible by many processes and a Boolean variable local to a single
process are objects. Objects can either be passive (data) or active. Unlike Smalltalk-
80, Emerald is a strongly typed language and has no classes or inheritance.
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Abstract types are used to define the interface to an object. An abstract type can
be implemented by any object supporting at least the operations specified in the inter-
face. The type system was designed to allow multiple implementations of the same
type to coexist; new implementations can be added to a running system. The program-
mer can supply different implementations, each tailored to a specific use. Alterna-
tively, the compiler can automatically generate different implementations from the
same source code, tailored for local objects or distributed objects.
Parallelism. Parallelism is based on the simultaneous execution of active
objects. Since objects in Emerald can be moved from one processor to another (as dis-
cussed below), the language essentially supports process migration. This is the most
flexible mapping strategy discussed in §3.1.2.
Communication and synchronization. An object consists of four parts: a name,
a representation, a set of operations, and an optional process. The name uniquely iden-
tifies the object within the distributed system. The representation contains the data of
the object. Objects communicate by invoking each other's operations. There can be
multiple active invocations within one object. The optional process runs in parallel
with all these invocations. The invocations and the data shared by these invocations
can be encapsulated in a monitor construct. The internal process can enter the monitor
by calling an operation of its own object. Within a distributed system, many objects
can run in parallel. Emerald provides the same semantics for local and remote invoca-
tions.
At any given time, an object is on a single processor, called its location. In gen-
eral, programmers do not have to worry about locations, because the semantics of
operation invocations are location independent. Some applications, however, are better
off when they can control the locations of objects. Two objects that communicate fre-
quently can be put on the same processor. Objects that are replicas of the same data
should be located on different processors, to reduce the chance of losing the data after a
processor crash. In Emerald, global objects can be moved from one processor to
another. Such a move may be initiated either by the compiler (using compile time
analysis) or by the programmer, using a few simple language primitives. One impor-
tant case is where an object is passed as a parameter in a remote operation. Every
access to the parameter object will result in an extra remote invocation. The obvious
solution is to pass a copy of the object as a parameter, but this changes the parameter
mechanism into call-by-value. For object-based languages, call-by-reference is more
natural. The solution in Emerald is to optimize such calls by first moving the parame-
ter object to the destination processor, then doing the call, and optionally moving the
object back. As this case occurs frequently, Emerald introduces a new parameter pass-
ing mode, called call-by-move, to accomplish this efficiently (i.e., with low message
passing overhead).
Implementation and experience. An important goal of a good implementation
of Emerald is to recognize simple operations on small objects and to treat them effi-
ciently. For example, an addition of two local integer variables is compiled to inline
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code. Local calls to objects that cannot move essentially take a local procedure call.
Global objects (which are allowed to move) are referenced indirectly through an object
descriptor, which either contains the address of the object if it is local, or tells where to
find the object in the distributed system. When an object moves to another processor,
the descriptors on its old and new locations are updated.
A prototype distributed implementation of Emerald has been built, running on
DEC MicroVAX IT and SUN workstations connected by Ethernet.
Emerald has been used to implement a mail system, a replicated ,name server, a
shared appointment calendar system, and several other applications [Jul et al. 1988].
4.1.7. Atomic transactions
Several languages that were specifically designed for building fault tolerant applica-
tions support atomic transactions in combination with remote procedure calls (see Fig-
ure 4.8).
Atomic transactions
Language References
Aeolus [Wilkes and LeBlanc 1986]
Argus [Liskov and Scheifler 1983]
Avalon [Detlefs et al. 1988]
Camelot Library [Bloch 1988]
Fig. 4.8. Languages based on atomic transactions.
Aeolus and Avalon are built on top of existing systems that already support
atomic transactions. Aeolus provides language support for the Clouds operating sys-
tem. Avalon is being implemented on top of the Camelot distributed transaction
management system. Camelot applications can also use the Camelot Library, which is
a collection of macros and subroutines embedded in the C language. The Camelot
Library takes care of many low level details of transaction and object management,
thus facilitating the implementation of Camelot servers and applications. This
approach avoids designing a totally new language, while providing higher level primi-
tives than traditional system calls.
A~~ ,
Argus [Liskov 1982; Liskov and Scheifler 1983; Liskov 1984, 1988; Weihl and Liskov
1985], being developed at M.lT. by Barbara Liskov and colleagues, is based on CLU
[Liskov et al. 1977] and Extended CLU [Liskov 1979]. It provides support for fault
tolerant distributed programming, in particular for applications requiring a high degree
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of reliability and availability, such as banking, airline reservation, and mail systems.
Its main features are guardians (modules which can survive crashes) and actions
(groups of atomic executions).
Parallelism. An Argus module, called a guardian, contains data objects and pro-
cedures for manipulating those objects. A guardian may contain background and
recover sections and may have several creator and handler procedures. A creator
procedure is run when an instance of the guardian is being made. The handler pro-
cedures are run on behalf of processes outside of the guardian. The re~over section is
executed when the guardian is started up again after a crash. The background section is
intended for doing periodic tasks and is run continually during the life of the guardian.
A guardian instance is created dynamically by a call to a creator procedure. A
creator may take parameters, and the guardian may be explicitly placed on a node:
g := GuardianType$create(params) @machineX
More than one process may be running in a guardian instance at a given time. If
the guardian contains a background section, a process is created to run it. In addition,
each time a call is made to one of the guardian's handlers, a process is created to run
the appropriate handler procedure. A guardian can terminate itself by executing the
terminate statement.
Parallelism results from simultaneous execution of guardians. Pseudo-
parallelism results from the implicit creation of a new process for each handler call
within a guardian. Pseudo-parallel execution can also be expressed using a coenter
statement. A coenter terminates when all its components have finished, and one com-
ponent may terminate the rest prematurely by transferring control out of the coeoter
statement.
Communication and synchronization. Processes running in the same guardian
instance can communicate using shared variables. Processes belonging to different
guardians, however, can only communicate using handler calls. A handler call is a
form of RPC, with arguments passed by value. Guardian and handler names may be
passed as parameters. Argus provides synchronization mechanisms at two levels: one
for pseudo-parallel processes, the other for parallel actions.
The mutex type provides mutually exclusive access to objects shared by
processes within a guardian. The seize construct delays a process until it can gain pos-
session of the given mutex object; the process gives up possession again when it fin-
ishes executing the seize body. The pause call can be m8de when a process encounters
a delay (such as an unavailable resource), and wants to give up the mutex object while
it suspends for a while.
In order to allow parallelism of a-ctions, while retaining their atomic semantics,
atomic objects are used, which are instances of atomic data types. Argus has some
built-in atomic types, and users can defme their own. The types of atomic objects
determine the amount of parallelism of actions permitted. r
Fault tolerance. Some of the guardian's objects may be declared as stable; they
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are kept on stable storage. If a node crashes, the guardian can be brought up again by
retrieving its stable objects from store and executing its recover section.
Argus supports two types of atomic executions: topactions and nested subactions
[Moss 1981]. Changes only become permanent (and stable objects written back to
stable storage) when a topaction commits. A subaction is indivisible, but its effects are
not made permanent until its toplevel action commits. If a toplevel action aborts, its
subactions have no effect at all. On the other hand, if a subaction aborts, its parent
action is not forced to abort. Nested subactions can be used for dealing with communi-
cation failures and for increasing parallelism. An action can also start ~p a new topac-
tion.
Implementation and experience. A UNIX-based implementation of Argus on a
collection of MicroVAX IT workstations is described in [Liskov et al. 1987].
One Argus application reported in the literature is a distributed collaborative
editing system (CES), which allows a group of co-authors to edit a shared document
[Greif et al. 1986]. A number of problems with the language design were identified
during this experiment. When an action aborts, for example, no user code is activated;
the run time system does all the processing automatically. In some cases, however, the
application also needs to do some processing after an abort (e.g., in CES an abort some-
times implies updating a screen). The implementors of CES reported that their task
would have been significantly simplified had Argus provided more explicit control
over action aborts and commits.
Another application implemented in Argus, a distributed mail repository, is
described by Day [Day 1987].
Aeolus
Aeolus is a systems programming language for implementing fault tolerant servers for
the Clouds distributed operating system. Aeolus provides abstractions for the Clouds
notions of objects, actions, and processes and it provides access to the recoverability
and synchronization features supported by Clouds. Both Clouds and Aeolus are being
developed at the Georgia Institute of Technology by Richard LeBlanc and colleagues
[LeBlanc and Wilkes 1985; Wilkes and LeBlanc 1986, 1988].
Parallelism. Aeolus is object-based in the sense that it supports data abstrac-
tions. Unlike in Emerald, however, objects in Aeolus are passive. Aeolus therefore
supports a process concept for providing parallel activity.
Communication and synchronization. Communication and synchronization in
Aeolus are expressed through operation invocations on objects, as discussed below.
Fault tolerance. We ftrst give a brief description of salient features of Clouds
related to fault-tolerance and then discuss how Aeolus supports these features. The
Clouds distributed operating system supports atomic transactions on objects. As in
Argus, actions can be nested. A Clouds object is a passive entity that encapsulates
data. The data of an object can only be manipulated by invoking operations (remote
procedures) dermed for the object. Objects are created dynamically. Each instance of
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an object type has its own state, consisting of the global variables used by the imple-
mentation of the operations. Objects may be replicated in order to increase availability
[Wilkes and LeBlanc 1988].
Clouds supports so-called recoverability and synchronization of objects.
Recoverability allows objects to survive processor crashes. Synchronization ensures
that parallel operation invocations are ordered such that they do not interfere with each
other. Both features can be handled automatically by the Clouds kernel, or can be cus-
tom programmed for higher efficiency, using semantic knowledge about the problem
being implemented. Automatic recovery is based on checkpointing the 'entire state of
the object, while custom recovery need only checkpoint those parts of the object state
that have been indicated by the programmer. Automatic synchronization allows multi-
ple read-operations to execute simultaneously, but serializes all operations that modify
any part of the object state.
Aeolus gives programming language support for Clouds objects and actions. An
object type in Aeolus consists of a definition part and an implementation part. The
former contains the name of the object type and the operations allowed on objects of
that type. It also specifies whether recovery should be done by the system, by the pro-
grammer, or not at all, and it may specify that synchronization is to be done automati-
cally. Programmed synchronization is based on critical sections (for mutual exclusion)
and on explicit locking using various lock types. The declaration of a lock type speci-
fies a number of modes, a compatibility relation between the nodes, and (optionally) a
domain of values to be locked, For example, a read-write lock type over me names of
14 characters can be declared as:
type rwlock ~Iock (read: [read], write: [])
domain is string(14)
This declaration introduces two modes: "read" and "write," and specifies that several
"read" locks on file names may be obtained, but that "write" locks are exclusive, as
they are compatible with no other mode. The usage of a domain allows a lock to be
separated from the data being locked.
The support provided by Aeolus for programming with actions is rather low-
level. The language provides direct access to the Clouds primitives. Programmers may
write their own action event handlers, procedures that are called when an action event
(such as commit or abort) happens.
Aeolus gives the programmer more flexibility than Argus for optimizing
recovery and synchronization. On the negative side, the many features thus introduced
make Aeolus a fairly complex language.
Implementation and experience. ,A compiler and ron time system for Aeolus
have been implemented. Aeolus has not yet been used for any major distributed appli-
cations.
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4.2. Languages with logically shared address spaces
We will now tum our attention from languages with logically distributed address
spaces to languages providing logically shared address spaces. In particular, we will
look at three subclasses: parallel functional languages, parallel logic languages, and
languages based on distributed data structures (see Figure 4.1). Languages based on
shared variables (e.g., Algol 68, Concurrent Pascal, and Mesa [Geschke et al. 1977] )
are not discussed here. They can (at least in principle) be implemented on a distributed
system, using techniques like shared virtual memory, but they were designed for
shared-memory multiprocessors. (For a detailed discussion of shared-variable
languages, we refer the reader to [Andrews and Schneider 1983]. )
4.2.1. Parallel functional languages
Pure functional languages are being studied in several parallel programming projects
(see Figure 4.9). The implicit parallelism in functional languages is especially suited
for architectures supporting fme-grain parallelism, such as dataflow machines; whereas
distributed computing systems in general employ more coarse-grained parallelism.
Nevertheless, functional languages can be used for programming distributed systems
by providing a mapping notation that efficiently distributes computations among pro-
cessors. This approach is taken by the language ParAlfl (discussed below).
Parallel Functional languages
Language References
Blaze [Mehrotra and Van Rosendale 1987]
Concurrent Lisp [Sugimoto et al. 1983]
FX-87 [Jouvelot and Gifford 1988]
Lisptalk [Li 1988a]
Multilisp [Halstead, Jr. 1985]
ParAlfl [Hudak 1986]
PML [Reppy 1988]
QLISP [Gabriel and McCarthy 1984; Goldman and Gabriel 1989]
Symmetric Lisp [Gelemter et al. 1987a, 1987b]
Fig. 4.9. Parallel functional languages.
Impure functional languages can also be based on functional parallelism, but they
require a mechanism for determining which expressions can be evaluated in parallel.
The language FX-87 uses an effect system for this purpose. An effect is a static
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description of the side-effects of an expression. The effect of a function can be speci-
fied by the programmer and checked by the compiler. The compiler uses the effect
information to do certain optimizations and to determine which expressions to evaluate
in parallel.
Multilisp, QLISP, and Concurrent Lisp are intended primarily for shared-
memory machines and would be less efficient on distributed systems. Blaze is a
Pascal-based language for parallel scientific programming that supports the functional
programming model. It uses functional parallelism as well as explicit parallelism
through a parallel loop-construct.
ParAlfl
ParAlfl [Hudak and Smith 1986; Hudak 1986, 1988] is a parallel functional language
developed by Paul Hudak at Yale University.
Parallelism. ParAlfl employs implicit, functional parallelism. Functional paral-
lelism is usually fme-grained, resulting in many small tasks that can be done in parallel.
As there may be far more parallel tasks than physical processors, ParAlfl uses a map-
ping notation to specify which expressions are to be evaluated on which processors.
An expression followed by the annotation $on proc will be evaluated on the processor
determined by the expression proc. This proc expression can be relative to the
currently executing processor. For example, if the expression
(f(x) $on ($self - 1)) + (g(y) $on ($self + 1))
is executed by Processor P, then Processor P-1 executes f (x), Processor P+1 executes
g (y) (in parallel), and Processor P itself performs the addition.
Communication and synchronization. Communication and synchronization
between parallel computations is implicit, so there is no need for explicit language con-
structs. A computation automatically blocks when it needs the result of another com-
putation that is not yet available.
The semantics of ParAlfl are based on lazy evaluation, which means that an
expression is not evaluated until its result is needed. In general, the programmer need."
not be concerned with the order in which computations are done. For efficiency rea-
sons, he or she may want to control the evaluation order, however. For this purpose,
ParAlfl supports eager expressions, which are evaluated before their results are needed,
and synchronizing expressions, which constrain the evaluation order.
ParAlfl programs are fully deterministic, provided that a few simple restrictions
on proc expressions are satisfied. This means that the results of such programs do not
depend on how the computations are distributed among the processors. In particular,
the results of a program will be the same whether executed on a uniprocessor or on a
parallel system.
Implementation and experience. ParAlfl has been implemented on the Encore
Multimax multiprocessor and on two distributed architectures (hypercubes): the Intel
iPSC and the NCube [Goldberg and Hudak 1986]. The language has been used for
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implementing several parallel algorithms, such as divide-and-conquer, linear equations,
and partial differential equations [Hudak 1986].
4.2.2. Parallel logic languages
Many of the underlying ideas of parallel* logic programming languages (see Figure
4.10) were introduced by Clark and Gregory for their Relational Language.
Parallel logic languages
Language References
BRAVE [Reynolds et al. 1988]
Concurrent Prolog [Shapiro 1987]
Delta Prolog [pereira et al. 1986]
Guarded Horn Clauses [Veda 1985]
Mandala [Ohki et al. 1987]
Oc [Takeuchi and Furukawa 1986]
PARLOG [Clark and Gregory 1986]
P-Prolog [Yang and Aiso 1986; Yang 1987]
Quty [Sato 1987]
Relational Language [Clark and Gregory 1981]
Vulcan [Kahn et al. 1986]
Fig. 4.10. Parallel logic languages.
Most parallel logic languages are based on AND/OR parallelism, shared logical
variables, and committed-choice nondeterminism. Examples are Concurrent Prolog
and Flat Concurrent Prolog (discussed below), PARLOG (also discussed below),
Guarded Hom Clauses (GHC), and Oc. P-Prolog is also based on shared logical vari-
ables, but uses a mechanism called exclusive guarded Horn clauses for controlling
OR-parallelism. For a nonnal guarded Hom clause, if several clauses for a given goal
have a guard that evaluates to "true," then one of them is chosen nondeterministically.
For an exclusive guarded Hom clause, however, the execution of the goal suspends,
until exactly one guard evaluates to "true." (Note that a guard that initially succeeds
can later fail, if one of the variables used by the guard gets bound.)
BRAVE is a parallel logic language that does not use committed-choice non-
*The logic programming community has adopted the tenn concurrent logic language rather than paral-
lei logic language; for consistency with the rest of this thesis we use the latter tenn, however.
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detenninism, but supports true OR-parallelism. Mandala combines object-oriented and
logic programming. Quty combines functional and logic programming.
Delta Prolog is significantly different from the languages mentioned above. It is
based on message passing rather than shared logical variables, it uses only AND-
parallelism, and it suppOrts Prolog's completeness of search by using distributed back-
tracking.
Concurrent Prolog .
Concurrent Prolog was designed by Ehud Shapiro of the Weizmann Institute of Science
in Rehovot, Israel [Shapiro 1983, 1986, 1987]. Concurrent Prolog uses many of the
ideas proposed by Clark and Gregory for their Relational Language. Shapiro and his
group, however, have developed several new programming techniques for languages
like Concurrent Prolog.
Parallelism. Parallelism in Concurrent Prolog comes from the _AND-parallel
evaluation of the goals of a conjunction and from the OR-parallel evaluatioI). of the
guards of a guarded Hom clause. There is no sequential AND-operator, so every goal
of a conjunction creates a new parallel process. The textual ordering of the goals has
no semantic significance. A mapping notation has been designed for assigning
processes to processors, as discussed in §3.1.2.
Communication and synchronization. Parallel processes communicate through
shared logical variables. Synchronization is based on suspension on read-only vari-
ables. A variable is marked as read-only by suffixing it with a "?" Unification of two
tenns suspends if an attempt is made to instantiate a read-only variable. Thus Con-
current Prolog extends the unification algorithm of Prolog [Robinson 1965] with a test
for read-only variables.
Concurrent Prolog uses guarded Hom clauses to deal with nondetenninism.
There is no restriction on the kinds of goals that may appear in a guard, so a guard may
create other AND-parallel processes. As these processes may invoke new guards, this
may lead to a system of arbitrarily nested guards. This creates a problem, as only the
guard of the clause that is committed to may have side effects. Therefore, a new··
environment is created for every guard of a guarded Hom clause, containing the bind-
ings made by that guard. On commitment, the environment of the chosen guard is uni-
fied with the goal being solved. The environments of all other guards are discarded.
Maintenance of these separate environments is difficult to implement, even on a single
processor machine. The need for environments has been eliminated in a subsequent
language, called Flat Concurrent Prolog (FCP) [Mierowsky et al. 1985]. In FCP,
guards may only contain a predefmed set of predicates, rather than user defmed predi-
cates, so nesting of guards is ruled out. ,This also virtually eliminates OR-parallelism,
but a method has been designed to compile OR-parallel programs into AND-parallel
programs [Codish and Shapiro 1986].
Implementation and experience. A uniprocessor implementation of Flat Con-
current Prolog exists for several types of UNIX machines [Houri and Shapiro 1986].
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The implementation supports the Logix programming environment and operating sys-
tem [Silverman et al. 1986]. The novelty in the implementation is its efficient support
for the creation, suspension, activation, and termination of lightweight processes. The
performance is comparable to conventional uniprocessor Prolog implementations.
A distributed implementation of FCP was developed for the Intel iPSC hyper-
cube [Taylor et al. 1987b]. The key concepts in the implementation are data distribu-
tion by demand-driven structure copying and the use of a specialized two-phase locking
protocol to implement FCP's atomic unification. .
Several applications have been written in Concurrent Prolog. [Shapiro 1987]
contains separate papers on Concurrent Prolog implementations of systolic algorithms,
the Maxflow problem (determining the maximum flow through a network), region
fmding in a self intersecting polygon, image processing, the Logix system, a distributed
window system, a public-key system, an equation solver, a compiler for FCP, and a
hardware simulator. Most experiences reported are quite positive; actual performance
measurements are absent in nearly all papers.
Several programming techniques have been developed that can be used for sys-
tems and application programming in Concurrent Prolog. Streams, bounded buffers,
and incomplete messages were mentioned in §3.2.2. Streams and merging of streams
can be expressed in Concurrent Prolog [Shapiro and Mierowsky 1984; Shapiro and
Safra 1986]. The "short-circuit" technique implements distributed termination detec-
tion. "Meta-programming" and "meta-interpreters" are studied in [Safra and Shapiro
1986]. Systolic programming is a well known techniq~e for executing numerical algo-
rithms in parallel on special purpose hardware [Kung 1982]. Shapiro [Shapiro 1984]
shows that systolic algorithms can also be expressed in Concurrent Prolog, so they can
be run on general purpose hardware. Concurrent Prolog can also be used for object-
oriented programming [Shapiro and Takeuchi 1983]. Kahn et al. have designed a
preprocessor language for Concurrent Prolog (called Vulcan), which allows object-
oriented programs to be written with less verbosity [Kahn et al. 1986].
PARLOG
PARLOG is a parallel logic programming language being developed at Imperial Col-
lege, London, by Keith Clark and Steve Gregory [Clark and Gregory 1985, 1986;
Foster et al. 1986; Gregory' 1987; Ringwood 1988; Clark 1988]. It is a descendant of
IC-PROLOG [Clark et al. 1982] and the Relational Language [Clark and Gregory
1981]. Like Concurrent Prolog, PARLOG is based on AND/OR parallelism and
committed-choice nondeterminism. The main innovation introduced by the language is
the use of mode declarations to control synchronization.
Parallelism. PARLOG uses AND/OR parallelism that can be controlled by the
programmer. There are two different conjunction operators: "," evaluates both con-
juncts in parallelr "&" evaluates them sequentially (left to right). The clauses for a
relation can either be separated by a "." or by a ";" operator. In finding a matching
clause for a goal, all clauses separated by a "." are tried in parallel (OR-parallelism).
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Clauses after a ";" are only tried if all clauses before the separator do not match. In the
example below
1. A ~ (B & C), (D & E);
2. A ~ F, G.
3. A ~ H & J.
Clause 1 is tried first, by doing" (B & C)" and "(D & E)" in parallel. If Clause 1
fails, Clauses 2 and 3 are tried in parallel. F and G are evaluated in parallel, but H and
J are done sequentially.
The presence of sequential AND/OR operators requires the implementation to
determine when a group of parallel processes has terminated, which is not a trivial task
in a distributed environment. For example, in "B & C," all the processes created by B
must have terminated before C is started. This additional complexity is the main rea-
son why Concurrent Prolog supports only the parallel operators.
Communication and synchronization. Processes communicate through shared
logical variables and synchronize by suspending on unbound shared variables. PAR-
LOG has a mechanism for specifying which processes may generate a binding for a
variable. For every relation, a mode declaration must be given that specifies which
arguments are input and which are output. For example, the declaration
mode append(list1?, list2?, appended-list A ).
defmes the first two arguments to the append relation to be input and the third one to
be output. An actual argument appearing in an input position will only be used for
input matching. If unification of the argument with the corresponding term in the head
can only succeed by binding a variable appearing in the input argument, then the unifi-
cation will suspend. The unification will be resumed when some other process gen-
erates a binding for the variable. After commitment, any actual argument appearing in
an output position is unified with the output argument in the head of the clause.
PARLOG uses three specialized unification primitives for input matching, equal-
ity testing, and output unification. In contrast, Concurrent Prolog has a general unifica-
tion algorithm, which also has to take care of read-only variables.
Like Concurrent Prolog, PARLOG uses guarded Hom clauses for nondetermin-
ism. A guard in PARLOG may test any input variables and bind local variables of the
clause, but it may not bind variables passed in an input argument. This.is checked at
compile time, using mode declarations. If a guard tries to bind an output variable, the
actual binding is established only after commitment. Unlike Concurrent Prolog, no
environments need be maintained.
Implementation and experience, The compiler can use the information in a
mode declaration to increase efficiency. A sequential implementation of PARLOG is
described in [Foster et al. 1986]. The compiler first compiles PARLOG programs into
a subset called Kernel PARLOG, in which all unifications are performed by explicit
unification operators. Kernel PARLOG programs are subsequently compiled to code
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for an abstract machine, called the Sequential PARLOG Machine (SPM), which is
emulated on a real machine.
A distributed implementation of PARLOG on a network of SUNs is described in
[Foster 1988]. The implementation uses some of the ideas of the distributed FCP
implementation (see above), but differs in supporting distributed termination and
deadlock detection. Also, as PARLOG does not have atomic unification, distributed
unification is implemented without using a two-phase locking protocol.
PARLOG has been used for discrete event simulation, the specification and
verification of communication protocols, a medical diagnosis expert system, and
natural language parsing [Gregory 1987; Clark 1988].
4.2.3. Distributed data structures
Distributed data structures are used in Linda (discussed below), SDL, and Tuple Space
Smalltalk (see Figure 4.11).
Distributed data structures
Language References
Linda [Ahuja et al. 1986]
SDL [Roman et al. 1988]
Tuple Space Smalltalk [Matsuoka and Kawai 1988]
Fig. 4.11. Languages based on distributed data structures.
Linda
Linda is being developed by David Gelernter and colleagues at Yale University
[Gelernter 1985; Ahuja et al. 1986; Carriero et al. 1986; Carriero and Gelernter 1989].
Linda is not based on shared variables or message passing, but uses a novel communi-
cation mechanism: the Tuple Space. It supports (but does not enforce) a programming
methodology based on distributed data structures and replicated workers. The goal of
this methodology is to release the programmer from thinking in terms of parallel com-
putations and simultaneous events, hence making parallel programming conceptually
similar to sequential programming.
Parallelism. Linda provides a simple primitive (called eval) to create a sequen-
tial process.'" Linda does not have a notation for mapping processes to processors.
With the replicated worker style (discus~d below) there is no need for such a notation,
as each processor executes a single process.
>I< An earlier version of Linda provided constructs for parallel execution of a group of statements. We
describe the current version here, which is based on C.
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Communication and synchronization. Linda's underlying communication
model, the Tuple Space, was discussed in §3.2.2. Processes communicate by inserting
new tuples into Tuple Space and by reading or removing existing tuples. Processes
synchronize by waiting for tuples to be available, using blocking read and in opera-
tions.
Traditional communication primitives (e.g., message passing and remote pro-
cedures) can be simulated using operations on Tuple Space [Gelernter 1985], so algo-
rithms that split up the work among several communicating processes c~ be expressed
in Linda. Alternatively, Linda programs can use the so-called replicated worker style
[Ahuja et al. 1986]. Such a program consists of P identical (replicated) worker
processes, one for each processor. The work to do is stored in a distributed data struc-
ture, which is implemented in Tuple Space and is accessible by all worker processes.
Each process repeatedly takes some work from the data structure, performs it, puts
back the results into the data structure, and possibly generates some more work. All
workers essentially perform the same kind of task, until all work is done. The workers
are loosely coupled; they only interact indirectly through the data structure. This
model is claimed to have several advantages [Carriero et al. 1986]. In principle, any
number of processors can be used (including just one). Also, the work is automatically
and fairly distributed among the workers. Finally, process management is easy, as
there usually is only one process per processor.
Fault tolerance. A fault tolerant network kernel for Linda, based on replication
of the Tuple Space, has been designed by Xu [Xu 1988].
Implementation and experience. Implementations exist for running Linda pro-
grams on Bell Labs' SlNet [Carriero and Gelernter 1986], an Ethernet based Micro-
VAX network, the iPSC hypercube [Gelernter and Carriero 1986; Bjornson et al.
1989], the Encore Multimax, the Sequent Balance, and other configurations. Different
implementation strategies are discussed in [Carriero 1987].
A hardware coprocessor has been designed by Venkatesh Krishnaswamy that
supports Linda communication patterns and tuple matching [Ahuja et al. 1988].
Several (on the order of thousands) nodes, consisting of some CPU and the Linda·
coprocessor, can be arranged into a grid using this new hardware to form a highly
parallel Linda Machine.
One of Linda's main goals is to achieve high speedups for real-life problems.
Applications for which Linda programs have been written include DNA-sequence com-
parison, database search, VLSI simulation, heuristic monitoring, the Traveling Sales-
man problem, parameter sensitivity analysis, ray tracing, numerical problems
[Gelernter and Carriero 1988], and a distributed backtracking package [Kaashoek et al.
1989a]
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4.3. Evaluation
In this Chapter we described a number of languages designed for distributed program-
ming. We will now elaborate on these languages and see whether they meet the goals
listed in the Introduction of this thesis.
We fIrst discuss the issues directly related to distributed programming: parallel-
ism, communication and synchronization, and fault tolerance. Next, we look at the
integration of sequential and distributed constructs and at two general programming
language design issues: complexity and type security. Finally, we d;iscuss the effI-
ciency of several distributed languages.
4.3.1. Parallelism
One important decision in the design of a language for distributed programming is how
to express parallelism, in other words, what to use as the unit of parallelism. In §3.1,
we surveyed a spectrum of parallel units, including processes, objects, statements,
expressions, and clauses. We will now examine this spectrum in more detail. Most
languages reviewed above use sequential processes for expressing parallelism, but we
will look at the alternative constructs rust.
Parallel statements
Parallel statements are used in only a few languages (e.g., occam), as they give little
support for the structuring of large parallel programs. Moreover, as Andrews and
Schneider [Andrews and Schneider 1983] point out, they are less powerful than parallel
processes and they usually create only a fIxed number of parallel units.*
Objects
From a parallel programming point of view, processes and objects are not very dif-
ferent. No doubt, object-oriented programming is a highly important research area and
using objects for expressing parallelism does reduce the number of concepts in the
language, but it does not by itself solve any problems. Designers of object-oriented
parallel languages are faced with exactly the same design choices as designers of other-
kinds of parallel languages [Carriero and Gelernter 1989]. The choice between syn-
chronous and asynchronous message passing, for example, is important to both pro-
cedural and object-oriented languages. Asynchronous message passing has been added
to Concurrent C-a procedural language-as well as POOL-an object-oriented
language-both of which were originally designed to use synchronous rendezvous only
[Gehani 1987; America 1988]. The decision whether to use objects as units of parallel-
ism should probably be based on software engineering reasons, rather than on parallel
programming considerations.
*Andrews and Sclmeider state that .... cobegin as defined in any existing language, can be used only to
activate a fixed number of processes," This claim seems to be incorrect, however, as Algol 68-one of
the languages they cite as using cobegins-allows a dynamic number of processes to be created by using
recursive procedures.
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Expressions
Declarative (functional and logic) languages are frequently claimed to be more suitable
for parallel execution than imperative languages. Declarative languages specify what
has to be computed, whereas imperative languages focus on how a result is to be com-
puted through a sequence of simple actions. Imperative languages therefore over-
specify the order in which computations are to be performed. A tremendous amount of
research has been done on how to use functional and logic languages for parallel pro-
gramming.
Functional languages have been used for programming dataflow architectures,
which give hardware support for managing many short parallel computations [Arvind
and Nikhil 1988]. Distributed systems, on the other hand, are less suitable for execut-
ing short computations, because the overhead in creating, scheduling, and synchroniz-
ing parallel tasks will far outweigh the gains of parallelism. In other words, the grain
of the parallelism is too fme.
Communication overhead can be decreased by using some sort of mapping nota-
tion for combining multiple fine-grain units into large-grain units. Such a notation was
described in §4.2.l for ParAlfl. Even with such a notation, however, communication
overhead still may be too high.
Hudak has implemented a parallel matrix multiplication program written in
ParAlfl on a shared-memory multiprocessor (the Encore Multimax) and a distributed
computing system (the Intel iPSC hypercube) [Hudak 1988]. As matrix multiplication
is easy to parallelize, the multiprocessor implementation achieves almost linear
speedup. The distributed implementation has a poor speedup, however, due to com-
munication overheads. Currently, functional parallelism seems unsuitable for distri-
buted systems, although the increase of network speeds may make it more attractive in
the future.
Clauses
The main representatives of parallel logic languages are Concurrent Prolog and PAR-
LOG. A major disadvantage of these languages (and other parallel logic languages'
using committed-choice nondeterminism) is the fact that they give up Prolog's com-
pleteness of search. Consider, for example, the following set of Concurrent Prolog
clauses:
a . gl b.
a g2 c.
gl.
g2.
c.
The conjunction "g2 and c" is true, so the goal "a" logically should succeed (recall that
"I" is logically equivalent to "and"). As the two alternatives for "a" are tried in parallel
and both their guards (gl and g2) succeed, however, the system may commit to gl and
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forget about g2. As the goal "b" cannot be proven, the first clause will subsequently
fail. Hence no solution will be found, although logically a solution does exist. The
programmer must ensure that, at the time of commitment, either the right clause is
selected, or no clause resulting in a proof exists. To achieve this, the guards can be
extended to include "b" and "c":
a :- gl , b I .
a :- g2 , c I
This technique should not be used indiscriminately, however, because it restricts the
effective parallelism. Any bindings to variables are not made known to the caller of
"a" until commitment, so in the new scheme the caller will have to wait longer for
these values to be available. This implies that, in general, guards should be kept as
small as possible.
Operationally, there are good reasons for using committed-choice nondetermin-
ism, but the resulting loss of Prolog's completeness of search conceptually is unappeal-
ing. Several alternative approaches have been suggested for introducing parallelism
into logic languages while preserving completeness. Delta Prolog, for example, uses
AND-parallelism in combination with message passing. The language supports
Prolog's completeness of search by using distributed backtracking on failure of a
clause. Unfortunately, this is very hard to implement efficiently, as the communication
overhead is high.
Logic languages have a high potential for p~elism and are highly interesting
research vehicles. It is not clear yet, however, whether this potential can be realized in
an efficient way without compromising one of the main advantages of the sequential
logic programming model-eompleteness of search. The problem is fairly fundamen-
tal. Completeness of search is implemented by backtracking, but in a parallel environ-
ment, backtracking is highly inefficient.
Processes
As stated before, processes are favored by most designers of distributed languages, as
they are more coarse-grained than the alternative constructs. Below, we look at several
important issues related to processes.
One important design issue is how processes are created. Languages like CSP
and DP require the number of processes to be a compile-time constant. Although this
makes assignment of processes to processors easier, it requires the programmer to
know in advance how many processes to use. In Amoeba, for example, all users share
a large pool of processors, so the number of processors that can be allocated to a certain
application depends on the current load,of the system. This number is not known until
the application gets executed. It would be highly inefficient to recompile a program
each time before it is executed. It is therefore more flexible to create processes dynam-
ically through some sort of create language construct.
Preferably, the create construct should allow parameters to be passed to the
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newly created process. This is supported, for example, by Concurrent C. Ada allows
processes to be created dynamically, but it is not possible to pass any parameters to
them. Instead, parameters should be sent using explicit communication. This has been
criticized by Yemini [Yemini 1982], who shows that the absence of parameters may
cause serial bottlenecks if thousands of processes have to be created at once. Although
there are solutions to this problem [Burns et al. 1987] it seems more practical to use the
Concurrent C approach and allow processes to have parameters. Moreover, allowing
parameters to be passed to procedures and entries but not to proces~s is not very
orthogonal.
Another important issue is how to assign processes to physical processors. This
issue is referred to as mapping. Some of the languages discussed above (e.g., Nil.. and
Ada) ignore the mapping issue or leave it to the implementation. This means that the
programmer can only specify which computations may logically be executed in paral-
lel. For high-performance applications, however, programmers want to benefit from
physical parallelism, so they also need to specify on which processors the parallel com-
putations are to be executed. A better approach therefore is to allow the programmer to
control this mapping. In languages like Concurrent C, SR, and Argus, processes can be
assigned to specific processors when they are forked off. Each processor is identified
by a unique number. In Concurrent C,for example, the following statement
create slave (12, 50) processor (3) ;
creates a new process slave on Processor 3. In this way, the programmer can specify
which processes should be run on which processor.
In some cases, the programmer may even want to worry about the physical inter-
connection structure of the communications network. On a fast-generation hypercube,
for example, sending a message to a neighboring node is much cheaper than sending
the same message to a processor that is several hops away. If two processes communi-
cate frequently, one may assign them to two neighboring nodes, so they can run physi-
cally in parallel while communication overhead is kept low.
If processors are numbered systematically, such assignments can be expressed iiJ.
a language by allowing the processor part of the create statement to contain arbitrary
expressions. ParAlfl is one example of a language supporting such a notation. As
communications networks become more homogeneous, however, the need for complex
mapping notations that take the network structure into account becomes less urgent.
Current hypercubes use special UO processors for forwarding messages through the
network, so the latency time of a message hardly depends on the number of hops it has
to go [Athas and Seitz 1988].
Linda avoids mapping notations altogether, by using the replicated worker style.
With this model, one basically executes a single worker process on each available pro-
cessor. The language only requires the underlying run time system or operating system
to schedule different processes on different processors.
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4.3.2. Communication and synchronization
The second issue related to distributed programming is the design of the interprocess
communication (IPC) mechanism. The two oldest paradigms for IPC in parallel
languages are shared variables and message passing. Shared variables were already
used decades ago for the construction of operating systems for uniprocessors. Such
systems were frequently designed as collections of pseudo-parallel processes that com-
municate through shared variables. Message passing was already used in the RC4000
operating system [Brinch Hansen 1973], and was later introduced, by Hoare as a
language construct [Hoare 1978]
Simple shared variables are hardly ever used as IPC mechanism for distributed
programming. Several recent IPC mechanisms, however, provide some form of shared
data that can be implemented efficiently without using physical shared memory. Such
primitives are based on logically shared data. Below, we will first look at communica-
tion based on message passing. Subsequently we will consider alternative models that
are based on logically shared data.
Communication through message passing.
Probably the most controversial issue related to message passing is whether communi-
cation should be synchronous or asynchronous. Synchronous mechanisms, such as
synchronous point-to-point messages, rendezvous, and remote procedure call, are
claimed to be easier to program [Tanenbaum and Van Renesse 1985]. On the other
hand, they force the sender to wait until the receiver, has accepted the message. For
applications that aim at achieving high speedups this may be a severe limitation. In
principle, this problem can be solved by somehow simulating asynchronous message
passing, for example by introducing "agent" processes between the sender and receiver
[Bums et al. 1987] or by making the sender multi-threaded (see §2.3.2 and §2.4.2).
This causes some overhead, however, as the extra threads have to be created and
scheduled. Moreover, it makes the structure of the program more complicated. It is
significant that several languages exist that were originally designed to use synchro-
nous message passing exclusively, but that were at a later stage (on requests from
users) extended with asynchronous primitives (e.g., Concurrent C [Gehani 1987] and
POOL [America 1988]). So in practice synchronous message passing seems to be too
restrictive.
Another important issue is the expressive power of the IPC mechanism. As dis-
cussed in §3.2, sometimes a process wants to control which messages to accept from
which processes. One way of doing this is to use a nondeterministic language con-
struct, for example the select statement. This construct allows a process to wait for an
incoming message that satisfies some cpnditions (guards).
According to Bloom [Bloom 1979], the following information may be useful in
guard expressions:
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1. The type of the message,
2. The order in which messages arrive,
3. The parameters of the message,
4. The state of the receiver.
Ada, for example, has several major shortcomings in this area, as shown by Gehani and
Roome [Gehani and Roome 1988] and Bums et al. [Burns et al. 1987]. In Ada, it is
very hard to write servers that need any of the following features:
• Give preference to a certain type of request (e.g., give priority to read
operations over write operations in a data base),
• Serve requests of the same type in any but FIFO order,
• Serve requests of different types in order of their arrival,
• Accept a request conditionally, based on information in the request,
These problems are due to the restrictions of the Ada synchronization mechanism men-
tioned in §4.1.3: entry calls are always serviced in FIFO order; the guards in a select
statement may not reference the actual parameters of the entry call; no priorities can be
associated with different alternatives of a select statement.
Nondeterministic constructs increase the expressive power of the synchroniza-
tion mechanism, but they also have their disadvantages. First, they make the imple-
mentation of the language more complicated. More significant, nondeterministic pr0-
grams are notoriously hard to test and debug, because the output of such programs is
not fully determined by their inputs [Tai and Carver 1988]. Different runs of the same
program with the same input may result in different outputs. Usually, such behavior is
caused by a synchronization error in the program. As such errors cannot be easily
reproduced, they are very hard to repair; this is one of the reasons why distributed pro-
gramming in such languages is harder than sequential programming.
Communication through logically shared data
The main problem with the message passing model is the fact that applications cannot
easily use global state information. In Chapter 2 we discussed two applications requir-
ing global data-branch-and-bound and alpha-beta search-and showed how these
could be implemented using RPC-a form of message passing- by simulating shared
data. If global data could have been used, however, implementing these algorithms
would have been much simpler.
In Chapter 3 we discussed two communication primitives based on logically
shared data: the Tuple Space, used in Linda, and the shared logical variable, used in
languages like Concurrent Prolog and PARLOG. Below, we will take a closer look at
these primitives.
The frrst example of logically shared data is Linda's Tuple Space. The Tuple
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Space model has simple and clean semantics. In particular, mutual exclusion synchron-
ization for access to tuples is done automatically.
Some problems with the Tuple Space model are discussed in [Kaashoek et al.
1989a]. One problem is the variety of ways for representing a given data structure in
Tuple Space. A 10K bit-vector, for example, can be stored in any of the following
ways:
• As 10K single-bit tuples,
• As a single 10K-bit tuple,
• Any combination in between these two extremes (e.g., 32 tuples of
320 bits each).
Each representation calls for a different locking scheme and allows different amounts
of parallelism.
The first case allows the most parallelism, as all bits of the bit vector can be read
or written simultaneously. On the other hand, synchronizing access to the shared data
structure must be done carefully. To invert several bits of a bit vector in one indivisible
action, the programmer must write code for locking the bit vector (or the individual
bits); the Tuple Space model itself only synchronizes operations on single tuples. Also,
the overhead of having many small tuples will be high.
In the second case-one 10K tuple-synchronization is easy but parallelism is
limited. Moreover, changing a single bit of the bit vector will be expensive, as there is
no assignment operator for changing tuples in Tuple Space. Instead, the 10K tuple first
has to be copied into a local data structure (using the in operation); next, the local data
structure must be changed and stored back in a new tuple (using out). (A clever optim-
izing compiler might be able to recognize such patterns and avoid copying tuples in
some cases, but this has not been implemented yet.)
Sometimes, the third case-an intermediate form-may be most suitable,
although it is a rather ad hoc solution. It reduces the overhead to acceptable propor-
tions while still allowing a high degree of parallelism. As a disadvantage, the program-
mer still has to take care of locking, as in the first case.
Another important issue is the overhead in execution- and communication-time
of the Tuple Space operations. As all tuples can be accessed by all processors, com-
munication overhead potentially is high. But even if the tuple being accessed is stored
locally, there is still the execution-time overhead of searching the tuple in local
memory, because tuples are referenced associatively rather than by address.
The designers of Linda have paid considerable attention to this issue, however,
and have come up with implementations of Tuple Space that have quite acceptable per-
formances. The communication overh~ad is reduced by carefully distributing (i.e.,
replicating and partitioning) Tuple Space among the local memories of the processors.
The costs of associative addressing are decreased through compile-time optimization
techniques [Carriero 1987].
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Still, operations on Tuple Space are significantly more expensive than operations
on local variables. If shared data are accessed very frequently, it may be necessary to
maintain copies of the data in local variables (outside Tuple Space). In the Traveling
Salesman Problem, for example, processes need to read the value of the shared variable
minimum very frequently (see §2.3). To implement TSP efficiently in Linda, one has
to store a local copy of this variable on every processor [Bjornson et al. 1988]. The
burden of updating the copies lies in the hands of the programmer.
We will now tum our attention to another primitive based on 199ically shared
data: the shared logical variable. In §3.2.2 we described how several communication
patterns can be expressed using shared logical variables despite the single-assignment
property of such variables. On the other hand, the shared logical variable also has its
problems. Although it is possible to implement shared data structures like streams and
queues using shared logical variables, only a single process can add elements to such
data structures [Gelernter 1984]. In the producer/consumer example of §3.2.2, only
one producer can append elements to the shared stream. If there are multiple produc-
ers, each one should have its own output stream. All these output streams should then
be merged and fed into the consumer. Although merging of streams can be expressed
in parallel logic languages [Shapiro and Safra 1986], the easy solutions merge only a
statically fixed number of streams; for many parallel programming problems, however,
this is unacceptable.
4.3.3. Fault tolerance
The third issue related to distributed programming is fault tolerance. In principle, dis-
tributed applications can survive hardware failures because of the partial failure pro-
perty of distributed architectures. Achieving this goal, however, is far from easy. As
discussed in §3.3, there are three different ways for obtaining fault tolerance: letting the
programmer solve all the problems; providing language constructs (atomic trans-
actions) for dealing with partial failures; or letting the language implementation make
failures transparent.
Before discussing these three approaches in tum, we note that, in this thesis, we
are mainly interested in running high-performance, parallel applications on distributed
systems. Unlike, say, a distributed banking system, such applications do not have fault
tolerance as main objective. Rather, fault tolerance is considered to be a convenient
property that makes such applications easier to use. The main reason for distributing
high-performance applications is to achieve speedup through parallelism, so fault toler-
ance should not be achieved at the cost of a significant decrease in speed. Therefore,
the costs of the fault tolerance mechanisms will be central to our discussion.
SEC. 4.3 Evaluation 103
Programming fault tolerance
As far as the language designer is concerned, the easiest way for achieving fault toler-
ance is to let the programmer do it. In general, the language need only supply a
mechanism for detecting processor failures. One way of doing this is to return an error
status to every process that tries to communicate with a crashed processor. Another
way is to let the programmer defme an error handling routine that gets called automati-
cally when some process or processor crashes (e.g., the exception handling facility of
SRandAda). .
The applications described in Chapter 2 can easily be made fault tolerant without
using any further support from a language. These applications were modeled as a mas-
ter process that repeatedly hands out work to side-effect free slave processes. If a slave
fails, the master simply retransmits the work to another slave.
Not every application can be structured in such a way, however. Consider, for
example, the parallel sorting algorithm of Horiguchi and Shigei [Horiguchi and Shigei
1986]. With their algorithm, each of the P processors first takes NIP data elements and
sorts them. Next, the processors repeatedly exchange some of their elements with their
left and right neighbors and merge the new elements with the elements they had sorted
already. This iterative process continues until the leftmost processor contains the NIP
lowest numbers, the second processor contains the next NIP numbers, and so on. If one
of the processors crashes during the merge phase, chaos will result, because the
numbers currently stored on that processor are lost. Recovering from failures in such
applications will require a lot of work from the programmer.
Although the exception handling approach to fault tolerance is easy to understand
and involves little overhead, it is too low level to be of general use. Programmers fre-
quently will not be prepared to write significant amounts of extra code for making
applications fault tolerant.
Atomic transactions
Another approach to fault tolerance is to provide powerful language constructs that
make it easier to deal with failures. The atomic transaction is by far the most important
language construct that has been proposed for this purpose.
An atomic transaction consists of multiple actions; either all of the actions of a
transaction are executed, or none of them are. In the distributed sorting example
described above, one might consider grouping together all exchange operations of the
same iteration into one atomic transaction. If the data elements are also stored on
stable storage, it will probably be relatively easy to make this application fault tolerant.
On the other hand, the costs of doing this may be prohibitively high.
The actual costs of atomic transactions depend on the underlying language imple-
mentation. For one language based on atomic transactions, Argus, performance figures
of an implementation are reported in the literature [Liskov et al. 1987]. The costs of
committing a transaction are several hundreds of milliseconds, depending on the
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number of processes involved in the transaction. Roughly, a transaction is one or two
orders of magnitude more expensive than a remote procedure call. Also, the overhead
of locking is substantial. If a write lock on an object is required, the object first has to
be copied (i.e., a new version of it is created). For large objects (e.g., an array of 1000
elements), this may take well over a millisecond. All these overhead costs may be
quite acceptable for applications like distributed banking, but for parallel sorting they
would be far too high.
Transparent fault tolerance
The third approach to fault tolerance, hiding processor failures from the programmer,
has been used by only a few languages. As the language implementation does not have
any knowledge about the application, it cannot distinguish between those processes (or
data) that are vital to the application and those that are less important. Consequently,
the implementation will have to take gross measures and treat every process or piece of
data as being important. The overhead of such a scheme may be very high.
For NIL, a technique called optimistic recovery has been developed [Strom and
Yemini 1985b]. This technique, which is based on checkpointing of processes and
replaying of logged messages, makes processor failures fully transparent. Unfor-
tunately, no measurements of its performance are reported in the literature.
A somewhat more conservative approach is taken by Concurrent C [Cmelik et al.
1987]. In a recent extension of this language (called Fault Tolerant Concurrent C), the
programmer may request certain processes to be replicated, as in:
create master (parameters) copies (3) ;
The programmer must also assure that all replicas of the same process behave in the
same way. Usually, it is sufficient to let each replica execute the same code. Apart
from this, the programmer need not be aware of the presence of replicated processes.
Whenever a request is sent to a replicated process, the run time system automatically
sends it to all replicas of the process. If a replicated process calls an entry of another
process, each replica will issue the entry call. Only the ftrst of these entry calls is actu-
ally executed by the called process; the run time system discards all other calls. If a
replicated process contains a select statement, the run time system makes sure all repli-
cas select the same alternative.
The price paid for adding fault tolerance in this way is determined by two fac-
tors. First, a process that is replicated N times will need N physical processors, rather
than 1. As processors are a scarce resource, fewer processors will be available for
doing real work. If a parallel program shows linear speedup, for example, replicating
each process on two processors will cost a factor two in speed. Second, the communi-
cation overhead of the replicated processes is nontrivial. An entry call to a replicated
process must be sent to each replica. Moreover, a distributed consensus protocol
among the copies of the same process is needed for dealing with the problems of outgo-
ing entry calls and select statements. All in all, the price of fault tolerance will be high.
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4.3.4. Integration of sequential and distributed programming
Above, we discussed issues related directly to distributed programming. We will now
turn our attention to more general programming language design issues. First of all we
will look at the integration of language constructs for distributed programming with
other, sequential, constructs. As we will show, several of the languages discussed
above have shortcomings in this area.
Many languages for parallel or distributed programming are designed as exten-
sions to existing sequential languages or models. In this way, programmers only have
to learn a few new primitives and can continue using their favorite language. Except
for Cobol, virtually every sequential language X of some importance has a parallel
extension, usually called "Concurrent X." The disadvantage of this approach is also
clear: language constructs designed for sequential programs are not necessarily suitable
for distributed programming.
Some language designers have worked the other way around, starting with a dis-
tributed model and extending it with sequential language constructs. Again, there is
room for conflicts between sequential and parallel constructs, as we will see. Below,
we will give specific examples of this friction between sequential and distributed pro-
gramming.
If a sequential language is extended with support for parallel or distributed pro-
gramming, one would like the extensions to fit well with the existing constructs. The
parameter mechanism in a send or fork primitive, for example, should be similar-if
not the same-to the parameter mechanism already used for procedures. Many sequen-
tial languages have a parameter mechanism that is totany unsuitable for this purpose,
however. In the C language, for example, data structures like arrays are passed by
reference (Le., by passing a pointer to the array as actual parameter). Similarly, if a
procedure has to change one of its parameters, a pointer to a variable is supplied. In a
distributed implementation, this causes severe problems, because pointers are only
meaningful within a single machine.
Several distributed languages that are based on C suffer from this problem. In
Concurrent C, one cannot pass arrays as part of an entry call (transaction) or fork;
also, entries cannot have output parameters as in Ada. In ClLinda (Linda embedded in
C) the array problem is addressed through a so-called LINDA-BLOCK data type,
which represents a linear sequence of machine words. With this feature, the program-
mer can put any data structure in a tuple, although he or she frrst has to write explicit
code for converting between the data structure format and the linear representation.
Undoubtedly, the LINDA-BLOCK feature is useful, but it is far from elegant. More-
over, it will take a nontrivial amount of programming to put a complex data structure
(e.g., a graph) in a tuple.
Even if the parameter mechanism' is designed with distributed programming in
mind, there still may be other sources of problems. Ada, for example, uses approxi-
mately copy-in/copy-out semantics, which can be used for procedures as well as
entries. (Recall that processes in Ada do not take parameters.) The Ada reference
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manual states that "The parameter modes defmed for parameters of the formal part of
an entry declaration are the same as for a subprogram declaration and have the same
meaning" (Section 9.5 of [Department of Defense 1983]). It is convenient to define
the semantics in such a concise way, but unfortunately this rule totally ignores the
problem of passing a pointer variable as an argument to an entry. In a sequential
language like Pascal it is no problem to pass pointers as arguments to procedures. Pass-
ing a pointer to a local data structure as an argument of a remote entry call, however, is
very hard to implement without shared memory. Stammers calls this problem the "cen-
tral heap assumption" of Ada [Stammers 1985]. The problem is clearly' inherited from
the underlying Pascal storage model.
The central heap problem in Ada could be solved by disallowing entry call
parameters to contain pointers. This would mean that, for example, arrays could be
passed as parameters-because they are built-in data types-while linked lists built out
of pointers could not. Other solutions, such as performing pointer dereferences at the
caller's machine or copying the part of the heap reachable from the pointer argument,
are equally unattractive, however.
A fmal example of a problem inherited from a sequential language is the global
variable. Most procedural languages support variables that can be accessed directly in
all (or many) procedures of a program. If such a language is extended to distributed
programming, these procedures may be executed by different processors, so the global
variables would automatically become shared' variables. If the underlying hardware
lacks shared memory, however, shared variables are hard to implement; at the very
least, they need special run time support.
One example of this phenomenon is Concurrent C. In the distributed implemen-
tation of this language, each physical processor has its own instance of each global
variable. The instance is shared among the processes on that machine [Cmelik et al.
1988]. If a process on one processor changes a global variable X, the instance of X on
other processors is not affected. In a shared-memory implementation of Concurrent C,
on the other hand, X would be put in the global memory and be shared among all
processes in the system. So the semantics of a Concurrent C program depend on
whether the program is executed on a distributed system or a multiprocessor, a highly
undesirable result.
Occam is an example of a language based on a distributed model rather than
being an extension to a sequential language. The underlying model of occam is.
Hoare's Communicating Sequential Processes. Occam was designed as a highly effi-
cient language based on CSP. Efficiency has been achieved in occam by sacrificing
some flexibility. Most notably, the process structure of the model is fully static.
Although this has some disadvantages (~e §4.3.l), one might be willing to live with it,
as it makes the implementation more efficient. Occam, however, also puts severe res-
trictions on the usage of procedures, in order to keep the number of processes deter-
minable at compile time. In particular, procedures are not allowed to be recursive. So
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occam lacks a feature that most people (except BASIC hackers) would say is very
important to sequential programming.
It seems that the proper way of designing a language for distributed program-
ming is to deal with the distributed and sequential mechanisms simultaneously. This
has been done with reasonable success, for example, in the design of SR.
4.3.5. Complexity of the language design
Any designer of a programming language, whether sequential or distributed, should
aim at minimizing the complexity of the language and at keeping the semantics clean
and simple. These issues are of great concern to both the implementors and the users
of the language. Still, there are many examples of languages that fail to achieve these
goals [Hoare 1981].
Of the distributed languages discussed above, Ada has the questionable honor of
receiving the most criticism for being too big. According to Wichman, Ada could not
be cut down in size significantly, because each feature is needed by at least some of the
applications Ada was intended for [Wichmann 1984]. Strom et al. have argued, how-
ever, that significant simplifications are possible by combining multiple features into a
single language construct [Strom et al. 1985]. In particular, they suggest using a single
model, the process model, for dealing with modularity, parallelism, and naming.
With respect to complexity, the Ada tasking model certainly is not inferior to the
rest of the language. Burns et al. need three pages of complicated state transition
diagrams just to give a rough overview of how the ta~g model may be implemented
[Bums et al. 1987]. They describe 17 different states for Ada tasks and use 34 possible
transitions between these states. This complexity is due to the large number of features
the tasking model has to support, such as exception handling, process abortion, condi-
tional entry calls, timed entry calls, and collaborative termination.
Some of the other languages described in this chapter also strike as being more
complex than necessary. Aeolus, for example, supports a large variety of low level
features for optimizing recovery and synchronization. Occam started out as a very sim-
ple language, omitting features that are not absolutely necessary. Its successor,
occam 2, is already much more complex [Burns 1988]. For example, occam 2 contains
a whole sublanguage for. describing channel protocols, which just optimize the
transmission of data structures over a Transputer link. SR is another fairly big
language, but this is due to its design objective of supporting multiple communication
primitives. Its designers managed to keep the number of language features within
acceptable limits, by using a highly orthogonal approach. In contrast with the above
languages, Linda sets an example in simplicity; its Tuple Space model essentially uses
only four primitives, which are very easy ~ understand.
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4.3.6. Type security
The concept of type security is defmed in §1.5.1. Security implies that all violations of
the language rules should be detected, either by the compiler or by the run time system.
Many frequently used languages (e.g., C) or their implementations violate this principle
and allow errors to cause an arbitrary amount of havoc, before generating a core dump.
This applies especially to array bound errors and to flaws in dynamic storage manage-
ment. According to Hoare, "In any respectable branch of engineering, failure to
observe such elementary precautions would have long been against ~e law" [Hoare
1981].
For distributed programming, security is even more important than for sequential
programming. First, distributed programs are hard to debug even if a clear error mes-
sage is produced, because such programs usually are nondeterministic. Second, an
undetected error in one process may affect the correctness of other processes that run in
the same address space. In Concurrent C, for instance, all processes ex_ecuting on the
same machine share one address space [Cmelik et al. 1988]. As C is not a type-secure
language, a process can accidentally change the local variables of any other process on
the same machine. Such errors are very hard to trace.
Several of the languages described above use insecure constructs. Concurrent C
and C/Linda are based on C and are therefore insecure. Ada addresses the issue of
security up to a certain point (e.g., array bound checking), but it also has insecure con-
structs (e.g., unchecked type conversion or storage deallocation). In fact. the language
reference manual reserves the term "erroneous execution" for denoting conditions that
violate the language rules but that need not be detected by the implementation. The
reference manual states that "The effect of erroneous execution is unpredictable." Nll..
is an example of a secure language; security in Nll.. is realized through the typestate
concept.
4.3.7. Efficiency considerations
As we intend to use distributed hardware for speeding up programs, the efficiency of
the language being used is an important issue. Unfortunately, it is very hard to make a
fair comparison of the relative efficiencies of the languages, as many different
hardware configurations have been used for implementing them. Moreover, several
languages have not actually been implemented on distributed hardware yet. For those
that have been implemented, actual performance data are frequently omitted in research
papers on the language.
The costs of the language primitives critically depend on the hardware being
used. Most languages are implemented on top of an existing operating system, so their
costs also depend on the efficiency of the operating system. The most important factor
is the time needed for sending a message reliably from one processor to another. For
comparison, Amoeba currently claims to be the fastest distributed operating system
around; it uses 1.4 msec for doing an RPC (with one integer argument) between two
SUN-3/50s [Van Renesse et al. 1988].
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Perfonnance figures for a distributed implementation of Concurrent C on a col-
lection of VAX. lln80s connected by an Ethernet are given in [Cmelik et al. 1988].
The implementation uses the socket streams provided by BSD 4.2 UNIX for interpro-
cess communication. The cost of a Concurrent C remote operation with one argument
and one return value is reported to be 31 msec, which is quite slow compared to
Amoeba's 1.4 msec. A local Concurrent C transaction in a uniprocessor implementa-
tion takes 270 j.lsec. The performance could probably be improved by implementing
transactions directly on the hardware, rather than on UNIX.
The most efficient distributed version of Linda is the S/Net implementation [Car-
riero and Gelernter 1986; Carriero 1987]. The S/Net is a multicomputer consisting of
MC68000 processors connected by an 80Mbit/second bus that supports reliable broad-
cast. On this system, an in or out takes roughly 1 msec for small tuples; a read takes
about 0.5 msec. This performance has been obtained by replicating the entire tuple
space and updating the replicas with reliable broadcast messages. The shared-memory
implementations of Linda (on the Encore Multimax and Sequent Balance) are about 10
times faster. A Linda machine is under construction that is expected to decrease com-
munication costs even further [Ahuja et al. 1988].
The performance of Emerald on MicroVAX. II workstations connected by an
Ethernet is discussed in [Jul et al. 1988]. An operation invocation on a local object
takes less than 20 Jlsec, whereas a remote operation invocation costs about 30 msec.
An important goal of the Emerald implementation is to reduce network traffic by
migrating objects to wherever they are used most frequently. For one application, a
distributed electronic mail system, object mobility more than halved the number of
messages sent.
Argus has been implemented on the same hardware-MicroVAX lIs with Ether-
net. A handler call (i.e., an RPC) without any arguments takes 17.5 msec [Liskov et al.
1987]. Locking of objects costs several hundreds of microseconds. Committing a
toplevel transaction takes hundreds of milliseconds, as discussed in §4.3.3.
For most declarative languages, relevant performance figures are hard to fmd in
the literature. Some indication of the efficiency of ParAlfl is given in [Hudak 1988].
Coincidentally, one of the example applications used for ParAlfl, multiplication of two
50XSO matrices, is also implemented in C/Linda [Carriero 1987], using the same
hardware-the Encore multiprocessor. (It is not clear, however, whether the ParAlfl
version uses floating point arithmetic-as the Linda version does-or integer arith-
metic.) .The Linda version is more than three times as fast; both implementations
achieve nearly linear speedup. The same problem implemented in ParAlfl on a hyper-
cube is significantly slower.
Most of the implementations discussed above use a LAN for communication
between processors. The performances of the LAN-based implementations are quite
disappointing, given the speed of systems like Amoeba. One reason why communica-
tion overheads are on the order of milliseconds rather than microseconds is the unrelia-
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bility of message passing on LANs. A substantial part of the overhead goes into
software protocols for making message passing reliable.
One way to avoid this overhead is to use a communications network supporting
reliable message passing, such as a hypercube. In the first generation hypercubes,
sending a message between two nodes also takes several milliseconds and increases
with the distance (number of hops) between the nodes. Athas and Seitz expect com-
munication times for hypercubes to decrease dramatically in the future [Athas and Seitz
1988]. For the next two generations of hypercubes, they project comm~cation times
to drop to 5 J.l.sec (1988-1992) and 0.5 J.l.sec (1993-1997). Language implementations
will probably become much faster using such hardware.
4.4. Conclusions
In the preceding sections, we have looked at several languages for distributed program-
ming. It turns out that there exists a large number of such languages, probably well
over a hundred. We partitioned these languages into ten different classes, using a sim-
ple classification scheme .(see Figure 4.1). For each class, we have described one or
two representative languages. Finally, we have evaluated several language designs to
see whether they are suitable for implementing parallel algorithms on distributed sys-
tems and meet our design goals of simplicity, expressiveness, type-security, and effi-
ciency.
We feel that none of the languages described in this chapter adequately fulfills all
of the above requirements. To be fair, several languages were designed with somewhat
different design objectives in mind. Ada, for example, was designed primarily for
embedded systems, rather than parallel programming. Argus and Aeolus are languages
for implementing fault tolerant applications. Many languages were designed for sys-
tems programming or for implementing distributed services, rather than for general
applications programming. Due to these differences in design objectives, these
languages frequently support features that are unnecessary or even undesirable for
applications programming and lack features that would be useful.
Most languages for distributed programming fall in one of the message passing
categories of Figure 4.1. These languages do not allow programs to contain any global
state information. Also, several message passing languages (e.g., Ada) suffer from
many other subtle problems (see §4.3.2). Finally, the synchronous versions of message
passing limit parallelism, or at least need additional mechanisms for obtaining a high
degree of parallelism.
Languages based on atomic transactions are mainly useful for implementing fault
tolerant applications. For parallel applications, however, fault tolerance is of minor
importance and should not be obtained ~t the cost of a significant decrease in perfor-
mance. Unfortunately, atomic transactions turn out to be very expensive and therefore
are not well suited for our purpose.
Functional languages are highly interesting research vehicles for parallel pro-
gramming, as functional programs have a high potential for parallelism. For dataflow
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machines they are used extensively. For distributed systems, however, they have not
yet shown to be useful. The main problem is the high communication overhead, which
is due to the low granularity of parallelism in functional programs. In the long run
these problems may be solved, either through software or hardware solutions, but that
remains to be seen. The decreasing communication overhead of distributed systems
(e.g., the new generation of hypercubes), however, may make functional languages
more attractive. Also, one can envision the programmer or compiler increasing the
level of granularity by combining several fme-grain parallel computatipns into larger
chunks. This idea has been pursued by Hudak, but it is not yet proven to be practical
[Hudak 1988].
Logic languages also have a high potential for parallelism. As with functional
languages, this parallelism is rather fme-grained. The main problem with most parallel
logic languages, however, is the tendency of moving away from the ideal of a fully
declarative language. Languages like Concurrent Prolog and PARLOG still let pro-
grammers think in terms of processes communicating through message passing.
Although these languages certainly are interesting and also have many nice properties,
they are less declarative than sequential Prolog, since they lack completeness of search.
As message passing languages, they also have several disadvantages, as shown by
Gelemter [Gelemter 1984].
The last class of Figure 4.1 contains languages based on distributed data struc-
tures. The major language in this category is Linda, the fIrst language to advocate this
paradigm. The distributed data structure paradigm has several advantages, especially if
it is used in combination with the replicated worker style. The model allows processes
to share data and it makes distribution of work among the processors easy. Linda sup-
ports the distributed data structure paradigm through the Tuple Space model. Although
this model is easy to understand and has clean semantics, we feel it also has some prob-
lems, as explained in §4.3.2. In particular, its support for complex data structures like
sets and graphs is rather low level.
Besides the problems summarized above, existing languages for distributed pro-
gramming also have other shortcomings, like poor integration of sequential and distri-
buted constructs, high complexity, and lack of type-security. Although these issues are
not directly related to distributed programming, they are important and need more
attention.
Taking all the factors discussed in the previous four chapters together, we come
to the unfortunate conclusion that no existing technique or language provides a fully
satisfactory base for distributed programming. Each of the models has something to
offer, but each has substantial disadvantages as well. A convenient-to-program yet
efftcient-to-implement language is not available. In the remaining chapters of this
.thesis we will propose a new language that we regard as a fust step in the right direc-
tion. We will also discuss its use and give numerous examples and provide actual
measurements of its implementation to support our conclusions.
5
THE SHARED DATA-OBJECT
MODEL
In the previous two chapters we have surveyed models for distributed programming
and we have briefly described one or two representative languages for each model. We
have also noticed several problems with these models and languages. Due to these
problems, existing languages fail to meet the goals set out in the Introduction. In this
chapter we will propose a new model for distributed programming and a new language
based on this model.
First, we will look at the most important design alternatives for such a model. In
particular, we will discuss whether parallelism, communication, and partial failures are
to be dealt with by the programmer or the implementation (i.e., the compiler and run
time system). As we will see, our model differs from most other models for distributed
programming by hiding physical communication from the users. Instead, it allows dif-
ferent parts of a program to communicate through logically shared data. We review
some existing work in this area-the simulation of shared data in distributed
systems-and then introduce a new model, the shared data-object model. Finally, in
§5.4 we discuss the design of a new language, Orca, based on the shared data-object
model.
5.1. Design alternatives
As discussed extensively in Chapters 3 and 4, the issues that are most important to the
design of a model for distributed programming are parallelism, .communication, and
handling of partial failures. For all three issues, there is a choice between making the
issue explicit in the model or hiding it in the implementation (i.e., having the compiler
or run time system handle it automatically). The model may either let the programmer
specify which computations are to be executed simultaneously (explicit parallelism) or
it may require the implementation to discover opportunities for parallel execution
(implicit parallelism).
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Models that hide parallelism typically also hide communication and partial
failures. With explicit parallelism, on the other hand, communication and handling of
failures can be either explicit or implicit. Sending messages between processes is a
form of explicit communication, while exchange of information through shared vari-
ables is more implicit, since it hides the physical communication. Finally, the model
may require the programmer to deal with processor failures or it may let the implemen-
tation try to make crashes transparent.
The decisions whether parallelism, communication, and partial f~ures are to be
explicit or implicit are fundamental to the design of a model. Below, we will compare
the alternatives and see which ones our most appropriate for our purpose.
5.1.1. Implicit versus explicit parallelism
The most important design issue concerning parallelism is the choice between explicit
and implicit parallelism. In the fIrst case, parallelism is directly visible to the program-
mer; in the second case, parallelism is hidden from the programmer and is managed by
the implementation.
As an advantage of implicit parallelism, programmers do not have to worry about
which computations to run in parallel and how to synchronize them. The catch, of
course, is how to implement a compiler that takes full advantage of the available paral-
lel processing power. Whether or not implicit parallelism is suitable depends on
whether such a parallelizing compiler can be implemented. This in turn depends on the
parallel architecture being used. Below, we will take l:l brief look at parallelizing com-
pilers for some architectures.
For dataflow and vector machines implicit parallelism has been applied success-
fully in the implementations of some languages. Id, for example, is a functional
language for the MIT Tagged-Token Dataflow Architecture that uses implicit parallel-
ism [Nikhil 1988]. For vector computers, several language implementations exist that
automatically detect parallelism [padua and Wolfe 1986; Almasi and Gottlieb 1989].
Implicit parallelism in asynchronous MIMD machines has been studied, for
example, in the ParaScope project [Callahan et al. 1988]. The PFC system developed
in this project translates ordinary FORTRAN programs into a dialect that can execute
different iterations of loops in parallel. Although PFC performs a very sophisticated
dependency analysis, it frequently fails to do automatic parallelization because it is
unable to disprove one or more dependencies. After years of experience, its designers
come to the conclusion that "automatic techniques will not be suffIcient to achieve high
performance on asynchronous parallel systems" and that "our research has convinced
us that the programmer will need to be involved in the specifIcation of parallelism at
some level."
The ParaScope project is concerned with numerical applications, hence its focus
on parallelizing loop statements. For symbolic applications, automatic parallelization
may even be harder to accomplish. Consider, for example, parallel game-tree search.
There are several different ways of employing parallelism for game-tree search [Bal
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and Van Renesse 1986], of which tree-splitting-searching different parts of the tree in
parallel-is most effective for MIMD machines. Even if a compiler is clever enough
to detect this kind of parallelism, it still has not solved the real problem, which is how
to fmd an efficient parallel search strategy that minimizes the number of nodes to be
searched [Marsland and Campbell 1982]. fu general, the best strategy depends on
many different factors, like how the search tree is constructed and the rules of the game
being played. As even human beings fmd it very difficult to figure out the best stra-
tegy, there is little hope for a compiler to make optimal usage of para;nelism by just
looking at the source code.
A compiler that efficiently explores parallelism in applications like game-tree
search would probably have to use knowledge about the application, much like expert
systems do. Such compilers are far beyond the current state-of-the-art. Our conclusion
is that current compilers are unable to take optimal advantage of implicit parallelism on
MIMD machines, of which distributed systems are a subclass. _
With explicit parallelism, the programmer's task potentially becomes more com-
plicated. Some people claim that programming is already difficult as is, and adding
explicit parallelism will make it far more difficult. The speedup obtained through
parallelism, however, may also have positive effects on programming productivity. It
is not uncommon for programmers to spend weeks optimizing their programs, some-
times even rewriting parts in assembly code. The performance gained by switching
from sequential to distributed programming may take away the need for such low-level
optimizations. Moreover, one may sacrifice part of the performance gains by using a
less efficient yet much higher level language. Very high level languages (e.g., SETL
[Schwartz et al. 1986] ) make programming significantly easier, but unfortunately they
also are very inefficient. On distributed hardware, the performance may be more
acceptable. Also, one may employ part of the extra processing power to make pro-
grams more type-secure, for example by enabling array bound checking and range
checking.
In conclusion, we feel that, given the current state-of-the-art in compiler technol-
ogy, explicit parallelism is more effective than implicit parallelism for distributed sys-
tems. With explicit parallelism, the programmer gets the extra job of managing the
parallelism. On the other hand, the performance gains can be used to ease the
programmer's task by using a higher level, type-secure language. Consequently, our
model will be based on explicit parallelism.
5.1.2. Implicit versus explicit communication
Most models for distributed programming are based on message passing. These
models can be mapped efficiently onto ,the distributed hardware, which also supports
message passing. A drawback, however, is the lack of support for global data. Appli-
cations that need global state information are hard to program using message passing.
The literature contains numerous examples of distributed applications and algo-
rithms that would greatly benefit from support for shared data, even if no physical
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shared memory is available. Bisiani and Forin, for example, describe a distributed
speech recognition system that is implemented on a conceptual shared memory [Bisiani
and Forin 1987]. Li mentions linear equation solving, three-dimensional partial dif-
ferential equations, the traveling salesman problem, and split-merge sort as applications
for his shared virtual memory system [Li 1988b]. Cheriton discusses how logically
shared memory could ease the implementation of distributed system services (e.g.,
name service, time service), global scheduling, and replicated files [Cheriton 1985].
Chess programs frequently maintain a database (the transposition table) of positions
they have already looked at, to avoid evaluating the same position twice. In a distri-
buted chess program, the transposition table should be shared among all processors, to
prevent two processors from accidentally having to evaluate the same position [Felten
and Otto 1988].
In Chapter 2 we looked at two specific applications requiring global data and dis-
cussed how they could be implemented with message passing. To achieve an accept-
able performance, the programmer has to replicate global data and write code for
updating all copies of the same data. As discussed in §2.3.3, keeping all copies up-to-
date is far from easy. It therefore is desirable to put the task of replicating global data
in the hands of a language implementation, rather than letting programmers worry
about it.
Message passing models may either be synchronous (synchronous message pass-
ing, rendezvous, remote procedure call) or asynchronous. Both categories have their
own additional problems, in addition to the lack of support for global data.
Synchronous message passing limits parallelism, because the sender has to wait
for the receiver to be ready. Other mechanisms can be used for obtaining parallelism,
such as lightweight processes, but this frequently leads to complicated program struc-
tures. Synchronous message passing therefore is not a very convenient model for
implementing parallel, high-performance applications.
Conversely, asynchronous models are more flexible, but they also are hard to
program. If an asynchronous message is sent from Process A to Process B, it may take
an arbitrary amount of time before the message is accepted by B. In the mean time,
lots of other events may happen. Because of this delay, distributed programs based on
asynchronous messages are frequently hard to understand and debug [Tanenbaum and
Van Renesse 1985]. .
In conclusion, a message passing model is relatively easy to implement, but it
also has many disadvantages. The possibility of implicit communication through logi-
cally shared data frequently makes programming easier, although such a communica-
tion model is more complicated to implement efficiently on distributed systems. As
our main concerns lie with the (application) programmer, we will base our model on
logically shared data and accept the increased complexity of the language implementa-
tion.
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5.1.3. Implicit versus explicit handling of partial failures
Like parallelism and communication, partial failures can be made explicit (visible to
the programmer) or implicit (hidden from the programmer). In Chapters 3 and 4 we
have described several explicit and implicit mechanisms. We will now see which of
these are suitable for our model.
One way of making partial failures visible to the programmer is through excep-
tion handling. With this method, the run time system merely detects processor crashes,
but the problem of getting the system back into a consistent state has to be solved by
the programmer. As shown in §4.3.3, this is, in general, a difficult task. For critical
applications like monitoring an aircraft or factory, this effort is certainly worthwhile.
Our model, however, is mainly intended for non-critical tasks, like parallel, high-
performance applications. It is doubtful whether implementors of such applications are
willing to write significant amounts of code for making programs more fault-tolerant,
especially as processor crashes are rare.
Another explicit mechanism for dealing with partial failures is the atomic trans-
action. An atomic transaction executes multiple operations on several data items in an
all-or-nothing fashion. If any of the operations fail (e.g., because of a processor crash),
the whole transaction is aborted and all data items are left unchanged. Atomic trans-
actions are mainly useful for atomic updating of important data that must always be
consistent, such as bank accounts or flight reservations. Parallel, high-performance
applications, on the other hand, usually do not manage such vital data. Nonetheless,
atomic transactions could sometimes be useful for such applications as well, as illus-
trated by the sorting algorithm of §4.3.3. Unfortunately, the costs of this mechanism
are very high, as all data affected by the transaction have to be copied before being
changed. Moreover, an expensive protocol is needed for committing the transaction.
Again, it is doubtful whether such an expensive mechanism would be used frequently
by parallel-application programmers.
In conclusion, none of the explicit mechanisms are suitable for our purpose. We
will therefore not include explicit mechanisms for handling partial failures in our
model. Instead, partial failures should be handled implicitly by the implementation.
The run-time cost for doing this, however, must be weighed against the risks of using a
program that aborts if a processor fails. Frequently, the risks of program failures will
be quite acceptable, especially if the program is not subject to hard timing constraints.
In some cases, it may be necessary to spend part of the processing power to protect pro-
grams against processor failures. (As stated in §1.5.1, however, we will not discuss
fault-tolerant implementations of our language in this thesis.)
5.1.4. Summary
In the preceding sections we discussed the three most important design alternatives for
a distributed programming model, namely implicit or explicit parallelism, communica-
tion, and handling of partial failures. We conclude that, for our purpose, it is desirable
to have explicit, programmer-controlled parallelism and implicit communication
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through logically shared data; partial failures should be dealt with by the implementa-
tion, provided that the cost for doing so is justifiably.
As the model is to be implemented on systems that do not have shared memory,
the requirement for supporting shared data is not easy to fulfill. Therefore, we will fIrst
look at proposals for sharing data in distributed systems. Next, we will develop a new
model based on logically shared data.
5.2. Sharing data in distributed systems
In theory, a shared variable can simply be simulated on a distributed system by storing
it on one processor and letting other processors read and write it through remote pro-
cedure calls. In most distributed systems, however, a remote procedure call is two to
four orders of magnitude slower than reading local data. This difference makes a
straightforward simulation of shared variables unattractive.
Instead, the systems described below offer primitives that have some properties
of shared variables and some of message passing. The semantics are somewhere in
between shared variables and message passing. Often, the data are only accessible by
some of the processes and only through some specific opemtions. These restrictions
make the primitives more secure than regular shared variables and make an efficient
distributed implementation possible.
Ada's shared variables
One example of logically shared data is Ada's shared variables. Shared, variables in
Ada are normal variables that happen to be visible to several tasks, as dermed by the
Ada scope rules. In an attempt to make the language implementable on memory-
disjoint architectures, special rules for shared variables were introduced (Section 9.11
of the language reference manual [Department of Defense 1983]). Between synchron-
ization points (e.g., normal rendezvous communication), two tasks sharing a variable
cannot make any assumptions about the order in which the other task performs opera-
tions on the variable.
In essence, this rule permits a distributed implementation to use copies (replicas)
of shared variables and to update these copies only on rendezvous. The semantics of
Ada's shared variables are quite different from normal shared variables, as updates do
not have immediate effect. Moreover, there are many defIciencies of shared variables
in Ada, as discussed in detail by Shulman [Shulman 1987]. All in all, introducing
shared data this way does not seem like a major breakthrough in elegant language
design.
Problem·oriented shared memory
Cheriton [Cheriton 1985] has proposed a kind of shared memory that can be tailored to
a specific application, the so-called problem-oriented shared memory. The shared
memory can be regarded as a distributed system service, implemented on multiple pro-
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cessors. Data are stored (replicated) on one or more of these processors, and may also
be cached on client workstations.
The semantics of the problem-oriented shared memory are tuned to the needs of
the application using it. In general, the semantics are more relaxed than those of shared
variables. In particular, inconsistent copies of the same data are allowed to coexist
temporarily, so a "read" operation does not necessarily return the value stored by the
most recent "write," There are several different approaches to deal with these stale
data, for example to let the applications programmer worry about it, or ~ let the shared
memory guarantee a certain degree of accurateness (e.g., a shared variable containing
the "time of the day" can be kept accurate within, say, 5 seconds).
The implementation significantly benefits from the relaxed semantics. Most
important, it does not have to use complicated schemes to atomically update all copies
of the same data. For some applications, the weak semantics provided by this model
may not be a problem. Still, the proposal is too ad hoc to serve as a sound basis of a
general language for programming distributed applications.
The Agora shared memory
The Agora shared memory allows processes written in different languages and execut-
ing on different types of machines to communicate [Bisiani and Forin 1987]. It has
been implemented on closely-coupled as well as loosely-coupled architectures.
The memory contains shared data structures, accessible through an (extensible)
set of standard functions. These functions are available (e.g., as library routines) in all
languages supported by the system. A shared data structure is organized as a set of
immutable data elements, accessed indirectly through (mutable) maps, each of which
maps an index (integer or string) onto the address of a data element. To change an ele-
ment of the set, a new element must be added and the map updated accordingly. Ele-
ments that are no longer accessible are automatically garbage collected.
Exclusive access to a data structure is provided by a standard function that
applies a user function to a data structure. The implementation is based on replication
of data structures on reference. As in Cheriton's model, read operations may return
stale data.
Linda's Tuple Space
Linda's Tuple Space was discussed in §3.2.2. Although the semantics of Tuple Space
are significantly different from shared variables (e.g., it lacks assignment), the Tuple
Space clearly gives the illusion of a shared memory. The Tuple Space has been imple-
mented on several memory-disjoint machines (iPSC hypercube, S/Net, Ethernet based
network of MicroVAXes). The S/Net, implementation, for example, replicates the
entire Tuple Space on all processors and updates all these copies using multicast [Carri-
ero and Gelernter 1986].
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Shared virtual memory
Kai Li has extended the concept of virtual memory to distributed systems, resulting in a
shared virtual memory [Li 1986]. This memory is accessible by all processes and is
addressed like traditional virtual memory. Li's system guarantees memory coherence:
the value returned by a "read" always is the value stored by the last "write."
The address space is partitioned into a number of fIXed-size pages. At any point
in time, several processors may have a read-only copy of the same page; alternatively,
a single processor may have a read-and-write copy.
If a process tries to write on a certain page while its processor does not have a
read-and-write copy of it, a "write page-fault" occurs. The fault-handlirig routine tells
other processors to invalidate their copies, fetches a copy of the page (if it did not have
one yet), sets the protection mode to read-and-write, and resumes the faulting instruc-
tion.
If a process wants to read a page, but does not have a copy of it, a "read page-
fault" occurs. If any processor has a read-and-write copy of the page, this processor is
instructed to change the protection to read-only. A copy of the page is fetched and the
faulting instruction is resumed.
The shared virtual memory can be used to simulate true shared variables, with
exactly the right semantics. The implementation uses the hardware Memory Manage-
ment Unit and can benefit from the availability of multicast (e.g., to invalidate all
copies of a page). Several strategies exist to deal with the problem of multiple simul-
taneous writes and to administrate which processors contain copies of a page [Li 1986].
The entire scheme will perform very poorly if processes on many different processors
repeatedly write on the same page. This situation arises if multiple processors write the
same variable, or if they write different variables placed on the same page. Neverthe-
less, unlike most of the other proposals, this one has well-defmed semantics. Its prob-
lem is the near impossibility of implementing it efficiently.
Shared logical variables
Shared logical variables were discussed in §3.2.2. Shared logical variables have the
single-assignment property: once they are bound to a value (or to another variable) they
cannot be changed. (In "sequential" logic languages, variables may receive another
value after backtracking; most concurrent logic languages eliminate backtracking, how-
ever.)
The single-assignment property allows the model to be implemented with reason-
able efficiency on a distributed system. An implementation of Flat Concurrent Prolog
on a hypercube is described in [Taylor et al. 1987b]. If a process tries to read a logical
variable stored on a remote processor, the remote processor adds the process to a list
associated with the variable. As soon as the variable gets bound (if it was not already),
its value is sent to all processes on the list. These processes will keep the value for
future reference. In this way, variables are automatically replicated on reference.
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Although this method also works and has clean semantics, it is not very general and
only applies to programs written in parallel logic languages.
Discussion
Although the systems discussed above differ widely in their semantics, there is a strik-
ing similarity in their implementations: they all replicate data. Replication of data has
already been used for a long time in distributed databases to increase the availability of
data in the presence of processor failures. Replication introduces a severe problem: the
possibility of having inconsistent copies of the same logical data. For databases,
several solutions exist [Bernstein and Goodman 1981]. Typically, multiple copies of
the same data are accessed when reading or writing data.
The techniques discussed in this section use replication to decrease the access
time to shared data, rather than to increase availability. Therefore, it is unattractive to
consult several processors on every access to the data. Instead, just the local copy
should suffice for as many accesses as possible. With this restriction, different solu-
tions must be found to deal with the consistency problem.
The systems discussed above use three different ways of dealing with incon-
sistency. Ada, the problem-oriented shared memory, and the Agora shared memory
relax the semantics of the shared memory. The latter two systems allow "read" opera-
tions to return stale data. Higher level protocols must be used by the programmer to
solve inconsistency problems. Ada requires copies to be updated only on rendezvous.
The second approach (used for Tuple Space and shared logical variables) is to
replicate only immutable data (data that cannot be changed). This significantly reduces
the complexity of the problem, but it may also introduce new problems. The approach
is most effective in languages using single-assignment. Such languages, however, will
need a complicated distributed garbage algorithm to get rid of unaccessible data. In
Linda, tuples are immutable objects. A tuple can conceptually be changed by first tak-
ing it out of Tuple Space, storing it in normal (local) variables. After changing these
local data, they can be put back in a new tuple. As tuples are accessed by contents, it
makes little difference that the old tuple has been replaced by a new one, instead of
being modified while in Tuple Space. As a major advantage of doing the modification
outside Tuple Space, updates by different processes are automatically synchronized.
On the other hand, unless clever compiler optimizations are applied, a small modifica-
tion to a large tuple will be expensive, since the tuple has to be copied twice.
The third approach to the consistency problem is exemplified by the shared vir-
tual memory: use protocols that guarantee memory coherence. Before changing a page,
all copies of the page are invalidated, so subsequent reads will never return stale data.
Great care must be taken in the implementation, however, to avoid thrashing. For
badly behaving programs, the system may easily spend most of its time moving and
invalidating pages.
In summary, none of the above models provides the semantics and efficiency we
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would like to have. In the next section, we will look at an alternative model, the shared
data-object model.
5.3. A new model based on logically shared data
In this section we will present a new model for interprocess communication based on
logically shared data, the shared data-object model. This model is designed to support
shared data structures that can be manipulated by arbitrary operations in a clean way,
with well-defined semantics, while still allowing an efficient implementation on distri-
buted systems.
For the description of our model, we assume that parallelism is expressed
through explicit creation of processes. Also, we do not address fault-tolerance in our
discussion, but assume this issue is dealt with by the implementation of the model.
As discussed above, replication is the key to efficient sharing of data in a distri-
buted system. Each of the systems described above somehow replicates shared data.
Unfortunately, having multiple copies of the same data introduces inconsistency prob-
lems, which, if not dealt with properly, result in a model with unclear semantics.
The idea behind the shared data-object model is to make replication of shared
data transparent to the programmer. The model is designed to let the implementation
(compiler and run time system) manage the physical distribution of shared data among
the available processors. In particular, the implementation takes care of consistent
updating of replicated data.
Another important objective of the model is to ~utomatically synchronize access
to shared data. If two processes simultaneously try to write (or read and write) the
same data structure, then the result should be well-defmed. In contrast, shared vari-
ables as used in, say, Algol 68, need separate synchronization mechanisms (e.g., sema-
phores) for this purpose.
5.3.1. Data-objects
The most important issue addressed by our model is how data structures can be shared
among distributed processes in an efficient way. In most multiprocessor languages,
shared data structures are stored in the shared memory and accessed in basically the
same way as local variables, namely through simple load and store instructions. If one
process is going to change' part of a shared data structure and it does not want other
processes to interfere, it locks that part. The underlying assumption is that all these
operations (loads, stores, locks) on shared data structures involve very little overhead,
because access to shared memory is hardly more expensive than access to local
memory. However, on large systems with many processors and many memory
modules connected by omega switching networks, even this may not be true.
In a distributed system, the access time of data depends on their location.
Accessing data on remote processors may be orders of magnitude more expensive than
accessing local data. It is therefore infeasible to apply the multiprocessor model of
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programming to distributed systems. The operations used in this programming model
are far too low-level and will have tremendous overhead on distributed systems.
The starting-point in our model is to access shared data structures through higher
level operations. Instead of using low-level instructions for reading, writing, and lock-
ing shared data, we propose to let programmers defme composite operations for mani-
pulating shared data structures.
Shared data structures in our model are encapsulated in so-called data-objects
that are manipulated through a set of user-defined operations. Data-qbjects are best
thought of as instances (variables) of abstract data types. The programmer specifies an
abstract data type by defining operations that can be applied to instances (data-objects)
of that type. The actual data contained in the data-object and the executable code for
the operations are hidden in the implementation of the abstract data type.
(We will sometimes use the term "object" as a shorthand notation for data-object.
Note, however, that this term is also used in object-oriented and object-based languages
and systems, with various different meanings. Most important, objects in our model
are purely passive. We will come back to this issue in §5.3.4.)
Although data-objects logically are shared among processes, their implementa-
tion does not need physical shared memory. In the worst case, an operation on an
object located on a remote processor can be implemented with a remote procedure call.
The general idea, however, is for the implementation to take care of the physical distri-
bution of data-objects among processors and to decrease access costs as much as possi-
ble. As we will see in Chapter 6, one mechanism for achieving this goal is to replicate
shared data-objects.
In the following sections, we will elaborate the basic idea by looking at the issue
of synchronization. Two types of synchronization can be distinguished: mutual exclu-
sion synchronization prevents multiple simultaneous writes (or reads and writes) to the
same data from interfering with each other; condition synchronization allows processes
to wait for a certain condition to become true [Andrews and Schneider 1983]. We dis-
cuss both types of synchronization in tum.
5.3.2. Mutual exclusion synchronization
If two or more processes simultaneously try to access the same shared data structure,
race conditions can arise. In particular, if two processes try to modify the same part of
a shared data structure, they must be prohibited from interfering with each other. This
type of synchronization is called mutual exclusion.
Shared-variable languages usually provide some kind of locking construct for
mutual exclusion synchronization. In a distributed enviromnent, however, such locking
primitives are too low-level and have a high overhead. In our model, mutual exclusion
is done implicitly, by executing all operations on objects indivisibly. Conceptually,
each operation locks the entire object it is applied to and releases the lock only when ,t
is fmished. To be more precise, the model guarantees serializability [Eswaran et al.
1976] of operation invocations: if two operations are applied simultaneously to the
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same data-object, then the result is as if one of them is executed before the other; the
order of invocation, however, is nondeterministic.
An implementation of the model need not actually execute all operations one by
one. To increase the degree of parallelism, it may execute multiple operations on the
same object simultaneously, as long as the effect is the same as for serialized execu-
tion. For example, operations that only read (but do not change) the data stored in an
object can easily be executed in parallel.
As operations are indivisible, mutual exclusion synchronization ,to shared data-
objects is taken care of automatically. Consider, for example, an object encapsulating
an integer variable, with the following operations:'"
operation Value (): integer; # return current value
operation Assign(val: integer); # assign new value
operation Add (val: integer); # add val to current value
If two processes sharing such an object simultaneously try to apply the Assign opera-
tion to the object, the resulting value will either be that of the fIrst or second operation,
but the value will never be some strange mixture of the bits. Similarly, if two
processes simultaneously increment the value of an object by invoking the operation
Add(l), the value will always be incremented twice, because the operations are serial-
ized.
On the other hand, sequences of operations are not executed indivisibly. For
example, the sequence
• get value of object (through Value),
• increment this value,
• store result back (through Assign)
is not an indivisible action. If multiple processes apply this sequence to the same
object, the value may be incremented once or twice. This rule for defIning which
actions are indivisible and which are not is both easy to understand and flexible: single
operations are indivisible; sequences of operations are not
Our model does not support indivisible operations on multiple objects, as
languages like Argus and Aeolus do. Such operations would require some sort of dis-
tributed locking protocol, which is complicated to implement efficiently. Instead, we
prefer to keep our basic model as simple as possible and implement more complicated
actions on top of it. Operations in our model therefore apply to single objects and are
always executed indivisibly. However, the model is sufficiently powerful to allow
users to construct locks for multi-operation sequences on different objects, so arbitrary
actions can be performed indivisibly.
*We use the Orca syntax for comments here: a comment starts with a "#" and is tenninated by an end-
of-line.
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5.3.3. Condition synchronization
Condition synchronization allows processes to wait (block) until a certain condition
becomes true. The simplest form of condition synchronization in a shared-variable
language is repeated testing (busy waiting) of a shared variable, until it has a certain
value. As busy waiting wastes computing cycles, however, most languages use a
separate condition synchronization mechanism, like a semaphore, eventcount, or condi-
tion variable.
The shared data-object model described so far can be extended in one of two
ways to support condition synchronization. One approach is to add a separate syn-
chronization primitive, independent of the mechanism for shared objects. Another
approach is to integrate condition synchronization with the shared-object model by
allowing operations to block. In the latter case, processes synchronize implicitly
through operations on shared objects. To illustrate the difference between these two
alternatives, we will fIrst look at a specifIc example.
Consider a Queue object with operations to append elements to the tail and
retrieve elements from the head:
operation Append(x: item); # append to tail
operation Get (): item; # get from head
Queue data structures can be used, for example, for storing work generated by a master
process and picked up by slave processes. A slave process trying to fetch an element
from an empty queue should not be allowed to continue. In other words, the number of
Get operations applied to a queue should not exceed the number of Append operations.
This is an example of a synchronization constraint on the order operations are exe-
cuted. There are at least two conceivable ways for expressing such constraints in our
model:
1. Processes trying to execute Get should fust check the status of the
queue and block while the queue is empty. Doing a Get on an empty
queue results in an error.
2. The Get operation itself blocks while the queue is empty. Processes
executing a Get on an empty queue therefore block automatically.
In both cases, a new primitive is needed for blocking processes. In the fIrst case this
primitive would be used directly by user processes; in the second case only operations
on objects would use it. Also, the fust approach calls for an extra operation on queues
that checks if a given queue is empty. (For both approaches, unblocking the process
and removing the head element from the queue should be done in one indivisible
action, to avoid race conditions.)
The fIrst approach has one major drawback: the users of an object are responsi-
ble for satisfying synchronization constraints. This is in contrast with the general idea
of object-based programming to hide implementation details of objects from users.
The second approach is much cleaner, as the implementor of the object takes care of
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synchronization and users just use the operations. We therefore use the second
approach and do condition synchronization inside the operations. The model allows
operations to block; processes can only block by executing operations that block.
An important issue in the design of the synchronization mechanism is how to
provide blocking operations while still guaranteeing the indivisibility of operation
invocations. If an operation may block at any point during its execution, operations can
no longer be serialized. Our solution is to allow operations only to block initially,
before modifying the object. An operation may wait until a certain condition becomes
true, but once it has started executing, it cannot block again.
The implementation of an operation has the following form:
operation name (parameters)
condition -+ statements
The condition (guard) is a side-effect free Boolean expression that depends only on the
internal data of the object and the parameters of the operation. The statements may
read or modify the object's data.
If the operation is applied to a certain object, the operation blocks until the guard
is true. If the guard initially fails, it can succeed at a later stage after another process
has modified the internal data of the object. As soon as the guard succeeds, its state-
ments are executed.
The testing of the guard and the execution of the statements together are an indi-
visible action. As long as the guard fails, the operation has no effect at all, as the
object's data can only be modified by the statements. This means that serializability is
still easy to achieve, so all operation invocations are executed as indivisible actions.
5.3.4. Comparison with other models
In this section, we will compare the shared data-object model with several related com-
munication models. In particular, we will look at objects (as used in parallel object-
oriented languages), monitors, and Linda's Tuple Space.
Objects
Objects are used in many other languages for parallel or distributed programming, as
discussed in §4.1.6. Objects in such languages typically have two parts:
1. Encapsulated data.
2. A manager process that controls access to the data.
The data are accessed by sending a message to the manager process, asking it to per-
form a certain operation on the data. As such objects contain a process as well as data,
they are said to be active. '
Although, in some sense, parallel object-oriented languages allow processes
(objects) to share data (also objects), their semantics are closer to message passing than
to shared variables. Access to the shared data is under full control of the manager pro-
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cess. In ALPS [Vishnubhotia 1988], for example, all operations on an object go
through its manager process, which determines the order in which the operations are to
be executed. Therefore, the only way to implement the model is to store an object on
one specific processor, together with its manager process, and to translate all operations
on the object into remote procedure calls to the manager process.
The shared data-object model does not have such centralized control. Objects in
this model are purely passive: they contain data, but no manager process. Access con-
trol to shared data-objects is much more distributed; it is basically de~rmined by only
two rules:
1. Operations must be executed indivisibly.
2. Operations are blocked while their guards are false.
Therefore, the model can be implemented by replicating data-objects on multiple pro-
cessors. We will not go into the details of the implementation here-these are dis-
cussed in Chapter 6--but one can envision, for example, an implementation where each
processor contains its own local copy of each object. An operation that only reads the
data stored in the object can easily be applied to the local copy, without any message
passing being involved. Moreover, processes located on different processors can apply
the read operations simultaneously, without loosing any parallelism. If an operation
writes an object (i.e., it changes the data stored in the object), some cooperation will be
needed among the processors to update all the local copies in a consistent way.
Monitors
The idea of encapsulating shared data in abstract data types also has been used in
several languages based on monitors [Brinch Hansen 1973; Hoare 1974], such as Con-
current Pascal, Mesa, and Pascal-Plus [Welsh and Bustard 1979]. A monitor is a pro-
gram module encapsulating shared data and operations on the data. Processes can only
access the data through these operations. The semantics of the monitor construct
guarantee that only one process at a time will be executing an operation. The restric-
tion is usually enforced by the compiler, which recognizes monitor operations and
automatically inserts lower level primitives such as semaphores. Most monitor
languages use condition variables for condition synchronization. A WAIT (v) on a con-
dition variable blocks the currently executing process and a SIGNAL (v) reactivates
one process blocked in a WAIT (v).
In most languages, monitors are compile-time constructs, although Mesa and
Concurrent Pascal allow monitors to be created dynamically. The monitor operations
are not executed indivisibly, as they may block at any point during their executing (by
invoking WAIT). The monitor construct merely provides mutual exclusion; two opera-
tions of the same monitor cannot execute simultaneously, but operations need not be
completed before others are allowed to enter the monitor.
The main problem with monitors, however, is again the centralized control to the
shared data. Monitors were designed for uniprocessors and shared-memory multipro-
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cessors rather than distributed systems. They could be implemented on distributed sys-
tems in much the same way as parallel object-oriented languages are. This would be
vastly inefficient, however, as each monitor operation would essentially require a
remote procedure call.
Linda's Tuple Space
Linda is one of the first languages to recognize the disadvantages of central manager
processes for guarding shared data. Linda supports so-called distributed data struc-
tures, which can be accessed simultaneously by multiple processes. In contrast,
object-based and monitor-based languages typically serialize access to shared data
structures. As we discussed in Chapter 3, Linda uses the Tuple Space model for imple-
menting distributed data structures.
In general, distributed data structures in Linda are built out of multiple tuples.
Different tuples can be accessed independently from each other, so processes can mani-
pulate different tuples of the same data structure simultaneously. In principle, multiple
read operations of the same tuple can also be executed simultaneously. Tuples are
(conceptually) modified by taking them out of Tuple Space first, so modifications of a
given tuple are executed strictly sequential.
Although the idea of distributed data structures is very appealing, we feel the
support given by the Tuple Space for implementing such data structures is too low-
level. In §4.3.2, we discussed some problems related to the Tuple Space model. For
distributed data structures built out of single tuples, mutual exclusion synchronization
is done automatically; operations on complex data structures (built out of multiple
tuples), however, have to be synchronized explicitly by the programmer. In essence,
Tuple Space supports a fixed number of built-in operations that are executed indivisi-
bly, but its support for building more complex indivisible operations is too low-level.
In the shared data-object model, on the other hand, programmers can define
operations of arbitrary complexity on shared data structures; all these operations are
executed indivisibly, so mutual exclusion synchronization is always done automatically
by the run time system. This means it is the job of the implementation (the compiler
and run time system) to see which operations can be executed in parallel and which
have to be executed sequentially. As discussed above, one way of doing this is by dis-
tinguishing between read and write operations and executing reads in parallel on local
copies; more advanced implementations are also feasible.
There are also other differences between the Tuple Space and shared data-object
models. Tuple Space is addressed associatively, which is potentially expensive.
Although several optimizations are possible to decrease the costs significantly [Carri-
ero 1987], it is not clear whether access,time of tuples can be reduced to that of local
variables. Conversely, shared data-objects are addressed directly. The inherent over-
head of accessing a local copy of an object approximately is that of a local procedure
call; these costs can be decreased further through inline substitution, which is a stan-
dard optimization technique [Bal and Tanenbaum 1986].
128 THE SHARED DATA-OBJECI' MODEL CHAP.S
Another difference between the two models is the way shared data are modified.
Shared data-objects are modified directly, much like normal (local) variables. Tuples,
however, cannot be modified directly, but first have to be taken out of Tuple Space and
later have to be put back. For large data structures, there may be a significant overhead
involved in copying data from and to Tuple Space. This overhead may be optimized
away in some cases, but existing implementations of Tuple Space have not yet
addressed this issue.
5.4. A language based on the shared data-object model
The shared data-object model is used to design a new language for distributed program-
ming, called Orca, which will be described in this section. We will first give a general
overview of the language, focusing on the design principles behind it. Next, we will
discuss the most important issues in more detail, starting with distributed programming
issues. Then we illustrate our discussions with short fragments of Orca code. Example
Orca applications will be presented in Chapter 7, to illustrate the language and its use.
The appendices contain the complete Orca source code for some of these applications.
5.4.1. Design overview
Orca is a new language for distributed applications programming. Unlike the majority
of other languages described in Chapter 4, it is not an extension to an existing sequen-
tial language. Instead, its sequential and distributed constructs have been designed
together, in such a way that they integrate well.
As Orca is intended for applications programming, it lacks low-level features
that would only be useful for systems programming. Another approach to reducing
complexity is to avoid language features aimed solely at increasing efficiency, espe-
cially if the same effect can be achieved through an optimizing compiler. Finally, the
principle of orthogonality [Ghezzi and Jazayeri 1982] is used with care, but it is not a
design goal by itself.
As debugging of distributed programs is a hard job, one needs all the help one
can get. Although the development of debugging tools is outside the scope of this
thesis, we have paid considerable attention to ease debugging. Most important, Orca is
a type-secure language. The language design allows the implementation to detect
many errors during compile-time. In addition, the language run time system does
extensive error checking.
Orca is a procedural, strongly typed language. Its statements and expressions are
fairly conventional and comparable to those of Modula-2. The data structuring facili-
ties of Orca, however, are substantially different from those used in Modula-2. Orca
supports records, unions, dynamic arrays, sets, bags, and general graphs. Pointers have
intentionally been omitted to provide security.
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5A.2. Processes and procedures
Parallelism in Orca is based on explicit creation of sequential processes through fork
statements. Processes are conceptually similar to procedures, except that procedure
invocations are serial and process invocations are parallel.
One important design issue concerning processes is how the sharing of data-
objects among processes is expressed. We will look at this issue first. Sharing of data
can be expressed in several ways, as shown by the systems of §5.2. The shared virtual
memory and Linda's Tuple Space provide a global memory that can be, accessed by all
processes, so all shared data in the system are global. In contrast, languages using
shared logical variables (Concurrent Prolog, PARLOG) require shared variables to be
passed as arguments to goals. In Ada, a shared variable can be accessed by all
processes that are in the scope of the declaration of the variable, so the lexical level of
the variable declaration determines which processes can access the variable.
It is worth noting that a similar classification exists for sequential languages,
only here the classification concerns global variables and procedures, rather than
shared variables and processes. In languages with flat name spaces, like C and FOR-
TRAN, all procedures can (potentially) access all global variables. In block structured
languages (e.g., Algol 60, Algol 68, Pascal), variables declared within a certain block
can be used by procedures within that block, but not by procedures at a higher lexical
level. Finally, pure functional and logic languages do not have global variables at all.
For consistency, a language should use similar access rules for shared variables
as for global variables. This is illustrated by the languages mentioned above. Linda
supports global variables-at least the C/Linda version does-and provides a global
shared memory. Concurrent Prolog and PARLOG do not have global variables. Ada is
block structured and uses nested scopes for defining the access rules of shared as well
as normal variables·.
For our language we have chosen the functional approach to sharing data. The
language lacks any form of global data: neither processes nor procedures are allowed to
share global variables. Instead, sharing of data must be achieved by passing parame-
ters to processes or procedures. Although this restriction requires programmers to do
some extra work, we feel it has several major advantages. First of all, programs lack-
ing global variables are, in general, easier to read and understand than programs with
global variables [Wulf and Shaw 1973; Ghezzi and Jazayeri 1982]. Also, the distri-
buted implementation of logically shared data will be simplified, as only part of the
processes can access the shared data. Hence shared data will not have to be replicated
on all processors.
'" In fact, nonlIivial algorithms are needed for distinguishing between shared and non-shared variables in
Ada [Shulman 1987].
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Procedures
A procedure in Orca has the following fonn:
function name (formal-parameters): ResultTypei
local declarations
begin
statements
end;
The result type is optional. Procedures may only access their own local variables and
parameters. There are no global variables (or static local variables). There are three
kinds of fonnal parameters for procedures:
1. input (value),
2. output,
3. shared.
By default, parameters are input.
A fonnal input parameter stands for a local variable that is initialized with the
value of the actual parameter, which may be any expression of the same type as the for-
mal. A fonnal output parameter is a local variable whose value is copied into the
actual parameter on return of the procedure. A fonnal shared parameter denotes the
actual parameter, which must be a variable; this is similar to call-by-reference in Pas-
cal. Actual parameters may not be aliases [Ghezzi and Jazayeri 1982] of each other;
this is enforced by either compile-time or run-time tests.
A procedure can read and write shared parameters and it can return several
results, either through a result value or through output parameters. Apart from this, a
procedure does not have any side effects on its environment. To emphasize this fact,
we use the keyword function rather than procedure. Note, however, that Orca is not a
functional language, as procedures may have call-by-reference parameters.
Processes
A process definition in Orca consists of a name, parameter specification, and body
(local declarations and statements):
process name (formal-parameters) ;
local declarations
begin
statements
end;
A process definition does not create any processes; it merely defmes how actual
processes should be invoked and it describes the behavior of such processes.
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Initially, an Orca program consists of a single process, but new processes can be
created explicitly through the fork statement:
fork name (actual-parameters) ;
This statement creates a single new process. We will refer to the process executing the
fork statement as the parent; the newly created process is said to be a child process.
(The relation between a parent and its children is purely dynamic, as there is no static
nesting of processes.) Note that the child process is anonymous, as ~e fork statement
does not return a value. In our model, there is no need for referring to individual
processes.
A process can take parameters, as specified in its defmition. Two kinds are
allowed: input and shared.
A process may take any kind of data structure as value (input) parameter. In this
case, the process gets a copy of the actual parameter, which is passed by its parent
(creator) in the fork statement. The data structures in the parent and child are
thereafter independent of each other-ehanging one copy does not affect the other-so
they cannot be used for communication between parent and child thereafter.
The parent can also pass any of its data-objects as shared parameter to the child.
In this case, the data-object will be shared between the parent and the child. The parent
and child can communicate through this shared object, by executing the operations
defined by the object's type. This mechanism can be used for sharing objects among
any number of processes. The parent can spawn several child processes and pass
objects to each of them. The children can pass the objects to their children, and so on.
In this way, the objects get distributed among some of the descendants of the process
that created them. If any of these processes performs an operation on the object, they
all observe the same effect, as if the object were in shared memory, protected by a lock
variable.
Unlike procedures, processes do not return a value or have output parameters.
This difference is due to the asynchronous nature of process creation. In principle, it
would be possible to add a construct to Orca that blocks the parent until the child has
finished and then transfers result values from the child to the parent. (Mesa, for exam-
ple, has such a join construct [Lampson and Redell 1980]. ) Such a construct is not
strictly necessary, however, as synchronization and transmission of results can also be
achieved using shared data-Objects.
Mapping of processes to processors
An important issue related to process creation is the mapping of processes to proces-
sors. In Chapter 3 we identified ~e types of mapping notations, depending on
whether the processor is fIxed at compile-time, fIxed at run-time, or not fixed at all.
The fIrst type is mainly useful if sharing of data is to be restricted to processes execut-
ing on the same physical processor. In our model, any two processes can share data, so
it is not necessary to require the mapping to be static.
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The third type of mapping essentially allows processes to migrate during their
lifetime. The applications for which Orca is intended, however, seldom need this com-
plexity. In Emerald, for example, a process that frequently accesses remote data is
sometimes migrated to the processor containing the data. As we will see in Chapter 6,
Orca implementations may transparently migrate (or replicate) the shared data in such
cases, so there is no need for migrating the process.
The notation of Orca for mapping processes to processors falls in the second
class-fixed at run-time. All processors participating in a program are numbered
sequentially. These numbers are used for differentiating physical processors, but other-
wise have no significance. We do not specify how processors are allocated to pro-
grams. We assume that the user somehow negotiates with the operating system and is
allotted a certain number of processors for executing a parallel program. The total
number of processors available to a program can be obtained through the standard
function NCPUS. When a process is created, it can optionally be assigned to a specific
processor by specifying the processor's identifying number, as in:
fork name (actual-parameters) on(processor-number);
The processor-number can be any expression yielding an integer result. (If the on
part is omitted, the new process will be run on the same processor as its parent.) As an
example, the following code creates one worker process on each available processor:
for p in 1 •• NCPUS () do
fork worker (actual-parameters) on (p);
00;
This notation is quite sufficient for most distributed architectures. In some cases,
however, programmers may want to benefit from the physical interconnection structure
of the processors (e.g., a Transputer grid). In a processor grid, for example, the latency
time for a message depends on the distance (number of hops) between the sending and
receiving processor, so communication between two processes can be sped up by
assigning them to adjacent nodes.
An implementation of Orca could make the interconnection tOpology visible to
the programmer by systematic numbering of the processors. For example, if the pro-
cessors of a grid are numbered row by row and left to right within a row, it is easy to
identify the four neighbors of a processor. Programs using such a notation, however,
may execute inefficiently on other network topologies.
5.4.3. Abstract data types
Processes in Orca communicate through shared data-objects. The type of such an
object is essentially an abstract data type, as it defines a number of operations on data,
but hides the actual implementation of the data structure and the operations. Orca
therefore provides an abstract data type facility for defining shared data-objects. Of
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course, abstract data types are just as useful for encapsulating non-shared, local data.
They have also been proposed, for example, to aid the construction of reliable sequen-
tial programs [Guttag 1977]. During our discussion, we will take this issue into
account.
Design alternatives for the abstract data type mechanism
An important design issue is whether the same abstract data typing facility should be
used for encapsulating shared and non-shared data. If two different mechanisms are
used, 'the implementor of an abstract data type has to decide whether the type is to be
used for shared data (Le., shared data-objects used for interprocess communication) or
local (non-shared) data. The advantage of having one mechanism is the possibility of
implementing abstract types that can be used for both shared and non-shared data. On
the other hand, programmers may need different primitives for implementing shared
and non-shared types. This flexibility can only be obtained by distinguishing between
shared and non-shared types. Before deciding on this issue, we will look at the most
important differences between the two uses of abstract data types.
One difference is caused by the condition synchronization mechanism of our
model. As explained in §5.3.3, operations on shared data-objects may block until the
data satisfy a certain condition. If the object is not shared, ,however, it makes no sense
to let operations block, because no other process can possibly change the object's data.
On the other hand, allowing the invoking process to continue even when the guard of
the operation fails, frequently will also be undesirable. The synchronization mechan-
ism is only useful for shared objects, not for local objects.
A second difference is the limitation of the shared data-object model to apply
operations to single objects only. This rule is the key to a simple an efficient imple-
mentation of the model, as it takes away the need for complicated distributed locking
protocols on multiple objects. For non-shared objects, however, this limitation is not
strictly necessary, as such objects need not be locked.
Despite these two differences, we feel it is much cleaner to use a single, general
facility that covers both cases. Many abstract data types will be useful to both sequen-
tial and distributed programming, so splitting up abstract types into two disjoint
categories is not very attractive. We therefore use a single abstract data type mechan-
ism. Each abstract type can be used for creating shared as well as non-shared objects.
As a consequence of this decision, it is syntactically correct to apply a blocking
operation to a non-shared object. The run time system can easily detect such a situa-
tion, however, and generate an error message. Another consequence is the inability to
implement operations that change multiple objects, even if the objects are not shared.
An operation can take any number of objects as input parameter, however, so it can
read (but not modify) multiple objects.
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Abstract data type definitions
Abstract data types are used in several modem languages, such as CLU, Ada, and
Modula-2. In Ada, for example, the specification part of a module (package) may
declare a type to be private, which means that users of the module cannot access the
internals of the data type. The representation of the abstract data type (the internal
data) is not textually hidden from its users, but is included in a separate (private) part of
the module specification. Information in the private part is used by a compiler for
determining the storage requirements of variables of the private type. .
Modula-2 does not have such a private part, but it demands the representation
type be a pointer type, so compilers always allocate the same amount of storage for
variables of abstract data types. The implementation of the abstract data type can use
any amount of storage, however, by allocating it dynamically and binding the pointer to
this dynamically allocated area (usually a record). Still, it seems far more convenient
not to bother programmers with such implementation details. In Orca, therefore, we
hide the representation type from the users and do not impose any restrictions on it.
An abstract data type definition (or object definition) in Orca is a separate pro-
gram unit, much like a module in Modula-2. Like modules, object defmitions consist
of two parts that can be compiled separately: a specification part (Figure 5.1) and an
implementation part (Figure 5.2). Unlike modules in Modula-2, an object type defini-
tion in Orca does not allocate any data by itself; rather, it is template from which multi-
ple instances (objects) can be created dynamically, each containing the data specified in
the definition. (In this sense, an object defmition is similar to a class defmition in
Simula 67.)
object specification name;
operation opl (formal-parameters): ResultType;
operation op2 (formal-parameters): ResultType;
end;
Fig. 5.1. Specification part of an Orca abstract data type definition.
The specification part only specifies the operations that can be applied to objects
of this type. It does not specify the data stored in such objects. An operation has zero
or more parameters and may (but need not) return a result. The parameters are either
input or output parameters. Input parameters are passed by value. Output parameters
are similar to result values: on return of the operation, the current value of the formal
parameter is copied into the actual parameter, which must be a variable of the same
type. Unlike procedures and processes" operations do not take shared parameters. An
operation should be thought of as affecting a single object and returning zero or more
results.
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The implementation part of an object type definition (see Figure 5.2) consists of:
1. A specification of the internal data contained by objects of this type.
2. The code implementing the operations declared in the specification
part.
3. The code that initializes objects of this type.
object implementation name;
declarations for internal data
operation opl (formal-parameters): ResultType;
local declarations of opl
begin
code for opl
end;
operation op2 (formal-parameters): ResultType;
local declarations of op2
begin
code for op2
end;
begin
code that initializes internal data
(executed whenever a new object is created)
end;
Fig. 5.2. Implementation part of an Orca abstract data type definition.
Each instance (object) of the abstract data type contains the data declared in the
object implementation. These data may be variables of any type, including dynami-
cally sized data structures (e.g., arrays or graphs). The variables are only visible inside
the operations and initialization code.
An operation implementation is similar to a procedure. The operation can access
only three kinds of variables:
1. The local (internal) data of the object it is applied to.
2. The parameters of the operation.
3. The local variables of the operation.
As described in §5.3.3, operations in our model may block until a certain condi-
tion becomes true. In fact, Orca allows the body of an operation to specify a number of
conditions. The general form of such an operation is as follows:
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operation op(formal-parameters): ResultType;
local declarations
begin
guard condition1 do statements1 od;
guard condition2 do statements2 00;
guard conditio~ do statementsn od;
end;
CHAP.S
The operation invocation blocks until one or more of the conditions (guards) are true.
Next, one true condition is selected nondeterministically and its corresponding state-
ments are executed.
Objects are created by declaring variables of an object type. The declaration
does not need to specify whether the object will be shared. When an object is created,
the run time system allocates memory for the local variables (internal data) of the
object and executes the initialization code.
Objects declared local to a process may be shared with other (child) processes by
passing them as shared parameters when the children are created. (This was discussed
above). Each process sharing an object can invoke the operations listed in the specifi-
cation part of the object's type. An operation on an object X is invoked as
X$op(actual-parameters)
The operation with the given name is applied to object X. The actual parameters should
match the formal parameters of the operation specification.
An example object type definition
As a simple example, we will show how an object type IntObject, encapsulating a
single integer, can be defined. The defInition of an object type consists of a specifica-
tion part and an implementation part.
object specification IntObject;
operation Value (): integer; # return value
operation Assign(v: integer); # assign new value
operation Inc (by: integer); # indivisibly increment value
operation Dec(by: integer); # indivisibly decrement value
operation AwaitValue (v: integer); # wait for certain value
end;
Fig. 5.3. Specification part of an object type IntObjeet.
The specification part (Figure 5.3) specifies a number of indivisible operations
on objects of this type. The implementation part (Figure 5.4) specifies the internal data
of the objects (an integer), and it contains the implementation code of the operations as
well as code that initializes objects.
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object implementation IntObject;
x: integer; #internal data
operation Value (): integer;
begin
return x;
end;
operation Assign (v: integer);
begin
x := v;
end;
operation Inc (by: integer);
begin
x := x + by;
end;
operation Dec (by: integer);
begin
x := x - by;
end;
operation AwaitValue (v: integer);
begin
guard x = v do 00;
end;
begin
x := 0; # initialize objects to zero
end;
Fig. SA. hnplementation part of an object type IntObject.
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Objects of this type are created through variable declarations. Operations are
invoked as shown below.
Obj: IntObject;
tmp: integer;
Obj$Assign(1989);
Obj$Inc (4) ;
tmp := Obj$Value();
Obj$AwaitValue(2000);
138 THE SHARED DATA-OBJECT MODEL CHAP.S
Nested objects
Abstract data types are useful for extending a language with new types. Instead of hav-
ing a large set of built-in types, a language provides a limited number of standard types
and allows users to define new ones. Preferably, this method for building new types
should be hierarchical: existing abstract data types should be usable for building new
ones. An abstract data type LinearList, for example, may be useful for implement-
ing a new type SymbolTable.
It therefore is desirable to allow objects to be nested. In other wo~ds, the internal
data of an object may themselves be objects. Suppose we have an existing object type
OldType, specified as follows:
object specitication OldType;
operation OldOperationl (): boolean;
operation OldOperation2 () ;
end;
We may want to use this object type in the implementation of another type (we omit
the specification of this type):
object implementation NewType;
NestedObject: OldType; # a nested object
operation NewOperation () ;
begin
guard NestedObject$OldOperationl () do
NestedObject$OldOperation2();
00;
end
end;
Objects of the new type contain an object, NestedObject, of type OldType. The
latter object is called a nested object, because it is part of another object. Note that
instances of NewType are still single o~ects whose operations are executed indivisibly.
The nested object is invisible outside i, enclosing object, just like 'any other internal
data.
The implementor of NewType can be seen as a user of OldType. So, the imple-
mentor of NewType does not know how OldType is implemented. This lack of infor-
mation about the implementation of the operations on OldType causes two problems.
The first problem is illustrated by the usage of OldOperationl in the guard of
NewOperation. The guard expressions may not have any side effects, as they may
have to be evaluated several times. Unfortunately, we do not know whether the invo-
cation of OldOperationl has any side effects. If the operation modifies NestedOb-
ject, it does have side effects. We can only tell so, however, by looking at the imple-
mentation of this operation, which is against the idea of abstract data types.
The second problem is more subtle. Suppose a process declares an object
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NewObject of type NewType and shares it with some of its child processes. If one of
the processes invokes NewOperation on NewObject, the implementation of this
object will invoke OldOperation2 on the nested object. The problem is that the latter
operation may very well block. If so, we violate the rule that operations are only
allowed to block initially. In this situation, there are two equally unattractive options:
1. Suspend the process invoking NewOperation, but allow other
processes to access the object. This means, however, that the opera-
tion will no longer be indivisible.
2. Block the calling process, but do not allow any other processes to
access the object. This implies that the process will be suspended
forever, because no other process will be able to modify NestedOb-
ject.
One could solve this problem by disallowing blocking operations on nested objects, but
again this requires looking at the .implementation of an operation to see how it may be
used.
Cooper and Hamilton have observed similar conflicts between parallel program-
ming and data abstraction in the context of monitors [Cooper and Hamilton 1988].
They propose to extend operation specifications with information about their imple-
mentation, such as whether or not the operation suspends or has any side effects. We
feel it is not very elegant to make such concessions, however.
Our solution to these two problems is as follow~. An operation repeatedly tries
to evaluate its guards and then tries to execute the statements of a successful guard.
Before evaluating a guard, however, the operation creates a copy of the entire object,
including any nested (or deeply nested) objects. This copy is used during the evalua-
tion of the guard and execution of the statements. The operation commits to a certain
alternative, as soon as both
1. The guard succeeds (evaluates to true), and
2. The corresponding statements can be executed without invoking any
blocking operations on nested objects.
As soon as a guard fails or,its statements invoke a blocking operation, the copy of the
entire object is thrown away and another alternative is tried. So, an operation does not
commit until it has finished executing a successful guard and its corresponding state-
ments, without invoking any blocking operations on nested objects. If all alternatives
of an operation fail, the operation (and the process invoking it) blocks until the object is
modified by another process. If an operation commits to a certain alternative, the
object is assigned the current value of the copy (i.e. the value after evaluating the
selected guard and statements).
This scheme solves both of the above problems. An operation on a nested object
used inside a guard (e.g., OldOperationl in the code above) may have side effects;
these side effects will not be made permanent until the guard is actually committed to.
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An operation on a nested object may also block. As long as all guards of that operation
fail, however, the alternative containing the invocation will never be committed to.
The operation has no effects until it commits to a certain alternative. Before commit-
ment, it may try some alternatives, but their effects are thrown away. If the operation
commits to an alternative, both the guards and statements of the alternative are exe-
cuted without blocking. Therefore, operation invocations are still executed indivisibly.
As an example, suppose we have an object X of type NewType (defined above)
and we want to apply the operation NewOperation to X:
X: NewType; # creates an object of type NewType
X$NewOperation(); # apply NewOperation to X
# get rid of copy of X
X :=
exit;
else
throwaway TMP
This will result in the execution of the following code:
do # forever
TMP := copy(X); # create a copy of object X
# evaluate guard of NewOperation, using TMP:
W TMP.NestedObject$OldOperationl() then
# try to execute body of NewOperation, using TMP:
if TMP.NestedObject$OldOperation2() succeeds
without blocking then
TMP; # commit: assign copy to X
# done; exit do-loop
fi;
fi;
block until X has been changed;
00;
TMP is a temporary variable of type NewType. The notation TMP .NestedObject
denotes the nested object of this temporary variable. Before trying a guard, a copy of
object X is created and this copy is used for executing the guard and body of the opera-
tion. If the guard succeeds and the bQdy does not invoke a blocking operation on a
nested object, the operation commits aI1d the current value of the cOpy is assigned to
the object.
The price paid for this solution is efficiency. It may be quite expensive to copy
objects before trying each alternative. In most cases, however, the compiler will be
able to optimize away the need for copying objects. Many object types will not have
any nested objects, so they do not suffer from the problems described above. Also, an
optimizing compiler will sometimes be able to verify that the operations used in a
guard are side-effect free and that all operations applied to nested objects are nonblock-
ing. To do so, it needs to access the implementation code of nested objects. This is not
any different from other global optimizations (e.g., inline substitution), which basically
need to access the entire source program. Also, the same mechanism can be used to
test for circularities in nested object defmitions.
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Our solution therefore preserves abstraction from the programmer's point of
view, but sometimes requires global optimizations to be efficient. This is a specific
example of our design principle to keep the language simple and rely on optimization
techniques for achieving efficiency.
5.4.4. Data structures
We will now tum our attention to the data structuring facilities of Orca. Data struc-
tures are important to the design of any language, whether sequential or distributed.
Languages having flexible support for complicated data structures are fiequently easier
to program than languages lacking such support. The very high level language SETL,
for example, owes much of its expressiveness to its sophisticated data structuring capa-
bilities.
In Orca, new data structures will frequently be designed as abstract data types.
The language needs some basic primitives, however, on top of which more general
(abstract) types can be built. These basic primitives were designed with two basic prin-
ciples in mind: distribution and security.
First, we want data structures to be treated similarly to scalar variables. In par-
ticular, any data structure can be passed as a parameter to processes and operations.
This is especially important if data structures are encapsulated within abstract data
types, because we want to be able to pass an input or shared parameter to a remote pro-
cess, no matter what its internal data look like. In contrast, most other distributed
languages only allow scalar data or arrays to be sent to a remote process (see §4.3.4).
Second, we want the data structuring mechanism to be type-secure. Erroneous
usage of data structures should be detected either during compile-time or run-time, but
should never wreak havoc and generate a core dump. This issue is highly important, as
it makes debugging of distributed programs easier.
The basic idea behind the data structuring mechanism of Orca is to have a few
built-in primitives that are secure and suitable for distribution. More complicated data
structures can be defined using the standard types of the language (integer, real,
boolean, char) and the built-in data structuring capabilities. Frequently, new data struc-
tures will be designed as abstract data types. To increase the usefulness of such types,
Orca supports generic abstract data types, which will be described in §5.4.5.
There is a trade-off between having a certain type built-in or user-defmed (as an
abstract data type). In general, it is desirable not to have too many built-in types, as
that complicates the language. Built-in types, however, have several advantages over
user-defined types:
• The syntax of operations on built-in types usually is somewhat
clearer than that for user-defmed types.
• A language may provide a notation for denoting values (constants) of
built-in types (e.g, an array aggregate in Ada), while no such nota,-
tions exist for values of user-<lefmed abstract types.
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• Built-in types can often be optimized more easily.
• Some built-in types are related to other language constructs. A for
statement, for example, may iterate over a set, which is a built-in
type.
In Orca, the following type constructors are built-in: arrays, records, unions, sets, bags,
and graphs. These are discussed below.
Arrays
An array contains a number of components of the same type. The components are
indexed by an index type, which must be a discrete scalar type (e.g., the standard type
integer). The range of permissible index values is determined dynamically and is not
considered to be part of the type. Moreover, array variables of the same type but with
different index ranges can be assigned to each other.
As an example, consider the following array type definition and variable declara-
tions:
type table - array [integer] of boolean;
A: table[l •. lO];
B: table[30 .. 100];
Components of an array are accessed through an indexing notation, as in
A[i] :- B[j+1];
Trying to access a component outside the current index range results in a run-time
error.
The array bounds appearing in the variable declarations provide the initial values
for the actual bounds. These bounds need not be compile-time constants, so arrays of
dynamic size can be allocated. If the bounds are omitted in the variable declaration, the
index range of the variable is initially empty. The array bounds can be changed by
assigning a new value to the array variable, as in:
A := table: [true, false, true];
# assign 3-element array aggregate of type table to A
B := A;
# both A and B now have bounds 1 and 3
Assignment for array variables is similar to assignment for scalar variables: the old
value of the variable is lost and the right hand side value is copied to the variable. This
may cause the bounds of the array varia~le to be changed. (Note that a similar conven-
tion holds for flexible arrays in Algol 68.) In the example above, A is assigned an array
aggregate (a composite value) of type table containing three Booleans; subsequently,
the value of A is assigned to B. As a result, both A and B get lower bound 1 and upper
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bound 3. The current bounds of an array variable can be retrieved through the standard
functions LB and UB.
Records and unions
A record contains one or more fields, possibly of different types. For example, the fol-
lowing code
type rr =
record
i: integer;
x: real;
b: boolean;
end;
r: rr;
defines a record type with three fields and declares a variable of this type. The fields of
a record variable can be accessed as follows:
r.i := 12;
r.x := r.x + 3.14
r.b := true;
Records are basically the same as in Modula-2, except that they do not contain
variants. Orca provides union types instead of variants. A union consists of a tag field
and one or more other fields, only one of which may be accessed, as determined by the
current value of the tag. Consider, for example, the type declaration
type uu =
union (t: integer)
1 => i: integer;
3 => b: boolean;
9 ==> r: real;
end;
and the following variable declarations:
u: uu(3);
v: uu(9);
The type defmition defmes a union type with an integer tag field and three other
fields. Two variables are declared, with initial tag values 3 and 9. The fields of these
variables can be accessed as follows:
u.b :== true;
v.r :== 2.89;
Accessing a field that does not correspond to the current value of the tag results in a
run-time error, as in:
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u.i := 20;
v.b := true;
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Assigning to the tag field directly is not allowed and results in a compile-time error.
Assigning to a union variable as a whole is permitted, however, and may change the
current value of the tag:
u := v;
u.r := 4.9;
Both records and unions can contain as fields any structures, such as records, unions,
and graphs.
Sets and bags
Sets and bags contain zero or more elements of a given base type. In contrast to
Modula-2, the base type is not restricted to a subrange of integers, but can also be a
structured type. Unlike arrays, sets and bags are unordered and there is no notation for
denoting individual elements of them. A set does not contain any duplicates, so adding
an element that is already a member of the set has no effect. In contrast, bags may
have duplicate elements. Removing a nonexisting element from a set also has no
effect.
Several standard operators and statements are dermed for manipulating sets and
bags. This is illustrated by the following piece of code:
type IntSet = set of integer;
S: IntSet; # sets are initially empty
e: integer;
S := IntSet:{2, 8, 16}; # assign set-aggregate to S
insert (30, S); # add 30 to S
delete (8, S); # delete 8 from S
S +:= IntSet:{5, 7, 16}; # union of S and {5,7,16}
assert (2 in S); # test for membership
for e in S do Write (e); 00;
# iterate over S; prints random permutation
# of 2, 5, 7, 16, 30
Graphs
The main problem in designing a type-secure data structuring mechanism that is suit-
able for distributed systems is the support for general data structures. In most pro-
cedurallanguages (e.g., Pascal), data structures like graphs, trees, and lists are built out
of dynamically allocated and deallocated blocks of memory, linked together through
pointers. As we will discuss below, this approach is often insecure and unsuitable for
distributed programming. During our discussion, we will focus on graphs, as these are
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the most general data structures. We will use Pascal as representative for the large
class of languages that use pointers for building general data structures.
First of all, giving the programmer explicit control over allocation and dealloca-
tion of memory usually violates security. As an example, consider the following piece
of Pascal code:
var p, q: ~integer; {p and q are pointers to integers}
new (p);
q := p;
dispose (p);
p~ := 10;
q~ := 20;
{allocate memory for one intege~}
{copy the pointer p}
{deallocate the memory}
{modify the deallocated memory}
{modify the same deallocated location}
After the dispose statement, the pointer variables p and q point to an unallocated
location in memory; they are called dangling references. The indirect assignments
through p and q therefore modify the same random word in memory. This word may
be part of any data structure that has been allocated after the dispose statement. Such
errors may easily lead to obscure program behavior and are very hard to trace. Note
that the problem cannot be solved by simply marking disposed pointers illegal, since
their value may have been copied, as is illustrated by the usage of q.
This problem can be attacked in two different ways. First, deallocation of
memory can be left to the system rather than the pr~grammer. With this approach,
called automatic garbage collection [Cohen 1981l, the run time system tracks down
pieces of memory that can no longer be accessed and deallocates them. The second
way of fIxing the security problem is by making pointers safe. Lomet [Lomet 1985l,
for example, proposes mechanisms for dealing with dangling references during run
time, at the cost of losing some effIciency.
The second disadvantage of using pointers for building graphs is the diffIculty in
transmitting such data structures to remote machines. Pointers, if implemented as
addresses, are only meaningful within a single machine, so they need special treatment
before being transmitted. Even more important, most languages do not consider such
graphs to be frrst-class objects, so it is hard to determine what has to be transmitted. In
Pascal, a graph is identifIed by a pointer to one of its nodes. Given such a pointer,
however, it is not clear which blocks of dynamically allocated memory are part of the
graph. In other words, there is no denotation in Pascal for the collection of nodes that
together constitute a graph. Consequently, graphs in Pascal cannot be passed as value
parameter to a procedure; neither can one graph variable be copied into another through
an assignment statement. In contrast" such limitations do not hold for records and
arrays, which are flfSt-class objects in Pascal.
In Orca, these problems are solved through the introduction of a graph data type,
analogous to the array, set, and record types described above. A graph in Orca consists
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of zero or more nodes, each having a number of fields, similar to the fields of a record.
Also, the graph itself may contain global fields, which are used to store information
about the entire graph (e.g., the root of a tree or the head and tail of a list). Individual
nodes within a graph are identified by values of a nodename type.
As an example, a binary-tree type may be defmed as follows:
type node = nodename of BinTree;
type BinTree =
graph 41= global field:
root: node; 41= name of the root of the tree
nodes 41= fields of each node:
data: integer;
LeftSon,
RightSon: node; 41= names of left and right sons
end;
This program fragment declares a graph type BinTree. Each node of such a
graph contains a data field and fields identifying the left and right sons of the node.
Furthermore, the graph has one global field, identifying the root node of the tree.
A tree data structure is created by declaring a variable of this type, as in:
t: BinTree;
Initially, the tree is empty (it contains zero nodes), but nodes can be added and deleted
dynamically as follows:
n: node; 41= local temporary variable of type node
n := addnode(t); 41= add a node to t, store its name in n
deletenode (t, n); 41= delete the node with given name from t
If a new node is added to a graph, the run time system automatically allocates
memory for the node. In this sense, addnode is similar to the standard procedure new
in Pascal. As a crucial difference between the two primitives, however, the addnode
construct specifies the data structure ~WhiCh the new block of memory is intended.
Unlike in Pascal, the run time system of ca can keep track of the nodes that belong to
a certain graph. This information is u d whenever a copy of the graph has to be
created, for example when it is passed as a value parameter to a procedure or remote
process. Also, the information is used to delete the entire graph at the end of the pro-
cedure in which it is declared.
The global fields of a graph and the fields of its nodes are accessed through
designators that are similar to those for records and arrays:
t.root := n; 41= access the global field of t
ten] .data := 12; 41= access data field of node n
t en] •LeftSon := addnode (t) ; # create left son of n
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Note that the designator for the field of a node specifies the name of the node as well as
the graph itself. This is in contrast with Pascal, where nodes are identified by pointers
only. The notation of Orca may be somewhat more cumbersome, but it has the advan-
tage that it is always clear which data structure is accessed. This property is a basis for
making the data structuring mechanism type-secure, as explained below.
If a certain node is deleted from a graph and subsequently one of its fields is
accessed, a run time error occurs, as illustrated by the following piece of code:
n := addnode(t);
deletenode (t, n);
t[n] .data := 12; # causes a run-time error
The run time system checks whether the graph t contains a node with the given name.
Furthermore, each invocation of addnode (t) returns a different name, so the same
nodename will not be re-used for denoting a different node. Whenever a node has been
deleted from a graph, any future reference to the node will cause a run-time error. (The
implementation of this mechanism will be discussed in Chapter 6.)
The data structuring mechanism of Orca has some properties of arrays and some
of Pascal-like data structures. The mechanism supports dynamic allocation of memory
through the addnode primitive. Like arrays, graphs in Orca are first-class entities,
which has several advantages: they can easily be passed to remote processes; assign-
ment is defmed for graph variables; functions may ret:urn a value of a graph type; and
graphs are automatically deallocated at the end of their enclosing procedure. The latter
feature makes automatic garbage collection of nodes less necessary. Nodenames in
Orca have the safety advantages of both pointers and array indices. Like pointers, they
cannot be manipulated through arithmetic operations; like array indices, any illegal
usage of a nodename will be detected at run time.
The graph type of Orca also has some disadvantages, if compared to pointers.
With pointers, for example, any two data structures can be hooked together through a
single assignment statement. With graphs, this is not so easy. If the programmer anti-
cipates the join, the data structures can be built using a single graph. If separate graphs
are used, one will have to be copied into the other.
5.4.5. Generic abstract data types
The data structuring capabilities of Orca can be used for building other data structures,
like lists, queues, and trees. Usually, such new data structures will be defined as
abstract data types. There is one potential problem, however, in defIDing such types on
top of the language rather than having them built in. The data structuring mechanisms
built into the language can be applied to 'any type. For example, one can defme arrays
of integers, arrays of reals, and so on. So, an array is not an actual type, but a construc-
tor (or schema) from which actual types can be derived. For user-defmed types one
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would like to have the same flexibility. Programmers should be able to defme, say, a
list type constructor and use it for building lists with any type of elements.
The abstract data typing facility described so far does not have this flexibility. It
only allows specific types (e.g., a list of integers) to be defmed, but not type construc-
tors. In general, there are several ways for achieving this flexibility [Cardelli and
Wegner 1985]. For Orca, we have chosen for generic types, as this mechanism is easy
to understand and implement.
Below, we will describe how generic abstract data types can be defmed and used.
Orca also supports generic modules; these are similar to generic abstract data types and
will not be discussed here.
Generic type specifications and instantiations
A generic abstract data type is an abstract type that is parameterized with other types.
It is not an actual type itself, but it can be used to create several real types through a
process called instantiation. Like normal abstract type definitions, generic abstract
types consist of a specification part and an implementation part. Consider, for exam-
ple, the following generic type specification:
generic (type T)
object specification GenericQueue;
operation Append(x: T);
operation Get (): T;
end generic;
This code specifies a generic abstract data type GenericQueue, parameterized with a
formal type T, which is the type of the elements of the queue. The generic type is a
template from which non-generic abstract data types can be instantiated. Such an
instantiation supplies an actual type parameter for the formal parameter T, as in:
object IntQueue = new GenericQueue (integer);
The type IntQueue introduced by this- instantiation can be used as if it were specified
directly as: '
object specification IntQueue;
operation Append(x: integer);
operation Get (): integer;
end;
Note that the formal parameter T has been replaced by the actual parameter integer.
Generic types can therefore be regarde<\ as a controlled macro-substitution mechanism.
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Generic type implementations
The implementation part of a generic object type defmition is similar to the implemen-
tation part of non-generic type, except that it contains the keyword generic. Inside the
implementation part, the formal types can be used just like normal types. A critical
issue, however, is which operators may be applied to variables of such types. Like any
procedural language, Orca supports several standard arithmetic and relational opera-
tors. Unfortunately, each operator applies only to a certain class of values. The "+"
operator, for example, can be used for adding integers or reals, but not Booleans or
records. Inside the implementation of a generic type, however, it is not known to
which class a formal type belongs.
There are many different solutions to this problem. In principle, a compiler
could check whether the operators used in the implementation are defmed for the actual
type supplied during the instantiation. For example, if the implementation of Gener-
icQueue would apply the "+" operator to values of type T, then the instantiation
object BoolQueue = new GenericQueue (boolean) ;
would cause a compile-time error message, as "+" is not defmed for Booleans.
Whether or not the generic type may be instantiated with a given type parameter would
depend on the implementation of the generic type. This is an undesirable property.
The solution we have taken is similar to that of Ada. A generic definition may
impose a restriction on the actual types supplied during instantiation. We distinguish
three cases:
1. If no restriction is imposed on the actual type, no operators may be
applied to values of the formal type. Such values can only be mani-
pulated through assignments or parameter passing.
2. If the actual type is required to be a scalar type (integer, real, char,
boolean, and the enumeration types), the relational operators may be
used.
3. If the actual type is required to be a numeric type (integer or real),
one may use the relational and arithmetic operators.
This categorization leads to three significantly different classes of typeS'. Any addi-
tional operations (or constants) needed in the implementation part can be supplied as
formal parameters of the generic defmition, just as in Ada.
Example of a generic abstract data type
As an example of a generic abstract data type defmition, we will show the specification
and implementation of a generic type GenericAnnualReport, which encapsulates a
table with 12 values, one for each month. The specification part (see Figure 5.5) con-
tains two formal parameters.
The f«st parameter, the formal type T, is restricted to be a numeric type, as
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generic (numeric type T; function print (x: T)
object specification GenericAnnualReport;
operation AssignToMonth(month: integer; amount: T);
operation AddToMonth (month: integer; amount: T);
operation PrintReport();
end generic;
Fig. 5.5. Specification part of a generic object type definition.
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shown in the first line of the specification part. The second parameter is a function
print, which presumably prints values of type T. The specification lists operations for
initializing and increasing table entries and for printing the entire table.
generic
object implementation GenericAnnualReport;
table: array [integer 1 •• 12] of T;
operation AssignToMonth (month: integer; amount: T);
begin
table [month] := amount;
end;
operation AddToMonth (month: integer; amount: T);
begin
table [month] +:= amount; # here n+n is allowed
end;
operation PrintReport () ;
i: integer;
begin
for i in 1. .12 do
print (table[i]); # print is a formal parameter
00;
end;
end generic;
Fig. 5.6. Implementation part of a generic object type definition.
The implementation part looks very much like a nonnal object implementation,
except for the keywords generic at the beginning and end (see Figure 5.6). The inter-
nal data of objects of this type consist of a table of 12 entries of type T. The first opera-
tion, AssignToMonth, assigns a value, to the entry specified as parameter; recall that
assignment is always allowed within the body of a generic unit. The second operation,
AddToMonth, increments a table entry by using the n+n operator (or rather the add-
and-becomes operator "+:="); as T is declared to be numeric, this operator may be used
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throughout the implementation part. Finally, the third operation, PrintReport, calls
the formal parameter print to print the entries of the table.
The generic abstract data type is instantiated by specifying an actual type and a
print function, for example:
object AnnualIncome =
new GenericAnnualReport(real, WriteReal);
or
object AnnualProduction =
new GenericAnnualReport (integer, WriteInt);
The type AnnualIncome can subsequently be used for creating objects that record
incomes on a monthly basis. The second type, AnnualProduction, is useful for
discrete entities, like the number of items produced during each month.
5.4.6. Program structure
An Orca program consists of defInitions of object types and modules. Modules are
static entities, similar to packages in Ada. Both object type and module defInitions
consist of a specifIcation and an implementation part. The specifIcation part provides
information on how to use the object type or module; the implementation part contains
the actual code. A specifIcation and its implementation may be compiled as separate
units.
An object defInition introduces a new abstract data type. Each object type may
have multiple instances (variables). In contrast, a module is fully static and does not
have any instances. Modules do not contain data, but are used for grouping together
defmitions of constants, types, procedures, and processes.
All entities declared in the specifIcation part of a module are made available to
users of the module. The specifIcation does not contain any executable code. If a
module specifIcation declares any procedures or processes, their implementations
should appear in the module implementation. Both the specifIcation part and the
implementation part may contain instantiations of generic units.
The mechanism for importing identifIers from other modules is similar to that of
Modula-2. Each compilation unit may contain import clauses, specifying the names of
other modules or objects used by this unit. IdentifIers defmed in the specifIcation part
of these modules or objects are made available to the unit being compiled. If an
imported identifIer is used, it has to be qualifIed with the name of the unit from which
it was imported. As in Modula-2, Orca also supports unqualifIed imports of the form:
from unit-name import identl, ident2, ..,
In this case, the imported identifIers can be used directly. Also, if a unit imports an
object defInition, all operations declared in the object's specifIcation are directly visi-
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ble. Operations defined by different object types can have the same name; the type of
the object to which an operation is applied is used to avoid ambiguity.
The module structure of Orca is simple. Unlike in Modula-2 and Ada, there is no
nesting of modules or procedures. Procedures can only access their own local variables
and arguments, so nesting of procedures would not be very useful. Moreover, as
Clarke et al. argue, nesting of procedures is somewhat superfluous in a language that
supports modules [Clarke et al. 1980].
6
IMPLEMENTATION
Although Orca is a language for programming distributed systems, its communication
model is based on shared data. The language implementation therefore should hide the
physical distribution of the hardware and simulate shared data in an efficient way.
Also, the implementation should allow any kind of data structure to be exchanged
between processes, which may not have access to a common memory. These and other
aspects of the implementation are the subject of this chapter.
Unlike, say, occam and Aeolus, our language is not designed for one specific
hardware or software configuration. Our discussion therefore will be more general
than just describing a specific implementation. We will outline the problems involved
in the language implementation, classify the possible solutions, and later illustrate these
solutions by means of actual implementations on real systems.
The structure of this chapter is as follows. First, we delimit the range of target
systems we have in mind for running Orca programs. Next, we distinguish between the
two basic components of any implementation: the compiler and the run time system
(RTS). While the Orca compiler uses mainly conventional compiler technology, the
RTS raises many new research issues. We will discuss these issues first. They concern
the management of shared data-objects, processes, and complex data structures. Subse-
quently, we will describe the implementation of the compiler, focusing on its novel
aspects and on the optimizations it carries out. Finally, we will illustrate our ideas by
briefly describing prototype implementations of three different run time systems, two
of which run on distributed hardware, and third of which, for comparison purposes,
runs on a shared-memory multiprocessor.
6.1. Assumptions about the execution environment
Orca is designed as a portable language, which can be implemented on a range of dis-
tributed systems. In this subsection, we will take a closer look at the systems on which
Orca may be implemented. The environment (target system) in which Orca programs
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execute is determined not only by hardware factors (CPU types and network topology)
but also by software factors (e.g., the operating system running on the target system).
Both factors are important when it comes to portability.
The diversity of CPU types found in today's-distributed and uniprocessor-
architectures complicates the portability of language implementations. Modem com-
pilers overcome this problem, however, by using retargetable code generators
[Ganapathi et al. 1982] and machine-independent optimizers [Leverett et al. 1980;
Tanenbaum et al. 1982; Bal and Tanenbaum 1986].
For distributed systems, an additional problem may be the presence of different
types of CPUs within a single system. Systems with this property are said to be hetero-
geneous. In heterogeneous distributed systems, communication between processors
gets complicated if the processors have different word sizes and byte orderings.
Although a heterogeneous implementation of Orca is conceivable, we will not address
the issue in this thesis, and assume all CPUs are the same.
The second hardware factor is the communications network. Many different net-
works exist, such as grids, hypercubes, rings, stars, LANs, and WANs. They differ in
their topology (interconnection structure), message latency time, number of messages
that can be handled simultaneously, support for multicast messages, and so on.
For our discussion, we will use a simplified model for the network topology and
assume that each processor can communicate directly with every other processor. For
networks like hypercubes and grids, which are not fully interconnected, this model can
be implemented by software protocols that forward messages through the network. We
note, however, that future (and even some current) generation hypercubes contain spe-
cial I/O processors that forward messages automatically. Physically, such a network is
not fully connected, but this fact is hidden almost completely from the programmer.
The execution environment for Orca programs is determined further by the exist-
ing systems software running on the distributed hardware. In the extreme case, there is
no software at all (except for a bootstrap loader in ROM), so programs run on the bare
hardware. The implementation thus takes care of every detail involved in physical
communication. Alternatively, there may be an existing layer of software dealing with
physical communication, such as a communications kernel or a distributed operating
system.
Unless stated otherwise, we assume there is some layer of communications
software running on each processor. This layer provides at least local process creation
and reliable, order preserving point-to-point message passing (i.e., messages between
two processors are delivered reliably, in the same order they were sent). Optionally,
this layer may also support reliable or unreliable multicast or broadcast. We will not
discuss how reliable message passing primitives are to be implemented on top of the
bare hardware.
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6.2. Compiler and run time system
The implementation of Orca consists of two parts: the compiler and the run time sys-
tem. The compiler is conceptually similar to a compiler for a sequential language. The
RTS, however, is distributed. Each processor contains its own incarnation of the RTS;
these incarnations cooperate in executing programs.
The compiler translates Orca source programs into machine code for the target
CPUs. The code produced by the compiler invokes primitives implemented by the
RTS. The tasks of the compiler can be classified into three categories:
1. Syntactic and semantic analysis of Orca programs.
2. Various optimizations that improve efficiency.
3. Code generation for the target system.
The first task is machine-independent; the latter two tasks need information about the
target CPUs.
The most important jobs of the RTS are the management of shared data-objects
and the management of processes. Orca gives the illusion that objects are shared
among processes, even if the processes and objects are on different machines. In real-
ity, remote objects can only be accessed through explicit message passing; these mes-
sages have to be generated by the RTS. The RTS should try to minimize the number of
messages needed by carefully distributing objects among processors.
The RTS also implements complex data structures (e.g., graphs). This part of the
RTS is independent of the topology of the target s~stem. Conversely, the part that
implements shared objects depends on the target system. The RTS may, for example,
use different implementation strategies for networks that provide multicast and net-
works that only support point-to-point messages.
For simplicity, we assume the RTS is constructed as a collection of subroutines
linked together with the machine code produced by the compiler (see Figure 6.1). The
resulting executable rde is subsequently loaded into one or more processors and then
executed.
The above scheme may be optimized in many ways. In principle, the compiler
can generate separate executable Ides for each processor, stripping code that will not be
executed by that processor. Also, part of the RTS can be integrated with the operating
system, as will be discussed in §6.7.2.
6.3. Management of sbared data-objects
The first (and probably most important) issue in the design of a distributed RTS for
Orca is the management of shared data-objects. A naive implementation of the shared
data-object model would incur a huge communication overhead. We attack this prob-
lem by replicating objects. We will first' look at the advantages of replication and at
how to decide on which processors to replicate data. Next, we will deal with the prob-
lem of consistent updating of replicated data. Finally, we will explain the problem in
detail and then give a spectrum of solutions.
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Fig. 6.1. Overview of the compilation and loading procedure. The boxes are
programs; the ellipses are files. The executable file is loaded into one or more
CPUs.
6.3.1. Replication of shared data-objects
The technique of data replication in distributed systems has been studied by several
researchers [Gifford 1979; Joseph and Birman 1986; Van Renesse and Tanenbaum
1988]. This research typically aims at increasing the availability and reliability of the
data in the presence of processor failures. For example, if multiple copies of the same
logical data are stored on different processors, the data can still be accessed if part of
the processors are down.
In contrast, we use replication primarily for speeding up access to shared data
and for decreasing the communication overhead involved in sharing data. The general
idea is to replicate an object on those processors that frequently access it. A copy may
be accessed by all processes running on the same processor, as shown in Figure 6.2.
CPU I CPU 2
copy
,of
X
network
Fig. 6.2. Replication of data-objects in a distributed system. Each processor
contains multiple processes running in pseudo-parallel. These processes
belong to a single job and run in a single address space, so they can share
copies of objects.
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It is useful to distinguish between read operations and write operations on repli-
cated data: a read operation does not modify the data, while a write operation (poten-
tially) does [Joseph and Birman 1986]. For Orca, we defme a read operation as an
operation that does not change the internal data of the object it is applied to. Objects of
type IntObject (see Figure 5.4), for example, have two read operations: Value and
AwaitValue. The remaining operations modify the object's data and are therefore
said to be write operations.
The primary goal of replicating shared data-objects is to apply read operations to
a local copy of the object, without doing any interprocess communication. On a write
operation, all copies of the object must somehow be updated, so a write operation
involves communication. This is a departure from most of the replication techniques
cited above, which in general need interprocess communication for every read and
write operation.
The second goal of replication is to increase parallelism. If an object is stored on
only one processor, every operation has to be executed by that processor. This proces-
sor may easily become a sequential bottleneck. With replicated objects, on the other
hand, all processors can simultaneously read their own copies.
The effectiveness of replication depends on the ratio of read and write operations
and on the costs of these operations. If a given object is modified frequently and read
infrequently, it probably is undesirable to replicate it, especially if updating copies is
expensive. In general, we can distinguish between several strategies for replication:
No replication:
Full replication:
Partial replication:
Each object is stored on one specific processor.
Each object is replicated on all processors.
Each object is replicated on part of the processors,
based on
(a) compile-time information, or
(b) run-time information, or
(c) a combination of both.
The fllSt approach is used by most object-oriented languages. In this case, all opera-
tions on a given object are executed by the same processor. As discussed in §5.3.4, this
may easily lead to sequential bottlenecks and high communication overhead.
The second approach indiscriminately replicates all shared objects on all proces-
sors. It will be most effective for architectures supporting fast reliable multicast mes-
sages, since these will allow efficient updating of all copies.
The third strategy selectively replicates objects, based on information gathered
by either the compiler, the RTS, or both. With this approach, several scenarios are pos-
sible. For example, the compiler may disable replication of objects that do not have
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any read operations at all. (Instantiations of the object type GenericQueue fall in this
class.) Also, if a processor does not contain any processes that share a given object, it
is unnecessary to store a copy of the object on that processor.
The most advanced scheme based on partial replication is to let the RTS decide
dynamically where to replicate each object. For example, the RTS may keep track of
read and write operations on an object issued by each processor, to determine which
processors frequently read the object. If the read/write ratio exceeds a certain thres-
hold, a replica of the object is created dynamically on that processor. This strategy is
most suitable if communication is slow, so the overhead of maintaining statistics is
worthwhile. Lucco, for example, has implemented a Linda run time system on a hyper-
cube, using a similar approach; he observed significant savings in communication costs
[Lucco 1987a].
If a write operation is applied to a replicated object, its copies have to be
updated. This can be done in two ways:
1. send the new value of the object to each processor, or
2. send the operation and its actual parameters to each processor and let
each processor apply the operation to its local copy of the object.
The ftrst approach is most effective for small objects, which do not contain large
amounts of data. If an object contains a large data structure of which the operation
modifies only a small part, applying the operation to all copies will be more efftcient.
With this approach, operations must be executed in a deterministic way, to make sure
all copies get the same value. In particular, the implementation must be careful with
operations containing multiple guards.
6.3.2. The inconsistency problem
The presence of multiple copies of the same logical data introduces the inconsistency
problem. If the data are modifted, all copies must be modifted. If this updating is not
done as one indivisible action, different processors may temporarily have different
values for the. same logical data. In Chapter 5, we described two systems, the:
problem-oriented shared memory and the Agora shared-memory, that suffer from this
problem. The inconsistency problem pops up in many other areas using replication, for
example replicated rue systems and CPU caches [Cheriton et al. 1986].
The inconsistency problem potentially affects the semantics of operations on
shared data. The semantics of operation invocations in the shared data-object model
were deftned in §5.3. Essentially, each operation is to be executed as an indivisible
action. If multiple processes simultaneously perform operations on the same object,
the effect should be as if the operations were executed in some (undeftned) sequential
order. Below, we will discuss how these semantics can even be fulftlled if objects are
replicated. We will frrst look at multiple operations on single, replicated objects. Next,
we consider multiple operations on different objects.
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Semantics of multiple operations on a single object
We will fIrst consider multiple processes that simultaneously access a single object
(which may, of course, be replicated). We distinguish three cases, depending on
whether the processes are writing, reading, or both writing and reading the object.
If multiple processes try to write the object, these operations are serialized (i.e.,
executed one by one), to prevent the data from becoming garbled. This statement holds
for replicated as well as non-replicated objects.
If multiple processes try to read the object, these operations c~ safely be exe-
cuted simultaneously on different copies of the object. As read operations do not
modify the object's data, the effect will be as if the operations had been executed
sequentially.
The most important case is where one process writes the object and one or more
other processes read it. It is important to note that, although the operations conceptu-
ally are serialized, the actual order in which they are to be executed is not defmed. In
other words, there is no strict temporal ordering among the operations. This is typical
for MIMD-like systems, in which processors are executing asynchronously. Processors
in such systems are not synchronized by physical clocks.
Each sequential process in an asynchronous system performs a sequence of com-
putation steps: Co ' C1, '" , Ci ' ... . Within a single process, these steps are totally
ordered; Cn happens after Cm if and only if n > m. There is no total ordering, however,
between computation steps of different processes [Lamport 1978]. There is only a par-
tial ordering, induced by explicit interactions (like sending a message or setting and
testing shared variables).
As the ordering is not defmed, it is perfectly valid to do the following:
1. Execute zero or more of the read operations in parallel; each of these
will use the old value of the object;
2. next, execute the write operation;
3. next, execute the remaining read operations in parallel; each of these
will use the new value of the object.
In conclusion, read operations executed at physically the same point of time need not
use the same value of the object; the physical time at which they are executed is not
used to impose a total ordering on the invocations.
Semantics of multiple operations on different objects
Above, we only considered operations on single objects. We will now look at multiple
operations on different objects. As we will show, the inconsistency problem is of much
greater concern here. We will illustra~ this by looking at a simple but incorrect update
protocol that does not take the inconsistency problem into account.
Suppose we implement our model as follows. To update an object x, a message
containing the new value of x is sent to all processors containing a copy of X. Such a
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processor updates its copy and then sends back an acknowledgement. When all mes-
sages have been acknowledged, the write operation is finished and the process invoking
it may continue. (For the moment, we ignore the possibility of multiple simultaneous
writes to the same object.)
As an example of what is wrong with this protocol, consider the code of Figure
6.3. This program fragment uses two shared objects, both of type IntObject. Pro-
cess PI repeatedly increments object X; Pztries to keep Y up-to-date with X; P3 verifies
that X is greater than or equal to Y. Clearly, the latter condition should always be true.
X,Y: IntObject; # initially 0
xval, yval: integer;
Process PI:
do
X$Inc(l); # increment X by 1
od;
yval := Y$Value(); xval := X$Value(};
if xval > yval then Y$Assign (xval); 6;
od;
yval := Y$Value(); xval := X$Value();
assert xval 2: yval;
00;
Fig. 6.3. Fragment of an Orca program illustrating the inconsistency problem.
Now suppose X and Y are replicated as shown in Figure 6.4. Object X is repli-
cated on all three processors; object Yis replicated on Pz and P3.
The following sequence of events may happen:
1. X is incremented and becomes 1; PI sends an update message to Pz
andP3·
2. Pz receives the update message, assigns 1 to the variable Yand sends
an update message for Y to P3.
3. P3 receives the update message from P2, puts the value 1 in its copy
of Y, and is surprised to see that Y now is greater than X (which still
contains 0).
4. P3 receives the update message from PI' and stores the value 1 in its
copy ofx.
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Fig. 6.4. Distribution of the shared objects Xand Y used in the program of Fig-
ure 6.3. The arrows indicate messages.
P3 observes the changes to X and y in the wrong order. The problem is caused by the
arbitrary amount of time that messages may take to travel from the source to the desti-
nation and by the inability to transfer information simultaneously from one source to
many destinations. Such an implementation basically provides message passing
semantics disguised in shared variable syntax.
The best way to solve the consistency problem depends on the architecture of the
underlying distributed system. In general, there are two different approaches:
1. Instead of updating all copies, invalidate all-but-one copies of the
object.
2. Use a protocol that guarantees consistent-updating of all copies (as
opposed to an inconsistent protocol like the one outlined above).
Kai Li's shared virtual memory, for example, uses invalidation: before a page is
changed, all its copies are removed. In our model, invalidation is indeed feasible, but it
has some disadvantages. First, if an object is big it is wasteful to invalidate its copies,
especially if an operation changes only a small part. In this case, it is far more efficient
to apply the operation to all copies, hence updating all copies. Second, if an object is
small, sending the new value is probably just as expensive as sending an invalidation
message. Although update algorithms are more complicated than invalidation algo-
rithms, we think it is useful to study them.
6.3.3. Consistent update protocols for shared data-objects
In this subsection, we look at various protocols for updating shared data-objects in a
consistent way. With a consistent update protocol, all processes observe changes to
shared objects in the same order. The naive protocol described above fails to meet this
requirement, because it ignores the ll!bitrary delays involved in message passing.
Below, we give a spectrum of consistent protocols. It depends on the communications
network of the target system which of these protocols is most efficient.
In principle, each protocol can be used in combination with each-full or
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partial-replication strategy; during our discussion, however, we assume all objects are
replicated on all processors. For sake of clarity, we will use a simplified view of our
shared data-object model. Without lack of generality, we assume an object contains a
single integer and supports only two operations:
operation read (): integer; # return current value
operation write (val: integer); # store new value
Our protocols update the copies of an object by transmitting its new value.
The primary distinguishing factor among the protocols is the way they synchron-
ize simultaneous write operations on the same object. As discussed above, such opera-
tions should be serialized. Serialization can be achieved in two ways. One way is to
appoint one copy of an object as primary copy and direct all write operations to this
primary copy; the effects of a write operation are subsequently propagated to all other
copies, called secondary copies. An alternative way for achieving serialization is to
treat all copies as equals and use a distributed update protocol that takes care of mutual
exclusion.
The frrst approach conceptually is the simplest. Moreover, it allows one impor-
tant optimization: the primary copy can be migrated to the processor that most fre-
quently changes the object, making updates more efficient. In particular, if only a sin-
gle processor changes the object, the overhead of mutual exclusion can be eliminated
by storing the primary copy on that processor. (This optimization requires the RTS to
detect which processor most frequently changes a given object; it is therefore most
appropriate for the partial replication strategy based on run time information.)
With the second approach-a distributed update protocol-there is no distinction
between primary and secondary copies. Instead, each processor can initiate a write
operation on an object. Some cooperation among the processors is needed to prevent
simultaneous write operations on the same object from interfering with each other.
Below, we first look at primary-copy update protocols. We will discuss three
different protocols, based on point-to-point messages, reliable multicast, and unreliable
multicast. Finally, we discuss a distributed update protocol.
Primary-copy update protocol with point-to-point messages
As described above, we assume the target system supports at least reliable point-to-
point message passing. In such a system, objects can be updated in a consistent way
tlrrough a 2-phase update protocol. During the frrst phase, the primary copy is updated
and locked, and an update message is sent to all processors containing a secondary
copy. Unlike in the incorrect protocol outlined above, all secondary copies are locked
and remain locked before being updateq. A user process that tries to read a locked
copy blocks until the lock is released during the second phase. When all update mes-
sages have been acknowledged (Le., all copies are updated and locked), the second
phase begins. The primary copy is unlocked and a message is sent to all processors
containing a secondary copy, instructing them to unlock their copies.
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To implement the protocol, we use one object-manager for every processor. An
object-manager is a collection of one or more processes that takes care of updating the
local copies of all objects stored on its processor. (We will sometimes use the short-
hand "manager" instead of "object-manager." Note, however, that unlike the manager
processes used for object-oriented languages, an object-manager in our model does not
serialize access to objects; its only task is to update local copies of objects.)
We assume the object-manager and user processes on the same processor can
share part of their address space. Objects (and replicas) are store~ in this shared
address space. Write operations on shared objects are directed to the object-manager of
the processor containing the primary copy; user processes can directly read local
copies, although they may temporarily block, as described above. Each manager may
contain multiple processes (threads of control). One thread communicates with remote
managers; the remaining threads are created dynamically to handle write-operations.
Multiple write-operations on different objects may be in progress simultaneously;
write-operations to the same object are serialized, as discussed below.
If an object-manager receives a request from a (possibly remote) user process W
to perform an operation "X$write (Val) ," the manager creates a new thread of control
for handling the request. Its code looks like:
receive write-req (X, Val) from w~
fork handle_write (X, Val, W);
The process "handle_write" is defmed by the following algorithm:
process handle_write (X, Val, W);
begin
set write-lock on X;
store Val in X;
let S = set of processors having a copy of X;
:It first phase
forall PES do
send lock-and-update (X, Val) to manager of P;
for i := 1 to IS I do
receive ack;
:It second phase
forall PES do
send unlock (X) to manager of P
unlock X;
send ack to W;
end;
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The process issuing the write request waits until it receives an acknowledgement. A
manager responds as follows to messages from remote managers:
receive lock-and-update (X, Val) from P -+
set write-lock on local copy of X;
store Val in local copy of X;
send ack to P;
receive unlock (X) -+
unlock local copy of X;
The 2-phase update protocol guarantees that no process uses the new value of an
object while other processes are still using the old value. The new value is not used
until the second phase. When the second phase begins, all copies contain the new
value. Simultaneous write-operations on the same object are serialized by locking the
primary copy. The next write-operation may start before all secondary copies are
unlocked. New requests to lock-and-update a secondary copy are not serviced until the
unlock message generated by the previous write has been handled (recall that point-to-
point messages are received in the order they were sent).
Deadlock is prevented by using multi-threaded managers. Setting a write-lock
on a primary copy may block one thread of a manager, but not an entire manager.
Locking a secondary copy always succeeds within a fmite amount of time, provided
that all read-operations terminate properly.
If an object has N secondary copies it takes 3"'N messages to update all these
copies (N lock-and-update messages, N acknowledgements, and N unlock messages).
Reading a remote object takes 2 messages (one request, one reply). So, objects should
only be replicated on processors that read the object at least twice before it is changed
again. This can be determined (or estimated) dynamically, as discussed earlier. The
protocol can easily be optimized into a I-phase update protocol if an object has only
one secondary copy.
For a small object that is frequently changed, it may be more efficient to invali-
date copies when the object is changed and to replicate it on reference. The first read-
operation after a write fetches the object from a remote processor and creates a local
copy. Subsequent reads use this local copy, until it is invalidated by a modification to
the object.
Primary-eopy update protocol with r~liablemulticast messages
The 2-phase update protocol adequately solves the consistency problem, although at the
cost of some communication overhead. The semantics provided by the implementation
closely resemble those of shared variables. If a wnte-operation completes at time Tw'
read operations issued at time Tr > Tw return the new value.
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As discussed above, the lack of total ordering allows an implementation of
shared data-objects to slightly relax the semantics without affecting the underlying pro-
gramming model. Suppose Process PI executes "X$write (Val)" and Process Pzexe-
cutes "X$read () ." If there is no precedence relation between these two actions (i.e.,
neither one of them comes before the other in the partial ordering of events), the value
read by Pzmay be either the old value of X or the new value. Even if, physically, the
write is executed before the read, the read still can return the old value. The major
difference with systems that allow read-operations to return arbitrary old (stale) data is
that our model supports a consistent logical ordering of events, as defmed implicitly in
the program. Programs like those of Figure 6.3 still execute as expected.
In a distributed system supporting only point-to-point messages, a consistent log-
ical ordering is difficult to obtain, because messages sent to different destinations may
arrive with arbitrary delays. Some distributed systems (e.g., broadcast-bus systems)
give hardware support to send a single message to several destinations simultaneously.
More precisely, we are interested in systems supporting indivisible reliable multicasts,
which have the following properties:
• A message is sent reliably from one source to a set of destinations.
• If two processors simultaneously multicast two messages (say mi
and mz), then either all destinations ftrst receive m I , or they all
receive mz frrst, but not a mixture with some receiving mi frrst and
others receiving mz frrst.
With this multicast facility we can implement a simple update protocol. A
"X$write (Val) " request is handled as follows by the object-manager of the processor
containing the primary copy of X:
receive write-req (X, Val) from W -7
set write-lock on Xi
store Val in Xi
~t S = set of processors having a copy of Xi
multicast update (X, Val) to manager of every P E Si
unlock Xi
send write-ack (W) to manager of Wi
After the write-req message has been handled, the acknowledgement is sent to the
manager of W(the process that issued the request). The manager forwards it to w. This
guarantees that the local copy of Xon W's processor has been updated when Wresumes
execution. The manager can be a single-threaded process in this implementation. A
manager handles all incoming write-req1 update, and write-ack messages in the order
they were sent. A manager containing a secondary copy responds as follows to mes-
sages from remote managers:
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receive update (X, Val) ~
set write-lock on local copy of X;
store Val in local copy of X;
unlock local copy of X
receive write-ack (W) ~
send ack to W;
If a processor P reads a new value of an object X, an update message for X containing
this value has also been sent to all other processors. Other processors may not have
handled this message yet, but they certainly will do so before they handle any other
messages. Any changes to shared objects initiated by P will be observed by other pro-
cessors after accepting the new value of X. Problems like those in Figure 6.4 do not
occur.
Primary-copy update protocol with unreliable multicast messages
A cost-effective way to build a distributed system is to connect a collection of work-
stations through a local area network. Such workstation-LANs are easy to build and
easy to extend. Many distributed operating systems have been designed with this
model in mind [Tanenbaum and Van Renesse 1985].
Many LANs have hardware support for doing multicasts or broadcasts. An Eth-
ernet, for example, physically sends a packet to every computer on the net, although
usually only one of them reads the packet. There is no difference in transmission time
between a multicast and a point-to-point message.
Unfortunately, multicasts in a LAN are not totally reliable. Occasionally, a net-
work packet gets lost. Worse yet, one or more receivers may be out of buffer space
when the packet arrives, so some destinations may not receive it. In practice, multicast
is highly reliable, although not quite 100%. Unreliable multicast can be made reliable
by adding an extra software protocol, at the cost of some communication overhead.
Below, we take a different approach and describe an update protocol that directly uses
unreliable multicasts.
The basic algorithm is the same as that for reliable multicast. When a shared
variable X is updated, some (or all) processors containing a secondary copy of X may
fail to receive the update(X,val) message. They will continue to use the old value ofx.
This is not disastrous, as long as the partial (logical) ordering of events is obeyed, as
described above. To guarantee a consistent ordering, processors that failed to receive
the update(X,Val) message must detect this failure before handling other update mes-
sages that logically should arrive after x's message.
Failure detection is realized as follows. Update messages are multicast to all
processors participating in the program,' not just to those processors containing a secon-
dary copy. Every processor counts the number of update messages it sends. This
number is called its me-count. Every processor records the me-counts of all processors.
These numbers are stored in a vector, called the me-vector (initialized to all zeroes).
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For Processor P, me-vector [P] always contains the correct value of P's me-count;
entries for other processors may be slightly out of date.
Whenever a processor multicasts a message, it sends its own me-vector as part of
the message. When a processor Q receives a multicast message from P, it increments
the entry for P in its own me-vector and then compares this vector with the me-vector
contained in the message. If an entry R in its own vector is less than the corresponding
entry in the message, Q has missed a multicast message from Processor R. Q updates
the entry for R in its own vector. As Qdoes not know which variable sho~d have been
updated by R's message, Q temporarily invalidates the local copies of all variables that
have their primary copy on Processor R. It sends reliable (Le., acknowledged) point-
to-point messages to the object-manager of R, asking for the current values of these
variables. The reply messages from R also contain me-vectors, and undergo the same
procedure as for multicast messages. Until the copies are up-to-date again, local read
operations of these copies block.
It is possible that lost update messages will remain undetected for a while. Sup-
pose Processor Q misses an update message for a variable y from Processor R and then
receives an update message for X from Processor P. If P also missed R's message, the
entry for R in the mc-vector of P and Q will agree (although they are both wrong) and
the copy of X will be updated. However, as P contained the old value of Y when it
updated X, the new value of X does not depend on the new value of Y, so it is consistent
to update X.
If a process misses an update message for X, this failure will eventually be
detected while handling subsequent messages. The assumption is that there will be
subsequent messages. This assumption need not be true. For example, a process may
set a shared flag-variable and wait for other processes to respond. If these other
processes missed the flag's update message, the system may very well come to a grind-
ing halt. To prevent this, each object-manager periodically generates dummy update
messages, which do not update any copy, but just cause the me-vectors to be checked.
The update protocol outlined above has one considerable advantage: it takes a
single message to update any number of copies, provided that the message is delivered
at all destinations. There is a penalty, however, on losing messages. As modern LANs
are highly reliable, we expect this to happen infrequently. As another disadvantage,
update messages must be sent to every processor. Each message contains extra infor-
mation (the me-vector), which must be checked by all receiving processors. The exe-
cution qme overhead of checking the vector is proportional to the number of proces-
sors. For a limited number of processors, say 32, we think this overhead is acceptable.
The protocol can be integrated with the 2-phase update protocol described above. For
example, objects that are replicated on only a few processors can be handled with the
2-phase update protocol while objects replicated on many processors are handled by the
multicast protocol.
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A distributed update protocol
With the primary-copy update protocols, simultaneous write operations on the same
object are synchronized by the object-manager of the processor containing the primary
copy of the object. Each write operation must first be forwarded to the object-manager,
which takes an extra message. In this subsection, we will discuss how objects can be
updated in a consistent way without using primary copies.
One approach to synchronize write operations without using primary copies is to
lock all copies of an object prior to changing the object. A write pperation is then
implemented in three steps:
1. Lock all copies of the object.
2. Send new value of the object to other processors containing a copy.
3. Unlock all copies of the object.
(As an optimization, step 2 can be combined with step 1 or 3.) Unfortunately, the lock-
ing phase is quite complicated, because multiple processors simultaneously may try to
lock the same object. Distributed locking protocols that take such situations into
account do exist (e.g., see [Maekawa et al. 1987] ), but they are expensive. Note that
the primary-copy update methods do not need a distributed locking protocol, because
only the processor containing the primary copy locks the object.
Below, we will discuss an alternative protocol for updating an object without
locking all copies of the object. This protocol uses reliable, indivisible multicast mes-
sages, as defined above. Each update message is multicast to all processors participat-
ing in the program. As multicast is indivisible, all processors receive all messages in
the same order.
With this protocol, each processor maintains a queue of messages that have
arrived on the processor but that have not yet been handled. As all processors receive
all messages in the same order, the queues on all processors are basically the same,
except that some processors may be ahead of others in handling the messages at the
head of the queue.
If a process wants to execute a write operation "X$write (Val)" on a shared
object X, it multicasts a message update(X, Val) to all object-managers (including the
one on its own processor) and subsequently blocks:
X$write(Val) =
multicast update (X, Val) to all managers;
block current process;
The update message will be appended to the tail of each local queue.
The object-manager of each processor handles the messages in its queue in strict
FIFO order. A message may be handled as soon as it appears at the head of the queue.
To handle a message update(X, Val), the message is removed from the queue, the local
copy of X is locked, the value Val is stored in the local copy, and finally the local copy
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is unlocked. If the message was sent by a process on the same processor, the manager
unblocks that process.
receive update (X, Val) from w ~
set write-lock on local copy of X;
store Val in local copy of X;
unlock local copy of X
WWis a local process then
unblock (W) ;
ti;
This distributed update protocol basically provides the same semantics as the
primary-copy update piotocol with reliable multicast messages. Again, there is no total
ordering of operations, but the protocol guarantees that all processors observe changes
to shared objects in the same order. This is achieved by using the indivisibility pro-
perty of multicast messages.
6.3.4. Summary
Above, we discussed the following design choices for replicating shared data-objects:
1. The strategy for replication (no replication, full replication, partial
replication).
2. Invalidation of copies versus updating of copies.
3. The propagation of changes (send new v81ue of the object or apply
write operations to all copies of the object)
4. Primary-copy update protocols versus distributed update protocols.
We have discussed some of the advantages and disadvantages of each alternative. In
§6.7 we will look at several existing implementations of the shared data-object model.
6.4. Management of processes
Besides management of shared data-objects, the Orca RTS also takes care of process
management. Processes may be created by the user (through the fork statement) as
well as by the RTS itself (as discussed above). The mapping of processes to processors
is under full control of the programmer. The location of a process is determined when
the process is created and is not changed thereafter.
Each incarnation of the RTS schedules the processes executing on its own
machine. If a process on machine M1 wants to fork off a new process on machine M2,
the incarnations of the RTS on M1 and M2 cooperate (through message passing) to
create the new process. '
For efficiency, it is important that processes are scheduled preemptively. In par-
ticular, messages sent to object-managers should be handled as soon as possible. This
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means that the arrival of a message should preempt the currently executing user pro-
cess. So, processes are best scheduled with a preemptive strategy that favors manager
processes over user processes. However, processes should not be preempted while they
are executing an operation on a shared data-object, otherwise the indivisibility of
operations may be impaired.
One important task related to the management of data-objects and processes is
the deallocation of shared data-objects that are no longer accessible. The local data of
a process (or procedure) are deallocated automatically when it termina~s. The shared
data-objects declared by a process P, however, may still be accessed by other processes
after P has terminated.
In principle, delaying the termination of P until all its children have terminated
would solve the problem, since no other process can access P's objects. This solution,
however, requires the RTS to keep track of the descendants of each process. An alter-
native solution is to maintain a reference count with each shared object. Whenever an
object is passed as shared parameter to a new process, the reference count is incre-
mented. If a process sharing the object-either the process declaring the object or one
of its descendants-terminates, the reference count is decremented. As soon as it drops
to zero, the object (and all its copies) can no longer be accessed and is deallocated.
In summary, each incarnation of the RTS supports dynamic creation of local
processes. Processes are scheduled preemptively and communicate through shared
data. A remote process is created by sending a message to the RTS on the remote
machine, asking it to create a local process. We assume the underlying operating sys-
tem provides a primitive for creating local processes. The implementation of the RTS
may either map Orca processes onto operating system processes or it can implement
Orca processes in user space, as lightweight threads.
6.5. Management of data structures
The Orca RTS manipulates complex data structures, for example arrays, sets, and
graphs. This is in contrast with, say, a C run time system, which only needs to deal
with unstructured data, such as integers, floating-point numbers, and pointers. The
need for manipulating entire data structures arises in the following cases:
Marshalling:
If a data structure is passed as a value parameter in a fork or opera-
tion invocation it has to be packed (marshalled) into a network
packet, which usually is a linear sequence of bytes. Also, any struc-
nved values returned by a remote operation-either as result value or
output parameter-have to be unmarshalled. Finally, if the RTS
decides to create a copy of'a shared data-object on a certain proces-
sor, the current value of the object has to be sent, which may also
require marshalling.
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Copying:
If a structured variable is passed as a value parameter to a procedure
or is used as right hand side of an assignment statement, a copy of its
entire structure must be created.
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Comparing:
If two structured variables are tested for equality, both data structures
have to be traversed. For example, the equality test for arrays should
compare the corresponding elements of the arrays.
Deallocation:
Variables are deallocated automatically at the end of the procedure in
which they are declared. If a variable contains a data structure, this
entire structure has to be deallocated.
For data structures that are represented as contiguous memory blocks, the above tasks
are simple. Unfortunately, data structures whose sizes can change dynamically (e.g.,
graphs, arrays, sets) are hard to implement efficiently using a single contiguous
memory block. In general, complex data structures consist of multiple blocks of
memory, linked together through pointers. The RTS therefore needs to have informa-
tion about the representation of structured variables (i.e., variables of a structured
type), in order to carry out each of the above tasks.
One way of representing this information is through procedures. In this case, the
compiler generates four special routines for each complex user-defined type T, each
doing one of the above tasks. A more efficient method is to store information about the
types of structured variables in run-time descriptors. A descriptor for a structured vari-
able contains information about the type of the variable and its components. With this
approach, it suffices to have one general routine for each of the tasks described above.
Many different implementation schemes for storing type descriptions during run
time are possible. Van Katwijk, for example, describes.several schemes that have been
proposed for the Ada language [Van Katwijk 1987]. Below, we will discuss one sim-
ple model for managing data structures, using run-time descriptors. We will rust
describe the general implementation model. In §6.5.2, we will look at the implementa-
tion of specific data structures, in particular graphs.
6.5.1. Descriptors
In our implementation model, we integrate the descriptor for a structured variable with
the data stored in the variable. Each structured variable is represented as a pointer to a
descriptor. (Scalar variables do not have descriptors.) The descriptor contains a
pointer to the actual data of the variable ,and some descriptive information about the
layout of these data. Most importantly, the type field of the descriptor specifies the
type constructor of the variable; this field is either ARRAY, SET, BAG, RECORD, UNION,
GRAPH, or OBJECT. The remaining fields of the descriptor depend on the type field
and on the implementation of the model.
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Fig. 6's. Example representation of arrays and sets. The array descriptor con-
tains the size of the elements, the lower and upper bound, and a pointer to the
actual data. The set descriptor contains the size of the elements and a pointer
to the elements (a linear list, in this example).
Figure 6.5. shows examples of descriptors for arrays and sets. The lower and
upper bounds stored in the array descriptor are used for array bound checking during
run-time. (Note that the bounds may change during execution, as arrays can be reo
assigned.) The EltSize field specifies the size of the array elements. By convention,
a size of zero is used to denote elements that are themselves data structures; in this
case, the elements are pointers to other descriptors. The array descriptor also contains
a pointer to a table for the elements. This table consists of either pointers to other
descriptors (if the EltSize field is zero) or the actual elements of the array.
A set descriptor contains the size of the elements and a pointer to a data structure
storing the elements. In the example of Figure 6.5, the elements are stored in a linear
list, but other (more efficient) schemes are also possible.
As an example of how structured variables are stored during run.time, consider
the following type:
type T = array [integer 5 .. 7] of set of integer;
Variables of this type are represented as shown in Figure 6.6. The leftmost box
represents the entire array. The elements of this array are data structures (sets),
represented as pointers to set descriptors. The elements of these sets are integers,
which do not have descriptors.
The allocation of structured variables requires support from the compiler. For
each declaration of a structured variable, the compiler generates code that dynamically
builds the entire data structure, including the descriptors. In some simple cases, the
descriptors or data can be allocated on the execution stack, but in general they have to
be stored on the heap.
With this representation, the RTS is able to perform the four tasks described
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Fig. 6.6. The representation of an array of sets, using the descriptors shown in
Figure 6.5.
above-marshalling, copying, comparing, and deallocation. (As stated above, alloca-
tion of data structures is under control of the compiler rather than the RTS.) To deallo-
cate a structured variable, for example, the RTS frrst looks at the type field of the
variable. This field determines how the components of the data structure are stored
(e.g., as a table or as a linear list). These components have to be deallocated too. If the
EltSize field is zero, the components are themselves data structures, so the dealloca-
tion routine is applied recursively to each component. If the field is nonzero, the com-
ponents are simply deallocated. Finally, the descriptor for the variable itself is deallo-
cated.
The other tasks can be done in a similar, recursive, way. So, for each of the four
tasks, the RTS provides a single routine, which operates on data structures of any com-
plexity. The compiler generates calls to these run time routines at the appropriate
places in the executable code. For example, at the end of a procedure it generates calls
to deallocate the local structured variables of the procedure. Likewise, if a structured
variable is passed as a value parameter, to a procedure, the compiler generates a call to
a run time routine that copies the variable.
For marshalling of data structures there is one subtle problem. If a data structure
is passed as a value parameter in an operation invocation on a shared object, a copy of
the data structure has to be created. Whether or not this copy has to be marshalled
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depends on where the operation is executed. If the operation is executed locally (i.e.,
on the processor of the invoking process) there is no need for marshalling the data
structure, as it need not be sent over a network. As the compiler does not know where
the operation is executed, however, it is unable to decide whether marshalling is neces-
sary.
The same problem occurs when a data structure is passed as a value parameter in
a fork statement. If the newly created process executes on the same processor as its
parent, there is no need for marshalling the parameters. The compiler.cannot always
tell whether the parent and child will execute on the same processor.
Our solution to this problem is to let the RTS figure out whether to marshall
parameters. For this purpose, the compiler generates a descriptor for every process and
operation declared in the source program. These descriptors specify the number of
parameters and their modes-input, output, or shared-and sizes. If an operation. or
process is to be executed remotely, the RTS examines the corresponding descriptor to
see which parameters are data structures that have to be marshalled.
In summary, the RTS uses a descriptor for every process, operation, and struc-
tured variable. Descriptors for processes and operations are static: there is only one
descriptor per declaration. Descriptors for variables are allocated dynamically, when
the variable is created. These descriptors are used for manipulating entire data struc-
tures, but they are useful for other purposes as well. A process descriptor, for example,
can be used to determine which parameters passed in a fork statement are shared
objects. This enables the RTS to maintain the reference counts on shared objects dis-
cussed in the previous section.
6.5.2. Implementation of data structures
Most of the data structuring capabilities of Orca are straightforward to implement.
Arrays, records, and unions have a fairly simple representation, not much different
from their counterparts in, say, Ada.
The set and bag type-constructors are more difficult to implement efficiently, as
they are content-addressable structures. Many alternative ways exist for representing a
set, such as a bit vector (if the elements are scalar), a linear list, a tree, or a hash table.
In general, the most efficient representation depends on how the set is used. This prob-
lem has been studied extensively in the context of languages like SETL [Schwartz et al.
1986] and ABC [Krijnen and Meertens 1983], so we will not discuss it any further in
this thesis.
The implementation of graphs, on the other hand, is a novel aspect of our RTS.
In §5.4.4, we stated two requirements for graphs: they should be type-secure and it
should be possible to pass graphs as parameters to remote machines. Below, we dis-
cuss how an implementation can meet these requirements.
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A type-secure implementation of graphs
Type security implies that any attempt to access a nonexisting node of a graph should
be detected at run time. Making the error is easy. The trick is to detect it. In languages
using pointers (e.g., Pascal), programmers usually have uncontrolled access to the allo-
cation and deallocation of memory. This may easily result in unexpected program
behavior. Mechanisms for making pointers safe do exist (e.g., see [Lomet 1985] ), but
these are rarely used by language implementors, mainly because they are expensive.
In Orca, access to dynamically allocated data (i.e., nodes of a graph) is com-
pletely controlled. The nodes of a graph are identified by nodename variables, which
have a similar role as pointers in Pascal. In the implementation, however, a nodename
variable N does not point directly to a node of the graph. Rather, it identifies an entry
in a so-called master table associated with the graph, as shown below:
master
table
N: I node II
The master table entry contains a pointer to the node denoted by the nodename. The
nodename itself may contain either a pointer to a table entry or an offset within the
table.
If a node of a graph G is deallocated, the entry in the master table is set to a spe-
cial value, nil, which indicates that the entry is now invalid. Whenever a node of a
graph is accessed, the RTS checks if the master table entry is valid. If the entry is
invalid (nil), a node that no longer exists is being accessed and a run time error will be
generated.
This basic idea has one problem, however. If a node is deleted from the graph,
its ta,ble entry can no longer be used. Each node of the graph must be assigned a new
entry. If nodes are added and deleted frequently, many table entries will be marked as
invalid, so memory will be wasted. To solve this problem, an age field is added to
every table entry and nodename variable, resulting in the following scheme:
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For an access to be valid, the age fields in the nodename and the table entry must be the
same. If a node is added to the graph, the nodename returned by addnode includes the
current age of the table entry used for the node. If the node is later deleted, the age of
the table entry is incremented and the entry's pointer is set to nil. From then on, access
to the node is invalid, since the age fields of the nodename and the corresponding table
entry differ. So, if the node is accessed after being deleted, a run time error will occur.
The table entry can safely be re-used for a new node, because its nodename will con-
tain the new (incremented) age.
If a node is added to a graph, the RTS tries to [md an unused entry in the master
table (i.e., an entry containing a nil pointer). If the number of nodes in the graph equals
the length of the master table, however, all entries will be occupied. In this case, the
RTS dynamically extends the master table. It allocates a new, larger table and copies
the entries of the old table into the new one. To enable this operation, nodenames
should not contain explicit pointers to master table entries, but should use offsets within
the table.
The execution time overhead of the master table mechanism is significant. A run
time check is required to determine the validity of access to the graph. Also, nodes are
accessed indirectly through a table, rather than directly through a pointer. Part of the
overhead can be optimized away, however, using data flow analysis. As a simple
example, in the following code
t: BinTree;
n: node;
# the types BinTree and node were
# defined in §5.4.4
t[n] .data +:= 10; # increment node n's data by 10
WriteLine(t[n].data); # print value of n's data
the second access to node n can be optimized, since the validity of the access has
already been established by the [rrst statement.
Distribution of graphs
The second requirement imposed on the implementation of graphs (besides type secu-
rity) is the,possibility of sending graphs to remote machines. To achieve this, the RTS
should be able to determine the nodes that belong to a given graph. The master table
mechanism described above allows this to be done easily, as we will show.
Graph variables are represented by graph descriptors during run-time, as shown
in Figure 6.7. A graph descriptor con~s the current size of the master table and a
pointer to the table itself. Each master table entry contains an age field and a pointer
to a node. Entries that are currently not in use contain nil pointers.
The fields of a node are stored in the same way as the fields of a record, so a
node is represented as a record descriptor. The [rrst entry of the master table is
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G: GRAPH
MTsize master table
MT 1 global node I
age I node II
age nil
age J node I
Fig. 6.7. Representation of graph variables
reserved for the global fields of the graph, which are also stored in a record. As this
entry is never deallocated, its age field always contains the same value.
The above representation contains all the information needed for transmitting
entire graphs. The set of nodes that belong to a certain graph is fully determined by its
master table. To transmit a graph variable G to a remote machine, the RTS traverses
the master table pointed to by G's descriptor and marshalls each of its nodes. (In effect,
the graph is physically a tree, not a graph.)
6.6. Implementation of the compiler
We will now switch our attention from general design issues to a more detailed
description of the prototype implementations of Orca. Here, we will describe the
implementation of the Orca compiler. In §6.7 we will look at implementations of the
RTS.
The compiler does syntactic and semantic analysis of source programs written in
Orca and translates legal programs to object code for a given target machine. The code
produced by the compiler contains calls to subroutines of the RTS, which are usually
linked together with the object code to produce an executable program (see Figure 6.1).
Although Orca is a distributed language, its compiler may very well benefit from
existing compiler technology for sequential languages. We have built our compiler
using the Amsterdam Compiler Kit, which is a toolkit for implementing portable com-
pilers [Tanenbaum et al. 1983]. So far, ACK has mainly been used for sequential
languages like C and Pascal and for uniprocessor implementations of parallel (or
pseudo-parallel) languages like Modula-2, occam, and Ada. As we will see, ACK is
useful for distributed languages like Orca as well.
Below, we will first describe the'structure of the Orca compiler. Next, we will
look at the interface between the compiler and the RTS. This interface determines the
code that has to be generated by the compiler. Subsequently, we will discuss the most
interesting aspects of the compiler.
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6.6.1. Structure of the Orca compiler
The compiler has basically the same structure as all other compilers implemented with
ACK. It consists of a number of phases, as shown in Figure 6.8. A language-specific
front end translates the source code into an intermediate code called EM, which is the
assembly code of a virtual stack machine. The EM code is fed into several language-
and machine-independent optimizers that improve the quality of the code [Tanenbaum
et al. 1982; Bal and Tanenbaum 1986]. A machine-specific back end (or code genera-
tor) translates the optimized EM code to the assembly code for the ,target machine.
Finally, the assembly code is assembled into object code.
source front EM opti- EM back
assembly
assem
object
end r--- mizers r--- end code bIer code
Fig. 6.8. Sl11Icture of the Orca compiler
Of these four phases, only the front end depends on the source language. There-
fore, implementing an Orca compiler with ACK merely involves writing a front end
that translates Orca programs into EM. The details of machine-code generation are
taken care of by the other phases, which already exist. Moreover, the front end does
not have to worry about standard optimizations like constant folding, common subex-
pression elimination, and so on, because these are already done by the existing optimiz-
ers. So, the front end only has to do optimizations that are specific to the source
language.
6.6.2. Interface between the compiler and run time system
The code to be produced by the compiler front end is largely determined by the defmi-
tions of the Orca language and the EM intermediate code. Simple if statements, for
example, can be translated straightforwardly to EM code. However, the output code
also contains calls to RTS routines that manage processes, objects, and data structures.
Therefore, we have to defme a clear interface between the compiler and the RTS. This
interface specifies which routines are to be provided by a RTS and how they are to be
invoked.
The interface must allow different implementations of the RTS on different
hardware configurations. The compiler is to be retargetable, so the interface should
hide the details of the underlying communications network. A similar policy is taken
by EM for hiding properties of uniprocessor machines. For example, a compiler gen-
erating EM code does not have to know how many CPU registers the target machine
has or whether it supports an "increment" instruction.
The interface defmition is an extension to the EM model. The compiler gen-
erates code for a virtual Orca machine, which supports the EM instructions and several
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new primitives tailored to Orca. The virtual Orca machine hides physical properties of
the target system, such as the instr1.lction set and addressing modes of the individual
CPUs and the topology of the network that interconnects them. The extensions to the
EM model fall into three classes:
1. Primitives for managing processes.
2. Primitives for managing data-objects.
3. Primitives for managing complex data structures.
We will discuss these in turn. In principle, the primitives could be included in the EM
instruction set. As this would require changes to several parts of ACK, however, our
current prototype implementation treats the new primitives as library routines.
Primitives for managing processes
The most important primitive for process management is the FORK routine, which
creates a new process on a given CPU. This primitive is invoked as follows:
FORK (cpu-number, process-descriptor, parameters ..• );
The first argument speciftes the CPU on which the new process is to be run. The
second argument is a pointer to a process descriptor (see §6.5.l), which has the form
shown in Figure 6.9. The descriptor speciftes the code to be executed by the new pro-
cess, the number of parameters taken by the process, and the sizes and modes-shared
or input-of these parameters. The number of parameters passed as the remaining
arguments of FORK must agree with the number given in the descriptor.
code
#parameters
parameters size mode
size mode
size mode
Fig. 6.9. Structure of a process descriptor.
Obviously, the FORK primitive is intended for implementing the Orca fork state-
ment. A source statement of the form
fork child (parameters .. ) on (cpu-number);
is translated directly into a call to FORK.
There is one other primitive related to process management: the routine Nepus
returns the total number of processors involved in the program. This primitive is used
for implementing the standard Orca function with the same name.
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Primitives for managing data-objects
There is only one RTS primitive for managing data-objects. This primitive, INVOKE, is
used to invoke operations on objects. It is called as follows:
INVOKE (object, operation-descriptor, parameters .•. );
The first argument is the object to which the operation is applied. The second argu-
ment is the operation descriptor. Operation descriptors are more complicated than pro-
cess descriptors, because operations may have several alternatives (guards).
The structure of operation descriptors is shown in Figure 6.10. The parameters
of the operation are represented in a similar way as for processes, except that the modes
are either input or output (but not shared). If the operation returns a result value, the
compiler generates an extra output parameter for the operation; as far as the RTS is
concerned, there is no difference between result values and output parameters of opera-
tions.
The code of an operation consists of several alternatives (guards). For efficiency
reasons, the compiler distinguishes between the read alternatives (which do not modify
the object's data) and write alternatives (which do modify the data) of an operation.
This optimization and the safe attribute of write alternatives will be discussed further
in §6.6.4.
#parameters
parameters size mode
#read-alts size mode
#write-alts
read-alts code
write-alts ......... code
~ code safe?
code safe?
Fig. 6.10. Structure of an operation descriptor.
Primitives for managing complex data,structures.
The third class of RTS primitives comprises routines for manipulating complex data
structures. As discussed above, data structures are represented by descriptors during
run time. The implementor of the RTS has the freedom to decide on the format of
these descriptors. An array descriptor, for example, may either contain a lower and
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upper bound or a lower bound and the number of elements, whichever is preferred by
the implementor. The compiler does not know the exact contents of these descriptors.
We treat descriptors of data structures like abstract data types. The interface defines a
set of operations (routines) that can be applied to descriptors, but it does not specify the
actual data stored in the descriptors.
The interface defmes some general primitives that can be applied to any data
structure. For example, there is a primitive DCOPY that copies data structures of any
complexity. Also, there are primitives specific to one type-constructoT. Arrays, for
example, have primitives for storing and retrieving elements and for obtaining the
current lower and upper bound.
6.6.3. The compiler front end
As stated before, we have implemented a prototype compiler front end for Orca. The
primary goal of the prototype was to have a usable implementation of the language.
Also, we wanted to experiment with certain language-dependent optimizations. The
prototype compiler implements the full language, although not in an optimally efficient
way. For example, all structured variables are allocated on the heap, since this simpli-
fies storage management for dynamically growing data structures. As another exam-
ple, generics are implemented in the simplest possible way-namely, by pure textual
substitution. A more advanced implementation would combine multiple instances of
the same generic module to reduce the space overhead [Bray 1983].
Instead of writing a new front end from scratch, we decided to use significant
parts of the existing Modula-2 front end. For example, the code for symbol table
management and most of the code for analyzing expressions and statements is adapted
from the Modula-2 front end. As a minor disadvantage, the resulting front end is some-
what larger than necessary, because it contains code that will never get executed. (The
symbol-table manager, for example, is capable of handling nested procedures and
modules, even though these cannot occur in Orca programs.) We feel, however, that
this disadvantage is more than compensated by the development time saved in re-using
existing software.
Part of the differences between Orca and Modula-2 are purely syntactic. These
differences present no implementation problems whatsoever, because the Modula-2
front end uses a sophisticated LL(l) parser generator (called Ugen [Grune and Jacobs
1988] ) for doing syntax analysis. Adapting the LLgen grammar to Orca turned out to
be easy.
The more important differences between Orca and Modula-2 are related to the
typing mechanisms of the languages. In contrast to Modula-2, Orca supports dynamic
arrays, general sets, bags, and graphs. The semantic analysis phase of the Modula-2
front end therefore had to be changed significantly.
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a read-only alternative
od; # a write alternative
6.6.4. Compiler optimizations
Although the prototype compiler front end was not designed for generating
production-quality code, it performs some interesting optimizations. These optimiza-
tions include the read-write analysis of operations, the test for "safety" of operations,
and the optimization of large value parameters.
Read-write analysis of operations
As discussed in §6.3, a distributed implementation of Orca greatly be,nefits from the
distinction between operations that read the object's data and those that modify the
data. An operation is marked as read-only if it does not change any local variables of
the object it is applied to. An operation can only change a variable stored in an object
by:
1. using it as left-hand side in an assignment statement, or
2. passing it as shared or output parameter to a (user-defmed or built-in)
procedure.
Both cases are recognized by the compiler.
In general, an operation consists of multiple alternatives (guards), some of which
modify the object's data and some of which do not. Whether a given invocation of
such an operation modifies its object depends on the alternative that is selected. As an
example, suppose we want to extend the object type IntObject with an operation
min:
operation min (v: integer);
that sets the current value of the shared integer to the minimum of the current value
(stored in the variable x) and the parameter v. This operation can be implemented as
follows:
operation min (v: integer);
begin
guard v >= x do od; #
guard v < x do x := v;
end
The operation potentially modifies its object, so it is not a read-only operation. How-
ever, if the value passed as actual parameter is greater than or equal to x, the operation
has no effect. (Note, however, that the flfst alternative cannot be omitted, since that
would cause the operation to block if v >= x.) In this case, a distributed RTS may
apply the operation to a local copy of the object. In conclusion, distinguishing between
the "read" and "write" alternatives of a ~ingle operation is more efficient than marking
entire operations as "read" or "write."
To implement this optimization, the compiler generates a separate procedure for
each alternative. The min operation, for example, is compiled into the following two
procedures:
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function min_1 (obj: shared SharedInt; v: integer): boolean;
begin
if v >= obj.x then # test first guard
return true; # body is empty, return immediately
else
return false;
ti;
end;
function min_2 (obj: shared SharedInt; v: integer): boolean;
begin
if v < obj. x then # test second guard
obj.x := v; # body of second alternative
return true;
else
return false;
ti;
end;
Each procedure returns "true" only if its guard succeeds. All procedures generated for
an operation are collected in the operation's descriptor. Such a descriptor contains
separate tables for read alternatives and write alternatives, as shown in Figure 6.10. In
a distributed implementation, the INVOKE primitive will first try to apply the read alter-
natives of the operation to a local copy of the object. The write alternatives are tried
only if all read alternatives fail.
Nested objects
The second important optimization done by the compiler is related to the problem of
nested objects discussed in §5.4.3. Our solution to this problem implies that objects are
copied before each operation invocation. In most cases, however, the compiler will be
able to optimize away this need for copying. To be more specific, the object need not
be copied if:
1. The operation does not modify the object, or
2. the operation does not perform any operations on sub-objects that
may block.
The compiler therefore determines which write-alternatives of an operation contain
blocking suboperations on nested objects. Such write-alternatives are said to be unsafe.
This information is stored in the operation's descriptor (see Figure 6.10). The RTS will
only copy the object before trying an unsafe write-alternative.
To implement this optimization, the compiler needs to have information about
the implementation of nested objects. Therefore, it maintains a simple data base with
information about object implementations. Whenever an object implementation is
compiled, the compiler adds one entry for each operation to this data base, indicating
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whether the operation may block or may change its object. If the object type later is
used for implementing another object type, the compiler consults the data base to see
which operations are safe. If an object implementation uses another object type whose
implementation part has not yet been compiled, the compiler assumes all operations on
the latter object type block and modify their object. Also, if the implementation part of
an object type is changed, all other object definitions using it have to be recompiled.
Data structures as value parameters
A third optimization done by the compiler concerns the parameter mechanism. When-
ever a data structure is passed as a value parameter to a procedure, it has to be copied.
If the called procedure does not modify the copy, the overhead of copying can be
avoided without changing the semantics. In our implementation, structured parameters
are copied by the called procedure (rather than the calling procedure), so this optimiza-
tion can be implemented easily.
In Pascal, this optimization frequently is done by the programmer rather than the
compiler, by declaring parameters of mode var. We feel this is an abuse of Pascal's
parameter mechanism, however. It is much cleaner to let the programmer specify the
parameter mode required by the logic of the program and let the compiler worry about
optimizations.
6.7. Implementations of the run time system
A run time system for Orca is responsible for managing processes, shared data-objects.
and data structures. The fIrst two tasks depend on the hardware and operating system
on which the RTS is implemented. In particular, the best protocol for updating repli-
cated objects depends on which message passing primitives are available and on how
expensive they are. We have experimented with three different implementations of the
RTS, using two different hardware architectures.
The first implementation runs on a shared-memory multiprocessor. Because
shared objects are kept in the shared memory, they need not be replicated. This RTS
was mainly intended for getting a working prototype implementation of the language.
Also, it allows us to compare the performance of Orca on shared-memory and distri-
buted hardware. This implementation also runs on a uniprocessor under UNIX.
The second implementation is truly distributed. It replicates all objects on all
processors and uses a distributed update protocol based on reliable multicast messages
for keeping all copies up-to-date. It runs on the bare hardware, rather than on top of an
operating system.
The third RTS is implemented on top of the Amoeba distributed operating sys-
tem. It selectively replicates and migra~s objects based on statistical information gath-
ered during run time. It updates the replicas through a primary-copy protocol.
The three RTSs cover a wide spectrum of design choices. as illustrated in Figure
6.11. The systems also have some resemblances. The code for managing complex data
structures, for example, is shared among all three RTSs.
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Shared-memory Multicast Amoeba
RTS RTS RTS
General
Runs on top of Amoeba hardware Amoeba
Communication shared memory multicast AmoebaRPC
nrimitive meSS8lles
Object manuement
Replication none full partial.(based on
run-time statistics)
Undate nrotocol lockimz distributed Primary-COpy
Process manllllement
Processes " in user space as threads as threads
Scheduling " non-preemptive time-sliced preemptive
Fig.6.11. Comparison of the three Orca Run Time Systems.
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Below, we will give brief descriptions of the three run time systems. In Chapter
7, we will use these systems for measuring the performance of several Orca application
programs.
6.7.1. The shared.memory run time system .
The run time system described here currently runs On a multiprocessor consisting of
several CPUs, each with local memory, and a shared memory that can be accessed
through a bus. This RTS is much simpler than a distributed RTS, because it does not
have to replicate objects. Instead, it simply puts shared objects in the shared memory
and protects them with locks.
The shared-memory RTS runs on top of the Amoeba distributed operating sys-
tem. However, the RTS uses the shared memory for interprocess communication,
rather than Amoeba RPC. Therefore, the implementation is largely operating system
independent.
Although this RTS is not useful for studying replication of objects, it still is
worth discussing. The impiementation addresses issues that any RTS-whether distri-
buted or not-has to deal with, like process creation and condition synchronization.
Also, it is quite conceivable to build large distributed systems by interconnecting multi-
ple shared-memory multiprocessors. An implementation of Orca on such an architec-
ture would certainly use parts of the shared-memory RTS. Below, we will discuss the
two most interesting aspects of the shar<?d-memory RTS, namely process management
and object management.
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Process management
Processes in the shared-memory RTS are implemented as lightweight threads in user
space. All Orca processes on the same processor are mapped onto a single operating
system (Amoeba) process. Each Orca process has its own stack, but processes share
the text and data segment.
On each processor, there is one scheduler process, which is part of the run time
system. Processes are only rescheduled when they are blocked inside an operation, as
discussed below. Context switching from one process to another is implemented by a
simple assembly routine that changes the current stack pointer and program counter.
Creating a new local process merely involves allocating a stack and doing a context
switch, so process creation is cheap.
If a process wants to create a new process on a remote machine, it sends a mes-
sage to that machine's scheduler, asking it to create a local process. Message passing
between remote schedulers is implemented through message queues in shared memory.
Object management
Each shared data-object is put in the shared memory and is protected by a lock variable.
Before doing an operation on a shared object, the invoking process must ftrst acquire
the object's lock. The lock is released as soon as either:
I. the operation is completed successfully, or
2. all the operation's alternatives have failed.
In the latter case, the invoking process suspends until some other process changes the
object's data. This is implemented by keeping a waiting list for each object, containing
those processes that are waiting for the object to be changed. Whenever the object is
changed, all processes on its waiting list are made runnable again.
An outline of the implementation of INVOKE is given in Figure 6.12. It mst tries
all read alternatives of the operation. As soon as one alternative succeeds, it unlocks
the object and returns. If all read alternatives fail, the write alternatives are tried. If
one such alternative succeeds, the object has been changed by this alternative, so all .
processes waiting for the object to be changed have to be reactivated. To reactivate a
remote process, a message is sent to the scheduler of the process's machine, asking it to
make the process runnable.
If all alternatives fail, the object is unlocked and the current process is added to
the waiting list of the object. Finally, the current process suspends, which means it is
marked as "not runnable" and does a context switch to the scheduler, which will pick a
new process to run.
The actual implementation of INVOKE is slightly more complicated. If a write
alternative is tried that is not safe, the object has to be copied before the alternative is
tried (see §6.6.4). Also, the implementation can be conftgured to use a readers-writers
locking scheme rather than exclusive locks. This makes locking and unlocking of
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INVOKE (obj, op, args)
do # infinite loop; exit through return statement
lock(obj); # acquire lock on object
foraU r E ReadAlternatives (op) do
if r (obj, args) then # try read alternative
unlock(obj); # release the lock
return; # successful read alternative
ti;
00;
foraU w E WriteAlternatives (op) do
if w(obj, args) then # try write alternative
# reactivate all waiting processes
forall p E waitinglist (obj) do
make p runnable;
00;
unlock(obj); # release the lock
return; # successful write alternative
ti;
00;
# Here, all read and write alternatives have failed.
add current process to waitinglist(obj};
unlock(obj); # release the lock
suspend current process;
00;
Fig. 6.12. Shared-memory implementation of INVOKE.
objects more expensive, but allows more parallelism, since multiple read operations
can be executed in parallel.
6.7.2. A distributed run time system using reliable multicast
The second Orca run time system, described in this subsection, is a distributed RTS that
replicates objects and updates replicas using reliable multicast messages. The RTS
contains protocols for implementing reliable multicast on top of an unreliable network.
The multicast RTS currently runs on two different parallel systems. First, it has
been implemented on the shared-memory multiprocessor described above. This imple-
mentation uses the shared memory only for simulating an unreliable multicast network,
with a user-specifiable error rate. Shared objects are not kept in the shared memory.
Second, the RTS runs on a distributed ,system consisting of several CPUs connected
through an Ethernet. This version uses the multicast capabilities of the Ethernet. Both
prototypes run on the bare hardware.
Below, we briefly describe the current (experimental) status of the multicast
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RTS. We will first give an overview of its structure. Next, we will explain how it
deals with process and object management. The RTS is discussed in more detail in
[Bal et al. 1989a]. The reliable multicast protocol and its implementation on top of an
unreliable network are described in [Kaashoek et al. 1989b].
Structure of the multicast RTS
The multicast RTS is best thought of as a new kind of operating system kernel designed
specifically for parallel applications. It provides part of the functionality of traditional
distributed operating systems, such as I/O, interprocess-communication, and memory
management. For example, it uses the Amoeba protocols [Mullender and Tanenbaum
1986] to communicate with our local UNIX and Amoeba systems. In addition, it pro-
vides primitives specffic to Orca, for process and object creation and operation invoca-
tions.
In the current prototype implementation, all user and system processes on a pro-
cessor execute in a single address space. As Orca is a type-secure language, there is no
danger of Orca user processes corrupting kernel data structures. Orca processes run in
user mode, and the kernel in supervisor mode.
Shared data-objects are created and updated by the kerneL User processes can
directly read local copies of objects, without using the kernel. If a user process applies
a write operation to a shared object, the user process traps into the kernel; the local ker-
nel multicasts the operation and its parameters to the kernels of all processors; each
kernel then applies the operation to its local copy of the object.
Process management
Processes in the multicast RTS are created and scheduled by the kernel. Unlike in most
other operating systems, processes contain little status information and are lightweight.
Each kernel contains a scheduler that schedules local processes preemptively. In other
words, Orca processes running on the same processor are time-sliced. Processes are
not rescheduled, however, while they are in the middle of an operation on a shared
object.
Object management
The prototype system replicates all shared objects on all processors. The replicas are
updated using the distributed update protocol described in §6.3.3. Updating is imple-
mented by multicasting the write operation and its parameters to all processors. As the
multicast primitive is reliable and indivisible, write operations are executed by all ker-
nels in the same order.
The implementation of operation ,invocations is significantly different from the
one in the shared-memory RTS shown in Figure 6.12. Write operations are imple-
mented as system calls, rather than as user subroutines. Also, the multicast RTS does
not use a centralized list of suspended processes (the "waiting list") for each object.
Instead, there is a local waiting list associated with each copy of the object. As write
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operations are executed everywhere, they will reactivate suspended processes on all
processors. As a fmal difference with the shared-memory RTS, the multicast RTS
needs to marshall the parameters of INVOKE.
6.7.3. A distributed run time system on top of Amoeba
The third Orca run time system runs on top of the Amoeba distributed operating sys-
tem. The Amoeba RTS has been implemented on the same distributed hardware confi-
guration as the multicast RTS (i.e., a collection of CPUs connected thro,ugh an Ether-
net). Whereas the multicast system runs on top of the bare hardware, the RTS
described here uses the Amoeba primitives for process management and !PC.
As described in §2.2, Amoeba supports only point-to-point communication. The
Amoeba RTS therefore uses the 2-phase primary-copy update protocol described in
§6.3.3. For each object, one processor contains the primary copy of tlte object and zero
or more other processors contain secondary copies. Read operations are applied to the
local copy, if available, and write operations are forwarded to the processor with the
primary copy.
Updating replicas through point-to-point messages is more expensive than
through multicast messages. Furthermore, the communication overhead with point-to-
point messages grows linearly with the number of replicas. The Amoeba RTS there-
fore replicates objects selectively. A given processor only keeps a copy of an object if
it frequently reads the object. Run-time statistics are maintained for deciding where to
store the primary and secondary copies of each object.
Structure of the Amoeba RTS
The Amoeba RTS is structured as a set of co-operating lightweight processes (Amoeba
tasks) sharing a common address space. There is one incarnation of the RTS on each
processor. Each incarnation is a single Amoeba cluster. The RTS uses three different
types of tasks: Orca tasks, listener tasks, and talker tasks. Each Orca task executes an
Orca user process. Each incarnation of the RTS starts a number of listener tasks that
wait for requests from remote machines. A request can either be:
1. An update of a replicated object.
2. An operation to be performed on an object whose primary copy resides
on this machine, on behalf of a remote machine.
3. A request to create a new Orca process.
When a message needs to be sent to another machine, the task wishing to send
the message deposits it in a per-machine queue. For each queue-and thus for each
remote machine-there is a talker task ~at handles the messages in the queue. A
talker repeatedly waits for a message, sends it to the remote machine (using Amoeba
RPC), and optionally returns a reply to the task that requested the message to be sent.
With this approach, the replicas of an object can be updated in parallel by depo-
siting update messages in multiple queues. This programming model is similar to the
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promises model [Liskov and Shrira 1988]. If each Orca process performed the RPC
calls itself, parallel updating would not be possible, since RPC calls are blocking. As
another advantage of our approach, multiple objects residing on the same machine can
be updated in parallel.
Process management
In the RTS described here, processes are implemented as Amoeba tasks. So, creation
and scheduling of processes are done by the underlying operating systerr. The Amoeba
scheduler, however, is nonpreemptive. In Chapter 2, we showed that this strategy
causes severe problems for some parallel applications. Essentially the same problems
strike again in the Amoeba implementation of the RTS.
For example, a cpu-bound user process can prevent listener processes from being
scheduled, so the listeners will not be able to respond quickly to requests from remote
talkers. As a result, updating all copies of a shared object may take a very long time.
Our current prototype implementation of the RTS takes some ad hoc measures to solve
this problem. It simulates preemptive scheduling by preempting user processes at cer-
tain points during their execution.
The problem will disappear in future implementations, however, since the next
edition of Amoeba is going to support preemptive scheduling and task priorities. With
these facilities, the listener and talker tasks can be assigned higher priorities than Orca
user processes, so they will execute as soon as a request comes in.
Object management
The RTS is responsible for the distribution of shared objects and the execution of
operations on objects. When a new object is created, the RTS puts the primary copy on
the machine of the creating process. Other machines are not informed about the new
object, so the object does not have secondary copies.
If an object is passed as shared parameter to a remote child process, the value
actually passed is a remote reference to the object on the current processor. The
remote reference is a network-wide unique name for the object. The RTS of the
remote machine allocates a data structure (a descriptor) for the object, containing the
remote reference and the location of the object. This data structure does not contain the
object's local data.
If the child process later wants to apply an operation to the object, the RTS on its
machine will notice that the object is located elsewhere. The RTS will marshall the
parameters of the operation, do an RPC call to the machine holding the object, and
unmarshall the return values.
If a certain machine holding a r~mote reference of an object frequently applies
read-only operations to the object, the RTS may decide to send a replica (a secondary
copy) of the object to that machine. In other words, the RTS automatically and selec-
tively replicates objects on those processors that frequently read the objects. All these
copies are updated using the 2-phase update protocol, as mentioned above.
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The processor containing the primary copy of an object keeps track of the
number of remote read and write operations issued by each processor. The overhead of
maintaining these statistics is negligible compared to the total costs of remote opera-
tions. As soon as the read/write ratio of a remote processor exceeds a certain threshold,
the RTS creates a copy of the object on that processor.
Each processor having a secondary copy keeps track of the ratio of local read
operations and (global) write operations. If the overhead in updating the copy exceeds
the time saved in doing read operations locally, the RTS discards the l~al copy. From
then on, all operations on the object will be done remotely.
With the primary-copy update protocols, all write operations are forwarded to the
processor containing the primary copy of the object. If the RTS discovers that an
object is written frequently by a machine different from the one containing the primary
copy, the RTS may decide to migrate the primary copy to that machine. Again, statis-
tics are used to determine to best location for an object. If an object is migrated, pre-
cautions are taken for dealing with machines that are unaware of the object's new loca-
tion.
7
EXAMPLE PROGRAMS
AND
THEIR PERFORMANCE
The language implementations described in the previous chapter have been used for
developing several Orca programs. Below, we will take a closer look at some of these
programs and their performance. The intent of this chapter is to study the expressivity
and performance of Orca, by implementing existing algorithms for important applica-
tions. We have not tried to design new algorithms for any of these applications.
As discussed in Chapter 1, we are mainly concerned with the implementation of
parallel, high-performance applications on distributed systems. We will study five
such applications in detail: matrix multiplication, the all-pairs shortest paths problem,
branch-and-bound, game tree search, and successive overrelaxation. These applica-
tions are taken from different areas of mathematics and computer science (linear alge-
bra, graph theory, operations research, artificial intelligence, and numerical analysis).
The applications differ widely in their complexity and communication require-
ments. Matrix multiplication is an example of "easy parallelism" [Almasi and Gottlieb
1989], since the problem can be split into subtasks that hardly do any communication.
The other applications, however, have more complex communication patterns, as we
will see. Some of the applications require logically shared data, but we will also dis-
cuss how a message-passing application (successive overrelaxation) can be imple-
mented in Orca.
The algorithms we will describe illustrate several different styles of parallel pro-
gramming. The first two algorithms use a fixed partitioning of work among the avail-
able processors, thus minimizing the overhead of work distribution. For branch-and-
bound and game tree search, this methOd is less suitable, because the subtasks used by
these algorithms have highly unpredictable execution times. For these two applica-
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tions, we use the replicated worker style. Finally, the successive overrelaxation algo-
rithm is an example of a parallel iterative algorithm.
The structure of this chapter is as follows. First, we will make some general
remarks about how we measure the performance of Orca programs. Next, in Sections
7.2 through 7.6, we will discuss five applications in detail. In each subsection, we will
describe the application and the algorithm used for implementing it, we will discuss the
resulting Orca program, and we will give graphs showing the speedup of this program
on the three run time systems described in §6.7. The source code for the programs is
given in Appendices A through E. More detailed performance figures are given in
Appendix F. In §7.7 we will briefly discuss the largest application that has been imple-
mented in Orca so far, a chess problem solver. Finally, in §7.8, we will present some
conclusions.
7.1. Notes on the performance measurements
In this section, we will discuss how we have determined the performance of the Orca
applications. We will first describe the hardware and software used for the measure-
ments. Next, we will define how we compute the speedup of parallel Orca programs.
Finally, we will present some details of the measurements.
7.1.1. The environments used for the measurements
The performance figures presented below are based on the prototype Orca compiler
and run time systems described in the previous chap~r. We have used two different
systems for our measurements:
• A shared-memory multiprocessor containing 10 MC68020 CPUs and
8MB shared memory, connected through a VME bus. Each CPU
board contains 2 MB of local memory, used for storing programs and
local data. Unlike in most commercial multiprocessors, the CPU
boards do not contain snoopy caches for the shared memory. Each
access to shared memory goes over the VME bus. Local memory, on
the other hand, can be accessed without using the VME bus, so 10
local memory accesses can be performed in parallel. The CPU
boards do not c.ontain floating point coprocessors.
• A distributed system containing 10 nodes that are connected by a 10
Mbit/sec Ethernet. Each node consists of a CPU board, identical to
the ones used in the multiprocessor, and an Ethernet controller board
using the Lance chip.
The multiprocessor has only been used for measuring the performance of the shared-
memory RTS; for the multicast RTS and Amoeba RTS, the distributed system has been
used.
We conclude this subsection with some timing statistics of the communication
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protocols used by the distributed run time systems. The Amoeba RTS uses the Amoeba
RPC protocol, the performance of which is described in [Van Renesse et al. 1988]. For
the hardware configuration described above, a remote procedure call with a single
integer argument costs approximately 1.4 msec.
The multicast RTS uses a highly efficient reliable multicast protocol, described
in [Kaashoek et al. 1989b]. The time needed for multicasting a short message reliably
to two processors is 1.3 msec, which is faster than an Amoeba RPC. Each additional
receiver adds approximately 25 J.1sec to the elapsed time. So, with 10 receivers, a mul-
ticast takes 1.5 msec. The time also depends on the number of senders' that are active
simultaneously. If, for example, 7 processors are simultaneously sending a message to
10 processors, the average time per multicast is 4.6 msec.
7.1.2. Computing speedups
We compute the speedup of a parallel Orca program by taking the ratio of the execu-
tion times of the program on 1 CPU and N CPUs:
d . h N C'PTT time taken by parallel program with 1 C'PUspee up wit vS = .
time taken by parallel program with N C'PUs
So, we will take the execution time of the parallel program on a single processor as a
basis for comparison. Alternatives that we have considered but rejected are to use any
of the following programs for comparison:
1. A sequential program written in Orca, using the same underlying
algorithm as the parallel program.
2. A sequential program written in Orca, using the best possible
sequential algorithm.
3. A sequential program written in the fastest language available and
using the best possible sequential algorithm.
As we will discuss below, these choices are less appropriate.
Since the compiler and run time systems used for our measurements are proto-
types, it is not very meaningful to compare the performance of Orca with languages
such as C and FORTRAN, which have highly optimized implementations. Our
research has focused on the distributed aspects of the implementation. Many sequential
parts of the language have been implemented in a preliminary, inefficient way. For
example, accessing components of arrays, records, and graphs is more expensive than
necessary. Furthermore, Orca does heavy run-time checking. Although this slows
down execution, we feel the overhead is justified by the type security thus obtained.
Orca programs that frequently use such 4ata structures typically are 3 to 5 times slower
than similar programs written in C.
Also, it is not significant to compare sequential Orca programs with parallel pro-
grams that run on 1 CPU. The parallel programs cllJ.1 only use objects (values of
abstract data types) for communication. As our prototype implementations have not
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optimized abstract data types in any way, the execution time overhead of an operation
is substantial. A sequential Orca program would not have this overhead, since it can
use regular (non-abstract) variables for communication. Most of the overhead of
abstract data types can be eliminated, but our current prototype compiler does not do
this optimization.
The underlying sequential algorithm certainly must be taken into account when
analyzing speedups. Consider, for example, the minimax and alpha-beta algorithms for
game tree search. It is almost trivial to implement an optimally parall~l minimax tree
search algorithm. Even if it achieves linear speedup, however, it may be slower than a
sequential alpha-beta search algorithm, simply because alpha-beta is a vastly more effi-
cient algorithm for game tree search than minimax. The point is, speedups alone do not
tell much about the efficiency of a program. The efficiency of the underlying algo-
rithm must be considered too. For many applications, slow algorithms are much easier
to parallelize than fast algorithms. The algorithms described in this Chapter are paral-
lelizations of efficient sequential algorithms. Therefore, we will not look at alternative
sequential algorithms.
The speedup of a given program is not only determined by the program itself, but
also by the hardware and system sofware used to run the program and by the input of
the program. These two factors will be discussed below.
One important pitfall, which is especially important to distributed systems, is the
usage of slow hardware or software that masks communication overhead. As an illus-
trative example, consider a program in which each pf?cess repeatedly does N floating
point multiplications and then sends a message to some other process. Clearly, the
more expensive the floating point instructions are, the lower the relative communica-
tion overhead of the program will be. Thus, the program may achieve excellent speed-
ups on systems that implement floating point instructions in software, but may perform
poorly with hardware floating units.
As our systems lack hardware floating point units, we will avoid using floating
point arithmetic. Only one of the applications discussed below, successive overrelaxa-
tion, requires floating point instructions (mainly additions). Nonetheless, the speedups:
reported below may still be somewhat over optimistic, since they are based on proto-
type implementations of Orca. If the sequential constructs of Orca are optimized, the
relative communication overhead will be increased. Most of the applications we use,
however, are not communication intensive, so the speedups will not degrade much in
an optimized implementation.
Another factor that influences speedups is which inputs are used for each pro-
gram. In particular, the problem size plays a key role. For many parallel programs,
significant speedups are only obtained for sufficiently large input problems. Fre-
quently, this restriction is not important, since one of the primary motivations for using
parallelism is the potential for solving large problems. We will not study this relation
between problem sizes and speedups. Instead, we will use input problems that are suit-
ably large.
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For some applications, the speedup depends not only on the size of the input
problem, but also on the problem itself. For example, the branch-and-bound algorithm
described in §7.4 uses heuristics for determining the order in which subproblems are
solved. For some inputs these heuristics perform better than for others. (Even super
linear speedups can be obtained with such algorithms, as we will see.) We have solved
this by using several randomly generated input sets for applications like these and com-
puting the average speedups obtained over these inputs.
7.1.3. The measurements
We have measured the execution times of the programs using the Orca library routine
GetTime, which returns the current time accurate to about a tenth of a second. For
each program, GetTime is called twice; the difference between the two calls is taken
as the elapsed computation time. The first call is executed as soon as the executable
code has been downloaded into all processors and the main process, called OrcaMain,
has been started. The second call is executed when the results have been computed.
So, the measured times include forking of slave processes, but exclude the I/O
time for outputting data. Including I/O time would obscure the results, since the sys-
tems we use serialize all I/O. (Parallel I/O has been addressed, for example, by the
designers of the Connection Machine [Tucker and Robertson 1988]. This issue is out-
side the scope of this thesis, however.)
All measurements have been repeated several times, on otherwise idle systems.
The figures presented below are based on the average values of these runs. The execu-
tion times varied very little between different runs of the same program. Nearly all
measured values were within 3% of the average value, but in most cases the differences
were even less.
The performance measurements will be presented graphically. For each applica-
tion we will give a graph showing the speedups obtained for the shared-memory RTS,
the multicast RTS, and the Amoeba RTS. The measured average execution times are
given in Appendix F.
In comparing the speedups, one should keep in mind that Orca is designed for
programming distributed systems. Therefore, the performance of the two distributed
RTSs is far more relevant than the performance of the shared-memory RTS. We will
use the shared-memory RTS mainly for comparison. Of the two distributed RTSs, the
multicast RTS can be expected to achieve to highest performance, since it uses multi-
cast rather than point-to-point messages. Also, it runs on the bare hardware, so it is not
burdened by operating system overhead.
The Amoeba operating system does not support profiling of user code. It is
therefore difficult to obtain a time bre~down of the Orca programs. In several cases,
profiles would have been useful for explaining some slight but obscure differences in
execution times between the three systems.
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7.2. Matrix multiplication
The first parallel Orca program we will consider multiplies two matrices and prints the
result matrix. The algorithm used by this program is straightforward and well-suited to
distributed systems. Basically, each processor computes one or more rows of the result
matrix. We assume the matrices are sufficiently large, so the number of rows of the
result matrix exceeds the number of processors available.
Parallel matrix multiplication in Orca
The program (see Appendix A.3) uses two types of processes: one master process and
one or more slave processes. The single master process, OrcaMain, is invoked
automatically by the run time system when the program is started. It determines how
many processors are available to the program and forks off one slave process on each
processor. Each slave is assigned some portion of the rows of the result matrix.
Each slave process has a copy of the two matrices to be multiplied. These
matrices are represented as two-dimensional arrays. For testing, the matrices are ini-
tialized to arbitrary values. After initialization, each slave process computes its part of
the result matrix independently from all other slave processes. During the multiplica-
tion, the slaves do not need to communicate with each other. To print the result matrix,
however, some coordination is needed among the slaves. To serialize printing, a shared
object turn of type IntObject is used. (This object type has been discussed in
§5.4.3; for completeness, the specification and implementation of the object type are
also given in Appendices A.I and A.2.) Before printing its results, a slave executes the
statement
turn$AwaitValue(lb);
This statement suspends the slave until turn contains the number of the frrst row it is
working on. Mter printing the results, turn is set to the row index of the next slave
through the statement
turn$assign(ub+l);
The program of Appendix A.3 illustrates how variables of a structured type can
be used in Orca. As explained in Chapter 5, structured variables can be manipulated
(e.g., assigned, copied) in the same way as scalar variables. As an example, consider
the way a slave process computes its part of the result matrix. A slave declares a two-
dimensional array variable Result. The declaration only provides bounds for the first
dimension of the array, so it allocates an array whose elements are empty arrays. The
elements are assigned a value (an array of integer numbers) by the statement
Result [row] :- ComputeRow(row, A, B);
Finally, it is worth noting that both DotProduct and ComputeRow are true mathemat-
ical functions that take some input parameters and deliver one or more result values.
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Performance
The performance of the matrix multiplication program is shown in Figure 7.1. We
have used 250 x 250 integer matrices for the measurements. As explained in §7.1.3,
the time needed for printing the result matrix has been excluded from the timing. As
the program does little interprocess communication, the speedups obtained for the three
run time systems do not differ very much. The shared-memory RTS is fastest.
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Fig. 7.1. Measured speedups for matrix multiplication, using 250 x 250
integer matrices.
The speedups achieved by the program are less than linear. This is easily
explained. Before starting any real computations, each slave initializes its local copies
of the matrices. Since each slave requires at least a copy of the entire B matrix, this ini-
tialization code takes O(N2 ) time, where N is the size of the matrices. The actual com-
putation time per slave takes O(N3 /P) time, where P is the number of processors used.
The speedup obtained therefore is
[ N
2
+N
3
] [l+N]
o N 2+N3 /P = 0 l+N/P
The initialization code is a seq\lential part of the program. However, if the
matrices are very large compared to the number of processors used (i.e., N>P), the
speedup will be almost perfect. Therefore, the algorithm scales well, provided it is
applied to a problem of sufficiently large size.
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7.3. The all-pairs shortest paths problem
In the All-pairs Shortest Paths (ASP) problem it is desired to find the length of the
shortest path from any node i to any other node j in a given graph. Sequential solu-
tions to the ASP problem are given in several text books on algorithms and data struc-
tures [Abo et al. 1974; Horowitz and Sahni 1976]. We will fust review the standard
sequential algorithm, due to Floyd, for solving the ASP problem and then discuss how
it can be implemented in a parallel way. The algorithm assumes that the nodes of the
graph are numbered sequentially from 1 to N (the total number of nodes). and that each
edge in the graph is assigned a positive length (or weight).
The standard sequential solution to the ASP problem uses an iterative algorithm.
During iteration k it fmds the shortest path from every node i in the graph to every
node j that only visits intermediate nodes in the set {I..k}. During iteration k, the
algorithm checks if the current best path from i to k concatenated with the current best
path from k to j is shorter than the best path from i to j found so far (i.e., during the
fust k-l iterations).
Before the fust iteration, such a path only exists if the graph contains a direct
edge from node i to node j. After the last iteration, the resulting path may visit any
other node, as the set {l..k} includes all nodes if k =N. Therefore, after the last itera-
tion the resulting path is the shortest path from node i to node j.
The standard algorithm uses a sequence of matrices for storing the lengths of all
these paths. After iteration k, element Ck[i,j] contains the length of the shortest path
from i to j found so far (i.e., the best path visiting only nodes between 1 and k). Dur-
ing iteration k, the matrix Ck-1 is transformed into a matrix Ck as follows:
Ck[i,j] = MINIMUM( Ck-1[i,j], Ck-1[i,k] + Ck-1[k,j]) (1 ~ i,j ~ N)
Note that the value of row k of matrix Ck is equal to row k of matrix Ck-1, because
Ck[k,j] =
MINIMUM( Ck-1[k,j], Ck-1[k,k] +Ck-1[k,j]) =
MINIMUM( Ck-1[k,j], Ck-1[k,j]) =
Ck-1[k,j]
Parallel ASP in Orca
This sequential algorithm can be transformed into a parallel algorithm by computing
the rows of the matrices Ck[ij] in parallel. There are two ways for structuring such a
parallel ASP algorithm. First, we can have a single master process that executes N
iterations. During iteration k, the master forks one or more slave processes and passes
part of the matrix Ck-1 to each slave. A slave computes one or more rows of Ck, sends
these values back to the master, and then terminates.
An alternative way for structuring the parallel algorithm is to let each slave exe-
cute an iterative algorithm. In this case, the master process forks a number of slave
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processes (just as in the matrix multiplication program of Appendix A) and then ter-
minates. Each slave process performs N iterations and then outputs its results. The
latter approach is more efficient, because it requires fewer fork statements. Also, it has
more parallelism, because different slave processes may be working on different itera-
tions.
We therefore use the second approach and structure the algorithm as a number of
iterative slave processes. Each slave process computes a fIxed number of rows of the C
matrices. Unlike the matrix multiplication algorithm, however, the different rows of
Ck cannot be computed independently from each other. Suppose a sl~ve process wants
to compute row i of matrix Ck. That is, it has to compute the values
Ck[i,j], for all j between I and N.
To compute the value Ck[i,j], the values of Ck-1[i,j], Ck-1[i,k], and Ck-1[k,j] are needed.
The first two values have been computed by this process during the previous iteration.
The value of Ck-1[k,j], however, has been computed (during iteration k-l) by the pro-
cess that takes care of row k. The above argument applies to any value of i and j
between I and N. Therefore, during iteration k, each process needs to know the value
of the entire row k of matrix Ck-1. So, after each iteration k, the process that computed
the value of row k+1 of matrix Ck has to send this value to all other processes. Furth-
ermore, a process should not continue computing its part of Ck until it has received row
k of the previous iteration. Clearly, the processes must be synchronized to achieve this.
In conclusion, the ASP problem can be solved in parallel by letting each slave
process taking care of some of the rows of the C matrices. Each process performs an
iterative algorithm. During iteration k, a processor that is assigned rows lb up to 00
computes the values
Ck[i,j], for all i between lb and 00, and all j between 1 and N.
A processor should not start working on iteration k until the value of row k of matrix
Ck-1 is available. Apart from this restriction, the processors do not depend on each
other. In particular, they need not all be working on the same iteration.
The synchronization constraint described above is implemented through an
object of type RowCollection, whose specifIcation is shown in Appendix B.2. This
object type defines two operations, AddRow and AwaitRow. Whenever a process has
computed row k of matrix Ck-1, it executes the operation AddRow, passing the iteration
number (k) and the value of the row (an array of integers) as parameters. Before a pro-
cess starts working on iteration k, it fIrst waits until the value of row k for this iteration
is available. It does so by invoking AwaitRow (k).
The implementation of object type RowCollection is shown in Appendix B.3.
The internal data of an object of this type consist of an array of rows. There is one row
for each iteration of the algorithm. As different processes may be working on different
iterations, all these rows are retained during the entire execution of the program. Ini-
tially, each entry of tab will contain an empty array, as the declaration of tab does not
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specify actual bounds for the rows. The AddRow operation assigns a non-empty array
to a certain entry of the table. The AwaitRow operation blocks until the specified entry
of the table is non-empty. (Recall that an empty array has a lower bound that is higher
than its upper bound.)
The code for the ASP program itself is shown in Appendix B.4. It is structured
in a similar way as the matrix multiplication program of Appendix A. The master pro-
cess, OrcaMain, forks one slave process per processor. Each slave is assigned part of
the initial C matrix. A slave initializes its part of the C matrix by call~g the procedure
InitializeTable. Each slave takes a shared object of type ROwCollection as
parameter. This object, called RowkColl, is used for synchronizing the slaves, as
described above.
Conceptually, the slave processes compute a sequence of matrices Co, Cl, ... ,
eN. In the implementation, however, each slave simply uses a single array variable,
which gets modified in place. There is basically only a single C matrix, which is parti-
tioned among all the slaves.
Each slave process executes N iterations (see the for-statement in the function
ComputeRows). At the beginning of iteration k, it first obtains the value of row k.
This value may either have been computed by itself (if Ib:S; k:S; ub) or by some other
slave. In the first case, it sends the value to all other slaves, using the AddRow opera-
tion on RowkColl. In the second case, it obtains the value by invoking the AwaitRow
operation, which blocks until the value is available. In either case, the slave process
proceeds by updating the values of its rows.
As soon as a slave process has fmished all N iterations, it is ready to print its
results. The same synchronization mechanism as for matrix multiplication is used for
serializing printing.
Performance
The performance of the ASP program for a graph with 200 nodes is shown in Figure
7.2. The speedups for the shared-memory and multicast run time systems are only
slightly less than perfect. In part, this is due to the same initialization problem that we
saw for matrix multiplication. For ASP, the problem is less severe, since each proces-
sor needs only initialize part of the matrix, which takes O(N2 /P) time.
Another reason why the speedup for ASP is less than perfect is the communica-
tion overhead. Before each iteration, the current value of row k must be transmitted
from one processor to all the others. The shared-memory RTS implements this by put-
ting the new value in the shared memory, where it can be read by all processors. The
distributed RTSs, however, actually have to transmit the value across the Ethernet,
which is more expensive.
Despite this overhead, the multicast RTS obtains good speedups. With 10 pro-
cessors, the speedup is 9.17, which is almost as good as the speedup for the shared-
memory RTS. In addition, this implementation seems to scale well, since the speedup
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Fig. 7.2. Measured speedups for the All-pairs Shortest Paths problem, using
an input graph with 200 nodes.
increases with the number of processors. One of the main reasons for this good perfor-
mance is the use of multicast messages for transferring the row to all processors.
The performance of the multicast implementation of ASP also compares favor-
ably with the parallel ASP program described in [Jenq and Sahni 1987]. Jenq and
Sahni have implemented ASP on an NCUBE/7 hypercube, using a similar work distri-
bution as ours. For a graph with 112 nodes they report speedups of approximately 6.5
with 8 processors and 10.5 with 16 processors. As the NCUBEfl does not support mul-
ticast in hardware, they have used a binary tree transmission scheme for simulating
multicast. The elapsed time for a simulated multicast message is proportional to the
logarithm of the number of processors. In contrast, the protocol used in our multicast
RTS typically only uses two messages per reliable multicast. The time needed for mul-
ticasting a message is almost independent of the number of receivers [Kaashoek et al,
1989b]..
The Amoeba RTS achieves a good speedup up to 8 processors. From then on,
the performance severely degrades, due to the increased communication overhead.
With 10 processors, for example, the total number of RPCs issued by all processors
together was measured to be approximately 3600. (Each RPC requires several Ethernet
packets.) For comparison, the multicast RTS sends approximately 250 multicast
packets and 550 point-to-point packets over the Ethernet, if 10 processors are used.
The bends in the graphs for the shared-memory and multicast RTS of Figure 7.2
are caused by the slightly unbalanced work distribution. With 8 CPUs, for example,
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each processor manages exactly 25 rows of the distance matrix; with 9 CPUs, however,
some processors will have 22 rows, but others will have 23 rows. As the elapsed com-
putation time is determined by the processor that terminates last, the speedup with 9
processors cannot exceed 200/23 =:: 8.7.
7.4. Branch-and-bound
Branch-and-bound algorithms were described in §2.3. fu that section, we discussed the
implementation of one example branch-and-bound algorithm, for the ~raveling Sales-
man Problem (TSP). The TSP algorithm has been implemented on top of an existing
distributed operating system, Amoeba, using a sequential language (the C language)
extended with library routines for process creation and communication.
fu Amoeba, processes on different machines can only communicate through
remote procedure calls; such processes cannot share any data. The branch-and-bound
algorithm used for solving TSP, however, requires a global shared variable containing
the length of the best path found so far. fu the Amoeba implementation, this shared
variable was simulated by replicating its value on every processor. Keeping the repli-
cas up-to-date, however, turned out to be difficult.
Parallel branch-and-bound in Orca
fu Orca, the shared variable can simply be stored in a shared data-object of type
IntObject. The Orca run time system takes care of replicating this object and updat-
ing the copies in a consistent way. Therefore, the Orcll: implementation of TSP is much
simpler than the Amoeba version. Moreover, the object and its copies are updated as
soon as a process fmds a better route, so the new length is made known to all processes
immediately. In the Amoeba implementation this is very hard to realize, because
remote procedure calls cannot return intermediate results.
The distribution of work among processors is also simplified by the ability to use
shared data-objects. fustead of using intermediate agent tasks, the Orca implementa-
tion of TSP is based on the replicated worker style. There is one worker process, simi-
lar to the subcontractor processes of Figure 2.4, on each processor. All these workers
are identical. Each worker repeatedly takes work from a job queue and executes it.
The jobs in the job queue are generated by a manager process, similar to the manager
task of Figure 2.4. As in the Amoeba implementation, a job consists of a subtree that
has to be searched.
The structure of the TSP program is shown in Figure 7.3. The job queue is a
data-object shared among the manager and the workers. The manager process adds
jobs to the tail of the job queue. The workers fetch jobs from the head of the queue.
The workers also share a data-object f(linimum of type IntObject. Whenever a
worker fmds a full route of length less than minimum, it assigns the length of the new
path to minimum.
The type defmitions used by the TSP program are shown in Appendix C.l. The
distances between the cities are stored in a two-dimensional array of type DistTab.
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Fig.7.3. Structure of the Orca implementation of TSP. The Manager and
Workers are processes. The JobQueue is a data-object shared among all these
processes. Minimum is a data-object of type IntObject; it is read and written
by all workers.
The distances stored in this array are sorted. Entry [C, i] of the array contains the ith
closest city to C and the distance from C to that city. With this representation, it is easy
to implement the nearest-city-first heuristic discussed in §2.3.1.
Appendix C.I also declares a type JobType, which defmes the jobs to be exe-
cuted by the workers. A job consists of an initial (partial) route for the salesman and
the length of this partial route. The latter number is included for efficiency reasons
only; it could also be derived from the path itself.
The job queue is a shared data-object encapsulating a queue of JobType items.
The job queue data structure may be useful to many applications. We therefore define
it as a generic object type. The specification part of the generic job queue type is given
in Appendix C.2. The formal parameter T represents the type of the elements of the
queue. For the TSP program, we will instantiate the generic object type with type Job-
Type as actual parameter.
Three different operations are defmed on job queues. The first operation,
AddJob adds a new job to the tail of the queue. In the TSP program, this operation will
only be invoked by the manager process. The operation NoMoreJobs is to be called
when no more jobs will be added to the queue (i.e., when the manager has generated all
the jobs). Finally, the operation GetJob tries to fetch a job from the head of the queue.
If the queue is not empty, GetJob removes the first job from the queue and returns it
through the out parameter job; the operation itself returns "true" in this case. If the
queue is empty and the operation NoMoreJobs has been applied to the queue, the
operation fails and returns "false". If none of these two conditions--queue not empty
or NoMoreJobs invoked-holds, the operation blocks until one of them becomes true.
The implementation part of the generic job queue type is shown in Appendix C.3.
Objects of this type contain two variables: a Boolean variable done and a variable Qof
type queue. The latter type is defmed as a graph with two global fields, identifying
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the first and last element of the queue. Each element contains the nodename of the
next element in the queue and data of formal type T.
The implementation of AddJob uses straightforward list manipulation. The
GetJob operation is more interesting. It contains two guards, reflecting the two con-
ditions described above.
The Orca code for the TSP program itself is shown in Appendix CA. The
manager process is OrcaMain, which is the first process that executes. This process
creates and initializes the shared object minimum, initializes the dis~ce table, and
forks one worker process on each processor except its own one. Subsequently,
OrcaMain generates the jobs. When all jobs have been generated, the manager forks a
worker process on its own processor and waits until all work has been done. In this
way, job generation executes in parallel with most of the worker processes. The final
worker process is not created until all jobs have been generated, so job generation will
not be slowed down by a competing process on the same processor. When all worker
processes have terminated, the manager prints the final value of minimum (i.e., the
length of the optimal solution).
The jobs are generated through the recursive function distributor. In the
implementation of Appendix CA, a job contains an initial path with a fixed number of
cities (MaxHops). Basically, the manager process traverses the top MaxHops - 1 lev-
els of the search tree (see Figure 2.2 in Chapter 2), while the workers traverse the
remaining levels. The manager process generates the jobs in "nearest-city-fIrst" order.
It is important that the worker processes execute the jobs in the same order they were
generated. This is the reason why we use an ordered queue rather than an unordered
bag for storing the jobs.
Each worker process repeatedly fetches a job from the job queue and executes it
by calling the function tsp. The tsp function generates all routes that start with a
given initial route. If the initial route passed as parameter is longer than the current
best route, tsp returns immediately, because such a partial route cannot lead to an
optimal solution. If the route passed as parameter is a full route (visiting all cities), a
new best route has been found, so the value of minimum should be updated. It is possi-
ble, however, that two or more worker processes simultaneously detect a route that is
better than the current best route. Therefore, the value of minimum is updated through
the indivisible operation min, which checks if the new value presented is actually less
than the current value of the object.
If the job queue is empty and no more jobs will be generated, the operation
GetJob will return "false" and the workers will terminate. Before terminating, a
worker process decrements the global counter WorkersActive. As soon as this
counter drops to zero, the manager process knows that there are no more active work-
ers, so it can print the result value.
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Performance
We have determined the performance of the TSP program by measuring its execution
time for solving three randomly generated input graphs with 12 cities each. The
manager process searches 2 levels of the tree, so it generates 110 jobs, each of which
solves a 10 city TSP problem. Figure 7.4 shows the average speedups obtained for
these three problems.
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Fig.7.4. Measured speedups for the Traveling Salesman Problem, averaged
over three randomly generated graphs with 12 cities each.
The most striking aspects of Figure 7.4 are the poor performance of the shared-
memory RTS and the remarkably high performance of the two distributed RTSs. The
multicast RTS achieves perfect speedup. The speedup of the Amoeba RTS is slightly
lower. In absolute speed, the multicast RTS is 12% to 18% faster than the Amoeba
RTS, because operations in the Amoeba RTS have a higher overhead.
With fewer than 5 processors, the shared memory and distributed implementa-
tions are equally fast. With 5 or more processors, however, the distributed systems are
far more efficient. Although surprising at fust sight, this behavior is easy to explain.
In the distributed RTSs, each processor will have its own local copy of the shared
object minimum. (The multicast RTS replicates all objects; the Amoeba RTS will
dynamically replicate minimum, since ~t has a high read/write ratio.) Thus, all proces-
sors can simultaneously read their copies. In the shared-memory RTS, on the other
hand, the object is put in the shared memory and protected by locks, SO it becomes a
sequential bottleneck. In our prototype implementation of the RTS, the situation is par-
ticularly bad, because:
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1. Operations are implemented inefficiently and thus are expensive.
The value operation, which is used to read the current value of
minimum, takes about 40 ~sec.
2. Exclusive locks-rather than readers/writer locking-are used.
3. The hardware we use (i.e., the VME bus) allows only one processor
at a time to access the shared memory.
As the value operation is executed very frequently (over a million tim~s in total), it
will often have to wait for the lock to be free. Undoubtedly, the contention problem
would be less severe in a well-tuned shared-memory implementation on more advanced
hardware. Still, it is not clear whether the problem can be eliminated entirely in this
way, without using local copies of objects.
The distributed Orca implementations of TSP also have a much better perfor-
mance than the C/Amoeba version of TSP described in §2.3. The main reason for this
difference is the high search overhead of the C/Amoeba version. In §2.3.3 we dis-
cussed the near impossibility of keeping the bound variable minimum up-to-date using
Amoeba's RPC. Because processors do not have the most recent value of this bound,
they sometimes will search parts of the tree that the sequential algorithm cuts off. This
search overhead may become quite significant. For one of the input graphs we
obtained the following statistics:
Total number of nodes in the tree:
Nodes searched by sequential C version:
Nodes searched by IO-CPU C/Amoeba version:
Nodes searched by 10-CPU Orca multicast version:
108,505,112
1,272,076
1,763,552
1,149,270
In this example, the C/Amoeba version of TSP searches 39% more nodes than the
sequential algorithm. The Orca version running on the multicast RTS, on the other
hand, searches 10% fewer nodes. It achieves superlinear speedup in this case (a
speedup of 10.75 with 10 processors). Such anomalous behavior of parallel branch-
and-bound programs has also been reported by other authors [Lai and Sahni 1983]. It
is due to the fact that one processor quickly fmds a near-optimal solution, which other
processors use for pruning parts of their trees. However, if we were to make a large
number of runs with different input data, we would not see a superlinear effect on the
average.
The different versions of the TSP program also give us some indication of the
efficiency of the current Orca implementation. The sequential C program takes 132
seconds to solve the first problem. The parallel Orca program, if run on a single pro-
cessor using the multicast RTS, takes 576.5 seconds, which is 4.4 times slower. With
10 processors, the Orca version takes 53.7 seconds, which is 2.5 times faster than
sequential C.
The application discussed in this subsection is a good example of when our
approach is most effective. The TSP program uses a shared object with a high
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read/write ratio. As this object is replicated and the copies are updated immediately
after each change, the application is very efficient. In the RPC model used by Amoeba,
this replication is hard to express adequately by the programmer. In the shared data-
object model, it is taken care of automatically by the run time system.
7.5. Game tree search
Game tree search was introduced in §2.4, where we described the implementation of a
parallel alpha-beta program in C on top of Amoeba. Here, we will dis~uss how parallel
alpha-beta search can be implemented in Orca.
Parallel game tree search in Orca
We have implemented a parallel alpha-beta search algorithm in Orca, using a similar
approach as the Traveling Salesman Problem. The program is structured as a single
manager process that generates jobs for one or more worker processes (see Figure 7.5).
SearchTree
BooB
JobQueue
Fig. 7.5. Structure of the Orca implementation of alpha-beta search. The
Manager and Workers are processes. The JobQueue is a data-object shared
among all these processes. SearchTree is an object containing the top part of
the search tree. It is built by the Manager and manipulated by the Worlcers.
In §2.4.l, we showed that parallel alpha-beta search differs from parallel TSP, in
that alpha-beta uses an explicit search tree for storing alpha and beta values. In our
C/Amoeba implementation of alpha-beta, the top part of this tree is managed by the
Root Processor (see Figure 2.7) and is accessed by subcontractors (slave processors)
through remote procedure calls.
In our Orca implementation of ~pha-beta, the top part of the tree is stored in a
data-object that is shared among all processes. The tree is initially built by the manager
process and is subsequently used for communication among worker processes. (As in
the C/Amoeba version, the worker processes do not build explicit data structures for
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the subtrees.) After the entire search has been completed, the root of the tree will con-
tain the result value to be computed by the program.
The job queue used by alpha-beta is similar to the one used for TSP, except that
the job descriptions are different. For alpha-beta, a job consists of evaluating a subtree
rooted at one of the leafs of the top part of the tree. The job queue type used by alpha-
beta is an instantiation of the generic job queue type of Appendix C.2. In principle, our
alpha-beta program could also use an unordered data structure-such as a bag-for
storing the jobs, since it does not order the jobs.
The search tree supports operations for adding nodes, reading the contents of
existing nodes, reading the value of the root node, and propagating intermediate result
values (see Appendix 0.1). In addition to these operations, the specification part
declares a type Node and a function NullNode. The type identifies nodes of the search
tree; it is an opaque type, which means only its name but not its representation is visi-
ble. The function NullNode returns a value of type Node corresponding to NIL.
The manager uses the operation AddNode for building the tree and the operation
RootValue for printing the final result of the program. Worker processes invoke
ReadNode to obtain the contents of a specific node, consisting of a board position and
alpha and beta values. Mter a worker has evaluated a subtree, it invokes Propaga-
teResult, to update the alpha and beta values of other nodes in the tree. Propagation
of result values was already discussed in §2.4.2 (see Figure 2.8 in Chapter 2).
The implementation of object type SearchTree is shown in Appendix 0.2. The
search tree is represented as a graph. Each node of the. graph contains the nodename of
its parent and of a fIxed number of children. Also, each node stores a board position,
alpha and beta values, and a counter specifying how many children of the node still
have to be evaluated. The latter number is used for determining when the subtree
rooted at the node has been fully searched.
Most of the code of Appendix 0.2 is straightforward, except for the propagation
of result values by PropagateResult. The implementation of this operation uses the
auxiliary functions ImproveAlpha, ImproveBeta, UpdateAlpha, updateBeta,
and propagate. This code is explained further by several comments in the program.
The code for the manager and worker processes is shown in Appendix 0.3. The
manager process, OrcaMain, declares the search tree and job queue objects described
above. The manager first generates the top of the search tree, together with the jobs to
be executed by the workers. Next, it forks 'off one worker process for each available
processor and waits until all workers have fmished. Finally, it prints the result value,
which is the alpha value of the root of the tree.
The worker processes are not started until the top part of the search tree has been
built. If worker processes were allowed to proceed in parallel with search tree and job
generation, more synchronization between the manager and worker processes would be
needed. Although tree generation is done sequentially, it will in general not become a
performance bottleneck, because the time needed for building the top part of the tree is
only a very small part of the total search time.
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The search tree is built by the recursive procedure GenerateTopOfTree. This
procedure builds the tree up to a certain number of levels (specified by the constant
SplitLevel). For each leaf of this tree it also adds a job to the shared job queue.
The code for the worker processes is also shown in Appendix D.3. Each worker
repeatedly takes a job from the job queue and executes it. A job description identifies a
leaf node of the top part of the search tree. After obtaining a job, a worker fetches the
board position and current alpha and beta values of the node. This is more efficient
than storing these values in the job descriptor, because the alpha and ~ta values of the
node may have been improved after the job was generated; by retrieving the values
from the tree the worker uses the most recent alpha and beta values. Subsequently, the
worker executes the job by calling a sequential alpha-beta routine. The search depth of
this sequential routine is the constant WorkerLevels, which is the difference between
the total search depth and the search depth of the manager. Finally, the worker updates
the shared search tree through the operation PropagateResult.
Performance
The speedups obtained for parallel alpha-beta search are shown in Figure 7.6. We have
used three different game trees for our measurements and computed the average
speedup. The trees are identical to the ones used in the C/Amoeba implementation (see
§2.4.3). So, the fanout of each tree (i.e., the constant Nsons in the specification of the
module Game) is 38 and the depth of the trees is6 plies. The nodes of the tree contain
integer values (i.e., the type board imported from the module Game is the standard
integer type).
The speedup of the parallel alpha-beta program depends on the size of the jobs
generated by the manager process. If the constant SplitLevel is set to a high value,
the manager will search many levels of the tree, and it will generate many small jobs
for the slaves. As a disadvantage, managing the job queue will then be expensive, due
to communication overhead. If, on the other hand, SplitLevel is set to a low value,
the manager will generate a few large jobs. In this case, the communication overhead
will be lower, but the search overhead will be increased [Bal et al. 1987].
We have measured the speedup of alpha-beta for several different values of
SplitLevel. It turns out that, for all three run time systems, the best absolute perfor-
mance is obtained by letting the manager traverse only a single level of the tree. Thus,
the manager generates 38 jobs, each containing a 5-ply deep search tree. With this
arrangement, the communication overhead is very low, which explains why all three
implementations achieve the same performance. The search overhead is approximately
40% in this case.
The alpha-beta program spends, most of its time in the recursive procedure
AlphaBeta, which does not use any data structures. As a result, the program does not
suffer from the overhead of data structures incurred by the prototype implementations.
The absolute speed of the Orca program therefore is comparable to that of the
C/Amoeba version.
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Fig. 7.6. Measured speedups for Alpha-Beta search, averaged over three ran-
domly generated game trees with fanout 38 and depth 6.
The speedup achieved by the Orca implementations is only slightly better than
the speedup of the Amoeba implementation of §2.4. In contrast to TSP, the Orca and
Amoeba implementations of alpha-beta have the same search overhead. In the parallel
alba-beta algorithm, worker processes cannot return any intermediate results. Each
worker must search an entire subtree and then return the value of its root node.
The speedup obtained by alpha-beta search is far from linear. This is not surpris-
ing, since the algorithm is hard to parallelize. The speedup is comparable to those
reported by other authors, summarized in [Bal and Van Renesse 1986].
7.6. Successive overrelaxation
Successive overrelaxation (SOR) is an iterative method for solving discretized Laplace
equations on a grid [Stoer and Bulirsch 1983]. The sequential SOR algorithm works as
follows. During each iteration, the algorithm considers all non-boundary points of the
grid. For each point, SOR frrst computes the average value of its four neighbors. Next,
it determines the new value of the point through the following correction:
Gnew [r,c] = G [r,c] + ro x (av - G [r,c])
where av is the average value of the four neighbors and ro is the so-called relaxation
parameter [Stoer and Bulirsch 1983]. The entire process terminates if, during the
current iteration, no single point has been changed by more than a certain quantity.
Parallel implementations of SOR bave been described in several research papers
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[Butler et al. 1986; Chase et al. 1989]. The SOR program described below is based on
the parallel Red/Black SOR algorithm used for the Amber system [Chase et al. 1989].
This algorithm treats the grid as a checkerboard and alternately updates all black points
and all red points. As each point only has neighbors of the opposite color, each update
phase can easily be parallelized. The grid can be partitioned among the available pro-
cessors, which can all update different points of the same color in parallel.
Parallel SOR in Orca
As explained in the Amber paper, the distribution of the grid among the processors is of
vital importance to the performance of parallel SOR. We have used a similar distribu-
tion scheme as in the Amber implementation. The grid is partitioned into regions, each
containing several rows of the grid. Each region is assigned to a separate processor.
Alternative distribution schemes of the grid would be less efficient. Putting the entire
grid in a single shared object would create a severe bottleneck, since the grid is read
and written very frequently. The other extreme, putting each point of the grid in a
separate shared object, is also inefficient, since it would introduce a very high com-
munication overhead.
With the above distribution scheme, all processors repeatedly compute new
values for the points in their region, based on the current value of the point and its four
neighbors. For a point on the upper or lower boundary of a region, however, one of the
neighbors is stored on a remote processor. The processors, therefore, have to exchange
the values of their boundary points before each iteration. This is illustrated in Figure
7.7.
The program (see Appendix E.6) uses one slave process per processor. The
slaves execute a number of iterations. Each iteration consists of two phases, one for the
black points and one for the red points of the grid. Before each phase, a slave sends its
fust row to its left neighbor and its last row to its right neighbor. Next. it waits for the
last row of its left neighbor and the fust row of its right neighbor. Subsequently, it
updates those points in its regions that have the right color.
The exchange of the rows is implemented through shared objects of type
RowBin, which is an instantiation of the generic type GenericBin (see Appendix
E.l). Basically, a bin object is a message buffer capable of holding a single message,
in this case a row of the grid. The put operation on a bin blocks while the bin is full;
the get operation blocks while the bin is empty.
As mentioned above, the SOR program should continue updating points until
each point has reached a stable value, approximately the average value of its four
neighbors. Each slave process therefore keeps track of the maximum change of all
points in its region. If, at the end of ~ iteration, the slaves agree that no point has
changed by more than a certain value (the constant stopdiff), the program ter-
minates.
Distributed agreement is obtained through an object of type PollSequence (see
Appendix B.3). This object mimics a sequence of polls. Every process participating in
SEC. 7.6
Slave
Su~s&veovenelaxation
Slave Slave
213
finish
Fig.7.7. Structure of the Orca implementation of Successive Ovenelaxation.
Each slave process maintains some portion of the rows of the grid. The dotted
boxes are copies of the last row of the left neighbor and the first row of the
right neighbor. These rows are transfened through shared "bin" objects. The
processes also communicate through a shared object "finish" of type "PollSe-
quence," to decide when the convergence criterion has been reached.
the polls may bring out one vote per iteration. If all processes vote "yes," the result of
a poll is "yes;" a "no" vote, on the other hand, is regarded as a veto, so the result of the
poll is negative. It is assumed that a successful poll terminates the entire sequence.
All slave processes share an object finish of type PollSequence. This object
is used as follows. After each iteration, a slave determines if any point in its own
region has changed by more than the value stopdiff. If so, it votes "no," else it votes
"yes." Subsequently, the slave waits until a global decision has been made. The out-
come of the poll for the current iteration is available as soon as either one slave has
voted "no" or all slaves have voted "yes." In the first case, the slave continues with the
next iteration. In the second case, each slave prints the fmal value of its local region
and then terminates. This type of synchronization is similar to barrier synchronization
[Almasi and Gottlieb 1989].
Performance
The SOR program described above is a difficult one for Orca, since it mainly uses
point-to~point message passing communication. Apart from the termination protocol,
each processor only communicates with its left and right neighbor. The multicast RTS
therefore is at clear disadvantage, since it uses multicast messages throughout.
The Amoeba RTS initially stores all bin objects on the processor that executes
OrcaMain, since this process created the objects. The objects will not be replicated,
because they only have write operations. The RTS will soon detect that each of these
objects is only being used by two processors, so it will migrate the object to one of
214 EXAMPLE PROGRAMS AND THEIR PERFORMANCE CHAP. 7
10
9
8
7
6
speedup
5
4
3
2
. . . . . . . . . . . . . Perfect speedup
" " It Shared-memory RTS
I!r - -A- -.... Multicast RTS
lJ. _ J:J. _.0 Amoeba RTS
2 3 4 5 6 7 8 9 10
nwnber of processors
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80 colwnns and 242 rows.
them. From then on, the program behaves very much as if it were implemented using
straight message passing. It achieves a speedup of almost 9 on 10 processors.
The multicast RTS, on the other hand, replicates all shared objects on all proces-
sors. If, for example, ~ne processor wants to send a row to its left neighbor, all proces-
sors will receive the put operation and apply it to their local copies of the bin. Despite
this inefficiency, the multicast RTS still achieves a remarkably good performance, due
to the highly efficient multicast protocol being used. The speedup on 10 processors is
approximately 8.5. The speedup is comparable to that of the Amber implementation,
which runs on a collection of Firefly multiprocessor workstations [Chase et al. 1989].
7.7. A chess problem solver
The largest application that has been implemented so far in Orca is a chess problem
solver, called Oracol [Elias 1989]. The program consists of approximately 2500 lines
of code.
Oracle is capable of solving two kinds of chess problems: mate combinations and
tactical wins. In the fIrst case, it does an exhaustive search, ignoring possible material
gains, and terminates only after fmding a mate combination. In the second case, it is
less greedy and simply tries to fmd any combination that wins material. In principle,
the program could also be used as a chess tournament program, except that its evalua-
tion function is heavily biased towards material gains. For example, it does not look at
positional characteristics, such as open lines and pawn structures.
SEC. 7.7 A chess problem solver 215
The search algorithm of Oracol is based on alpha-beta with iterative deepening
and the quiescence search heuristic [Marsland 1986]. It starts with a I-ply deep search.
If it does not fmd a winning combination within I ply, it continues with a 3-ply deep
search, using the results of the I-ply search for ordering the moves. If the 3-ply search
fails too, the next iteration will search 5 plies, using the results of the 3-ply search as
move ordering heuristic, and so on. The program tenninates as soon as it fmds a mate
combination or a material win-whatever it was looking for-or if the search depth
exceeds a certain threshold.
Parallelism in Oracol is based on tree splitting, so different processors may
search different parts of the tree in parallel. Unlike the parallel tree search program of
§7.5, however, the distribution of the tree among the processors is done dynamically.
Rather than splitting the tree at a fixed depth, Oracol decides at run time which parts of
the tree will be searched in parallel. It uses several heuristics for this decision. For
example, it restricts the number of tree splittings at the top level. Since the search tree
is ordered, it is unlikely that the best move will be found in the rightmost subtrees.
Thus, it does not payoff to search these trees in parallel.
Oracol uses two important heuristics for decreasing the number of nodes that
have to be searched: the killer table and the transposition table [Marsland 1986]. The
killer table contains so-called killer moves, which are moves that cause a cutoff in the
tree. The underlying idea is that if a move causes a cutoff in a certain position on level
N of the tree, it is likely to cause cutoffs in other positions on level N too. Therefore, it
is fruitful to try killer moves first.
The second shared data structure is the transposition table. This table is used as
follows. During the search, the same board position may be encountered several times,
since different sequences of moves can lead to the same position. Therefore, it some-
times is useful to store the result of a subtree evaluation in a table. If the same board
position is encountered again later during the search, the value of that position can sim-
ply be looked up in the table, without doing any search. The time saved depends on the
depth of the subtree and on how many times the table entry can be re-used. To be
effective, the time saved must exceed the overhead of managing the table.
In a parallel chess program like Oracle, the killer and transposition table can
either be implemented as local tables or as shared data structures. With local tables,
each processor has its own table. Unfortunately, local tables are not very effective,
because, for example, a processor may evaluate positions that other processors already
have analyzed and stored in their local transposition tables.
The alternative is to use global tables implemented as shared objects. Global
tables will cause a higher reduction of the search overhead than local tables. On the
other hand, they will also be more expensive to manage, since extra interprocess com-
munication will be needed. Whether or not global tables are superior to local tables
therefore depends on the costs of shared data. For Oracol, we have detennined that,
especially for the killer heuristic, global tables are more efficient than local tables
[Elias 1989].
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7.8. Discussion
We have described several Orca applications that achieve significant speedups on a dis-
tributed system. For matrix multiplication, the all-pairs shortest paths problem,
branch-and-bound, and successive overrelaxation, the multicast RTS achieves a
speedup between 8 and 10 on a 10 processor system. As expected, for game tree search
and chess problem solving the speedups are lower. Such applications are hard to paral-
lelize efficiently, because of the high search overheads.
It is difficult to make a fair comparison between the relative efficiency of Orca
and other languages, since we do not have distributed implementations of any other
languages. For two applications, branch-and-bound and alpha-beta search, we have
compared the speedup of the Orca program with a similar C program implemented
directly on top of Amoeba. The Amoeba programs use RPC, which is the basic com-
munication primitive of many languages for distributed programming described in
Chapter 4. For branch-and-bound, the Orca implementation is more efficient, mainly
because the RPC model makes it very difficult for processes to share data. The
Amoeba and Orca implementations of alpha-beta search achieve comparable speedups.
The Amoeba version is slightly less efficient.
The usefulness of shared objects for obtaining efficient programs has been
demonstrated by at least three of the applications. ASP uses a shared object for
transmitting rows of the distance matrix from one processor to all the others. TSP is an
extreme example, since it uses a shared object that is read many times and changed
only a few times. The chess problem solver uses two heuristics, the killer table and
transposition table, that are most effective if they use shared data structures.
8
CONCLUSIONS
Distributed computing systems consisting of many autonomous computers, each with
their own private memory, are becoming commonplace due to their good
price/performance ratio. The issue of how to program a single application that uses
many such machines is still open. In the proceeding chapters we have studied this issue
carefully. We have discussed distributed programming using only support from the
operating system and we have surveyed the state-of-the-art in languages for distributed
programming. We have made a contribution to the latter area by presenting a new
model and language for distributed programming and by studying the implementation,
usage, and performance of the language.
As explained in the Introduction, the goal of our research has been to ease the
implementation of distributed applications. More specific, we have tried to design a
language that is expressive, type-secure, reasonably efficient, and portable, that has
simple semantics, and leads to readable programs. Below, we will evaluate these
issues, draw some conclusions, and look at topics for future research.
8.1. Evaluation of the research goals
In §1.5.1, we have described several goals for our research. In this section, we will dis-
cuss to what extent these goals have been met.
Expressiveness
The most important requirement for our language was the support for a high-level
model that eases the expression of parallelism, communication, and synchronization.
We will look at these issues in turn.
Parallelism in Orca is based on explicit process creation. At least for the pro-
grams discussed in Chapter 7, this mechanism is adequate. Most programs use one
master process for distributing work and 'one slave process per processor for doing the
work. The work distribution can either be detennined before creating the slave
217
218 CONCLUSIONS CHAP. 8
processes (as in the matrix multiplication, ASP, and SOR programs) or dynamically,
using the replicated worker style (as in the TSP and alpha-beta programs). So, large-
grain parallelism is easy to express in Orca. For applications with fme-grain parallel-
ism, the process model is less suitable.
Orca hides the physical communication of the distributed hardware by presenting
a communication model based on logically shared data. Processes do not communicate
with each other directly, but interact through shared objects. For many applications,
this model is easier to use than message passing. In addition, programs .using logically
shared data frequently have good performance, even on systems without physical
shared memory.
The best example supporting these claims is parallel branch-and-bound, which is
hard to implement efficiently using message passing, but almost trivial to implement
using logically shared data. For one parallel branch-and-bound application, the travel-
ing salesman problem, the distributed Orca program is almost 10 times faster on 10
CPUs as on one CPU. Another good example is the chess problem solver Oracol,
which uses several shared data structures. The availability of logically shared data
makes an efficient implementation of these shared data structures easy.
The support for logically shared data is, of course, not needed for every applica-
tion. For some applications, message passing will still be the best fit. If required, how-
ever, message passing can be simulated with objects, as shown by the SOR program.
Condition synchronization is expressed through operations that block. This
mechanism has been used in several examples of Chapter 7 (e.g., in the RowCollec-
tion objects for ASP, in the GenericJobQueue object for branch-and-bound and
alpha-beta search, and in the GenericBin and PollSequence objects for SOR). In
our experience, the mechanism is very easy to use. A PollSequence object, for
example, essentially implements a barrier synchronization, without the users being
aware of how it is implemented. The users invoke simple operations like vote and
AwaitDecision, and the implementation of the object type takes care of synchroniza-
tion.
Mutual exclusion synchronization in our language is hidden from the program-
mer, by executing operations indivisibly. In other words, locking of (logically) shared
data is done implicitly, at the object level. Since users can write their own operations,
arbitrary indivisible actions on a single object can easily be defined. We feel this is a
higher level of abstraction than that supported by most other mutual exclusion mechan-
isms.
Perhaps the most controversial design decision regarding expressiveness is the
lack of support for indivisible operations on multiple shared objects. Our experiences
so far indicate this decision can be justified. None of the applications we have studied
need such operations. The design and implementation of the language would be greatly
complicated by adding them and it is doubtful whether the same efficiency could be
obtained at all. Moreover, applications that do need indivisible multi-object operations
can obtain this behavior by constructing locks for sequences of operations.
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Simple semantics
In general, we feel that the semantics of Orca are very simple. The effects of opera-
tions are well-defmed. Although the underlying implementations do a lot of trickery
and may replicate or migrate objects on their own initiative, this is not reflected in the
semantics. In contrast, systems such as the problem-oriented shared memory make
replication visible to the programmers and leave it up to them to worry about the
semantics.
The sequential and distributed constructs of Orca are integrate~ in a clean way.
For example, similar mechanisms are used for passing parameters locally to procedures
and remotely to processes and operations. In particular, complex data structures can be
transmitted to remote machines without any programming overhead. No restrictions
exist on the kind of data structure that may be passed.
The principle of orthogonality has been used with care. For example, Orca sup-
ports a single mechanism for abstract data typing, which can be used for creating
shared as well as nonshared objects. On the other hand, we have deviated from the
principle whenever we felt justified. The three parameter mechanisms mentioned
above, for example, are similar but not identical. Restrictions are imposed on the
parameters of processes-no output parameters or return value-and operations-no
shared parameters. Removing these restrictions would improve orthogonality, but
would complicate the language and its implementation.
Type security
The importance of having a type-secure language has been emphasized several times in
this thesis. For sequential programs, insecure constructs, such as unchecked array
references or explicit deallocation of memory, frequently lead to subtle bugs that are
very hard to fmd. For distributed programs, security is even more important, since test-
ing and debugging of such programs is more difficult than for sequential programs.
All data types used in Orca are secure. All references to the elements of arrays
and the fields of unions are checked at run time. Memory management in Orca is also
done in a controlled way. Complex data structures are not built out of chunks of
memory connected through pointers, as in many other languages. Rather, Orca has a
graph type for defining such data structures. Graphs can be expanded or shrunk
dynamically, by adding or deleting nodes. Both operations are type-secure and
referencing a node that has just been deleted will always result in a run-time error.
Undoubtedly, security has its price. The run time checks will increase the access
costs of data structures. At least part this overhead can be removed by an optimizer. If
an array variable is traversed using a for-loop, for example, its bounds need not be
checked before each access. In this c~, the overhead can be reduced to some simple
tests before the loop. It remains to be seen how expensive security is after such optimi-
zations have been implemented.
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Efficiency
The applications described in Chapter 7 show significant speedups. For most pro-
grams, the multicast RTS is highly efficient, even though it uses a very simple replica-
tion strategy. This shows that, at least for some applications, our approach is success-
ful. The multicast RTS could be improved further to deal more efficiently with appli-
cations that only use point-to-point messages. For successive overrelaxation, for exam-
ple, the selective replication scheme of the Amoeba RTS is more efficient.
Most (but not all) Orca programs are slower than equivalent progrll;IDs written in
C. There are two reasons for this difference. First, Orca does extensive run-time
checking, as discussed above. Second, the current Orca implementations are proto-
types that still can be improved substantially. Despite these deficiencies, absolute
speedups over sequential C programs have been obtained with a relatively low number
of processors.
Readability
Readability is very much a subjective issue. Still, we feel that Orca encourages the
development of readable programs, because of its highly modular structure. Orca pro-
grams consist of collections of modules and abstract data type definitions. Each such
unit consists of a specification part and an implementation part. Their users only deal
with the specification part and need not worry about implementation details.
Modularization makes programs easy to understand. For example, the declara-
tion of an identifier used in a given procedure can easily be located. It is either declared
in the current procedure or declared or imported at the beginning of the current module.
Also, modularization encourages the development of modules that can be reused in
other programs. The job queue object type, for example, has been used in several Orca
programs. The possibility of defming generic modules or object types even further
increases reusability.
Portability
We have described three implementations of Orca on two different systems. Orca is
most suitable to distributed systems that support multicast. The implementation on top
of Amoeba, which is based on point-to-point communication, achieves a good perfor-
mance for some applications. For other applications (e.g., ASP), it is far less efficient
than the multicast implementation. Thus far, we do not have experience in porting the
language to other types of distributed systems, such as hypercubes or Transputer grids.
Although Orca has not been designed for shared-memory multiprocessors, it is
easy enough to implement the language on such architectures. For many applications,
the efficiency of the shared memory implementation is quite satisfactory. Our experi-
ence with parallel branch-and-bound, however, indicates that the implementation still
can be improved substantially. Also, for some fme-grained parallel applications, the
locking mechanism used by the shared-memory RTS will be too coarse.
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8.2. Conclusions and future research
The fmal judgement of a new programming language should be left to its users rather
than its designers. Nonetheless, we believe most of the research goals stated in Chapter
1 have been met. Orca has turned out to be an expressive yet simple language, and it is
useful for implementing a broad range of parallel applications on at least one type of
distributed system.
The distributed system that we have used to substantiate the latter claim consists
of multiple processors connected through a broadcast network. This type of system is
somewhat outside the main stream of research on parallel and distributed computing.
Almasi and Gottlieb, for example, state that "communication in such systems is
currently too slow to allow close cooperation on one job" [Almasi and Gottlieb 1989].
We dispute this statement. As we (and others) have shown, many interesting problems
can be solved in parallel on such systems.
In the future, we intend to continue our research in several areas. We will fust
work on new applications. We already have done some initial work on numerical algo-
rithms (e.g., Fast Fourier Transformation) and on an implementation of Finkel and
Manber's OIB package [Finkel and Manber 1987]. We will also look at other classes
of distributed applications besides parallel ones.
Based on our experiences in using Orca, we will further evaluate the language.
One issue that needs more attention is I/O, which currently is present in only rudimen-
tary form. This issue is not very crucial for the parallel applications we have discussed,
but for other classes of distributed applications it may be more important. Another
language issue that we may look into is the typing mechanism (e.g., the usage of
polymorphism instead of generic types).
A fault-tolerant implementation of Orca is another topic for future research. One
can envision using replicated objects for increasing fault-tolerance as well as decreas-
ing the access costs of shared objects. A major implementation problem still left open,
however, is how to restart processes after processor failures.
Another topic for future research is optimization of Orca programs. The issue of
optimization is very important, because of our design principle to keep the language-
simple and rely on optimizations for obtaining efficiency. We have identified several
areas in which the implementations can be improved, such as run-time checking,
abstract data types, and storage management. Also, the replication and migration algo-
rithms used in the implementations will need further attention.
Finally, we will do more comparisons between our approach and those of other
languages discussed in the thesis. A very large number of models and languages for
distributed programming have emerged during the past decades. We have experiences
in using some of these languages, but we plan to do a more thorough comparison. We
intend to implement a number of distributed applications in several languages, based on
different models, and determine the advantages and disadvantages of each model.
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Appendix A.I: Specification of object type IntObject
object specification IntObject;
operation value(): integer;
operation assign (v: integer);
operation min (v: integer);
operation inc () ;
operation dec () ;
operation AwaitValue (v: integer);
end;
# return value
# assign new value
# value := min(value, v)
# indivisibly increment value
# indivisibly decrement value
# wait for certain value
Appendix A.2: Implementation of object type IntObject
object implementation IntObject;
x: integer; # internal data
operation value (): integer;
begin
return x; # return current value
end;
operation assign(v: integer);
begin
x := v; # assign new value
end;
operation min(v: integer);
begin
guard v < x do # if new value is lower, assign it to x
x := Vi
00;
guard v >= x do
00;
end;
# else do nothing
operation inc () ;
begin
x +:= 1; # increment
end;
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operation dec () ;
begin
x -.= 1;
end;
if decrement
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operation AwaitValue (v: integer);
begin
guard x = v do od; if block until value equals v
end;
begin
x := 0; if initialize objects to zero
end;
Appendix A.3: Implementation of module MatrixMult.
module implementation MatrixMult;
import IntObject;
canst N = 250; if size of the matrices
type RowType = array [integer] of integer;
type matrix = array [integer] of RowType;
function DotProduct (row, col: integer; A, B: matrix): integer;
i : integer;
sum: integer;
begin if Compute the dot product of a row of A and a column of B.
sum :- 0;
foriin1 .. Ndo
sum +:= A[row] til * B[i] [col];
od;
return sum;
end;
function ComputeRow(row: integer; A, B: matrix): RowType;
col: integer;
R: RowType [1. .N];
begin if Compute one row of the result matrix
for col in 1 .. N do
R[col] := DotProduct(row, col, A, B);
00;
return R;
end;
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function InitMatrices (A, B: out matrix [1. .N] [1. .N]) ;
r, c: integer;
begin
* Initialize A and B matrices.
# We use arbitrary values for testing the program
forrin1.. Ndo
for c in 1 ..N do
A[r] [c] := r+c;
B[r] [c] := r-c;
00;
00;
end;
# Description of slave processes
process slave (lb, ub: integer; turn: shared IntObject);
row, col: integer;
A, B: matrix; # the matrices to be multiplied
Result: matrix [lb .. ub]; # part of result matrix
begin
InitMatrices (A, B); # initialize A and B
for row in lb .. ub do
Result [row] := ComputeRow(row, A, B);
00;
turn$AwaitValue{lb); # Wait until it's my turn to print results
for row in Ib .. ub do
for col in 1 N do
Write (" ", Result [row] [col]);
00;
WriteLine () ;
00;
turn$assign (ub+1); # Allow next slave to print
end;
# Description of master process; this is the first process to be run
process OrcaMain{);
turn: IntObject; # used to coordinate printing
nslaves: integer; # number of slaves
i, lb, ub: integer;
begin
nslaves : = NCPUS (); * determine number of processors
turn$assign(1); # initialize turn object
if nslaves > N then nslaves := N; 6;
*useless to have more than N processors
lb := 1; # Distribute the work among the slaves. Take into
* account that N need not be a multiple of nslaves.
for i in 0 ., nslaves-1 do
*The size of the next job is the number of rows left (N-lb+1)
*divided by the number of slaves left (nslaves-i).
ub := lb + (N-lb+1) / (nslaves-i) - 1;
fork slave (lb, ub, turn), on (i); # start slave on CPU i
lb := ub+1;
00;
end;
end;
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Appendix B.l: Specification of module AspTypes
module specification AspTypes;
const N = 200; if number of nodes in the graph
type RowType = array [integer] of integer;
end;
Appendix B.2: Specification of object type RowCollection
object specification RowCollection;
from AspTypes import RowType;
if Object used to exchange row k before each iteration
operation AddRow(iter: integer; R: RowType);
if Add the row for the given iteration number
operation AwaitRow(iter: integer): RowType;
if Wait until the row for the given iteration is available,
if then return it.
end;
Appendix B.3: Implementation of object type RowCoIIection
object implementation RowCollection;
from AspTypes import N, RowType; if N is the number of nodes in the graph
if The local data of objects of type RowCollection consist
if of an array of rows, one row per iteration. Initially,
if each row is an empty array.
type collection = array[integer 1. .N] of RowType;
tab: collection; if the local qata of RowCollection objects
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operation AddRow(iter: integer; R: RowType);
begin
tab [iter] := R; # fill in the row for given iteration
end;
operation AwaitRow (iter: integer): RowType;
begin
# wait until row "iter" is defined, i.e. tab [iter] is non-empty.
guard Ib(tab[iter]) < ub(tab[iter]) do
return tab[iter]; # return the requested row
od;
end;
end;
Appendix 8.4: Implementation of module asp
module implementation asp;
import RowCollection;
from AspTypes import N, RowType; # N is the number of nodes in the graph
import IntObject; # The IntObject type is shown in Appendix A.I
type DistTab = array [integer] of RowType; # table with distances
function Dolteration (C: sbared DistTab; RowK: RowType; lb, ub, k: integer);
i, j, tmp: integer;
begin # update the values of rows C[lb] .. Club] for iteration k.
foriinlb .. ubdo
Wi /= k tben # Skip C[k], as it won't change.
forjinl .. Ndo
# See if path i->k->j is better than current path i->j.
tmp := C[i] [k] + RowK[j]; # i->k + k->j
if tmp < C[i] [j] tben
C[i] [j] := tmp;
fl;
od;
fl;
od;
end;
function ComputeRows(
C: sbared DistTab; # Table with distances
RowkColl: sbared RowCollection; # used for transmitting row k
lb, ub: integer); t lower and upper bound of my rows
k: integer;
RowK: RowType;
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begin
for k in I .. N do # do N iterations
W (k >= lb) and (k <= ub) then
# I have row k; add it to shared object RowkColl.
RowK := C[k];
RowkColl$AddRow (k, RowK);
else
# Someone else is computing row k; wait for it.
RowK := RowkColl$AwaitRow{k) ;
ti;
Dolteration(C, RowK, lb, ub, k); # execute iteration k
00;
end;
fUnction InitializeTable(lb, ub: integer; C: out DistTab[lb .• ub] [1 •• N]);
i, j: integer;
begin
# For testing, initialize distances matrix with arbitrary values.
foriinlb .. ubdo
for j in 1..N do
W i = j then
C[i] [j] .= 0;
else
C[i] [j] := i+j;
ti;
00;
00;
end;
# Description of slave processes.
process slave (
RowkCol1 : shared RowCollection;# used for transmitting row k.
lb, ub: integer; # handle rows between lb and ub
turn: shared IntObject); # used for synchronizing output
C: DistTab; # table with distances between nodes
i,j: integer;
begin
InitializeTable{lb, ub, C); # initialize distances table
CornputeRows{C, RowkColl, lb, ub); # do real work
turn$AwaitValue{lb); # Wait until it's my turn to print results
foriinlb .. ubdo
forjinl .. Ndo
Write{C[ij[j], I ");
00;
WriteLine () ;
00;
turn$assign{ub+l); # Allow pext slave to print
end;
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# nUIllber of slave processors
# lower and upper bound
# shared object used to coordinate printing
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# Description of master process
pr~ OrcaMain();
RowkColl: RowCollection; # shared object for sending row k
i: integer;
nslaves: integer;
lb, ub: integer;
turn: IntObject;
begin
turn$assign(l); # initialize turn
nslaves := NCPUS (); # nUIllber of CPUs available
if nslaves > N then nslaves := N; 6;
# useless to have more than N processors
lb := 1; # distribute work among slave processors:
for i in a ., nslaves-1 do
ub := lb + (N-lb+1) I (nslaves-i) - 1;
# Fork one slave process on each available CPU
fork slave(RowkColl, lb, ub, turn) on(i);
lb := ub+1;
00;
end;
end;
Appendix C
The Traveling Salesman
Problem
Appendix C.I: Specification of module TspTypes
module specification TspTypes;
# distance table, sorted by nearest-city-first heuristic
type pair =
record
ToCity: integer; # to which city
dist: integer; # distance to that city
end;
type DistArray = array[integer] of pair;
type DistTab = array [integer] of DistArray;
# job type:
type PathType = array[integer] of integer;
type JobType =
record
len: integer; # length of partial route
path: PathType; # the partial route itself
end;
end;
Appendix C.2: Specification of generic object type GenericJobQueue
generic (type T)
object specification GenericJobQueue;
operation AddJob (job: T); # add a job to the tail of the queue
operation NoMoreJobs () ; # invoked when no more jobs will be added
operation GetJob (job: out T): boolean;
# Fetch a job from the head of the queue. This operation
# fails if the queue is empty and NoMoreJobs has been invoked.
end generic;
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# next element in queue
# data contained by this element
Appendix C.3: Implementation of generic object type GenericJobQueue
generic
object implementation GenericJobQueue;
type ItemName = nodename of queue;
type queue =
graph # a queue is represented as a linear list
first, last: ItemName; # first/last element of queue
nodes
next: ItemName;
data: T;
end;
done: boolean;
Q: queue;
# set to true if NoMoreJobs has been invoked.
# the queue itself
operation AddJob ( job: T);
p: IternName;
begin # add a job to the tail of the queue
p := addnode(Q); # add a new node to Q, return its name in p
Q[p] . data := job; # fill in data field of the new node
if Q.first = NIL then # Is it the first node?
Q.first := p; # yes; assign it to global data field
else
Q[Q.last] .next := p; # no; set its next field
fl;
Q.last := p;
end;
# Assign to "last" global data field
from the queue
# A job is available
# Remove it from the qJeue
operation NoMoreJobs () ;
begin # Invoked to indicate that no more jobs will be added
done := true;
end;
operation GetJob (job: out T): boolean;
p: ItemName;
begin # Try to fetch a job
guard Q.first /= NIL do
p := Q.first;
Q.first := Q[p) .next;
WQ.first = NIL then Q.last := NIL; fl;
job := Q[p] .data; # assign to output parameter
deletenode (Q,p) ; # delete the node from the queue
return true; # succeeded in fetching a job
od;
guard done and (Q.first = NIL) do
return false; # All jobs have been done
od;
end;
begin # Initialization code for JobQueues ; executed on object creation.
done := false; # initialize done to false
end generic;
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Appendix C.4: Implementation of module tsp
module implementation tsp;
from TspTypes import DistTab, DistArray, pair, PathType, JobType;
import IntObject;
# Instantiate the GenericJobQueue type:
object TspQueue = new GenericJobQueue (JobType);
const NrTowns
const MaxHops
12; # number of towns
3; # search depth of manager
function present (city, hops: integer; path: PathType): boolean;
i: integer;
begin # See if a given city is present on a given path
for i in 1..hops do
if path[i] = city then return true; 6;
od;
return false;
end;
function tsp (
hops: integer;
len: integer;
path: shared PathType;
minimum: shared IntObject;
distance: DistTab);
# number of cities in route so far
# length of route so far
# route so far
# length of best path
# table with distances
city, dist, me, i: integer;
begin
# Search a TSP subtree that starts with initial route "path".
# If partial route is longer than current best full route
# then forget about this partial route.
if len >= minimum$value () then return; 6; # cut-off
if hops = NrTowns then
# We found a full route better than current best route.
# Update minimum, using indivisible "min" operation.
minimum$min (len) ;
else
# "path" really is a partial route. Call tsp recursively
# for each subtree. Try all cities that are not on the initial
# path, in "nearest-city-first" order.
me := path [hops] ; # Last city of path
for i in 1.. NrTowns do
city := distance [me] [i] .ToCity;
if not present (city, hops, path) then
# "city" not yet on current path
path [hops+1] := city;
dist := distance [me] [i] .dist;
tsp (hops+l, len+dist, path, minimum, distance);
6;
od;
6;
end;
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function distributor (
hops: integer;
len: integer;
path: shared PathType;
q: shared TspQueue;
distance: DistTab);
# number of cities in route so far
# length of route so far
# route so far
# shared job queue
# table with distances
city, dist, me, i: integer;
begin
# Generate all the jobs for the workers. A job is an initial path of
# lMaxHops" hops. Also keep track of the length of the initial path.
if hops = MaxHops then
q$AddJob(JobType:{len, path»; # send this path to workers
else
me := path [hops] ;
for i in 1.. NrTowns do
city := distance [me] [i] .ToCity;
if not present (city, hops, path) then
path [hops+l] := city;
dist := distance [me] [i].dist;
distributor (hops+l, len+dist, path, q, distance);
fi;
00;
fi;
end;
function GenerateJobs (q: shared TspQueue; distance: DistTab);
path: PathType [1 .•NrTowns] ;
begin
path [1] := 1; # start with city 1
distributor (1, 0, path, q, distance); # generate jobs
q$NoMoreJobs (); # all jobs have been generated now
end;
function InitDistance(distance: out DistTab);
begin
# initialize distance table
# DistTab :=
end;
# Description of the worker processes.
process worker (
minimum: shared IntObject;
q: shared TspQueue;
distance: DistTab;
WorkersActive: shared IntObject);
# length of current best path
# job queue
# distances between cities
# used for termination
job: JobType;
begin
while q$GetJob ( job) do # while there are jobs to do:
tsp(MaxHops, job.len, job.path, minimum, distance);
00;
WorkersActive$dec();
end;
# this worker becomes inactive
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# table with distances between cities
# number of active workers (shared object)
# length of current best path (shared object)
# the job queue (shared object)
# initialize minimum to infinity
# initialize number of workers
# initialize distance table
# Description of the manager process
proc~ OrcaMain();
minimum: IntObject;
q: TspQueue;
i: integer;
distance: DistTab;
WorkersActive: IntObject;
begin
minimum$assign(MAX(integer));
WorkersActive$assign(NCPUS());
InitDistance(distance);
for i in 1.. NCPUS () - 1 do
# fork one worker per processor,
fork worker (minimum, q, distance,
except current processor
WorkersActive) on(i);
00;
GenerateJobs (q, distance); # main thread generates the jobs
fork worker (minimum, q, distance, WorkersActive) on (0) ;
# jobs have been generated; fork a worker on this cpu too
WorkersActive$AwaitValue(O); # wait until workers have finished
WriteLine (llminimum = ", minimum$value ()); # length of shortest path
end;
end;
# Infinity
# implementation of opaque type "Node"
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Appendix D.l: Specification of object type SearchTree
object specification SearchTree;
from Game import board; # representation of a board position
type Node; # Opaque type; the actual type is defined in impl. part
function NullNode (): Node; # returns NIL node
operation ReadNode (n: Node; b: out board; alpha, beta: out integer);
# Fetch information stored in the given node
operation AddNode (
parent: Node; b: board; WhichSon: integer;
nsons: integer): Node;
# Add a new node to the tree with the given parent and board.
# Its alpha and beta are initialized to -Infinity and +Infinity.
operation PropagateResult (n: Node; score: integer);
# Propagate the value computed for a leaf node to
# other nodes of the tree.
operation RootValue (): integer;
# Fetch the alpha value of the root node.
end;
Appendix D.2: Implementation of object type SearchTree
object implementation SearchTree;
from Game import board, Nsons; # Nsons is the fan-out of the tree
const Inf = 1000000000;
type Node nodename of tree;
type tree =
graph
root:,Node; # root node of the search tree
nodes
b: board; # the board position
alpha, beta, # alpha and beta values of this position
nsons: integer; # number of children still to be analyzed
parent: Node; # The parent of this node
sons: array[integer 1.. Nsons] of Node; # The children
end;
t: tree; # The internal data of objects of type SearchTree
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function NullNode (): Node;
begin
return NIL;
end;
operation ReadNode (n: Node; b: out board; alpha, beta: out integer);
begin # Return the contents of a given node
b := t en] .b; . # board position
alpha := t en] .alpha; # alpha
beta := ten] .beta; # beta
end;
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# this is the root node of the tree
# parent of the new node
# board position of the new node
# new node is WhichSon'th son of parent
# number of sons of new node
operation AddNode (
parent: Node;
b: board;
WhichSon: integer;
nsons: integer): Node;
n: Node;
begin # Add a new node with the given contents to the
n := addnode(t); # add a new node to the tree
t[n].b := b; ten] .parent := parent;
t[n].alpha := -Inf; ten] .beta := Inf;
ten] .nsons := nsons;
if parent = NIL then
t.root := n;
tree
else
t[parent].sons[WhichSon] := n;
ti;
return n;
end;
# return newly created node
function ImproveAlpha (t: shared tree; n: Node; newalpha: integer): boolean;
begin # Try to improve the alpha value of node n
if (t en] . alpha < t en] .beta) and (newalpha > t en] •alpha) then
t[n].alpha := newalpha;
return true; # alpha has been improved
else
ti;
end;
return false; # alpha has not been improved
function
begin
if
ImproveBeta(t: shared tree; n: Node; newbeta: integer):
# Try to improve the beta value of node n
(t[n].alpha < t[n].beta) and (newbeta < t[n].beta) then
t[n].beta := newbeta;
return true; # beta has been improved
else
boolean;
ti;
end;
return false; # beta has not been improved
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function UpdateAlpha(t: shared tree; parent: Node; newalpha: integer);
s: Node;
i: integer;
begin # Propagate a new alpha value downwards in the tree
for i in I .• Nsons do
s := t[parent] .sons[i]; # s is the i'th son of parent
# If the alpha of s can be improved and s has children that
# still have to be analyzed, then propagate a new beta.
W (s /= NIL) and (ImproveAlpha(t,s,newalpha» and
(t [s] .nsons > 0)
then
UpdateBeta (t, s, -newalpha); # go one level deeper
fI;
00;
end;
function UpdateBeta (t: shared tree; parent: Node; newbeta: integer);
s: Node;
i: integer;
begin # Propagate a new beta value downwards in the tree
for i in 1 •. Nsons do
s := t[parent] .sons[i];
# If the beta of s can be improved and s has children that
# still have to be analyzed, then propagate a new alpha.
W (s /= NIL) and (ImproveBeta(t,s,newbeta» and
(t [s] .nsons > 0)
then
UpdateAlpha (t, s, -newbeta); # go one level deeper
ti;
00;
end;
function propagate (
t: shared tree;
n: Node;
score: integer);
# The top part of the search tree
# A node that has been evaluated by a worker
# The score of that node
parent: Node;
AlphaImproved, LastSon: boolean;
begin # Propagate the result of node n to other nodes in the tree
parent := t[n] .parent;
if parent /= NIL then # if n is not the root node:
t [parent] . nsons -: = 1; # decrement #sons to be evaluated
LastSon ;= (t[parent] .nsons = 0);
AlphaImproved := ImproveAlpha(t, parent, -score);
if AlphaImproved then
# Update all descendents of n's parent
UpdateBeta(t, parent, score);
ti;
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-# The result is sent to the grandparent of n if:
-# (1) n is the last son of his parent, and his parent
-# still hasn't been pruned, or
-# (2) n's parent has just been pruned by n, as a
-# result of improving alpha.
-# One subtle point is that ImproveAlpha(t,x,sc) always
-# fails if x has been pruned.
if t [parent] . alpha < t [parent] •beta then
if LastSon then
propagate (t,parent,t [parent] .alpha); -# 1st case
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fi;
end;
6;
elsif AlphaImproved then
propagate (t,parent, -score);
6;
-# 2nd case
operation PropagateResult (n: Node; score: integer);
begin
propagate(t, n, score);
end;
operation RootValue (): integer;
begin -# Return alpha value of the root
return t[t.root] .alpha;
end;
end;
Appendix D.3: Implementation of module ab
module implementation ab;
import SearchTree; -# import operations of SearchTree
from SearchTree import Node, NullNode; -# and its other identifiers
from Game import board, Nsons, DoMove, StaticEvaluation;
-# The "Game" module contains game-specific information.
import IntObject;
object abqueue = new GenericJobQueue (Node);
-iF instantiation of generic object type defined in Appendix C.2.
ronst Depth = 6; -# Total depth of the search tree
const SplitLevel = 1; -# Number of levels to be searched by the manager.
CORM WorkerLevels = Depth - SplitLevel;
-# Number of levels to be searched by the workers
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function AlphaBeta (b: board; depth, alpha, beta: integer): integer;
i, tmp: integer;
begin # Do sequential alpha-beta search on a given board position
if depth = 0 then return StaticEvaluation (b); 6; # leaf node
for i in 1 •• Nsons do
tmp := -AlphaBeta(DoMove(b,i), depth-I, -beta, -alpha);
if tmp > alpha then
alpha := tmp; # improve alpha value
if alpha >= beta then return alpha; 6; # pruning
6;
00;
return alpha;
end;
process worker (
t: shared SearchTree; # shared top-part of the search tree
q: shared abqueue; # shared job queue
WorkersActive: shared IntObject); # used for termination
n: Node;
b: board;
alpha, beta: integer;
score: integer;
begin
while q$GetJob (n) do
# A job identifies a node of the top part of the tree
t$ReadNode (n, b, alpha, beta); # read the node's info
if alpha < beta then # pruning?
# no; do the job by calling sequential alpha-beta
score := AlphaBeta(b,WorkerLevels,alpha,beta);
t$PropagateResult(n, score); # update rest of tree
6;
00;
WorkersActive$dec();
end;
# this worker becomes inactive
function GenerateTopOfTree(
t: shared SearchTree;
q: shared abqueue;
level: integer;
b: board;
WhichSon: integer;
parent: Node);
# shared top-part of the search tree
# job queue to store jobs in
# level of current node
# board position of current node
# current node is WhichSon'th son
# parent of current node
n: Node;
i: integer;
begin
# Generate the top part of the search tree.
# For each leaf node, add a job to the jobqueue.
if level < SplitLevel then
# Interior node; add node and generate its sons recursively
n := t$AddNode(parent, b, WhichSon, Nsons);
for i in I •. Nsons do
GenerateTopOfTree(t, q, level+I, DoMove(b,i), i, n);
00;
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else
# Leaf node; add node without children to the tree.
# Also'add a job to the job queue.
n := t$AddNode(parent, b, WhichSon, 0);
q$AddJob(n); # generate job for leaf node
fi;
end;
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# Initialize number of workers
NullNode () ) ;
is completed now.
# The top part of the search tree
# The jobqueue
IntObject; # Used for termination
proc~ OrcaMain();
t: SearchTree;
q: abqueue;
WorkersActive:
i: integer;
begin
WorkersActive$assign(NCPUS(»;
GenerateTopOfTree(t, q, 0, 0, 0,
q$NoMoreJobs (); # job generation
for i in 0 .• NCPUS () - 1 do
# Fork one worker per processor
fork worker(t, q, WorkersActive) on (i);
00;
WorkersActive$AwaitValue(O); # Wait until workers have finished
WriteLine ("Result = ", t$RootValue () );
# Result is final value of the root of the tree
end;
end;
Appendix E
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Appendix E.!: Specification of generic object type GenericBin
generic (type T)
object specification GenericBin;
# A "bin" is a buffer capable of holding a single item of type T.
operation put(e: T); # put item in the bin; block while bin is full
operation get (e: out T); if fetch item from bin; block while bin is enq:>ty
end generic;
Appendix E.2: Implementation of generic object type GenericBin
generic
object implementation GenericBin;
bin: T; # the buffer containing the item
empty: boolean; # indicates whether there's an item in the buffer now
operation put (e: T);
begin
guardenq:>ty do # wait until bin is empty
bin := e; # put item in bin
empty := false; # bin is no longer empty
00;
end;
operation get (e: out T);
begin
guard not enq:>ty do
e := bin;
empty := true;
00;
end;
# wait until there's an item in the bin
# fetch the item
# bin is now empty
begin
empty := true; # initialization, code, invoked when bin object is created
end generic;
240
Appendix E: Successive overrelaxation
Appendix E.3: Specification of object type PolISequence
object specification PollSequence;
# Gallup poll consisting of a sequence of simple polls
# If all voters say yes, the result of a simple poll is yes.
# if anyone votes no, the result of the simple poll is 'no'
operation init (n: integer);
# initialize PollSequence; n is number of voters
operation vote (iter: integer; YesOrNo: boolean);
# bring out vote for given iteration
operation AwaitDecision(iter: integer): boolean;
# wait until the decision for the given iteration is available
end;
Appendix E.4: Implementation of object type PoliSequence
object implementation PollSequence;
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cleared: integer;
FinalIter: integer;
votes: integer;
nvoters: integer;
# all polls up till "cleared" return "no"
# poll "FinalIter" (if > 0) returns "yes"
# number of "yes" votes for this iteration
# total number of voters
# number of voters
# no polls cleared yet
# no votes for current iteration yet
# poll has not yet been finished
operation init (n: integer);
begin
nvoters := n;
cleared := 0;
votes := 0;
Finallter := 0;
end;
operation vote (iter: integer; YesOrNo: boolean);
begin
# First check if this is a vote for the current iteration. If it's
# a vote for a previous iteration that has already been cleared,
# ignore this vote, since it won't change the decision.
if iter = cleared+1 then
if YesOrNo then # a "yes" vote
votes +:,,:, 1;
if votes = nvoters then
# Everyone voted "yes". This terminates the
# entire poll sequence.
Finallter := iter; # this is the final iteration
fi;
end;
fi;
else # A "no" vote;
cleared +:= 1;
votes := 0;
ti;
this means a veto
# this iteration is cleared now
# initialize votes for next iteration
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operation AwaitDecision(iter: integer): boolean;
begin # Wait until global decision has been reached for given iteration
guard Finallter = iter do
return true; # everyone voted "yes" for given iteration
od;
guard cleared >= iter do
return false; # someone voted "no" for given iteration
od;
end;
end;
Appendix E.5: Specification of module sor
module specification sor;
type RowType = array [integer] of real;
process OrcaMain();
end;
Appendix E.6: Implementation of module sor
module implementation sor;
import PollSequence, IntObject;
object RowBin = new GenericBin (RowType) ;
const NCOL=8 0;
const NROW=24 2;
# number of columns of the grid
# number of rows of the grid
# We use a tolerance of 0.001
# omega and stopdiff are defined by the following equations:
# r = 0.5 * (cos (pi/NCOL) + cos(pi/NROW»;
# om = 2 / (1 + sqrt(l-r*r»;
# stopdiff = 0.001/(2 - om);
const omega = 1. 943179; # the relaxation parameter
const stopdiff = 0.017599; # stop criterion
const MAXCPU = 10;
type grid = array[integer] of RowType;
function NewValue(G: grid; r,c: integer): real;
begin # compute the average value if the four neighbors
return (G[r-l] [c] + G[r+l] [c] + G[r] [c-l] + G[r] [c+l]) /4. 0;
end;
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function abs(x: real): real;
begin
if x > 0.0 then
return x;
else
return -x;
ti,
end;
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function DoPhase (
G: shared grid;
lb, ub: integer;
color: integer;
maxdif: shared real);
# the local region of the g~id
# bounds of extended region
# color of current phase
# keep track of maximum change
r, c: integer;
Gnew, diff: real;
begin # Update all points with the given color in this region
for r in Ib+1 •. ub-I do
c := I + (r+color)%2; # start in column I or 2
while c < NCOL-I do
Gnew := NewValue(G,r,c);
diff := abs (Gnew-G [r] [c]); # average of neighbors
if diff > maxdif then
maxdif := diff;
til
G[r] [c] := G[r] [c] + omega* (Gnew-G[r] [c]); # update point
c +:= 2; # move 2 columns to the right
ad;
ad;
end;
function InitLocaISection(lb, ub: integer;
G: out grid[lb-I •• ub+l] [D •• NCOL-I]);
r, c: integer;
begin # Initialize local region. Also reserve space for one extra
# row (from neighbors) at the beginning and end of this region.
# Points on the boundary of the (whole) grid are initialized
# to an arbitrary value. Internal points are initialized to zero.
for r in lb-I ., ub+1 do
for c in O•• NCOL-I do
ifr=Dthen
G[r] Ie] := 4.56;
eblif r = NROW-I then
G[r] [c] := 9.85;
ebif c = 0 then
G[r][c] := 7.32;
eblif c = NCOL-I then
G[r] [c] := 6.88;
eble
G[r] [c) := 0.0;
til
ad;
ad;
end;
# Current slave's part (region) of grid
# Leftmost/rightmost processors are special
# Maximum change of any point in region
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function PrintGrid(G: grid; lb, ub: integer);
r,c: integer;
begin
for r in lb ..ub do
for c in 0 .. NCOL-l do
Write (G [r] [c], II ");
00;
WriteLine () ;
00;
end;
process slave (
lb, ub: integer; # bounds of extended region
ToLeft,
ToRight: shared RowBin; # bins for sending rows to neighbors
FrornLeft,
FromRight: shared RowBin; # bins for receiving rows
finished: shared PollSequence; # used for distributed termination
WorkersActive: shared IntObject);
section: grid;
leftok, rightok: boolean;
maxdif: real;
color, iter: integer;
begin
InitLocalSection(lb, ub, section); # Initialize my region
leftok := (lb > 0); # Do I have a left neighbor?
rightok := (ub < NROW-1); # Do I have a right neighbor?
iter := 0;
repeat
iter +:= 1;
maxdif := 0.0;
# Each iteration has two phases, for Red/Black points
for color in 0.. 1 do
# Send first and last row to neighbors
ff leftok then ToLeft$put(section[lb+1]);fl;
if rightok then ToRight$put (section [ub-1]) ;fl;
# Obtain rows from neighbors
if leftok then FromLeft$get (section [lb]); fl;
ff rightok then FromRight$get(section[ub);fl;
# Do real computation
DoPhase(section, lb, ub, color, maxdif);
00;
# Bring out vote. Use veto if some points have changed too much
finished$vote (iter, maxdif <= stopdiff);
until finished$AwaitDecision (iter); # Until all slaves want to quit
PrintGrid(section, lb+1, ub-1);
# Should actually synchronize output, as in MatrixMult and asp
WorkersActive$dec();
end;
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pr~ OrcaMain();
i, p, grain, lb: integer;
UpperBins, LowerBins: array [integer 0 •• MAXCPU] of RowBin;
it the shared bin objects
finished: PollSequence; it Used for distributed termination
WorkersActive: IntObject;
begin
p := NCPUS ();
if p > (NROW - 2) then p := NROW - 2; 6;
it useless to have more than (NROW - 2) processors
finished$init(p); it Initialize PollSequence object
lb := 0;
WorkersActive$assign(p);
for i in 0 .. p-l do it fork slave processes
grain := (NROW-2-lb) I (p-i);
fork slave(lb, lb+grain+l,
UpperBins[i], LowerBins[i+l],
LowerBins[i], UpperBins[i+l],
finished, WorkersActive) on(i);
lb +:= grain;
00;
WorkersActive$AwaitValue(O);
end;
end;
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Appendix F
Performance of the
Orca programs
This appendix gives more detailed information on the performance measurements
described in Chapter 7. For each program, we give the elapsed computation time (in
seconds) and speedups on 1 to 10 processors, averaged over three runs. For the Travel-
ing Salesman Program and Alpha-beta search we will present data for three different
input sets (each of which was run three times).
Matrix Multiplication
Shared-memory RTS Multicast RTS AmoebaRTS
#CPUs Time (sec) Sveedup Time (sec) Sveedup Time (sec) Sveedup
1 820.0 1.00 810.3 1.00 780.1 1.00
2 396.3 2.07 410.6 1.97 392.9 1.99
3 268.6 3.05 279.1 2.90 265.8 2.93
4 212.3 3.86 209.8 3.86 200.0 3.90
5 166.0 4.94 169.9 4.77 166.0 4.70
6 139.3 5.89 143.8 5.63 139.8 5.58
7 120.6 6.80 124.2 6.52 121.6 6.42
8 107.3 7.64 109.8 7.38 106.5 7.32
9 98.3 8.34 98.7 8.21 98.2 7.94
10 89.0 9.21 89.1 9.09 92.3 8.45
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The Traveling Salesman Problem
First problem
Shared-memory RTS Multicast RTS AmoebaRTS
#CPUs Time (sec) Speedup Time (sec) Speedup Time (sec) SpeeduP
1 55Q.6 1.00 576.5 1.00 649.7 1.00
2 269.0 2.05 279.2 2.06 314.7 2.06
3 181.0 3.04 186.9 3.08 211.2 3.08
4 137.0 4.02 139.9 4.12 158.7 4.09
5 113.6 4.85 112.6 5.12 128.4 5.06
6 97.3 5.66 92.5 6.23 106.1 6.12
7 87.3 6.31 79.0 7.30 90.5 7.18
8 81.3 6.77 68.3 8.44 79.2 8.20
9 77.6 7.10 60.4 9.54 70.8 9.18
10 74.0 7.44 53.7 10.74 63.8 10.18
Second i>1"oblem
Shared-memory RTS Multicast RTS AmoebaRTS
#CPUs Tune (sec) Speedup Time (sec) Speedup Time (sec) Speedup
1 319.6 1.00 334.2 1.00 376.6 1.00
2 161.0 1.99 168.2 1.99 189.1 1.99
3 109.3 2.92 112.7 2.97 127.7 2.95
4 83.6 3.82 85.3 3.92 97.4 3.87
5 68.3 4.68 68.0 4.91 77.2 4.88
6 59.3 5.39 56.7 5.89 65.4 5.76
7 54.0 5.92 48.9 6.83 56.0 6.73
8 50.0 6.39 43.1 7.75 49.8 7.56
9 49.0 6.52 38.9 8.59 45.7 8.24
10 47.6 6.71 35.1 9.52 41.0 9.19
Third i>1"oblem
Shared-memorY RTS Multicast RTS AmoebaRTS
#CPUs Time (sec) Speedup Time (sec) Speedup Time (sec) Speedup
1 814.0 1.00 852.3 1.00 956.1 1.00
2 411.0 1.98 427.6 1.99 479.3 1.99
3 270.0 3.01 278.2 3.06 312.3 3.06
4 205.0 3.97 209.0 4.08 236.4 4.04
5 169.0 4.82 169.3 5.03 191.2 5.00
6 147.0 5.54 142.8 5.97 162.4 5.89
7 133.0 6.12 123.2 6.92 14Q.4 6.81
8 125.0 6.51 108.3 7.87 124.2 7.70
9 119.6 6.81 ,98.1 8.69 111.9 8.54
10 115.6 7.04 88.5 9.63 102.2 9.36
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First problem
Shared-memory RTS Multicast RTS AmoebaRTS
#CPUs Time (sec) Speedup Time (sec) Speedup Time (sec) Speedup
1 2058.6 1.00 2052.9 1.00 2069.5 1.00
2 1087.3 1.89 1084.2 1.89 1235.0 1.68
3 804.3 2.56 802.4 2.56 808.9 2.56
4 612.3 3.36 610.9 3.36 615.7 3.36
5 522.3 3.94 521.5 3.94 525.5 3.94
6 469.0 4.39 468.4 4.38 472.1 4.38
7 404.3 5.09 403.4 5.09 406.4 5.09
8 369.3 5.57 369.0 5.56 372.0 5.56
9 344.6 5.97 344.8 5.95 347.4 5.96
10 321.6 6.40 321.4 6.39 323.8 6.39
Second problem
Shared-memory RTS Multicast RTS AmoebaRTS
#CPUs Time (sec) Speedup Time (sec) SpeeduP Time (sec) SpeeduP
1 2032.0 1.00 2026.6 1.00 2042.7 1.00
2 1139.0 1.78 1136.3 1.78 1209.6 1.69
3 804.3 2.53 802.7 2.52 808.7 2.53
4 613.6 3.31 612.4 3.31 617.3 3.31
5 528.0 3.85 527.2 3.84 531.4 3.84
6 458.3 4.43 458.0 4.42 461.1 4.43
7 393.0 5.17 392.4 5.16 395.4 5.17
8 366.3 5.55 366.3 5.53 369.2 5.53
9 331.3 6.13 331.1 6.12 333.7 6.12
10 311.0 6.53 310.5 6.53 312.9 6.53
Third problem
Shared-memory RTS Multicast RTS AmoebaRTS
#CPUs Time (sec) Speedup Time (sec) Speedup Time (sec) Speedup
1 1329.0 1.00 1325.0 1.00 1336.0 1.00
2 698.0 1.90 695.8 1.90 746.4 1.79
3 536.3 2.48 535.2 2.48 640.2 2.09
4 419.6 3.17 419.1 3.16 422.5 3.16
5 364.3 3.65 363.6 3.64 366.6 3.64
6 330.3 4.02 329.2 4.02 332.2 4.02
7 318.0 4.18 317.2 4.18 319.8 4.18
8 273.3 4.86 272.7 4.86 275.0 4.86
9 263.6 5.04 259.0 5.12 261.1 5.12
10 261.0 5.09 257.4 5.15 253.0 5.28
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The aU-pairs shortest paths problem
Shared-memory RTS Multicast RTS AmoebaRTS
#CPUs Time (sec) Speedup Time (sec) Speedup Time (sec) Speedup
1 398.0 1.00 432.1 1.00 400.0 1.00
2 200.6 1.98 218.9 1.97 204.7 1.95
3 134.3 2.96 148.0 2.92 140.0 2.86
4 101.0 3.94 111.4 3.88 114.1 3.51
5 80.3 4.96 90.0 4.80 95.9 4.17
6 69.3 5.74 77.1 5.60 85.1 4.70
7 60.0 6.63 66.3 6.52 78.2 5.12
8 51.0 7.80 58.2 7.42 73.2 5.46
9 47.3 8.41 53.6 8.06 70.5 5.67
10 42.0 9.48 47.1 9.17 71.2 5.62
Successive overrelaxation
Shared-memory RTS Multicast RTS AmoebaRTS
#CPUs Time (sec) Speedup Time (sec) Speedup Time (sec) Speedup
1 3032.6 1.00 3051.6 1.00 3071.4 1.00
2 1517.3 2.00 1531.3 1.99 1545.1 1.99
3 1016.3 2.98 1032.7 2.95 1039.8 2.95
4 766.3 3.96 785.5 3.88 788.5 3.90
5 616.6 4.92 639.5 4.77 639.1 4.81
6 516.0 5.88 543.3 5.62 540.8 5.68
7 453.3 6.69 485.4 6.29 480.4 6.39
8 390.0 7.78 427.9 7.13 420.4 7.31
9 353.0 8.59 395.3 7.72 385.3 7.97
10 314.6 9.64 362.5 8.42 352.6 8.71
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This appendix gives the execution times (in seconds) of the two C/Amoeba programs
described in Chapter 2. Both programs use one master processor and one or more slave
processors, so the number of CPUs used varies between 2 and 10. Each program has
been tested with the same three input problems as used for the Orca programs.
The Traveling Salesman Problem
First problem Second Droblem Third moblem
#Slaves Time (sec) Speeduo Time (sec) SoeedUD Time (sec) Soeedun
1 141.3 1.00 83.0 1.00 212.6 1.00
2 74.0 1.91 44.3 1.87 108.6 1.%
3 53.6 2.64 30.6 2.71 72.3 2.94
4 43.0 3.29 25.0 3.32 56.6 3.76
5 38.0 3.72 20.3 4.09 47.0 4.52
6 34.3 4.12 18.3 4.54 40.3 5.28
7 32.0 4.42 16.3 5.09 37.0 5.75
8 30.6 4.62 15.6 5.32 34.3 6.20
9 27.3 5.18 14.6 5.68 31.6 6.73
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First problem Second Droblem Third problem
#Slaves Time (sec) Speedup Time (sec) Speedup Time (sec) Speedup
1 2067.0 1.00 2040.0 1.00 1333.3 1.00
2 1091.3 1.89 1143.6 1.78 700.6 1.90
3 808.0 2.56 808.0 2.52 539.0 2.47
4 615.3 3.36 617.0 3.31 424.3 3.14
5 524.6 3.94 532.0 3.83 368.3 3.62
6 473.0 4.37 465.0 4.39 335.6 3.97
7 409.0 5.05 403.0 5.06 319.3 4.18
8 373.3 5.54 374.6 5.45 279.0 4.78
9 351.3 5.88 335.0 6.09 271.3 4.91
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