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Sektor pelayanan publik merupakan sektor strategis sebagai indikasi tata kelola 
pemerintahan yang baik. KRL Commuterline merupakan salah satu sektor pelayanan publik 
pada bidang transportasi yang banyak digunakan oleh masyarakat. Media sosial khususnya 
Twitter merupakan wadah masyarakat untuk berinteraksi, berbagi informasi bahkan 
mengemukakan opini mereka terhadap pelayanan KRL. Opini masyarakat terhadap pelayanan 
KRL Commuterline dapat dijadikan sebagai evaluasi dalam peningkatan kualitas layanan. 
Pada penelitian ini dilakukan analisis sentimen masyarakat terhadap pelayanan KRL 
Commuterline berdasarkan data yang diperoleh dari Twitter. Analisis sentimen ini bertujuan 
untuk mengklasifikasikan tweets mengenai pelayanan KRL Commuterline ke dalam sentimen 
positif dan negatif dengan pendekatan machine learning menggunakan algoritma Bernoulli 
Naive Bayes. Data latih yang digunakan sebanyak 2.690 data dan data validasi sebanyak 1.626 
data tweets. Pada proses pelatihan model diperoleh tingkat akurasi pelatihan sebesar 86,36% 
dan tingkat akurasi validasi sebesar 85,73%. Pengujian model dilakukan menggunakan 20 
tweets baru dan diperoleh tingkat akurasi sebesar 85%. 
 





The public service sector is a strategic sector as an indication of good governance. 
Commuterline KRL is one of the public service sectors in the transportation sector that is widely 
used by the public. Social media, especially Twitter, is a place for people to interact, share 
information and even express their opinions on KRL services. Public opinion on the 
Commuterline KRL service can be used as an evaluation in improving service quality. In this 
study, an analysis of public sentiment towards the KRL Commuterline service was conducted 
based on data obtained from Twitter. This sentiment analysis aims to classify tweets about the 
Commuterline KRL service into positive and negative sentiments with a machine learning 
approach using the Bernoulli Naive Bayes algorithm. The training data used were 2,690 data 
and the validation data were 1,626 tweets. In the model training process, the training accuracy 
rate was 86.36% and the validation accuracy rate was 85.73%. Model testing was carried out 
using 20 new tweets and an accuracy rate of 85% was obtained. 
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PENDAHULUAN 
 
Berdasarkan kepadatan penduduk 
khususnya Jabodetabek yang mencapai 40 
juta jiwa, dapat dilihat total perjalanan 47,5 
juta (tercatat sepanjang 2015) perhari. Sekitar 
50% perjalanan merupakan perjalanan dari 
Bogor, Depok, Tangerang dan Bekasi menuju 
Jakarta [1].  Hal ini mendorong masyarakat 
Jabodetabek lebih memilih menggunakan 
transportasi umum yang murah dan jangkauan 
operasionalnya meliputi jarak dekat dan jarak 
jauh seperti KRL (Kereta Rel Listrik) 
Commuterline yang dioperasikan oleh PT 
Kereta Commuter Indonesia, anak perusahaan 
dari PT Kereta Api Indonesia (PT KAI).  
PT Kereta Commuter Indonesia 
bergerak di sektor pelayanan publik yang 
merupakan  salah satu indikasi penilaian suatu 
tata kelola yang baik dari pemerintahan. 
Pelayanan yang diberikan PT Kereta 
Commuter Indonesia hendaknya senantiasa 
ditingkatkan sehingga penumpang merasa 
puas dengan pelayanan yang diberikan. 
Beberapa kekurangan pelayanan yang 
dirasakan penumpang antara lain kepadatan 
penumpang pada jam berangkat atau pulang 
kerja, serta kepadatan di akhir pekan yang 
memaksa penumpang harus saling 
berdesakan. Selain permasalahan tersebut, 
masih banyak pro dan kontra dari masyarakat 
yang menggunakan transportasi KRL 
Commuter-line. Layanan untuk 
menyampaikan kritik dan saran pengguna 
sebenarnya sudah tersedia pada laman website 
resmi PT Kereta Commuter Indonesia (KCI), 
tetapi pengguna lebih tertarik untuk 
melakukannya melalui media sosial. 
Salah satu media sosial yang cukup 
banyak digunakan untuk menyampaikan 
cuitan masyarakat mengenai keluhan, kritik 
dan saran terhadap pelayanan publik adalah 
Twitter.  Tweets (cuitan-cuitan) pada Twitter 
dapat digali untuk mendapatkan informasi 
yang bermanfaat bagi penyelenggaran 
pelayanan publik menggunakan analisis 
sentimen [2]. Analisis sentimen merupakan 
suatu penggalian opini atau sentimen terhadap 
suatu teks yang dilakukan secara otomatis 
oleh mesin dan memungkinkan untuk 
memprediksi peluang terkait hasil analisis [2-
4].  
Pendekatan yang digunakan untuk 
analisis sentimen dibedakan menjadi 3 
macam yaitu Machine Learning, Lexicon 
Based, dan Hybrid Approach [5]. Analisis 
sentimen yang dilakukan dengan pendekatan 
machine learning dikelompokkan menjadi 
supervised machine learning maupun 
unsupervised machine learning. Pendekatan 
unsupervised machine learning yang 
dilakukan pada beberapa penelitian 
menggunakan algoritma Nearest Neighbour 
[6-8]. Beberapa algoritma yang banyak 
digunakan dengan pendekatan supervised 
machine learning antara lain algoritma Naive 
bayes classifier dan Support Vector Machine 
(SVM).  
Analisis sentimen opini masyarakat 
pada twitter mengenai film menggunakan 
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algoritma Naive bayes classifier mencapai 
akurasi lebih dari 90% [9].  Analisis sentimen 
juga diaplikasikan pada pelayanan publik 
mengenai pelayanan kebutuhan listrik 
masyarakat menggunakan algoritma Naive 
Bayes Classifier [10]. Algoritma Naive Bayes 
Classifier juga berhasil digunakan untuk 
analisis sentimen pada pelayanan ojek online 
dengan akurasi mencapai 92% [11].  Naive 
Bayes Classifier banyak digunakan untuk 
klasifikasi karena konsep klasifikasi yang 
sederhana dan memungkinkan untuk 
sekumpulan dataset yang besar [12-14].   
Selain itu Naive Bayes Classifier 
sifatnya mengevaluasi parameter dimana 
parameternya sering kali berkinerja lebih baik 
pada banyak situasi dunia nyata yang 
kompleks [14]. Algoritma Naive Bayes tidak 
rumit dan efektif dalam klasifikasi teks 
meskipun pemilihan fitur yang tidak tepat 
mengakibatkan teks tidak dimodelkan dengan 
baik [15].  
Tujuan penelitian ini adalah melakukan 
analisis sentimen terhadap pelayanan KRL 
Commuterline menggunakan algoritma 
Bernoulli Naive Bayes yang merupakan salah 
satu jenis Naive Bayes Classifier.   
 Analisis sentimen dilakukan untuk 
mengklasifikasikan sentimen masyarakat 
terhadap pelayanan KRL Commuterline 
berdasarkan data Twitter.  
 Algoritma Bernoulli Naive Bayes 
diharapkan dapat mempermudah dalam 
proses klasifikasi data sentimen baru yang 
belum diketahui kelas sentimennya untuk 
diklasifikasikan ke dalam kelas sentimen 
positif atau negatif. Selain itu, pada penelitian 
ini algoritma Bernoulli Naive Bayes dipilih 
karena akurasi yang dicapai berdasarkan hasil 




Pada bagian ini dijelaskan mengenai 
konsep Bernoulli Naive Bayes dan tahapan 
penelitian yang dilakukan.  
 
Bernoulli Naive Bayes 
Naive Bayes Classifier merupakan 
metode untuk klasifikasi yang didasarkan 
pada konsep teorema Bayes yang digunakan 
untuk menentukan probabilitas suatu 
peristiwa terjadi dengan mempertimbangkan 
kemung-kinan peristiwa lain yang telah 
terjadi. Pada Naive Bayes Classifier, teorema 
Bayes diterapkan dengan asumsi yang sangat 
tinggi (“naive” ) yaitu  kebebasan bersyarat 
antara setiap pasangan fitur yang diberi nilai 
variabel kelas [16] yang ditunjukkan pada 
persamaaan (1).  
 
                                         (1) 
Karena nilai dari  merupakan 
nilai konstan yang diberikan oleh data input 
maka formula klasifikasi pada persamaan (1) 
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                                     (2) 
 Naive Bayes Classifier merupakan 
sekumpulan metode supervised learning yang 
dapat dikelompokkan berdasarkan distribusi 
dari  menjadi bebrapa algoritma 
khusus antar lain Gaussian Naive Bayes, 
Bernoulli Naive Bayes, dan Multinomial 
Naive Bayes [16-18].  Algoritma Bernoulli 
Naive Bayes mengimplementasikan klasi-
fikasi untuk data yang didistribusikan sesuai 
dengan distribusi Bernoulli multivariat; yaitu, 
mungkin terdapat beberapa fitur tetapi 
masing-masing dianggap sebagai variabel 
bernilai biner (Bernoulli, boolean). Oleh 
karena itu, kelas ini membutuhkan sampel 
untuk direpresentasikan sebagai vektor fitur 
bernilai biner. Aturan keputusan untuk 
algoritma Bernoulli Naive Bayes diberikan 
pada persamaan (3) berikut: 
                              (3) 
Algoritma Bernoulli Naive Bayes 
memungkinkan memiliki performa yang lebih 
baik khususnya pada beberapa set data, 
terutama dataset yang memiliki dokumen 
yang lebih pendek. Oleh karena itu, pada 
penelitian ini digunakan Algoritma Bernoulli 
Naive Bayes untuk analisis sentimen tweets. 
 
Tahapan Penelitian  
Tahapan penelitian yang dilakukan 
ditunjukkan pada Gambar 1. Pada Gambar 1 
ditunjukkan tahapan penelitian diawali 
pengumpulan data berupa opini masyarakat 
mengenai pelayanan KRL pada media sosial 




Gambar 1. Tahapan Penelitian 
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Data diambil melalui Twitter meng-
gunakan Twitter API yang dilakukan dalam 
beberapa tahap. Tahap pertama melakukan 
registrasi ke halaman https://apps.twitter.com/ 
sebagai syarat verifikasi untuk mendapatkan 
kunci dan token akses. Kunci dan token akses 
digunakan untuk mengakses Twitter API 
dalam pengambilan data opini masyarakat 
terhadap pelayanan KRL Commuterline dari 
Twitter. Pengambilan tweets berdasarkan kata 
kunci yang telah ditentukan yaitu “KRL” dan 
“Commuterline”. Tweets yang diambil yaitu 
tweets berbahasa Indonesia, diambil secara 
acak baik dari user biasa ataupun akun 
official media Twitter. Hasil crawling data 
Twitter diperoleh 9.100 tweets.  
 
Preprocessing 
Preprocessing dilakukan dengan tujuan 
untuk mentransformasi data yang mentah 
dalam hal ini baru didapatkan dari proses 
pengambilan data ke format data yang lebih 
efisien dalam proses analisis sentimen. 
Tahapan preprocessing ditunjukkan pada 
Gambar 2. Preprocessing dilakukan dalam 
empat tahap yaitu case folding, filtering, 
stopwords removal dan stemming. Pada tahap 
case folding dilakukan perubahan terhadap 
semua huruf kapital yang ada pada tweets 
menjadi huruf kecil. Tahap berikutnya yaitu 
filtering. Pada tahap ini dilakukan beberapa 
tahapan tindakan yaitu pembersihan terhadap 
data tweets. Data tweets hasil proses case 
folding dibersihkan, mulai dari nama 
pengguna yang diawali simbol '@', URL jika 
terdapat dalam tweets, tagar, tanda baca, spasi 
berulang, mengganti baris baru menjadi spasi 
menggunakan Regular Expression dan 
menghapus tweets berulang.  Tahap berikut-
nya adalah stopword removal. Pada tahap ini, 
setiap kata pada data tweets akan diperiksa 
dan dihilangkan untuk kata sambung, kata 
depan, kata ganti maupun kata yang tidak 
berhubungan dalam analisis sentimen. 
Tahapan stopword removal menggunakan 
library Sastrawi dan menghasilkan 8.130 
tweets tersisa. Tahap stemming bertujuan 
untuk menghilangkan kata imbuhan prefix 
(awalan) dan sufiks (akhiran) pada tweets. 
Tujuan dilakukan stemming adalah 
mendapatkan kata dasar dari setiap kata pada 
tweets yang diperlukan untuk proses 
pelabelan data weets berdasarkan pada korpus 
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Pelabelan Data Tweets  
Pelabelan tweets ini dilakukan 
berdasarkan korpus positif dan negative yang 
berupa daftar kata-kata positif dan daftar kata-
kata negatif. Pelabelan data tweets diperlukan 
karena pada penelitian ini analisis sentimen 
dilakukan dengan menggunakan Algoritma 
Bernoulli Naive Bayes yang merupakan 
pendekatan supervised machine learning. 
Pada Gambar 3 tahapan pelabelan 
tweets ke dalam sentimen positif dan negatif 
ditentukan berdasarkan hasil perhitungan 
banyaknya kemunculan kata positif atau 
negatif pada kalimat yang sesuai dengan data 
korpus positif dan negatif. Jumlah 
kemunculan kata pada korpus positif dan 
negatif yang ditemukan pada data tweets 
kemudian dibagi dengan banyaknya kata pada 
tweets tersebut. Jika nilai positif dari tweets 
lebih besar atau sama dengan nilai negatifnya, 
maka tweets tergolong positif dan sebaliknya 




Gambar 3. Pelabelan Tweets Berdasarkan Korpus 
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Ekstraksi Fitur 
Ekstraksi fitur dilakukan untuk 
menentukan fitur-fitur pada tweet yang 
digunakan sebagai dasar penentuan sentimen 
dengan klasifikasi ke dalam kelas positif atau 
negatif. Fitur pada Tweets berupa kata. Pada 
data tweerts yang berupa string ditransformasi 
menjadi vektor dengan cara menentukan nilai 
dari kemunculan kata. Jika kata tersebut 
muncul maka diberi nilai 1 sedangkan nilai 0 
untuk kata yang tidak muncul. Metode yang 
digunakan dalam ekstraksi fitur adalah 
metode Bags of Word yang mentransformasi 
tweets yang berupa string menjadi vektor.  
Hasil akhir proses ini adalah data set yang 
siap digunakan untuk pelatihan dan validasi 
model berupa data tweets yang sudah dalam 
bentuk vector dan disertai label berupa 
sentimen positif  atau negatif. 
 
Pembentukan Model Klasifikasi Bernoulli 
Naive Bayes  
Pembentukan model klasifikasi dila-
kukan dengan algoritma Bernoulli Naive 
Bayes pada data set yang telah terbentuk. 
Data set dibagi menjadi 80% data latih dan 
20% data validasi yang diambil secara acak 
untuk pelatihan model. Pada tahap pelatihan 
model digunakan data yang telah diberi 
sentimen dan diubah ke dalam bentuk vektor 
(Bag of Words) yang mengandung beberapa 
fitur. Data masukan yang digunakan adalah 
80% data latih yang diambil secara acak 
berjumlah 6.504 dari 8.130 tweets. Data latih 
ini kemudian digunakan untuk melatih model 
Bernoulli Naive Bayes untuk mendapatkan 
model yang dapat mengklasifikasikan 
sentimen suatu tweets. Pada tahap validasi 
model digunakan 20% data dari dataset yang 
berjumlah 1.626 dari 8.130 tweets yang telah 
diberi sentimen dan diubah ke dalam bentuk 
vektor (Bag of Words) yang mengandung 
beberapa fitur.   
 
Pengujiann Model 
Pengujian model dilakukan 
menggunakan data tweets baru yang diambil 
dari Twitter sebanyak 20 tweets dalam 1 hari. 
Data ini merupakan data tweets baru yang 
tidak terlibat dalam proses pelatihan dan 
validasi. Data tweets baru ini selanjutnya 
melalui tahap-tahap seperti pada data latih 
dan data validasi yang meliputi 
preprocessing, pelabelan data dan ekstraksi 
fitur. 
 
HASIL DAN PEMBAHASAN 
 
Hasil Preprocessing 
Tahapan preprocessing terdiri dari 
beberapa proses, yaitu case folding, filtering, 
stopword removal dan stemming. Pada 
Gambar 4 ditunjukkan perubahan tweets 
setelah melalui setiap tahap preprocessing 
. 
Hasil Pelabelan Data Tweets 
Hasil pelabelan data tweets berupa 
label positif dan negatif yang didapat 
berdasarkan banyaknya jumlah kata pada 
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tweets yang terdapat di dalam korpus positif 
dan korpus negatif.  
Label hasil tweets yang terklasifikasi 
berdasarkan korpus dapat dilihat pada Tabel 
1. Nilai 0 dan nilai 0.285 pada Tabel 1 
didapatkan dari hasil bagi antara  nilai positif 
atau negatif dari setiap tweets dengan 
banyaknya kata pada tweets tersebut.    
Panjang tweets atau banyaknya kata pada 
tweet adalah 7. Nilai positif pada tweets 
adalah 0 karena tweets tidak mengandung 
kata positif berdasarkan korpus.  Nilai negatif 
diperoleh dari banyaknya kata negatif dibagi 
dengan  panjang tweets yaitu 4/7 atau sama 
dengan 0,285.  Karena nilai negative lebih 
besar daripada nilai positif maka tweets 
tersebut memiliki label sentimen negatif. 
 
Hasil Pelatihan Model 
Tingkat keakuratan dari hasil 
pelatihan model didapat dari perhitungan 
confusion matrix dari pelatihan model dapat 
dilihat pada Gambar 5. 
 
 
Gambar 4. Contoh Tweet Hasil Preprocessing 
 
  
Tabel 1. Cuplikan Label Berdasarkan Korpus 









ganggu double double track krl 




0 0,285 Negatif 
ac krl sangat bantu sekali 





panas 0,250 0,0833 Positif 
pagi terima kasih atas 
informasi sampai ini jadi 
evaluasi fokus perhati agar 
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Gambar 5. Confusion Matrix Data Latih 
 
Tabel 2. Cuplikan Hasil Validasi 
Tweets Label Sentimen Klasifikasi Model Bernoulli Naive Bayes 
Tepat waktu cuma minta maaf kalau telat Positif Negatif 
Cape euyy 1430 tahan mulu normalisasi double 
double track lama sekali malah buruk waktu krl 
akhir2 
Negatif Negatif 
Malam mau tanya comlin paling pagi dr tanah 
abang tuju serpong jam berapa Positif Positif 
 
 
Pada Gambar 5 ditunjukkan bahwa 
tweets yang terklasifikasi dengan benar 
berdasarkan label sentimen berdasarkan 
korpus adalah 2.040 untuk tweets negative 
dan 3.577 untuk tweets positif.    
Tingkat keakuratan pelatihan model 
diukur dengan perhitungan untuk melihat 
ketepatan model dalam mengklasifikasi 
tweets ke dalam sentimen positif dan negatif.   
Berdasarkan 6.504 tweets data latih, didapat 
nilai akurasi sebesar 86.36% yang dihitung 
berdasarkan banyaknya tweets yang 
terprediksi dengan benar dibandingkan 
dengan seluruh tweets yang digunakan. 
 
Hasil Validasi Model 
Validasi model dilakukan terhadap 
20% dataset yaitu 1.626 tweets yang diambil 
secara acak kemudian dibandingkan dengan 
hasil label sentimen berdasarkan korpus. 
Cuplikan hasil validasi klasifikasi sentimen 
dapat dilihat pada Tabel 2. Confusion Matrix 
dari validasi klasifikasi tweets dapat dilihat 
pada Gambar 6. Tingkat akurasi validasi 
diukur dengan perhitungan untuk melihat 
ketepatan model dalam mengklasifikasi 
tweets ke dalam sentimen positif atau negatif. 
Dari 1.626 tweets data validasi, berdasarkan 
Confusion Matrix diperoleh nilai akurasi 
validasi model sebesar 85.73% 
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 Gambar 6.  Confusion Matrix Data Validasi  
.  
 
Gambar 7. Hasil Analisis Sentimen Positif dan Negatif 
 
Perbandingan banyaknya analisis 
sentimen positif dan negative dapat dilihat 
pada Gambar 7. Pada Gambar 7 ditunjukkan 
bahwa prosentase tweets dengan sentimen 
positif sebesar 58.3%.  Prosentase ini lebih 
besar dibandingkan dengan tweets yang 
negatif. Berdasarkan hasil ini maka 
penumpang cenderung merasa positif dengan 
pelayanan KRL Commuterline. 
Hasil Pengujian Model Bernoulli Naive 
Bayes 
Pengujian model dilakukan terhadap 
tweets baru yang diambil dari media sosial 
Twitter sebanyak 20 tweets.  
Data tweets baru merupakan data yang 
tidak terlibat dalam proses pelatihan dan 
validasi. Data tweets pengujian yang telah 
diklasifikasi oleh model dibandingkan dengan 
hasil klasifikasi berdasarkan korpus sebagai 
target. Cuplikan hasil pengujian dapat dilihat 
pada Tabel 4.  Tiap pengukuran mengguna-
kan confusion matrix untuk mendapatkan 
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nilai-nilai yang dibutuhkan oleh masing-
masing pengukuran. Confusion Matrix dari 
validasi klasifikasi tweets dapat dilihat pada 
Gambar 8. 
Pada Gambar 8, terdapat 10 data tweets 
negatif yang terprediksi benar dengan 
sentimen negatif dan tidak ada data tweets 
yang terprediksi salah dengan sentimen 
positif sedangkan dari 10 data tweets positif 
dihasilkan 7 data tweets terprediksi benar 
dengan sentimen positif dan 3 data tweets 
terprediksi salah dengan sentimen negatif. 
Berdasarkan 20 tweets data tweets baru untuk 
pengujian, diperoleh nilai akurasi pengujian 
model sebesar 85% . Nilai precision sebesar 
77% untuk tweets negatif dan 100% untuk 
tweets positif. Nilai recall sebesar 100% 
untuk tweets negatif dan 70% untuk tweets 
positif. Nilai f1 sebesar 87% untuk tweets 
negatif dan 82% untuk tweets positif. Akurasi 
model yang didapat dibandingkan penelitian 
sebelumnya masih lebih kecil. Hal ini dapat 
disebabkan oleh beberapa faktor diantaranya 
adalah banyaknya data, korpus yang 
digunakan, dan metode ekstraksi fitur. 
 
 
Tabel 4. Cuplikan Hasil Pengujian 
Tweets Hasil Preprocessing Label Sentimen Prediksi 
Baru bangun krl dong nyaman bgt tuh tidur krl gin adem gmn 
gtu sampe pgn bawa guling Positif Positif 
Biasa banget sih announcer bojonggede enggak ngasih tau 
kereta yang datang berapa rangkai susah itu ya cuma ngasih 
tau doang t i bat cape org lari commuterline curhatkrl 
Negatif Negatif 
Commuterline min kereta tangerang panas bgt ya kayak ac nya 




Gambar 8.  Confusion Matrix Pengujian 
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KESIMPULAN DAN SARAN 
 
Pada penelitian ini telah berhasil 
dilakukan analisis sentimen masyarakat 
terhadap pelayanan KRL Commuterline. 
Pendekatan yang digunakan untuk analisis 
sentimen adalah machine learning 
menggunakan algoritma Bernoulli Naive 
Bayes ke dalam sentimen positif dan negatif 
dengan mempelajari fitur-fitur pada tweets 
yang telah dilakukan preprocessing dan 
pelabelan berdasarkan korpus terlebih dahulu. 
Data tweets sebanyak 6.504 digunakan untuk 
pelatihan model dan divalidasi menggunakan 
1.626 data tweets terhadap label sentimen. 
Berdasarkan hasil klasifikasi model Bernoulli 
Naive Bayes, berdasarkan 8130 data, maka 
58,3% merupakan tweets positif.   
Pengujian algoritma Bernoulli Naive 
Bayes menggunakan 20 data tweets baru yang 
tidak terlibat dalam proses pelatihan dan 
validasi model. Hasil pengujian menunjukan 
tingkat akurasi yang diperoleh sebesar 85% 
dengan nilai rata-rata recall sebesar 85%, 
nilai rata-rata precision sebesar 88,5% dan 
nilai rata-rata  sebesar 84,5%. 
Pada penelitian selanjutnya analisis 
sentimen masyarakat terhadap pelayanan 
KRL Commuterline dapat dikembangkan 
dengan menggunakan pendekatan selain 
machine learning seperti Convolutional 
Neural Network (CNN) dan Natural 
Language Processing (NLP). Selain itu, fitur-
fitur yang digunakan pada algoritma 
Bernoulli Naive Bayes juga dapat dieksplorasi 
untuk meningkatkan keakuratan model serta 
pengembangan dalam pengambilan data dan 
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