How can Programmable Logic Arrays (PLAs) be built without relying on lithography to pattern their smallest features? In this paper, we detail designs which exploit emerging, bottom-up material synthesis techniques to build PLAs using molecular-scale nanowires. Our new designs accommodate technologies where the only post-fabrication programmable element is a non-restoring diode. We introduce stochastic techniques which allow us to restore the diode logic at the nanoscale so that it can be cascaded and interconnected for general logic evaluation. Under conservative assumptions using 10nm nanowires and 90nm lithographic support, we project yielded logic density around 500,000nm 2 /or term for a 60 or-term array; a complete 60-term, two-level PLA is roughly the same size as a single 4-LUT logic block in 22nm lithography. Each or term is comparable in area to a 4-transistor hardwired gate at 22nm. Mapping sample datapaths and conventional programmable logic benchmarks, we estimate that each 60-or-term PLA plane will provide equivalent logic to 5-10 4-input LUTs.
INTRODUCTION
Programmable logic arrays (PLAs) have been a child of lithography. Before lithographic integrated circuits, it did Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. not make sense to build PLAs; logic was "customized" by discrete wiring (e.g. patch cables). Once lithography could support enough logic on a single chip to accommodate programmable configuration elements, it became interesting and useful to include memory elements which could configure the state of the device. As a result we developed PALs, PLDs, and ultimately FPGAs.
Now it is becoming possible to look beyond lithography and explore how we can build devices without relying on lithography to pattern our smallest feature sizes. Scientists are demonstrating bottom up techniques for defining key feature sizes. These techniques suggest a path to molecularscale dimensions-they show us how to build features which are just a few atoms across. At this scale, programmable elements may be necessary in order to build any logic.
In this paper, we explore how to use nanowires (NWs) to build sublithographic PLAs and interconnected PLAs. These PLA blocks are likely to form leaf clusters in largescale, sublithographic programmable logic devices just as small PLAs form leaf clusters in conventional, "complex" PLDs. Owing to the fabrication regularity demanded when using bottom-up techniques, the leaf clusters, and even the programmable interconnect, are likely to be engineered and parameterized quite differently from today's, lithographicscale CPLDs. We identify those issues and explore where the technology limitations and costs drive our designs.
We build a two-plane PLA with decorated silicon NWs (See Figure 1) . The NWs serve as our primary interconnect and device building block (Section 2.1). We build upon programmable crosspoint diodes (Section 2.2). We show that we can address individual NWs from the lithographic scale which is necessary for bootstrap programming (Section 2.3). We show how we achieve restoring logic and connect that to the programmable diode logic (Section 3), and we detail a precharge clocking scheme for logic evaluation (Section 4). We show how the basic PLA cycle can be embellished to allow PLA evaluation through a configurable number of logic planes (Section 5). We calculate the area, timing, and yield of these devices (Section 6) and sketch the discovery of the basic state of the devices to enable configuration and defect avoidance (Section 7). Finally, we map small, conventional programmable logic benchmarks and a select set of datapaths onto these devices to estimate their effective density compared to conventional alternatives (Section 8).
New contributions of this work include: • explicit formulation of NW-based PLAs with separate programmable and restoring devices • introduction of stochastic techniques for building fixed, restoring logic • introduction of a PLA topology which requires lithographic programming lines in only one dimension and allows programming to be shared across multiple arrays • introduction of a clocked, precharge scheme for sublithographic PLA logic • introduction of simple topologies for physically configurable PLA cycles • estimation of net logic density using mapped logic instances from both standard programmable logic benchmarks and focused datapath elements
BACKGROUND

Nanowires
Semiconducting nanowires (NWs) can be grown to controlled dimensions on the nanometer scale using seed catalysts (e.g. gold balls) to define their diameter. NWs with diameters down to 3nm have been demonstrated [9] [27] . By controlling the mix of elements in the environment during growth, semiconducting NWs can be doped to control their electrical properties [8] . Conduction through doped NWs can be controlled via an electrical field like Field-Effect Transistors (FETs) [19] . The doping profile along the length of a NW can be controlled by varying the dopant level in the growth environment over time [17] ; as a result, our control over growth rate allows us to control the physical dimensions of these features down to almost atomic precision. The doping profile can also be controlled along the radius of these NWs, allowing us to sheath NWs in insulators (e.g. silicondioxide) [23] to control spacing between conductors [34] and between gated wires and control wires.
Flow techniques can be used to align a set of NWs into a single orientation, close pack them, and transfer them onto a surface [20] [34] . This step can be rotated and repeated so that we get multiple layers of NWs [20] [35] such as crossed NWs for building a crossbar array or memory core. Each of the capabilities described above has been demonstrated in a lab setting as detailed in the papers cited. We assume it will be possible to combine these capabilities and scale them into a repeatable manufacturing process.
Programmable Diode Crosspoints
Over the past few years, many technologies have been demonstrated for molecular-scale memories. So far, they all seem to have: (1) resistance which changes significantly between "on" and "off" states, (2) the ability to be made rectifying, and (3) the ability to turn the device "on" or "off" by applying a voltage differential across the junction. Rueckes et. al. demonstrate switched devices using suspended nanotubes to realize a bistable junction with an energy barrier between the two states [30] . In the "off" state the junction exhibits only small tunneling current (high resistance ∼GΩs); when the devices are in contact in the "on" state, there is little resistance (∼100KΩ) between the tubes. UCLA and HP have demonstrated a number of molecules which exhibits hysteresis [5] [6] . HP has demonstrated an 8×8 crossbar made from [2] rotaxane molecules and observed that they could force an order of magnitude resistance difference between "on" and "off" state junctions [3] .
Addressing Nanowires from Lithographic Scale Wires
The preceding technologies allow us to pack NWs at a tight pitch into crossbars with programmable crosspoints at their junctions. The pitch of the NWs can be much smaller than our lithographic patterning. We will be using the crosspoint programmability to configure logic functions into our nanoscale devices. In order to do this, we need a way to selectively place a defined voltage on a single row and column wire in order to set the state of the crosspoint.
By constructing NWs with doping profiles on their ends, we can give each NW an address (See left end of Figure 1 ). The dimensions of the address bit control regions can be set to the lithographic pitch so that a set of crossed, lithographic wires can be used to address a single NW. If we code up all the NWs along one dimension of an array with suitably different codes, we can get unique NW addressability and effectively implement a demultiplexer between a small number of lithographic wires and a large number of NWs. We cannot control exactly which NW codes appear in a single array or how they are aligned, but if we randomly select NWs from a sufficiently large code space, we will achieve uniqueness with very high probability (over 99% easily achievable). The addresses do not have to be entirely unique for this application; allowing a little redundancy will allow us to use a tighter code space. The basic stochastic addressing scheme is developed in detail in [13] . Calculations allowing redundancy are summarized in [14] .
Technology Roundup
We can create wires which are nanometers in diameter and can be arranged into crossbar arrays with nanometer pitch. Crosspoints which both switch conduction between the crossed wires and store their own state can be placed at every wire crossing without increasing the pitch of the crossbar array. NWs can be controlled in FET-like manner and can be designed with selectively gateable regions. The NWs can be individually addressed from the lithographic scale. No lithography is required to define the nanoscale features in the crossbar; lithography is used to define the extents of the crossbar, provide addressing for bootstrap programming, and provide voltage supplies for the NW array.
Related Work
Several researchers have begun to explore programmable logic structures at this scale. Heath [18] articulates a vision for this kind of molecular-scale logic. Goldstein's nanoFabrics [15] are a possible implementation of this vision using only the two-terminal diode crosspoints introduced above. Tour's nanoCell [33] employs a random network of configurable Negative Differential Resistance (NDR), avoiding the need for carefully ordered conductors on the nanoscale but still requiring lithographic scale wires to interconnect and restore nanoCells. Niemier [28] suggests an FPGA based on Quantum Cellular Automata (QCA) which may require lithographic-scale wires to control clock domains. NWs give us unique capabilities currently not exploited in other efforts. The techniques introduced here elaborate and complement the parallel research efforts, demonstrating what we can build with NWs, NW field-effect gating, doping profiles on NWs, and stochastic population.
RESTORATION
Programmable diode crosspoints in a crossbar array give us a programmable or plane (See marked regions in Figure 1) . Each output NW in the plane can be programmed to perform the or of its set of inputs. That is, there is a low resistance path between the inputs and the output NW only where the crosspoints are programmed into the "on" position. If any of those inputs are high, they will be able to deliver current through the "on" crosspoint and pull the output line to a high value.
Limits of Diode Logic
Diodes alone do not give us arbitrary or cascadable logic. We know that or gates are not universal logic building blocks. With diodes alone we cannot invert signals which will be necessary to realize arbitrary logic. Further, whenever an input is used by multiple outputs, we divide the current among the outputs; this cannot continue through arbitrary stages as it will eventually not be possible to distinguish the divided current from the leakage current of an "off" crosspoint. The diode junction may further provide a voltage drop at every crosspoint such that the maximum output high voltage drops at every stage. 
Basic Programmable Logic Stages
We overcome the limitations of diode logic by inserting rectifying field-effect stages between diode stages (Restoration Columns in Figure 1 ) [12] . As noted above, a doped NW can be gated like a FET. If the input field allows conduction, the NW will allow a source voltage to flow through the gated junction; otherwise conduction is cut off and the output is isolated, through a high impedance junction, from the supply.
When we place a field-effect buffer or inverter on the output of a diode or NW, the entire or stage is capacitively loaded rather than resistively loaded. The or stage simply needs to charge up its output which provides the field for the field-effect based restoration stage. When the field is high enough (low enough for p-type NWs) to enable conduction in the field-effect stage, the NW will allow the source voltage to drive its output. The field-effect stage provides isolation as there is no current flow between the diode stage and the field-effect stage output. We have previously shown that NW field effects have good enough thresholds that we can get gain and logic level restoration with these stages [12] . Figure 2 shows a restoring buffer and restoring inverter logic stage built from NW field-effect gating and diode crosspoints. The restoring NWs are p-type and the receiving or terms are n-type to define diode directionality for the crosspoints. We define the canonical stage to be a restoring gate followed by a diode plane because that corresponds to the total current path. The diode plane's output only drives the next such stage capacitively
The inverter case is simply a static load inverter followed by the programmable diode. If the input to the inverter is high, it depletes carriers in the depletion-mode p-type NW and cuts off conduction. As a result, the output of the inverter stage is connected only to the weak pulldown resistance and the output is held low. As long as this output remains low, the succeeding diode plane cannot be pulled high by this line. When the input to the inverter is low, there is current flow through the gate and the line is pulled high; this couples through any "on" diode points and pulls the associated diode output lines high. The strong pullup is ratioed appropriately with the weak pulldown, both in the inverter stage and in the diode stage, so that the pullup can drive the outputs to suitably high output voltages.
The buffer case exhibits the same idea in reverse. By taking the output from the high-voltage side of the input gate, the buffer output is coupled to a high voltage when the input is high and coupled to a low voltage when the input is low. In this case, the high voltage needs a weak pullup and the low voltage needs the strong drive for ratioed logic. Since the weak pullup must drive through the diode and pull up the diode outputs, it needs to be strong relative to the diode pull down resistor. Either we can make the diode pull down resistance very weak so that the "weak" pullup is still strong enough to overpower it, or we simply provide a way to turn off the diode pulldown during logic evaluation so that it does not need to form a ratioed voltage divider with the weak pullup; the right side of Figure 2 shows this control input as a precharge signal.
Stochastic Construction
An ideal restoration stage would be an array of NWs where each NW restored a different one of the or terms which crossed it (See Figure 3) . To create the restoring field-effect devices in Figure 2 , we use our ability to define the doping profile along the length of the NW to create a NW that has only a single controllable region. This single region is made wide enough for a single input, and only this single region is doped lightly enough to be gateable by its crossed input. The rest of the NW is heavily doped so that it is oblivious to its input.
We cannot precisely select and place restoration wires into a plane, but we can still define a useful restoration plane using our stochastic population technique. That is we code up batches of NWs with control regions in the appropriate places for each of the input locations. We mix these together and randomly select the NWs which go into each of the restoration arrays. This gives us a random selection of code wires. Given that we have a code space, Ninputs, (the number of input positions for diode lines into this array) and we populate our restoration array with Nrestore wires, how many of the input lines will we restore? Table 1 summarizes some Nrestore, Ninputs relations; see [14] for calculation details. For example, Table 1 says that if we have 100 input lines and randomly select 100 restoring lines, we should expect to provide restoration for 56 different input lines.
Selective Inversion
In traditional PLA structures and PLA optimization, we are accustomed to having both the true and complement of a logic signal available. We can design this capability into our sublithographic PLA by dividing the "restoration plane" into two pieces and making half of the restoration plane inverting and half non-inverting. As shown in Figures 2 and 4 this means we simply need to setup the supply and control voltages on the restoring and non-inverting wires appropriately. The programmable diode or stage which follows the restoration stage will take all the restored lines from both the buffered and inverted lines as potential inputs. We simply need to program this or plane to select its inputs appropriately based on the needed polarity. The population of both planes will be stochastic. This means we will get a distribution of inverting and buffering lines (See Figure 4) . Some inputs from the previous stage will be buffered only (e.g. 5 in Figure 4 ), some will be inverted only (e.g. 2 in Figure 4 ), some will be both buffered and inverted (e.g. 0, 1, and 3 in Figure 4) , and some will be neither buffered nor inverted (e.g. 4 in Figure 4 ). We must assign logic which we want inverted/buffered or inverted and buffered to the appropriate lines when selecting output lines in the or array which precedes the restoration plane.
LOGIC DISCIPLINE AND CLOCKING
With slight modification in how we drive the control signals on the identified logic stages, we can turn this into a clocked logic scheme. An immediate benefit is the ability to create a finite-state machine out of a single pair of PLA planes. A second benefit, which we can currently only realize for inverting restoration stages, is the ability to replace the ratioed logic with precharge logic evaluation.
Clocking
The basic PLA cycle shown in Figure 1 is simply two restoring stages back-to-back (See Figure 5 ). For our clocking scheme, we evaluate the two stages at altering times.
First, note that if we turn off all three of our control transistors in our restoring stages (restoring precharge and eval- , there is no current path from the input to the diode output stage. We effectively isolate the input from the output. Since the output stage is capacitively loaded, the output will hold its value. As with any dynamic scheme, eventually leakage on the output will be an issue, which will set a lower bound on the clock frequency. Owing to the small charges, this lower bound will be higher in NW logic than in conventional lithographic logic.
With a stage isolated and holding its output, we can evaluate the following stage. It computes its value from its input, the output of the previous stage, and produces its result by suitably charging its output line. Once this is done, we can isolate this stage and evaluate its succeeding stage, which, in this simple case, is also its predecessor.
In this manner, we never have an open current path all the way around the PLA (See Figure 5 and 6 ). In the two phases of operation, we effectively have a single register on any PLA outputs which feed back to PLA inputs.
Precharge Evaluation
For the inverting stage, we can dispense entirely with the weak pulldown transistor. Instead, we drive the pulldown gate hard during precharge and turn it off during evaluation. In this manner, we precharge the line low and pull it up only if the input is low. This works conveniently in this case because the output will also be precharged low. If the input is high, then we do not want to pullup the output and simply leave it low. If the input is low, we enable the current path to pullup the output. The net benefit is that inverter pulldown and pullup are both controlled by strongly driven gates and can be fast, whereas in the static logic scheme, the pulldown Figure 7 : Address Decoder Shared Across PLAs transistor had to be weak, making pulldown slow compared to pullup. Typically, the weak pulldown transistor would be set to have an order of magnitude higher resistance than the pullup transistor, so this can be a significant reduction in worst-case gate evaluate latency (See Section 6.4). Unfortunately, we can neither precharge to high nor turn off the weak pullup resistor in the buffer case, so we do not get comparable benefits there. Perhaps new devices or circuit organizations will eventually allow us to build precharge buffer stages.
ORGANIZATION
The two-level PLA is adequate to implement logic in twolevel sum-of-products form. Nonetheless, it is well known that many common functions require an exponential number of product terms when forced to two-level form, whereas they can be implemented in a linear number of gates (e.g. xor). Research on optimal PLA block size to include in conventional, lithographic FPGAs suggests PLA blocks contain modest (e.g. 10) product terms and programmable interconnect [21] . However, the fact that we wish to amortize out the lithographic programming lines to get the benefits of sublithographic PLAs will likely shift the beneficial PLA size to larger numbers of product terms.
Here we explore how we can spread PLA evaluation over multiple planes to avoid unreasonable growth in product term requirements. We focus on two options for spreading out PLA evaluation and their interaction: 1. physically creating PLA cycles with s stages 2. looping the evaluation of some function w times through a set of s stages
Simple Cycle Organization
When we put together stochastic addressing, stochastic inversion, programmable diode crosspoints, and precharge clocking, we get a tight, two-plane array. This topology requires addressing overhead for programming only in one of the two dimensions (See left side of Figure 1) .
A second feature of this array and clocking scheme is that the row addresses can be shared among multiple such PLA planes (See Figure 7 ). An isolation transistor serves to electrically separate the row segments of the planes during operation; during programming, the isolation transistor allows the row decoder to address all of the PLAs. The key feature which allows this sharing is that all rows on the same phase can be pulled down simultaneously during their associated precharge phase. We can use a single supply connection to precharge all of the rows low simultaneously, then isolate them for their evaluate and hold phases.
Physical Multistage Cycles
We can arrange the connection of NWs between arrays so that we can build larger cycles (See Figure 8) . This is how Observing that there is no directionality to the output of a diode NW plane, we can build a large array of these plane slices ( Figure 9 ) and configure the isolation devices to logically arrange the large array into a series of cycles.
Wrapped Logical Stage Cycles
Rather than using a separate physical plane for every logical stage of evaluation in a spread PLA mapping, we can wrap the logic around the PLA multiple times.
Consider a 4-input xor. xor is known to require exponential product terms in two-level logic, while requiring only linear products if mapped in log(inputs) levels. We can wrap the xor twice through the PLA, computing the 4-input xor as a cascade of two levels of 2-input xors (Figure 10 ). The wrapped logic requires 6 active or terms for a total of 7 or terms including inputs, outputs, and array feedbacks. The flat logic requires 8 or terms. The difference grows as we go to larger xors and deeper wrapping.
In a sense, the wrapped logic evaluation underutilizes the PLA by a factor of w since the inputs and outputs from each level of evaluation which are mapped to the same plane are independent. This is shown in cartoon form in Figure 11 . The highlighted diagonal region is performing useful logic, while the off-diagonal portions of the or planes are simply not being used. Nonetheless, for functions which require exponentially more logic when flattened to two levels, this is a net benefit. Further, since addressing and control present large fixed cost, it is beneficial to build larger arrays to amortize out that cost (See Section 6.3). Consequently, it may be more useful to wrap a computation into one pair of physical planes rather than to build a cycle of four physical planes.
PHYSICAL PROPERTIES
Array Area
As shown in Figure 1 , each basic PLA unit has both lithographic scale support wires and NWs. For brevity we focus on the configurable cycle variant of Figure 9 ; this variant will have a single set of NW rows between precharge contacts rather than the pair of rows shown in Figure 1 . Using:
• W litho -minimum lithographic wire pitch • Wnano -pitch of NWs • Na -number of address bits • Nrow -number of raw row lines placed in array • N buf -number of raw buffer columns • Ninv -number of raw inverting columns We have:
The 6 lithographic pitches in Equation 2 accounts for the 2 microscale wires above and below the or NWs and a lithographic spacing between these microscale wires and the NWs. Similarly, the 9 extra lithographic scale pitches in Equation 1 account for lithographic wires and spacings at the ends of the array and between the distinct columns in the array.
Yield
To achieve a target PLA size, we will need to populate the array with a number of spare wires to accommodate broken wires and stochastic population effects. We use the different code calculation to compute the population needed to accommodate stochastic selection, and we use an M -of-N calculation to compute yield sparing [14] . W litho = 210nm; Wnano=10nm; W overlap =1nm; 50% binate, 25% invert, 25% buffer; 96% plane yield rate The whole yield process is best illustrated with an example. To yield an array with 60 or terms where 30 of its planeto-plane connections are binate (both inverting and noninverting), 15 inverting only, and 15 buffered only, we populate the array with Nrow = 133 and Ninv = N buf = 173. With a wire and address alignment yield of 80%, our 133 row wires yield us 94 unbroken row wires over 99% of the time. The 80% yield is calculated based on the length of the wire and the probability of a bad address alignment [14] . We use Na = 14 address bits which give us 3432 distinct 7-hot codes. Making 94 selections from 3432 codes gives us at least 90 uniquely coded row wires over 99% of the time. In the restoration stage, wires may be broken (wire yield 86% based on height with 133 row wires), wires may be uncontrollable because the control region overlaps multiple row wires (90% are controllable assuming W overlap =1nm and Wnano = 10nm [14] ), or wires may have their control regions aligned with unusable row wires (68%=90/133). Together, this means the yield rate of a restoring wire is 53%. Consequently, our 173 inverting or buffering inputs provide us with 75 good wires 99% of the time. Selecting 75 wires from the 90 good inputs, we expect 45 or more of them to be unique 99% of the time. With 45 useful buffering and inverting lines, we can use 30 of each for the binate inputs and the remaining 15 of each for the buffered only or inverted only inputs. At four steps in this process we said we would get a number of good or distinct wires 99% of the time. That means we yield this complete assembly 96% of the time (0.99 4 > 0.96). In practice, we can run the calculations described above in reverse in order to determine the Nrow, Ninv, N buf required to achieve a target array shape and to determine the best number of address bits (Na) or total row wires (here we used 90 instead of the 60 required) to minimize area.
Net Area
Continuing the example, with W litho = 210nm (90nm process [1] ) and Wnano = 10nm, the plane will be 11.7µm wide and 2.6µm tall. 4.8µm of the width is in lithographic scale wires, as is 1.3µm of the height. Of the 133 NW rows, only 60 will be used for net logic. Of the 692 = 173×4 NW columns, only 180 = 45 × 4 provide useful restoration. Clearly, most of the area of the array is going into lithographic and yield overhead. The total area is 11.7µm × 2.6µm ≈ 3 × 10 7 nm 2 ; the plane supports 60 or terms, making each or term about 500,000nm
2 . Figure 12 plots area per or-term versus number of terms supported for a number of array sizes. In each case, we cal- ,000  2  40  65nm 150nm  330,000  2  20  45nm 105nm  240,000  2  20  22nm  50nm  140,000  2  20 Wnano = 10nm; W overlap =1nm; 50% binate, 25% invert, 25% buffer; 96% plane yield rate culate appropriate sparing as illustrated in the previous section then calculate the area of that plane and divide by the number of supported or terms to get an area per or term. The three curves represent different levels of row address sharing. Here we see there is a definite minimum or-term area around 60 or-term arrays when we do not share the address and around 40 when we share an address unit across two arrays. The decreasing area per or-term from 10 to 40 or 60 arises from amortizing out the fixed overhead for the microscale address and control wires. The increasing area after the minimum comes from decreasing yield probability for longer NWs and the increased number of restoring wires needed to support the outputs. The lithographic overhead wires have a big effect on density both from the area they consume and because the NWs must span across them in order to yield. If we use smaller lithography for the programming scaffolding, the minimum achievable area will decrease further as shown in Table 2 .
The prediction for 4-transistor gate area at the 22nm node is 300,000-500,000nm
2 [1] . A 4-LUT logic block in modest size arrays runs around 500,000 to 1,000,000λ
2 [10] ; with λ ≈ 11nm for the 22nm node, this means a 4-LUT logic block will be 50-120,000,000nm
2 . We note the areas of the 22nm 4-LUT and the 4-transistor gate for calibration only. Section 8 quantifies typical, mapped logic densities.
Timing
The time for a single plane evaluation (See Figure 6) is:
Precharge just needs to discharge row and column capacitances through a contact (resistance Rc) and an "on" fieldeffect NW junction (resistance Ron):
Evaluation in the precharge scheme, charges a number of rows through "on" diode junctions (resistance Rmem−on):
f here is the fanout-the number of rows which use the restored term as input. For the static scheme, we need to make the static pullup resistance weak (See Figure 2 , Section 3.2) compared to the pulldown resistance through the diode and the contact:
It has a similar evaluation equation which is roughly an order Fanout for Static and Precharge Restoration Disciplines of magnitude slower due to the weak pullup resistance.
We assume Tno = T ab = T precharge . Capacitances, resistances, and other technology parameters are discussed in [14] . Figure 13 plots the phase time versus fanout for a 60-or-term plane assuming Rc = 100KΩ and Rmem−on = 100KΩ. Fanout effects are definitely a dominant term such that speed is roughly proportional to fanout in all cases. The precharge scheme is an order of magnitude faster than the static scheme, achieving 1ns phase times for a fanout of 7. The precharge scheme is viable now if we force logic to not require selective buffering, perhaps by computing logic in dual rail form so we always have the true and complement of every signal in the array.
DISCOVERY
Since addressing and restoration is stochastic, we will need to discover the live addresses and their restoration polarity. We use the restoration columns (See Figure 1) to help us identify useful addresses. The gate-side supply (e.g. top set of lithographic wire contacts in Figure 4) can be driven to a high value, and we look for voltage on the opposite supply line (e.g. bottom set of lithographic wire contacts in Figure 4 ; these contacts are marked V high and Gnd but will be controlled independently as described here during discovery). There will be current flow into the bottom supply only if the control associated with the p-type restoration wire can be driven to a zero. We start by driving all the row lines high using the row precharge path. We then apply a test address and drive the supply (Vrow) low. If the address is present, only that line will now be strongly pulled low. If the associated row line can uniquely control one or more wires in the restoration plane, the selected wires will now see a low voltage on their field-effect control regions and enable conduction from the top supply to the bottom supply. By sensing the voltage change on the bottom supply, we can deduce the presence of a restored address. We sense the buffering and inverting column supplies separately so we will know whether the line is buffering, inverting, or binate.
We need no more than O (Nrow) 2 unique addresses to achieve virtually unique row addressing [13] , so the search will require at most O (Nrow) 2 such probes. For the example in the previous section, we used a Na = 14 bit address Once we know all the present addresses in an array and the restoration status associated with each address, we can assign logic to logical addresses within each plane based on the required restoration for the output. With logic assigned to live addresses in each row, we can now use the address of the producing and consuming row wires to select and program a single junction in a diode-programmable or plane.
MAPPED LOGIC
To measure the capacity of our PLAs, we map a series of benchmark circuits and measure the number of 2-input gates and the number of 4-LUTs it requires to implement the same benchmark. We use three benchmark sets: 1. Select datapath elements 2. Small FSMs from the IWLS93 benchmark suite [25] 3. PLA Book examples [16] For PLA mapping, we use espresso to compute 2-level implementations [2] [29] ; for multi-level planes, we use sis [32] , first optimizing the logic with script.rugged, then targeting a given logic depth using reduce depth. We see this gives us interesting results, but we also expect we can get better mappings using a more optimized CAD flow. Notably, multi-level optimization [26] , smarter pterm-covering [4] , and design levelization and balancing [11] [10] [24] should all help us to pack logic into fewer of these PLA planes.
For the 2-input gates, we use sis to map to the minimal sis library (an inverter, a 2-input nand, and a 2-input nor); we optimize the logic with script.rugged and map for minimum area using map -m 0. We use UCLA's RASP Suite [7] to map to 4-LUTs. Table 3 summarizes a set of datapath mappings to a pair of 60-or-term planes along with the resources required to map the same datapaths to 2-input gates and 4-LUTs. For both our PLA and the 4-LUT designs, we include handmapping results when those are better than the CAD results. Since FPGAs add strategic logic for datapaths (e.g. dedicated carry logic so an adder bit fits into an augmented 4-LUT), the final column estimates the typical "LUT" count for datapath augmented 4-LUTs. We show registers separately for the 2-input gates (+f in the table), since registers are typically counted as a few (2-4) 2-input gates.
60-or-term
Restoration: 30 binate, 15 invert, 15 buffer; S=states Table 4 summarizes the results of mapping all IWLS93 FSMs with fewer than 30 states. We mapped both onehot (nova) and dense encodings (nova [31] and jedi [22] with default options) for each of the design targets (PLA, 2-input gates, 4-LUTs) and then selected the least area result for each target. Since some of the FSMs are very small, if the FSM fits in a PLA half the size of our target PLA, we normalized it to one of the PLA planes instead of two; we did not attempt to get any greater measurement granularity than this half PLA unit. The PLA benchmarks we were able to map achieved comparable densities to the FSMs shown in Table 4 . Table 4 shows that we fit about 10 4-LUTs worth of logic in each, 30M nm 2 60-or-term plane for control logic, and Table 3 shows that our densest datapath mappings provide a little under 10 4-LUTs worth of logic for a pair of planes. At 60M nm 2 , a pair of 60-or-term planes is comparable in area to a single, 22nm 4-LUT (50-120M nm 2 from Section 6.3). Table 3 suggests the densest logic mappings achieve a density of roughly one hardwired 2-input gate per or term. The FSMs (Table 4 ) and 2-level implementations of the datapath elements (Table 3) indicate that we yield about half a 2-input gate per or term. Each or term takes similar area to a 22nm 2-input gate (Section 6.3).
FUTURE WORK
The designs reported here are an early effort to completely detail a sublithographic PLA scheme. It represents a concrete starting point to improve upon rather than a final answer about how to organize sublithographic computation or the density achievable. The technologies for this scale are in their infancy and new devices and techniques are rapidly becoming available. Each advance potentially impacts the way we want to architect these devices.
Our earlier sketch suggested general ways to achieve arbitrary interconnect using NWs for block-to-block interconnect [12] , and we certainly intend to work out details for providing such general interconnect among sublithographic PLA cells such as the ones introduced here.
The relative speed numbers for the static and precharge clocking schemes motivate search for circuits and devices to enable non-inverting precharge. Further, the robustness and viability of precharge at this scale needs to be explored.
Faults in the logic during operation are likely at this scale and even in lithographic logic as it approaches this scale. We will need to both understand the expected fault rates and develop and exploit techniques to map logic which is robust to the expected fault rates.
SUMMARY
We have shown how we can use emerging, bottom up, fabrication technologies to build PLAs where the key feature sizes determining device density and operation are defined without using lithography. This suggests we may be able to reach down to feature sizes and densities of 10's of nanometers without requiring lithography at that scale. Based on the current lithographic support architectures, pitches, and yield estimates, with 90nm lithographic support, PLA arrays with 40-60 yielded or terms provide the densest unmapped logic resources, requiring 500,000nm
2 per or term. Mapped logic suggests we can place the equivalent functionality of 10-20 4-LUTs into the area of a single, 2-plane, 60-term PLA, which is comparable in size to a single 4-LUT in 22nm lithography. With the rapid advance of technology, it is unlikely the devices ultimately produced will look exactly like the ones described here, nonetheless, many of the techniques introduced here will likely be important components in future sublithographic programmable logic designs.
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