We analyse the graph-theoretic formalization of ROMAN DOMINATION, dating back to the military strategy of the Emperor Constantine, from a parameterized perspective. More specifically, we prove that this problem is W[2]-complete for general graphs. However, parameterized algorithms are presented for graphs of bounded treewidth and for planar graphs. Moreover, it is shown that a parametric dual of ROMAN DOMINATION is in FPT .
Introduction
ROMAN DOMINATION is one of the many variants of dominating set problems [1] [2] [3] . It comes with a nice (hi)story: namely, it should reflect the idea of how to secure the Roman Empire by positioning the armies (legions) on the various parts of the Empire in a way that either (1) a specific region r is also the location of at least one army or (2) one region r neighbouring r has two armies, so that r can afford sending off one army to the region r (in case of an attack) without losing self-defense capabilities.
More specifically, Emperor Constantine looked at the map of figure 1 or a variant thereof (as discussed in [4] ). The historical background is also nicely described in the online Johns Hopkins Magazine (http://www.jhu.edu/jhumag/∼0497web/locate3.html). This problem is similar to the island hopping strategy pursued by General MacArthur in World War II in the Pacific theatre for gradually increasing US-secured areas.
A good overview of problems related to Roman domination can be found in [5] . We assume that solving algorithms similar to the ones presented in this paper can be also found for most of these variants, in particular regarding multi-attack variants [6] [7] [8] [9] . Efficient algorithms for various graph classes have been presented in [2, 10] . Relations with the concrete problem under consideration and (more practical) network problems have been exhibited in [11] . The paper is organized as follows: in the following section, the necessary definitions are provided. Subsequently, we prove that ROMAN DOMINATION (on general graphs) is parameterized intractable. Then we show how some structural results derived for another problem on planar graphs can be used efficiently to solve PLANAR ROMAN DOMINATION, i.e. to solve the problem in fixed-parameter time by search tree techniques. Finally, we explain how to solve ROMAN DOMINATION on graphs of bounded treewidth; this also allows for a different approach to solve PLANAR ROMAN DOMINATION, as we discuss.
Definitions
Let us first formally describe the problem. To this end, notice that we will use standard notions from graph theory. Throughout the paper, we deal with simple undirected graphs. In the following, we give the necessary background on parameterized complexity. A parameterized problem P is a subset of * × N, where is a fixed alphabet and N is the set of all non-negative integers. Therefore, each instance of the parameterized problem P is a pair (I, k), where the second component k is called the parameter. The language L(P ) is the set of all YES-instances of P . We say that the parameterized problem P is fixed-parameter tractable [12] if there is an algorithm (realizable by a deterministic Turing machine) that decides whether an input (I, k) is a member of L(P ) in time f (k)|I | c , where c is a fixed constant and f is a function whose argument k is independent of the overall input length |I |. The class of all fixed-parameter tractable problems is denoted by FPT .
The O * (·) notation has by now become standard in exact algorithms. It is meant to not only suppress constants (as the more familiar O(·)-notation does) but also polynomial parts in the function estimates. Hence, a problem is in FPT iff an instance (with parameter k) can be solved in time O * (f (k)) for some function f . There is also a hardness theory, most notably the W[t] hierarchy, which complements fixedparameter tractability:
It is commonly believed that this hierarchy is strict. Since only the second level W [2] will be of interest to us in this paper, we will only define that class below. We do this in the 'Turing way' as (partially) followed in [13] [14] [15] [16] .
A parameterized reduction is a function r that, for some polynomial p and some function g, is computable in time O(g(k)p(|I |)) and maps an instance (I, k) of P onto an instance r(I, k) = (I , k ) of P such that (I, k) is a YES-instance of P if and only if (I , k ) is a YES-instance of P and k ≤ g(k). We also say that P reduces to P .
W [2] can be characterized by the following problem on Turing machines. An instance of SHORT MULTI-TAPE NON-DETERMINISTIC TURNING MACHINE COMPUTAION (SMNTMC) is given by a multi-tape non-deterministic Turing machine M (with two-way infinite tapes), an input string x a positive integer k. The question is: 'is there an accepting computation of M on input x that reaches a final accepting state in at most k steps?'
More specifically, a parameterized problem is in W [2] iff it can be reduced with a parameterized reduction to SHORT MULTI-TAPE NON-DETERMINISTIC TURNING MACHINE COMPUTATION, see [14] .
ROMAN DOMINATION on general graphs is hard
Proof Let G = (V , E) be an instance of ROMAN DOMINATION. We have to transform it into an instance of SHORT MULTI-TAPE NON-DETERMINISTIC TURNING MACHINE COMPUTATION. We also assume that k > 0 (k = 0 is a trivial instance).
The corresponding Turing machine T has |V | + 1 tapes; let them be indexed by {0} ∪ V . As tape symbols, we will use (V × {1, 2}) on tape 0 and # on the other tapes (besides the blank symbol). The edge relation of G is 'hard-wired' into the transition function of T as described below. The input string is empty.
In a first phase, T non-deterministically guesses the Roman domination function R and writes it on tape 0 using the letters from V × {1, 2} as follows: T moves the head on tape 0 one step to the right, and writes there a guess (v, i) ∈ (V × {1, 2}). Upon writing (v, i), T also increments an internal-memory counter c by i. As long as c ≤ k, T can non-deterministically continue in phase one or transition into phase two; if c > k, T hangs up.
In a second phase, T has to verify that the previous guesses are correct. To this end, upon reading symbol (v, 1) on tape 0, T writes # on the tape addressed by v and moves that head one step to the right. Upon reading (v, 2) on tape 0, T writes # on all tapes addressed by vertices from N [v] and moves the corresponding heads one step to the right. Moreover, after reading symbol (v, i) on tape 0, T moves the head on tape 0 one step to the left. Upon reading the blank symbol on tape 0, T moves all other heads one step to the left; only if then all V -addressed tapes show # under their respective heads, T accepts. The second phase will take another k + 1 steps.
It is now easy to see that (G, k) is a YES-instance to ROMAN DOMINATION iff T has an accepting computation within 2k + 1 steps, so that we have actually described a parameterized reduction. 
and E contains the following edges (and no others):
We are going to show the following claim: G has a red-blue dominating set D of size k iff G has a Roman domination function R with x∈D R R(x) = 2k.
If G has a red-blue dominating set 
is 2k. More specifically, to achieve that bound, the domination function would have to assign two to one vertex from V red × {i} for each i and zero to all other vertices. Observe that such an assignment would also be a valid Roman domination function R for G [(V red ∪ {1, . . . , 2k + 1}) × {1, . . . , k}] if we assign zero to all vertices from {1, . . . , 2k + 1} × {1, . . . , k}.
Since there are 'too many' vertices in {1, . . . , 2k + 1} × {1, . . . , k}, we cannot simply replace one or more vertices to which R assigns two by vertices from {1, . . . , 2k + 1} × {1, . . . , k} to which R (as constructed) had assigned zero.
Observe that we still have some degrees of freedom left over for finally constructing a valid Roman domination function R from R ; namely, we have not been specific about how to choose a vertex from V red × {i} (for each i) to which we assign two. However, if we find k assignments of two to vertices from V red × {1, . . . , k} such that also all vertices from V blue are dominated, i.e.
Since there are no edges between vertices from {1, . . . , 2k + 1} × {1, . . . , k} and V blue , there is no way of replacing some of the vertices selected from (V red ∪ {1, . . . , 2k + 1}) × {1, . . . , k} (by assigning two to them) by vertices from V blue , so that there cannot be a Roman domination function R that assigns one or two to any of the vertices from V blue without violating the condition x∈D R R(x) = 2k. So, the Roman domination function as constructed above is the only possibility; that construction works if and only if G has a dominating set of size k.
The previous theorem also sharpens Theorem 2.42 of [2] . We conclude this section by briefly discussing one further problem, also taken from [11] ; in fact, some more (and similar) problems can be found there and treated alike. An instance of DOMINATING REARRAGEMENT (DR) is given by a graph G = (V , E), a subset S ⊆ V , and the parameter (positive integer) k = |S|. The question is: 'is there a dominating rearrangement
Again, this problem can be viewed from a military perspective: S is the set of locations at which armies are currently placed, and the question is whether, by a one-step rearrangement of each army (if necessary), a situation can be created in which each region (modelled by graph vertices) is sheltered by either a defending army in the region itself or in a neighbouring region.
This problem is interesting for at least two reasons from the perspective of parameterized complexity:
• the parameterization does not arise from an optimization problem;
• the problem can be viewed as a local search problem, parameterized by a given 'temporary' solution; such types of problem show up in many disguises in practice.
Proof Membership in W [2] can be seen by a guess-and-verify strategy as seen in the proof of Lemma 3.1. For the hardness, take again an instance We will not discuss DOMINATING REARRANGEMENT in the following sections but only mention here that the problem can be put in FPT when restricted to planar graph instances by bounded treewidth techniques, although we do not know of a direct search tree algorithm as presented for ROMAN DOMINATION in the next section.
ROMAN DOMINATION on planar graphs
From a historical perspective, this is somehow the 'original' problem, indeed: taking a map of the Roman Empire and assuming firstly that different regions are interpreted as vertices of a graph and finally that regions are neighboured if they share a common borderline (as opposed to having boundaries meeting in a single point), then this neighbourhood (multi-)graph is (as the geometric dual of the map) planar.
We will first sketch a search tree algorithm that puts PLANAR ROMAN DOMINATION into FPT . From the standpoint of parameterized algorithmics, this is an interesting algorithm, since it 'recycles' most of the rules and terminology that was earlier developed for the PLANAR DOMINATING SET in [16, 17] .
There, we introduced the notion of a black and white graph. The vertex set V of G is partitioned into two disjoint sets B and W of black and white vertices, respectively, i.e. V = B W . Black vertices are those vertices which still need to be dominated, while white vertices are already dominated, but it is still possible to place two armies on such a vertex in order to protect the neighbouring vertices. In each step of the search tree, we would like to branch according to a low-degree black vertex.
Formally, this means that we solve an annotated version of ROMAN DOMINATION, namely on black and white graphs. We propose using the following reduction rules. The peculiar numbering is in accordance with our rule numbering scheme for PLANAR DOMINATING SET in [16] and should make clear that we actually must only replace one of the rules with some additional branching in our algorithm, in order to get rid of pendant black vertices. R5, R6 and R7 can be argued in a similar fashion.
Remark 1 As can be seen by the proof for rule R4 (and similarly for rules R5, R6 and R7), the argument for its validity can be paraphrased as: an optimum dominating set that contains the white degree-two vertex u can be turned into another optimum dominating set by replacing u by one of its neighbours. This rule is not valid for DOMINATING REARRANGEMENT, since u might have had higher degree in the original graph (for example, rule R1 decreases the degree of white vertices), so that the only possible rearrangement would be to put u into the dominating set. In other words, it is unknown if all minimal dominating sets of size at most k can be enumerated for planar graphs in FPT -time (see [18, 19] ); otherwise, we could use this methodology to solve DOMINATING REARRANGEMENT on planar graphs.
A careful check of the reduction rules as developed for PLANAR DOMINATING SETS show that all are valid but one, namely rule R3 in [16] , which deals with a black vertex x of degree one (it is not clear if one army should be put on x or two armies on the neighbour of x). That particular rule is not used in the (non-trivial) proof of the following theorem from [16, 17] , where 'reduced' refers to all reduction rules from [16] except R3. 
THEOREM 4.2 If G = (B W, E) is a planar black and white graph that is reduced, then there exists a black vertex u ∈ B with deg G (u)
≤
ROMAN DOMINATION on graphs of bounded treewidth
In this section, we reconsider the problem of determining the minimum Roman domination set on graphs of bounded treewidth. This problem has been previously attacked in [11] , but the authors' algorithm in [11] is not quite correct, as we will explain. Then we apply this treewidthbased algorithm to obtain O(c √ k ) algorithms for PLANAR ROMAN DOMINATION. Details on tree decompositions can be found in [20] . On graphs of bounded treewidth, many otherwise combinatorially hard problems can be efficiently solved by dynamic programming.
Let us briefly recall some details on tree decomposition.
DEFINITION 5.1 Let G = (V , E) be a graph. A tree decomposition of G is a pair {X i | i ∈ I }, T , where each X i is a subset of V , called a bag, and T is a tree with the elements of I as nodes. The following three properties must hold:
(ii) for every edge {u, v} ∈ E, there is an i ∈ I such that {u, v} ⊆ X i ; (iii) for all i, j, k ∈ I , if j lies on the path between i and k in T , then
The width of the tree decomposition {X i | i ∈ I }, T equals
The treewidth of G is the minimum k such that G has a tree decomposition of width k, also written tw(G) for short. N is called a forget node) .
Observe that each node in a nice tree decomposition is either a join node, an insert node, a forget node, or a leaf node.
If the tree in a tree decomposition happens to be a path, we also speak of a path decomposition, thus defining the notion of pathwidth.
Given a nice tree decomposition of a graph, we have hence to specify the operations in four different types of node, see [20] [21] [22] . In dynamic programming, to each node a table is associated that stores all possible combinations of 'vertex states' together with their optimal value. With ROMAN DOMINATION, we need to store four states per vertex (only three are used in [11] ):
• 0, 1, 2 are the values that the Roman domination function is assumed to assign to a particular vertex; •0 also tells us that the Roman domination function assigns 0 to that vertex.
The difference in the semantics of 0,0 is the following: the assignment of 0 means that the vertex is already dominated at the current stage of the algorithm, and0 means that, at the current stage of the algorithm, we still ask for a domination of this vertex.
To fix notation, the optimal value of a table in node N (with bag X N ) at a concrete assignment x ∈ {0,0, 1, 2}
|X N | is denoted by N( x). We will view x also as a mapping X N → {0,0, 1, 2} whenever convenient. We associate with x the mapping R N that identifies 0 and0, i.e. (v) to be the assumed value of the Roman domination function within X N . For example, the graph from figure 1 has pathwidth two, as can be seen in figure 2 , showing seven bags aligned in sequence. To achieve a nice path decomposition in actuality, one has to intercalate intermediate bags with two vertices between two explicitly given bags. For example, between the first bag containing Britain, Spain and Gaul, and the second bag with Gaul, Spain and Rome, an intermediate bag with Gaul and Spain would come. Let us explain how the initialization and the processing of the forget and join nodes is done with this example.
Initialization. Let N be a leaf node of the given tree decomposition. Then, for each x ∈ {0,0, 1, 2}
|X N | , let N( x) = | x| N whenever x is a feasible initial assignment, i.e.
• whenever x(v) =0 for some v ∈ X N , then there is no v ∈ X N that is a neighbour to v such that x(v ) = 2, and • whenever x(v) = 0 for some v ∈ X N , then there is some v ∈ X N that is a neighbour to v such that x(v ) = 2. 
If the assignment x is not feasible, then we set N( x) = ∞, this way indicating an error case. The initial table for the bag containing Britain (B), Gaul (G) and Spain (S) is displayed in table 1.
Forget node processing. Let N be a forget node, i.e. N has a child N with X N = X N ∪ {v old }. Then,
Namely, it is not feasible to 'forget about' the value0 of v old since by the conditions posed on a tree decomposition, v old cannot be dominated by a neighbour with two armies assigned later on. If we forget Britain in our example, this leads to table 2. Table 3 . Inserting Rome. Insert node processing. Let N be an insert node, i.e. N has a child N with X N = X N ∪ {v new }. Let x denote the projection of x onto X N . Then
These rules yield table 3. Let us now point to the following additional complication when dealing with join nodes: if we update an assignment that maps vertex x onto 0, it is not necessary that both children assign 0 to x; it is sufficient that one of the two branches does, while the other assigns0. So, while it is clear that in the initialization phase and when processing insert or forget nodes, O(4 tw(G) ) time is needed to perform the other node actions. This also implies a O * (4 k ) algorithm for solving ROMAN DOMINATION on graphs whose pathwidth is bounded by k.
A naive implementation of what we said in the previous sentence would amount to spending O(16 tw(G) ) time for join node processing. However, the 'monotonicity trick' observed in [17] also works for this problem. In order to make this trick work, we have to re-interpret the assignment0 to a vertex v as follows: it should now mean that v is assigned zero by the domination function that is constructed but that it is not known if v is already dominated or not. With this slightly changed semantics, the following claim can be made: 'if x and y are two assignments for node N in a tree decomposition and if R N ( x) = R N ( y) and if (1) is satisfied.
The rules for computing the assignments for the parent node from the children node(s) could be adopted to cope directly with this new interpretation of0. For example, the initialization would be simplified as follows: for each x ∈ {0,0, 1, 2}
|X N | , let N( x) = | x| N whenever x is a feasible initial assignment, i.e. whenever x(v) = 0 for some v ∈ X N , then there is some v ∈ X N that is a neighbour to v such that x(v ) = 2.
Improved join node processing. Now, for every vertex v in the parent bag N , we consider the following cases:
• either 2, 1 or0 is assigned to v; then, the same assignment must have been made in the two children N and N ; • or 0 is assigned to v; then, we have two possible assignments in the child nodes: 0 to v in the left child and0 to v in the right child, or vice versa.
Summarizing, the table entry N( x) can be computed as Proof It only remains to argue for the claimed run time bound. As argued above, the case is even better if we consider the initialization phase or forget nodes or insert nodes. So, assume we have to compute the values in a parent join node N with k vertices. We claim that the number T (k) of table entries in the child nodes one has to visit in order to compute the whole table for N satisfies This also generalizes Dreyer's result on trees, see section 2.9 of [2] . Besides having a corrected version of the PT AS for MINIMUM ROMAN DOMINATION Hence, |R −1 (0)| < (3/7)|V (G)|. This is also true for any optimum Roman domination function R that also minimizes |R −1 (1)| (as a second priority). This contradicts Proposition 4(e) of [1] .
This shows that this dual version of ROMAN DOMINATION is also in FPT .
Notice that this result parallels the situation found with DOMINATING SET [24] .
Conclusion
This paper contains a number of technical results concerning a parameterized view on ROMAN DOMINATION. Besides these technical results, we should like to communicate the following observations.
• As can be seen from the W [2] completeness section, the 'Turing way' to parameterized complexity is often quite amenable and may offer advantages over the standard approach as exhibited in [12] .
• Strive to obtain structural results when developing algorithms: this turned out to be very beneficial for PLANAR ROMAN DOMINATION, since the results obtained for PLANAR DOMINATING SET could be 'recycled.' • For the time analysis of the update complexity for a parent (join) node, given the children nodes in a tree decomposition, recurrences similar to those for the assessment of the running times of search tree algorithms can be used.
