We consider the singular boundary value problem ? u + K(x)u ? = u p in ; u = 0 on @ :
Introduction
Let be a bounded domain in R n , n 2, with C 2; boundary @ , where 2 (0; 1). We consider a singular boundary value problem ? u + K(x)u ? = u p in ; u > 0 in ; (1) u = 0 on @ :
where K(x) 2 C 0; ( ), ; p 2 (0; 1), and is a real parameter. Such singular elliptic problems arise in the contexts of chemical heterogeneous catalysts, non-Newtonian uids and also the theory of heat conduction in electrically conducting materials, see CK], CN], DMO], FM] for detail discussion.
Obviously (1) can not have a solution u 2 C 2 ( ) if K(x) is not vanishing near @ . However, under various appropriate assumptions on K(x), we will obtain classical solutions of (1) for belonging to certain range, and we will also obtain some uniqueness criterion. Here a classical solution is a solution u of (1) which belongs to C 2 ( ) \ C( ) with u > 0 in . We also study the boundary behavior of solutions of (1), and we will show solution u of (1) lie in certain H older class. The special case when K(x) is negative and = 0 has been studied by several authors. The existence and uniqueness of the solution were established by Crandall, Rabinowitz, and Tartar CRT], del Pino D] , Gomes G], Lazer and Mckenna LM] , while in Gui and Lin GL], CRT], D], LM], the regularity and the boundary behavior of solutions were investigated.
For 6 = 0, if K(x) 1, Zhang Z] proved that (1) has a positive solution u when is large enough; if K(x) ?1, M.M. Coclite and G. Palmieri CP] proved that if 0 < p < 1, then (1) has at least one solution u for all 0 and if p 1, there exists~ > 0 such that (1) has a solution u for 2 0;~ ) and no solution for >~ . If K(x) 0, it is well-known that there exists a unique solution u of (1) in C 2; ( ) \ C 2 ( ) if and only if > 0. Thus throughout this paper we assume that K(x) 6 0 in . In contrast to the case of K(x) < 0, the uniqueness of solution does not hold when K(x) > 0. In OSY], the authors studied the equation
(1) with K(x) 1, and = B n , the unit ball in R n . We showed that
(1) has at least 2 solutions for > and su ciently close to by a bifurcation method, and that = is a turning point on a solution curve. The bounds of solution in Theorem 2 or Theorem 3 may not hold for all the solutions of (1). In OSY], the authors showed that when K(x) 1, and = B n , the unit ball in R n , (1) has a solution u such that u (x) = @u @n (x) = 0 for any x 2 @ , and
It is interesting to know, for general bounded smooth domain, whether some solutions with vanishing normal derivative exists, and if they exist, whether the normal derivative vanishes at isolated points or on the entire boundary. We conjecture such positive solution exists for any bounded smooth domain, and in general, the normal derivative only vanishes at isolated points.
The paper is organized as follows. Some preliminary lemmas are stated and proved in Section 2. In Section 3, we give the proofs to all the theorems.
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Ouyang for many warm encouragements and helpful suggestions during the preparation of this paper. Let be a smooth function on R such that (t) = 0 if t 1 2 , (t) = 1 if t 1, (t) 2 (0; 1) if t 2 ( 1 2 ; 1), and 0 (t) 0 for t 2 R. Then for " > 0 de ne the function " (t) by " (t) = t " ; t 2 R: It then follows from (a) and the fact that " (t) 0 for t 2 R that
On the other hand, by the continuity of w; v; and " , and the fact that w v on @ , it is easy to see that there exists a subdomain with smooth boundary, such that B satisfying that v(x) ? w(x) < " 2 , for all x 2 n . Then we have
then it is easy to verify that 0 " (t) 2"; t 2 R and " (t) = 0; if t < " 0 ; (by (3)) which is a contradiction. Thus the lemma is proved.
To end this section, we state a lemma which is proved in SY]. For the proof, the readers are refered to SY] Theorem 2.
Lemma 4. Suppose that function f satis es (F1) f: (0; +1) ! R is H older continuous with exponent 2 (0; 1) on each compact subset of (0; +1): has at least one positive solution u(x) of problem (5) such that for any compact subset G of fx 2 @ : 0 (x) > 0g; u(x) 2 C 2; (G)\C 0 ( ).
Proofs of main theorems
In this section, we will always assume that f (x; u) = u p ? K(x)u ? . Proof of Theorem 1:
(i)(Existence)Let 0 (x) 0, then we can apply Lemma 4 to obtain the existence of a solution u (x) 2 C 2; ( ) \ C 0 ( ) for any 2 R resp. 0].
(ii)(Uniqueness where K > 1 will be determined later. By the uniqueness of the solution, we know that w K is radially symmetric and satis es w 00 + n ? 1 r w 0 + w ? + w p = 0 in (1; K); (7) w (1) (iv)(Dependence on ) First we assume that 1 < 2 < 0 and u 1 , u 2 are the corresponding unique solutions to (1). We prove by contradiction that u 1 (x) u 2 (x). Suppose not, then By the maximal principle, w(x) < 0 in A, which is a contradiction.
Secondly we assume that 0 1 < 2 and u 1 , u 2 are the corresponding unique solutions to (1). Since u (x) c 1 1 (x), it is easy to see that u 1 2 and v 1 2 L 1 ( ), it follows from Lemma 3 that 1 v 1 (x) w(x) for x 2 :
Thus, by the standard super and subsolution argument, there exists a solution u (1) 2 C 2; ( ) of P 1 ( ) such that v 1 (x) u (1) w(x). Similarly, taking u
and v 2 as a pair of super and subsolutions for P 2 ( ), we conclude that there exists a solution u (2) 2 C 2; ( ) of P 2 ( ) such that v 2 (x) u (2) (x) u (1) (x).
Repeating the above arguments, we obtain a sequence fu (i) g which is decreasing in i, for i = 1; 2; , and is uniformly bounded from below by u in . Thus, as in the proof of Lemma 4 (see SY]), let
then by a standard argument using the Schauder type estimates and the regularity theory (see GT]), we conclude that u is a solution of (1) (8) w = 0 on @ : has a unique solution w for any > 0 by Lemmas 3 and 4. We claim that for any classical solution u of (1) we have u w : If u 2 E, then u 2 L 1 ( ). By Lemma 3, we have u w . If u 6 2 E, Lemma 3 is not applicable. But we can still use the proof of Lemma 3 to prove it. In fact, if S = fu > w g is not empty, then for any x 2 S, u (x) > w (x) cd(x), for some c > 0 independent of x, since w 2 C 2; ( ) and @w @n < 0 for any x 2 @ . On the other hand, u satis es equation (1) is a solution of (1), and for any u , u u . Therefore u is the maximal solution of (1). By (i), we have proved that for >~ (K ) 1?p 1+ , (1) And u (x) c 2 d(x). To prove the lower bound for u , let < 2 < 1 , u 1 and u 2 be the corresponding maximal solutions of (1) Repeating the above arguments, we obtain a sequence fu (i) g which is decreasing in i, for i = 1; 2; . Therefore similar to the proof of Theorem 2 (i), we obtain a solution u (x) = lim i!1 u (i) (x), and v u w 1 .
(ii)(Dependence on ) Let < 1 < 2 , u 1 and u 2 be the corresponding solutions of (1) for = 1 and 2 which we obtain in (i). We observe that for any k 1, u (k) 2 is a supersolution of P k ( 1 ), and u (k) 
