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Recombination mechanisms in solar cells are frequently
assessed through the determination of ideality factors. In this
work we report an abrupt change of the value of the “apparent”
ideality factor (nAP) in high-efficiency FA0.71MA0.29PbI2.9Br0.1 based
mesoscopic perovskite solar cells as a function of light intensity.
This change is manifested as a transition from a regime
characterized by nAP~1.8–2.5 at low light intensities (<
10 mWcm-2) to one characterized by nAP~1. This transition is
equally observed in the recombination resistance extracted
from open-circuit impedance measurements. We use drift-
diffusion simulations with explicit consideration of ion migra-
tion to determine the origin of this transition. We find that a
change ofrecombination mechanism concurrent with a mod-
ification of the concentration of ionic vacancies is the most
likely explanation of the observed behaviour. In the drift-
diffusion simulations we show that the apparent ideality factor
is in fact affected by the ion vacancy concentration so it is not
the optimal parameter to assess the dominant recombination
mechanism. We argue that a procedure based on a recently
derived “electronic” ideality factor obtained from the high
frequency feature of the impedance spectrum is better suited
to determine the recombination route that dictates the photo-
voltage.
1. Introduction
The build-up and collection of charges in solar cells are
determined by light absorption and carrier generation, and
limited by charge carrier recombination, which determines the
open-circuit voltage (VOC). Recombination occurs through a
combination of monomolecular (first-order), bimolecular (sec-
ond-order), trap-assisted, and Auger recombination (third-
order). Optimization of the power conversion efficiency relies
on minimizing the recombination processes towards the
radiative limit (Shockley-Queisser limit).[1] Therefore, identifying
the carrier recombination mechanisms is fundamental for
effectively designing photovoltaic devices.
The exact sources of nonradiative recombination in perov-
skite materials have not yet been identified. While the
formation of defects is known to be highly probable in this type
of material,[2] the carrier lifetime is still impressively long with τ
of several hundreds of ns and even longer.[3,4] Yet, we have not
seen Perovskite Solar Cells (PSCs) performing close to the
radiative limit; thus, considerable scope remains for reducing
nonradiative recombination in these devices. In general, in this
type of solar cell, it has been claimed that the recombination
processes that determine the VOC are mainly governed by the
defect physics of the perovskite layer bulk.[5–8] However, the
importance of recombination at interfaces has been highlighted
by several authors that showed that surface treatments greatly
improve performance, presumably by suppressing
recombination.[9,10]
The defect physics of the absorber plays a critical role in
determining the nonradiative recombination behaviour. Perov-
skite materials exhibit unique defect properties, which is very
much attributed to its well-established ion migration under
illumination and electrical bias.[11,12] The ionic environment in
PSCs can moderate the rate of charge injection and electron-
hole recombination in a number of ways, such as electronic-
ionic coupling, surface dipole introduction, and screening of the
built-in electric field at the interfaces.[13–16] The interpretation of
ionic-electronic coupling affecting the collection probability of
photo-generated charges has gained strength. According to
Pockett et al., a new ionic distribution, upon light or electrical
excitation, might be favourable in reducing the recombination
rate through reduction in trap capture cross section and/or
ionic modulation of the band offsets in the device.[13] Jacobs
et al., rationalized the manifestations of ion migration (“giant”
photoinduced capacitance, inductive loop, and “negative”
capacitance), as a phase delayed recombination current con-
[a] Dr. A. Castro-Chong,+ Prof. G. Oskam
Department of Applied Physics, CINVESTAV-IPN
Antigua Carretera a Progreso km 6, Mérida, Yucatán 97310 (México)
E-mail: gosk@upo.es
[b] Prof. T. Aernouts
Thin-Film Photovoltaics – partner in EnergyVille and Solliance, imec
Thor Park 8320, 3600 Genk (Belgium)
[c] A. J. Riquelme,+ Prof. G. Oskam, Prof. J. A. Anta
Department of Physical, Chemical and Natural Systems, Universidad Pablo
de Olavide
Carretera de Utrera km 1, Sevilla 41013 (Spain)
E-mail: jaantmon@upo.es
[d] L. J. Bennett, Prof. G. Richardson
Mathematical Sciences, University of Southampton
Southampton SO17 1BJ (UK)
[+] These authors contributed equally to this work.
Supporting information for this article is available on the WWW under
https://doi.org/10.1002/cplu.202100233
This article is part of a Special Collection on “Perovskite Materials and
Devices”
© 2021 The Authors. ChemPlusChem published by Wiley-VCH GmbH. This is
an open access article under the terms of the Creative Commons Attribution
License, which permits use, distribution and reproduction in any medium,




1347ChemPlusChem 2021, 86, 1347–1356 © 2021 The Authors. ChemPlusChem published by Wiley-VCH GmbH
Wiley VCH Donnerstag, 23.09.2021
2109 / 219002 [S. 1347/1356] 1
tributing to the measured impedance at low frequencies.[16]
Recently, some of us[17] confirmed this interpretation by
comparing the characteristic response of the impedance of
perovskite solar cells of different compositions[8,18] with the
predictions of a drift-diffusion numerical model. The numerical
simulations show that ionic redistribution at the transport layer
interfaces gives rise to the low-frequency signal of the
impedance spectrum and can produce negative capacitance
features and loops in the complex plane. Although all these
signals can be reproduced with trap-limited bulk-recombination
only, the drift-diffusion simulations also show that surface
recombination contributes significantly to the electrical losses
in perovskite solar cells, and that this contribution is needed to
fit both the experimental J-V curve and the impedance spectra.
The diode ideality factor is a key parameter, which is
regularly adopted to analyse recombination losses occurring
during solar cell operation.[19] Charge carrier kinetic properties
at the interfaces and the generation of surface defects are
among the features that have been identified by using ideality
factors in PSCs.[6,7] In the classical theory, the diode ideality
factor may be extracted from the analysis of the VOC as a
function of illumination intensity (vide infra).
However, Riquelme et al.[17] and Courtier[20] showed that, for
PSCs, the measured values of the ideality factor depend not
only on the type of recombination but also on the effect of
ionic accumulation on the electric potential. Bearing this in
mind, we define the apparent ideality factor nAP via the diode
equation:[6]
qVOC ¼ Eg   nAPkBT ln
I0
I ; (1)
where Eg is the bandgap of the absorbing material, q is the
elementary charge, kB is the Boltzmann’s constant, T is absolute
temperature, and I is the light intensity (I0 is a constant with the
same units as I). Another method for determining nAP is the
Impedance Spectroscopy (IS) technique. The apparent diode












where Jrec is the recombination current density and R00 is the
resistance at zero potential.
When the classical theory is applied to perovskite solar cells,
values of the apparent ideality factor varying from 1.4 to 2 have
been associated with the Shockley-Read-Hall (SRH) recombina-
tion mechanism in the bulk,[5,21,22] with the lower values (<2)
corresponding to solar cells based on mixed-cation lead mixed-
halide perovskite materials.[7] Drift-diffusion simulations with
explicit ionic motion by Riquelme et al.[17] confirm that the two
routes used to obtain nAP, (that is, either by using Eq. (1) or by
using Eq. (2)), yield identical values of nAP and predict nAP~2
when bulk SRH recombination is dominant and smaller values
when surface recombination is significant. It is important to
note that these numerical predictions were obtained for an ion
vacancy concentration inferred from first-principles[2] and widely
used in several numerical studies.[17,23,24]
Courtier[20] showed thatfor PSCsthe potential across the bulk
of the perovskite layer is screened by charge accumulation at
the interfaces, implying that the value of nAP (termed in Ref.
[20]
as “ectypal factor”) is approximately equal to the reciprocal of
the proportion of the potential difference that forms a barrier
to recombination. As a result, non-integer and voltage-depend-
ent values are expected. In the case of bimolecular recombina-
tion, a value of 1 is predicted (as for the classical theory)
because the whole potential difference forms a barrier to
recombination. In the same way, surface recombination located
at the metal/TL interfaces also gives rise to a value of 1.
However, for bulk SRH, a value of around 2 is predicted only for
a cell with an approximately symmetric potential distribution
across the cell, while values above or below 2 may signify bulk
SRH in an asymmetric cell. Surface recombination at the TL/
perovskite interfaces can also return a range of values, depend-
ing on the distribution of the potential across the cell. All these
results evidence how important it is to bear in mind that the
ionic distribution (which determines the potential) impacts the
measured value of nAP.
In this study, the charge recombination mechanisms in
FA0.71MA0.29PbI2.9Br0.1-based mesoscopic PSCs are investigated by
means of the nAP values extracted from the analysis of VOC as a
function of illumination intensity, Eq. (1), and from impedance
spectroscopy (IS) measurements at open-circuit. Two different
values of the nAP were observed, depending on the illumination
intensity. For low light intensity (<10 mWcm  2), we found nAP=
2.4–1.8, pointing to recombination losses dominated by bulk
SRH-type recombination in the perovskite layer. In contrast, for
high light intensity (�10 mWcm  2) nAP=1.1, which shows that
a change in the governing recombination mechanism and/or in
the ionic characteristics of the perovskite takes place when the
concentration of photogenerated carriers exceeds a certain
threshold. With the help of drift-diffusion simulations and novel
theoretical insights[25] we discuss the origin of this change of
regime.
2. Results
2.1. VOC vs Illumination Intensity
Representative J-V curves at different illumination intensities are
shown in Figure 1a. The recorded photovoltaic (PV) parameters
of the devices illuminated at 1 sun (I=100 mWcm  2) are:
current density (JSC) 23.5�1.8 mAcm
  2, VOC 1.1�0.2 V, fill factor
(FF) 67�2% and conversion efficiency (PCE) 17.3�2.1%. The
VOC generated at 1 sun is close to 1.1 V, which is around or even
above the values reported for similar perovskite
compositions.[26,27] The open-circuit voltages (VOC) generated at
the different illumination intensities (0.5, 1, 3, 5, 10, 20, 40 and
100 mWcm  2), are shown in Figure 1b. Two different slopes of
the VOC vs light intensity response were observed, depending
on the illumination intensity. Following Eq. (1), the value of the
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while for high light intensity (�10 mWcm  2) nAP=1.1. This
crossover is an indication of a change in the recombination
mechanism, but we cannot entirely rule out that this is an
indicative of some other physical effect. A similar behaviour has
been described by Caprioglio et al.[28,29] It is worth mentioning
that here the VOC values were only measured after the devices
had reached steady state (50 to 200 s of initial delay).
Furthermore, the devices were discharged before each new
measurement by short-circuiting in the dark. The time required
to reach a nearly null dark current was at least 60 s. With this
protocol we intend to avoid uncertainty related to precondi-
tioning and VOC evolution due to slow ionic redistribution.
2.2. Impedance Spectroscopy
Representative Nyquist plots measured at open-circuit at the
different irradiance values are shown in Figure 2. The impe-
dance response is characterized by two semi-circles, one at high
frequency (hf) from 103 to 105 Hz, and a second one at low
frequency (lf) from 10  2 to 103 Hz. In Figure S1 J-V curves before
and after the impedance experiment are reported, showing that
there is no degradation of the cell during the small perturbation
analysis. Bode plots corresponding to the Nyquist diagrams of
Figure 2 are presented in Figure S2 in the Supporting Informa-
tion.
The impedance spectra were fit using an equivalent circuit
comprising a resistance Rs in series with two Voigt elements,
Figure 2. Note that alternative equivalent circuits have also
been employed successfully in the literature to fit the IS of
perovskite solar cells. These are based on different physical
interpretations. However, all of them generate two signals (arcs
in the Nyquist plot) at low and high frequencies, respectively,
and with almost identical fitting parameters for both their
respective resistive and the capacitive components.[30–32] The
equivalent circuit used here has the only purpose of providing
a numerical frame to obtain the hf and lf resistances and the
apparent ideality factor. For an interpretation of the impedance
spectrum without equivalent circuits we refer the reader to
references[33] and.[17]
The capacitive elements were modelled as a constant phase
element CPE, with ZCPE=1/Q(jω)
P.[34] The hf arc has a shape that
is close to a semicircle with P ranging from 0.9 to 1; while P is
between 0.75 and 0.85, for the lf arc.
In Figure 3, the resistive (Rlf and Rhf) and capacitive (CPElf
and CPEhf) elements of the IS analysis are displayed as a
function of the VOC generated at the different irradiance values.
In general, both Rlf and Rhf components decrease exponentially
as the VOC increases, as expected for a recombination
resistance.[8,18,35] Contreras-Bernal et al., reported that only the
(apparent) ideality factor extracted from the slope of the
logarithm of the Rhf strictly coincides with the (apparent)
ideality factor derived from the slope of the VOC vs
illumination.[8] In addition, Riquelme et al.,[17] related the low
frequency signal to charging/discharging of ionic accumulation
layers at interfaces, which would produce a resistance and a
CPElf with opposite slopes. Here, the apparent ideality factor nAP
was calculated using Eq. 2. We observe, for the first time, that
both, Rlf and Rhf yield two different slopes depending on VOC,
consistent with the behaviour observed in the dependence of
the VOC with illumination intensity. Following Riquelme et al.
[17]
and Contreras-Bernal et al.[8] we extracted the ideality factor
from the high frequency component. Specifically, nAP=2.5 for
irradiance I<10 mWcm-2 and nAP~1 for I�10 mWcm
  2 (Fig-
ure 3a, b). This behaviour was observed in three devices
measured independently (Figure S3 in Supporting Information).
In both regimes, the apparent ideality factor is approximately
coincident with that obtained, in the conventional manner,
from the VOC-light intensity plot, confirming the internal
consistency of Eqs. (1) and (2) and the reliability of the apparent
ideality factors derived from the two types of experiment
(steady state and small perturbation).
In this line of reasoning, it could be expected that using
Rrec=Rlf+Rhf in Eq. (2) would be a more sensible choice to
extract the apparent ideality factor as this corresponds to the
DC limit of the current-voltage response of the solar cell.
However, using low frequency features of the spectra is more
sensitive to non-reversible ionic migration and/or degradation
of the device during the measurement. As shown theoretically
in Ref.,[25] the slope of the Rhf -Voc plot can be related to the
apparent ideality factor, and explains the common experimental
observation[5,8,17,22] that Eqs. (1) and (2) yield the same results
when Rrec=Rhf.
The change of the apparent ideality factor with the
illumination intensity is evidence that recombination takes
place via a different mechanism, which depends on the
concentration of charge carriers in the active layer. The low-
irradiance nAP values are the typical values reported for similar
perovskite solar cells. This observation has been attributed to
SRH (trap-mediated) recombination in the bulk.[5–7,22] However,
at high irradiances, the nAP values indicate a change in the
dominant recombination mechanism, or, possibly, that some
other physical change occurs within the cell.
The origins of the high and low-frequency capacitive
components have been ascribed to different charge polarisation
processes.[30,36–38] The CPEhf is generally ascribed to the bulk
dielectric response of the perovskite layer[32,35,39] and is defined
as the geometric capacitance,
C ¼ Ae=d: (3)
where ɛ is the dielectric permittivity of the perovskite active
layer, A is the surface area of the device, and d is the thickness
of the perovskite. According to Eq. (3), the geometrical
capacitance should be voltage independent. However, our
results show that the CPEhf increases exponentially with electric
potential, although the slope is much smaller than that of the
Rhf. The dependence with open circuit voltage could be (1) due
to a chemical effect of charge accumulation in the mesoporous
TiO2 layer and/or in the perovskite
[40,41] or (2) to a change in the
permittivity, ɛ, of the perovskite material with illumination.[42,43]
However, drift-diffusion simulations for a planar device (vide
infra) also show exponential behaviour in this voltage interval.
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active layer could be the only mechanism needed to rationalize
this experimental feature.
On the other hand, CPElf exhibits an exponential increase
with VOC, which is an ubiquitous observation in perovskite solar
cells.[5,7,8,37,44,45] The low-frequency capacitance can be described









where Q is the charge per unit surface, and γ is an exponential
coefficient that serves as a fitting parameter. This exponential
dependence of the low frequency capacitance has been
ascribed to charge accumulation at the interfaces.[42,44] However,
it has been shown recently that charge accumulation alone,
either ionic or electronic, is not sufficient to justify the very high
values (of the order of 0.1–1 F/cm2) of the capacitance observed
in the impedance spectra of perovskite solar cells at low
frequencies.[16] Thus, CPElf must contain two contributions: i)
charge accumulation and ii) phase-delayed recombination
current due to the ion displacement.[16,17]
Here, we observe that the CPElf displays two different slopes;
exactly as the Rlf, with the same values but opposite sign, in
accordance with the drift-diffusion simulations of Riquelme
et al.[17] As this crossover takes places at the same values of
voltage as the high-frequency resistance, which stems from
recombination, we relate the low-frequency response to ionic-
electronic coupling affecting the recombination current and
thus the measured capacitance through a phase delayed
response. This analysis is in line with the interpretation of
Jacobs et al.[16] and Pockett et al.[46]
The time constant τ was calculated from the respective
products RC, Figure 3d. As Rlf and CPElf have reciprocal slopes,
the time constant was found to be nearly independent of light
intensity in the low-frequency regime. This is what is normally
observed in experiments[5,8,31,45–47] and predicted by drift-
diffusion simulations.[17] In contrast, in the high-frequency
regime the resistive and capacitive elements are uncoupled
(they stem from different mechanisms, as explained above) and
consequently the corresponding time constant displays a slight
exponential dependence on illumination intensity.
In general, the steady-state and impedance results indicate
the existence of two regimes occurring at different light
intensities: i) at irradiance values <10 mWcm  2 the apparent
ideality factor is 1.8–2.5, and ii) at irradiance values�
10 mWcm  2 the apparent ideality factor is close to unity.
Apparent ideality factors close to 2 have commonly been
observed in perovskite solar cells with the TiO2/PS/spiro
architecture.[5,7,8,48] According to the classical theory, an ideality
factor of 2 is usually considered an indication of trap-mediated
(SRH type) recombination in the bulk of the active layer.[48] On
the other hand, an ideality factor close to 1 can stem from two
alternative recombination mechanisms: (1) band-to-band radia-
tive recombination or (2) surface-recombination at the perov-
skite/transport layer interfaces (low selectivity of the
contacts).[48] From the values of the open-circuit potentials at 1-
sun illumination obtained for our devices, far from the radiative
limit for mixed perovskites of ~1.3 V,[49] we can infer that (2) is
the more likely explanation of the ideality factor measured at
high irradiances. However, the reasons for surface recombina-
tion becoming more important at high irradiances is unclear. It
is worth mentioning that Caprioglio et al.[28] also reported this
abrupt change of the Voc vs. light intensity slope and use this
observation to draw a distinction between “internal” and
“external” ideality factors. This indicates that a deeper under-
standing of the meaning of the (apparent) ideality factor, and
the underlying mechanisms that govern recombination in
perovskite solar cells, is much needed.
2.3. Drift-diffusion simulations
As stated previously, the ideality factor obtained from both the
steady-state measurement of Figure 1b and the small-perturba-
Figure 1. a) Representative current density-voltage curves of mesoscopic PSCs used for the IS analysis, under different irradiance values; the scan rate is
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tion result of Figure 3a (obtained via Eqs. (1) and (2), respec-
tively) is an “apparent” ideality factor that is not only
determined by charge recombination mechanisms within the
cell but also directly affected by the ionic distribution within
the active layer. The effect of the ion vacancies in the perovskite
layer are not considered by the classical diode theory used to
infer the recombination mechanism from the apparent ideality
factor. Indeed, Riquelme et al.[17] have used drift-diffusion
simulations to show that the apparent ideality factor (obtained
from steady-state and impedance measurements) changes in
response to changes in the internal vacancy distribution. In this
connection, an extension of the traditional diode equation,
which takes account of ionic effects, has recently been
proposed by Courtier,[50] and shows an ionic influence on nAP,
which should be considered when inferring the correct
recombination mechanism.
Figure 2. Nyquist plots measured at open circuit at the different irradiance values and equivalent electrical circuit used in the IS analysis. Left panel shows the
spectra in the region where nAP~2 (irradiance <10 mWcm
  2), and right panel the spectra where nAP~1 (irradiance >10 mWcm
  2).
Figure 3. Electrical elements obtained from the IS analysis. a) and b) Resistive elements at the high and low frequency domains (Rlf and Rhf). c) and d)
Capacitive elements (CPElf and CPEhf) and time constant (τ). The lines correspond to the logarithmic fit and the numbers indicate the nAP (N)/g values extracted
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To cast light on the origin of the change of slope in the
steady state measurements and impedances with light intensity,
we have run drift-diffusion simulations in which the relative
weights of bulk and surface recombination, as well as the
concentration of ionic vacancies are varied in order to see their
impact on the spectra and the apparent ideality factor.
In Figure S4 in the Supporting Information we show
simulation results when the bulk SRH mechanism is the only
recombination route (apart from the always present bimolecular
recombination). The drift-diffusion model predicts an apparent
ideality factor of ~2 in this situation. However, the shape of the
spectra is quite different to the experimental spectra recorded
at low light intensities, with two arcs of comparable size (see
Figure 2). In Figure 4 the effect of introducing surface recombi-
nation in addition to bulk recombination can be observed. The
two arcs become of comparable size at all light intensities and
the apparent ideality factor drops below 2, while still maintain-
ing the consistency between steady-state and impedance
values (Figure S5). In this case the simulated spectra have more
resemblance to the measured spectra, and is similar to those
previously reported in the literature for mixed perovskites.[47,51]
As pointed out before, the model, which assumes a planar
device with constant dielectric constant, predicts a slight
exponential dependence of the high frequency capacitance at
high voltages (Figure S6) in agreement with the experiment.
This indicates that accumulation of charges at high voltages in
the bulk of the active layer can be the cause of the increase of
the high frequency capacitance. Hence, the model appears to
provide a reasonably good description of the impedance
response, indicating that both bulk SRH and surface recombina-
tion are required to best reflect experimental observations.
Hence, the change in the ideality factor can be explained as
a transition towards a situation where recombination across the
TiO2 and spiro interfaces becomes progressively more impor-
tant, as the cell is illuminated with a higher irradiance. Indeed,
the modelling predicts a higher accumulation of electronic
carriers and ions at the TiO2 and spiro interfaces at high
illumination intensities (see Figure S7 and S8 in the Supporting
Information), in particular, more holes at the TiO2 interface, and
more electrons at the spiro one. This effect can promote
enhanced surface recombination across the respective inter-
faces. Still, the simulated apparent ideality factor predicted for
mixed bulk/surface recombination is well above the value of ~1
observed in the experiment at high light intensity (see Fig-
ure S5).
As mentioned previously, the apparent ideality factor nAP as
obtained from Eqs. (1) and (2) is actually affected by the ionic
distribution. In Figure 5 we plot the apparent ideality factor
predicted by the drift-diffusion model for two concentrations of
ion vacancies in the active layer, one characteristic of MAPI
perovskite as used in Refs.[17,24] and another reduced by a factor
of ten. Two important conclusions can be extracted from this
figure: (1) The value of nAP decreases as we increase the surface
recombination velocities and (2) the value of nAP is lower, for
lower concentrations of ionic vacancies. The simulation results
points to a mixed mechanism to explain the experimental
behaviour: an increase of surface recombination[29] and a
diminution of ionic vacancies as we move from low to high
illumination intensities. Additionally, in Figure 5 we plot the
value of the “electronic ideality factor” (determined using eq.(7),
vide infra).
Figure 4. Simulated impedance spectra at open circuit at different light intensities for a mechanism where both bulk SRH recombination (electron lifetime[17]
of 9 10  7 s) and surface recombination take place (recombination velocities at the TiO2 and spiro interfaces, 20 and 10 m/s, respectively). The rest of the
simulation parameters can be found in Table S1 in the Supporting Information.
Figure 5. Apparent ideality factor and electronic ideality factor as predicted
by the drift-diffusion model as a function of the surface recombination
velocities (holes at the ETL interface and electrons at the HTL interface) and
two values of the ion vacancy density. Note that the electronic ideality factor
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It is a real possibility that the number of ionic vacancies can
vary with illumination in organic lead halide perovskites.
Mosconi et al. described a mechanism of vacancy-ion annihila-
tion in the MAPbI3 perovskite.
[52] Several authors have also
reported “defect curing” effects upon illumination,[53] also for
mixed perovskites.[54] There are also studies in the literature
where a beneficial effect of light soaking is reported, via a
reduction of structural defects and/or ionic migration.[55,56]
However, it is important to note that there are also reports
where increases of photoconductivity upon illumination for
isolated perovskite films are observed,[57] attributed to formation
of defects and subsequent generation of iodine. Weber et al.
described a mechanism of ionic defect formation upon
application of light or electric fields.[58] This formation of ionic
defects upon illumination also has a theoretical
interpretation.[59] In spite of these divergent works, Motti and
coworkers[60] showed theoretically that processes of “defect
curing” and “defect formation” can actually coexist and
compete. This means that a plethora of behaviours can be
found depending on the nature and the preparation routes of
the perovskite. In this case, in view of the drift-diffusion
simulation results, a reduction of the number of mobile ions, at
high irradiance, can offer the best plausible explanation for the
simultaneous reduction of the apparent ideality factor observed
in both the steady-state Voc measurements and the impedance.
The concurrent enhancement of surface recombination can also
contribute to this change of regime when the illumination
intensity is high enough.
The influence of the concentration of ionic vacancies on the
apparent ideality factor shows the necessity of an alternative
definition of the ideality factor that is independent of the
density and distribution of ionic vacancies and which therefore
only reflects purely electronic effects. Very recently Bennett and
coworkers[25] have devised an analytic theory where the
recombination current induced by a small electric perturbation
near open circuit is








where F(Q) is a function that depends on the ionic distribution
only, E(t) is the transient electric field acting within the
perovskite layer in the impedance experiment and nel is the so-
called electronic ideality factor. Eq. (5) is the generalization of
the result reported by Courtier (Eq. (5) in Ref.[50]) under the
assumption that the transient electric field is very small in
comparison with the steady-state electrical bias V. This is one of
the main requirements on which impedance spectroscopy, as a
small-perturbation technique, is based.
Due to the slow migration of the ions, the steady-state ionic
distribution is not perturbed during high frequency impedance
measurements. Therefore, at high frequencies, F(Q) is voltage-
independent. Since the electric field induced by the applied
voltage perturbation is given by E=   V/d, and knowing that
the resistance is the reciprocal of the voltage derivative of the
current, taking the voltage derivative of Eq. (5), we find that the
electronic ideality factor can be obtained from
nel ¼
qRhf Jrec VDCð Þ
kbT
(6)
Obtaining the electronic ideality factor from hfimpedance
measurements is explained further in Ref.[25] In this work it is
shown that the electronic ideality factor is a true analogue of
the classical ideality factor, that is valid for the coupled
electronic-ionic physics of perovskite solar cells. As such, it can
be used to appropriately determine the dominant recombina-
tion mechanism, in the same way the ideality factor is used in
classical theory.
In Figures 5 and 6 the electronic ideality factor obtained via
Eq. (6) from the simulations and the experiments is compared
with the apparent ideality factor obtained from Eqs. (1) and (2).
As expected, nel is found to be the same for different
concentration of ionic vacancies (only nAP is changed by
modifying the concentration of vacancies). This result is
confirmed in the simulations of Figure 5. On the other hand, nel
becomes smaller as the contribution of surface recombination
is increased, reflecting the change of recombination mecha-
nism. This behaviour is also observed in the experimental data
of Figure 6, where this parameter moves from values larger
than 2�0.25 at low light intensity to values close to unity at
high intensity. The apparent ideality factor nAP reaches higher
values, but also shows a tendency to lower its value as the light
intensity is increased. As mentioned previously, this parameter
depends on the ionic density, which appears to decrease when
the cell is subjected to higher irradiance. As shown by the
simulation, in Figure 6, only when the ion density is sufficiently
low, the apparent ideality factor attains a value as low as 1. In
summary, the transition observed in the experiments appears
to be a combination of a change of recombination mechanism
(with a growing contribution coming from surface recombina-
tion) and a reduction of the density of ionic defects in the
perovskite material as the light intensity is increased.
Figure 6. Apparent ideality factor (nAP) and electronic ideality factor (nel) as




1353ChemPlusChem 2021, 86, 1347–1356 www.chempluschem.org © 2021 The Authors. ChemPlusChem published by Wiley-VCH GmbH
Wiley VCH Donnerstag, 23.09.2021
2109 / 219002 [S. 1353/1356] 1
3. Conclusions
We have observed a change of behaviour of the recombination-
related parameters in mesoscopic mixed perovskite
(FA0.71MA0.29PbI2.9Br0.1) solar cells with changes in illumination
intensity. This feature appears to be a crossover from a regime
characterized by an apparent ideality factor of 1.8–2.5 at low
irradiances, to another characterized by an ideality factor
approaching unity, at high irradiances. This change of regime is
observed in steady-state measurements of the open-circuit
potential, and in small-perturbation impedance measurements
at open circuit, both as a function of the light intensity. The
transition takes place in both experiments at potentials of
1.03 V corresponding to an AM1.5G irradiance of 10 mW cm-2.
With the help of drift-diffusion simulations we attribute this
peculiar behaviour to a combination of two effects. The first of
these effects corresponds to a transition from a regime in which
surface recombination across the transport layer interfaces is
less important than bulk SRH recombination in the perovskite,
to another one where surface recombination is dominant. The
second of these effects corresponds to a reduction of ionic
vacancies in the perovskite active layer with increases in
illumination intensity, leading to a reduction of the values of
the apparent ideality factor. Drift-diffusion simulations show
that the apparent ideality factor derived from steady-state
measurements of the open-circuit potential versus light inten-
sity or, equivalently, from the high frequency resistance
extracted from the impedance spectra is actually affected by
the concentration of mobile ionic vacancies present in the
perovskite material. A description based on the “electronic”
ideality factor, extractable from the high frequency feature of
the impedance spectrum, turns out to be a better tool with
which to determine the dominant recombination mechanism in
a particular solar cell configuration.
Experimental Section
Device Fabrication
Mesoscopic TiO2-based PSCs were prepared using the mixed
perovskite FA0.71MA0.29PbI2.9Br0.1. Glass substrates patterned with ITO
were cleaned in an ultrasonic bath sequentially immersed in
detergent, deionized water, acetone and iso-propanol. Subse-
quently, a 20-nm thick compact TiOx layer was deposited through
e-beam evaporation (Angstrom Engineering) of Ti at a rate of 1 Å/s
using a partial O2 pressure of 1.7×10
  4 Torr. Consecutively, a 120-
nm mesoporous TiO2 layer was prepared by spin-coating an
anatase dispersion in ethanol at 1.2 wt%: 60 μL were spin-coated at
4500 rpm for 30 s; the number of repetitions was adjusted to
achieve the desired thickness. The films were annealed at 450 °C for
30 min. The mixed perovskite absorbing material was prepared
through the intramolecular exchange method as reported by Seok
et al.,[61] using the two-step spin coating sequential process.[27,62]
Using this methodology, two solutions are prepared: solution A
consists of 1.25 M PbI2 in a mixture of N, N-dimethyl formamide
and dimethyl sulfoxide (DMF/DMSO: 90/10, v/v) and solution B
consists of CH(NH2)2I (FAI), CH3NH3I (MAI) and CH3NH3Br (MABr)
(71 :19 :10 molar ratio) in isopropanol. The solution chemistry and
spin coating conditions were selected for proper infiltration of a
120-nm-thick mesoporous TiO2 layer, according to Castro-Chong
et al.[51] Spiro-OMeTAD (“spiro”) and Au were used as hole transport
layer and electrode, respectively; following our previous report.[51]
Characterization
The photovoltaic characteristics of the devices were measured
under ambient atmosphere using an Autolab PGSTAT302 N and a
xenon arc lamp, Oriel 66924 equipped with AM 1.5G and water
filters; calibration was performed with a Newport calibrated
reference Si solar cell with an incorporated KG-5 optical filter. The
devices were measured from forward to reverse bias and from
reverse to forward bias, at a scan rate of 0.05 Vs  1, using a shadow
mask to define the pixel active area of 0.08 cm2.
IS was performed on the mesoscopic PSCs with PCE ~17%. The
impedance response of the three devices, with 12 individual pixels
each, was investigated at open-circuit potential (VOC) using a Gamry
electrochemical workstation. The VOC was set by controlling the
light intensity of a Xe-arc lamp with an AM 1.5G optical filter and a
10 cm water filter. Impedance measurements were performed at
eight different illumination intensities: 0.4, 1, 3, 5, 10, 20, 40 and
100 mWcm  2. The spectra were recorded from 106 Hz to 10  2 Hz,
using an amplitude of 10 mV(rms). To minimize the effect of
degradation of the devices in the analysed results, the spectra were
recorded starting from the lower illumination intensity working up
to the highest; the VOC and J-V curve were monitored throughout
the recorded spectra (Figure S1), to ensure the reliability of the
data. A similar protocol has been suggested by Pitarch-Tena et al.[63]
Drift-diffusion modelling
Impedance spectra are numerically simulated using the IonMonger
code,[64,65] which considers a fully-coupled one-dimensional drift-
diffusion model that accounts for the motion of electrons, holes
and positive anion vacancies within a planar perovskite solar cell.
The cell is modelled as a three-layer structure in which a perovskite
absorber layer is sandwiched between doped electron and hole
transport layers. Further details of the model can be found in the
works of Richardson et al[23] and Courtier et al,[24] where it was first
developed, and a complete description of the modelling assump-
tions and model equations are given in the Supporting Information.
The key model parameters are listed in Table S1 in the Supporting
Information.
Impedance spectra are simulated by applying a sinusoidal voltage
perturbation of the form
Vap tð Þ ¼ VDC þ Vpsin wtð Þ (7)
where VDC is the DC voltage, Vp is the amplitude and w is the
angular frequency of the perturbation. In the simulations, the cell is
perturbed about a steady state so that the phase and amplitude of
the current response is stable in time. For each frequency, the
current response is analysed using a Fourier transform to extract its
phase and amplitude. This enables the impedance to be calculated
and a spectrum to be constructed by obtaining solutions to the
model for 40–100 frequencies over a wide frequency range.
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