Courant Algebroid Connections and String Effective Actions by Jurco, Branislav & Vysoky, Jan
ar
X
iv
:1
61
2.
01
54
0v
1 
 [m
ath
-p
h]
  5
 D
ec
 20
16
December 7, 2016
Courant Algebroid Connections and String Effective
Actions
In memory of our friend Martin Doubek
Branislav Jurcˇo1, Jan Vysoky´2,3
1Mathematical Institute, Faculty of Mathematics and Physics, Charles University
Prague 18675, Czech Republic, jurco@karlin.mff.cuni.cz
2Institute of Mathematics of the Czech Academy of Sciences
Zˇitna´ 25, Prague 11567, Czech Republic, vysoky@math.cas.cz
3Max Planck Institute for Mathematics
Vivatsgasse 7, Bonn 53113, vysokjan@mpim-bonn.mpg.de
Abstract
Courant algebroids are a natural generalization of quadratic Lie algebras, appearing in
various contexts in mathematical physics. A connection on a Courant algebroid gives an ana-
logue of a covariant derivative compatible with a given fiber-wise metric. Imposing further
conditions resembling standard Levi-Civita connections, one obtains a class of connections
whose curvature tensor in certain cases gives a new geometrical description of equations of
motion of low energy effective action of string theory. Two examples are given. One is the
so called symplectic gravity, the second one is an application to the the so called heterotic
reduction. All necessary definitions, propositions and theorems are given in a detailed and
self-contained way.
Keywords: Courant algebroids, Courant algebroid connections, Levi-Civita connections, Equa-
tions of motion, Low energy effective actions.
1 Introduction
In these lecture notes, we give a consistent and detailed introduction to an interesting application
of generalized Riemannian geometry to bosonic string and to bosonic part of heterotic string.
The main focus is on the equations of motion for the respective low energy effective actions. We
extend and discuss in more detail the ideas sketched in our papers [18] and [19]. In particular,
here we use a different definition of the Riemann tensor, the one introduced in the double field
theory by Hohm and Zwiebach [16]. Further relevant references will be given in the following
sections.
In Section 2, we provide a necessary introduction into the theory of Leibniz algebroids. Par-
ticular examples which are better known are e.g. Lie algebroid or Courant algebroids. The latter
one are natural generalization of quadratic Lie algebras.
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Section 3 introduces a generalization of Riemannian metric, which is compatible with the
fiber-wise pairing on the Courant algebroid. In particular, we discuss various equivalent refor-
mulations of this concept.
Courant algebroid connections naturally combine ordinary vector bundle connections with
linear connections on manifolds. In particular, we discuss in detail definitions of suitable torsion
and curvature operators. This is a main subject of Section 4.
Assuming that we are in addition given a generalized metric, we may investigate compatible
Courant algebroid connections. Moreover, imposing also the torsion-freeness condition, we can
speak of generalized Levi-Civita connections, which we do in Section 5.
In particular, we attempt to classify generalized Levi-Civita connections. Also, we derive
some important properties of those, which will prove useful in calculations of their Riemann
curvature tensors. Complete answer to the classification problem can be given in case of exact
Courant algebroids, cf. Section 6. In other words, we find all Levi-Civita connections on a
generalized tangent bundle and calculate their Ricci scalars. Moreover, we investigate the so
called Ricci compatibility condition for such connections.
It turns out that the Ricci compatibility condition plays, together with the flatness condition,
a central role in the geometrical description of conditions for vanishing of beta functions as they
are known in string theory. Equivalently, these conditions are equivalent to equations of motion
for low energy bosonic string action. This is the main subject of Section 7.
The observation mentioned in the above paragraph provides us with a quite useful mathe-
matical tool. For example, we can use it to prove the classical equivalence of two at first glance
unrelated field theories in Section 8. One is the already mentioned low energy effective action of
the bosonic string, the second one is the so called symplectic gravity.
An another example is based on the reductions of Courant algebroids. We propose a suitable
generalization of Kaluza-Klein reduction for low energy string actions, based on the paper [19]
and briefly discussed in Section 9. This is relevant to the heterotic string.
Conventions
We assume that all manifolds are smooth, real, Hausdorff and locally compact. Vector bundles
are real and have finite rank. By Γ(E) we denote the module of global sections of a vector bundle
E. Let E and E′ be two vector bundles over M . Then Hom(E,E′) denotes the set of of vector
bundle morphisms from E to E′ over an identity map on the base space. End(E) = Hom(E,E).
We use a slightly misleading notation Ωp(E) for sections of ΛpE∗ and even call them for
simplicity p-forms on E. They are not p-forms on the total space manifold E (i.e., not sections
of ΛpT ∗E). Similarly, T qp (E) denotes the module of C
∞(M)-multilinear maps from p copies of
Γ(E) and q copies of Γ(E∗) into C∞(M). Elements of T qp (E) are called tensors on E.
Given a 2-form B ∈ Ω2(M), we often view it as a map B ∈ Hom(TM, T ∗M) defined by
inserting the vector field as its second argument, B(X) = B(·, X) ∈ Ω1(M), for all X ∈ X(M).
Note that we use the same symbols for the form and the corresponding map. The same convention
is used for 2-vector fields.
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2 Leibniz, Lie and Courant algebroids
Let us start by recalling definitions of three kinds of algebroids appearing in this paper. The
most general concept is the one of a Leibniz algebroid. Leibniz algebroids were first introduced
in [23] by Loday. In mathematics, they are usually called Loday algebroids and the definitions
may vary according to subtleties included into axioms, see e.g. the introduction of [11] for a
more detailed discussion. For our purposes, it is sufficient to think about a Leibniz algebroid
as a Leibniz algebra on the module of sections of a vector bundle respecting to some extent the
multiplication by a smooth function.
Definition 2.1. Let E be a vector bundle over a manifold M and ρ ∈ Hom(E, TM) a smooth
vector bundle morphism called the anchor. Further, let [·, ·]E : Γ(E) × Γ(E) → Γ(E) be an
R-bilinear map. Then (E, ρ, [·, ·]E) is called a Leibniz algebroid, if
[ψ, fψ′]E = f [ψ, ψ
′]E + (ρ(ψ).f)ψ
′, (1)
for all ψ, ψ′ ∈ Γ(E) and f ∈ C∞(M), and (E,Γ(E)) is a Leibniz algebra, that is
[ψ, [ψ′, ψ′′]E ]E = [[ψ, ψ
′]E , ψ
′′]E + [ψ
′, [ψ, ψ′′]E ]E (2)
holds for all ψ, ψ′, ψ′′ ∈ Γ(E). The condition (1) is called the Leibniz rule, whereas (2) is called
the Leibniz identity.
In general, the bracket is not assumed to be skew-symmetric. In particular, there is no obvious
Leibniz rule with respect to the left input of the bracket. Moreover, the order of brackets in (2)
is important. It is thus practical to view the operator [ψ, ·]E as an inner derivation of the bracket
[·, ·]E itself. A combination of the two axioms (1, 2) immediately yields the following:
Lemma 2.2. Let (E, ρ, [·, ·]E) be a Leibniz algebroid. Then its anchor ρ preserves the brackets:
ρ([ψ, ψ′]E) = [ρ(ψ), ρ(ψ
′)], (3)
for all ψ, ψ′ ∈ Γ(E), where the commutator on the right-hand side is the vector field commutator.
Proof. Use (2) on the triple (ψ, ψ′, fψ′′) and apply (1) twice. 
In fact, the property (3) can be viewed as a necessary condition for the consistence of (2) and
(1). For every Leibniz algebroid (E, ρ, [·, ·]E), one can extend, analogously to the Lie derivative,
the bracket to an operator LE on the whole tensor algebra T (E) . In particular, define
LEψ (f) = ρ(ψ).f, L
E
ψ (ψ
′) = [ψ, ψ′]E , (4)
for all ψ ∈ Γ(E), f ∈ C∞(M) ≡ T 00 (E) and ψ
′ ∈ Γ(E) ≡ T 10 (E). On 1-forms, set
〈LEψ (η), ψ
′〉 = ρ(ψ).〈η, ψ′〉 − 〈η, [ψ, ψ′]E〉, (5)
for all η ∈ T 01 (E) ≡ Ω
1(E) ≡ Γ(E∗) and ψ, ψ′ ∈ Γ(E). Leibniz rule (1) ensures that LEψ (η) ∈
Ω1(E). Finally, its value on any tensor in T (E) is determined by usual tensor product rule:
LEψ (τ ⊗ σ) = L
E
ψ (τ) ⊗ σ + τ ⊗ L
E
ψ (σ), (6)
for all ψ ∈ Γ(E) and τ, σ ∈ T (E). Leibniz identity (2) can be then used to prove that
LE[ψ,ψ′]E = [L
E
ψ ,L
E
ψ′ ], (7)
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for all ψ, ψ′ ∈ Γ(E). Moreover, the operator LEψ restricts naturally on the exterior algebra Ω
•(E),
and one can show that also the usual formula
i[ψ,ψ′]Eω = L
E
ψ (iψ′ω)− iψ′ (L
E
ψω) (8)
holds for all ω ∈ Ω•(E). However, in general, there is no Leibniz algebroid analogue of the de
Rham differential which could be used to obtain the full set of Cartan magic formulas. The only
obstacle is the lacking skew-symmetry of the bracket, which is avoided in the more familiar case
of a Lie algebroid.
Definition 2.3. A Leibniz algebroid (E, ρ, [·, ·]E) with the bracket [·, ·]E being skew-symmetric is
called a Lie algebroid. The Leibniz identity (2) is then called Jacobi identity and (Γ(E), [·, ·]E)
becomes an ordinary real Lie algebra.
In this case, one can define the differential dE on Ω•(E) inductively by imposing the Cartan
formula
LEψ (ω) = d
E(iψω) + iψ(d
Eω), (9)
for all ω ∈ Ω•(E). The reason why this works is the existence of the Leibniz rule in the left input
of the bracket [·, ·]E due to its skew-symmetry.
Example 2.4. Here are some classical examples of Lie algebroids. The most basic one is
(TM, 1TM , [·, ·]), where the bracket is the vector field commutator. Further, for M = {pt},
every Lie algebroid is an ordinary Lie algebra. Finally, let (M,Π) be a Poisson manifold. One
can view the Poisson bivector Π ∈ X2(M) as a vector bundle map Π ∈ Hom(T ∗M,TM). Define
the bracket [·, ·]Π on Γ(T ∗M) ≡ Ω1(M) as
[ξ, η]Π = LΠ(ξ)η − iΠ(η)dξ, (10)
for all ξ, η ∈ Ω1(M). Then (T ∗M,Π, [·, ·]Π) defines a Lie algebroid. Jacobi identities for [·, ·]Π
are equivalent to the vanishing of the Schouten-Nijenhuis bracket [Π,Π]S = 0.
Now, assume that one would like to generalize the concept of a quadratic Lie algebra. Instead
of a one non-degenerate symmetric bilinear form, we have now a such one for each fiber of the
vector bundle E, changing smoothly from fiber to fiber.
Definition 2.5. Let E be a vector bundle over a manifold M . Let 〈·, ·〉E : Γ(E) × Γ(E) →
C∞(M) be a C∞(M)-bilinear and symmetric map. We say that 〈·, ·〉E is a fiber-wise metric
on E if the induced map gE : Γ(E) → Γ(E∗) defined as 〈gE(ψ), ψ′〉 := 〈ψ, ψ′〉E is a module
isomorphism. Equivalently, 〈ψ, ψ′〉E = 0 for all ψ
′ ∈ Γ(E) implies ψ = 0.
It follows from C∞(M)-bilinearity of 〈·, ·〉E that a fiber-wise metric can be restricted onto
each fiber of Em to endow it with a non-degenerate bilinear symmetric form smoothly depending
on the point m ∈M . We will often use the notation 〈·, ·〉E and gE interchangeably.
Now assume that (E, ρ, [·, ·]E) is a Lie algebroid, equipped with a fiber-wise metric 〈·, ·〉E .
The straightforward generalization of the concept of an invariant form leads to the requirement
ρ(ψ).〈ψ′, ψ′′〉E = 〈[ψ, ψ
′]E , ψ
′′〉E + 〈ψ
′, [ψ, ψ′′]E〉E , (11)
for all ψ, ψ′, ψ′′ ∈ Γ(E). Equivalently, one can write LEψ (gE) = 0 for all ψ ∈ Γ(E). However,
one can immediately observe that this condition is not C∞(M)-linear in ψ, and leads to very
restrictive implications. Namely that ρ = 0, an utterly boring case. This follows for example
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from (9) and non-degeneracy of gE . There are two ways around this issue. One can weaken the
condition (11), assuming that it holds just for ψ′, ψ′′ ∈ Γ(ker(ρ)). This leads to a concept of a
quadratic Lie algebroid, see [6]. The other solution is to drop the skew-symmetry of the bracket
[·, ·]E , i.e. to revert to the more general concept of a Leibniz algebroid. This leads to a definition
of a Courant algebroid.
Definition 2.6. Let (E, ρ, [·, ·]E) be a Leibniz algebroid and 〈·, ·〉E a fiber-wise metric on E. Let
D : C∞(M)→ Γ(E) be the (unique) map completing the commutative diagram
C∞(M) E
T ∗M E∗
D
d gE
ρT
(12)
Then (E, ρ, 〈·, ·〉E , [·, ·]E) is called a Courant algebroid if LEψ (gE) = 0, that is
ρ(ψ).〈ψ′, ψ′′〉E = 〈[ψ, ψ
′]E , ψ
′′〉E + 〈ψ
′, [ψ, ψ′′]E〉E , (13)
for all ψ, ψ′, ψ′′ ∈ Γ(E) and for the symmetric part of the bracket [·, ·]E
[ψ, ψ′]E + [ψ
′, ψ]E = D〈ψ, ψ
′〉E (14)
holds for all ψ, ψ′ ∈ Γ(E). As a consequence, we have the left Leibniz rule in the form
[fψ, ψ′]E = f [ψ, ψ
′]E − (ρ(ψ
′).f)ψ + 〈ψ, ψ′〉EDf, (15)
for all ψ, ψ′ ∈ Γ(E) and f ∈ C∞(M).
Observe that the map D can equivalently be defined by the equation 〈Df, ψ〉E = ρ(ψ)f , for
all ψ ∈ Γ(E) and f ∈ C∞(M). The axiom (14) is thus sometimes rewritten in the form
〈[ψ, ψ]E , ψ
′〉E =
1
2
ρ(ψ′).〈ψ, ψ〉E . (16)
We encourage the reader to show that (15) ensures that (13) is C∞(M)-linear in ψ, and thus
avoids the issue discussed below equation (11). We summarize some of the direct consequences
of the above definition in the following lemma.
Lemma 2.7. Let (E, ρ, 〈·, ·〉E , [·, ·]E) be a Courant algebroid. Let ρ∗ ∈ Hom(T ∗M,E) be the map
ρ∗ := g−1E ◦ ρ
T . Then there is the sequence
0 T ∗M E TM 0
ρ∗ ρ
(17)
with ρ ◦ ρ∗ = 0. Moreover, the following equations hold:
〈Df,Dg〉E = 0, [Df, ψ]E = 0, (18)
for all f, g ∈ C∞(M) and ψ ∈ Γ(E).
Proof. One can prove ρ◦D = 0 by applying ρ on both sides of (15). As the image of D generates
the image of ρ∗, one gets ρ ◦ ρ∗ = 0. The remaining assertions can be obtained similarly. 
Before proceeding further, let us recall some terminology.
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Definition 2.8. Let (E, ρ, 〈·, ·〉E , [·, ·]E) and (E′, ρ′, 〈·, ·〉E′ , [·, ·]E′) be two Courant algebroids
over the same base manifold M . Let F ∈ Hom(E,E′) be a morphism of the underlying vector
bundles. We say that F is a morphism of Courant algebroids, if it preserves all involved
structures, that is
ρ = ρ′ ◦ F , 〈ψ, ψ′〉E = 〈F(ψ),F(ψ
′)〉E′ , F([ψ, ψ
′]E) = [F(ψ),F(ψ
′)]E′ , (19)
for all ψ, ψ′ ∈ Γ(E). If F is invertible, it is called an isomorphism of Courant algebroids.
As usual in linear algebra, the inverse F−1 of a Courant algebroid morphism is automatically a
Courant algebroid morphism. Courant algebroids are usually distinguished by various properties
of their anchor, namely:
Definition 2.9. Let (E, ρ, 〈·, ·〉E , [·, ·]E) be a Courant algebroid. Then it is called regular if the
anchor ρ has a constant rank. It is called transitive if the anchor ρ is fiber-wise surjective. It
is called exact if the sequence (17) is exact.
Exact Courant algebroids over a fixed base space M are classified in terms of the de Rham
cohomology H3dR(M). This is due to Sˇevera [28]. Every exact Courant algebroid is in fact
isomorphic to the one which is presented in the following example.
Example 2.10. Let M be a manifold, and let [H ] ∈ Ω3(M) be represented a closed 3-form H .
Let E = TM := TM ⊕ T ∗M be a generalized tangent bundle on M . Set ρ := prTM , the
projection onto the first component of the direct sum. The fiber-wise metric 〈·, ·〉E is defined as
〈(X, ξ), (Y, η)〉E = η(X) + ξ(Y ), (20)
for all X,Y ∈ X(M) and ξ, η ∈ Ω1(M). Finally, set [·, ·]E to be the H-twisted Dorfman
bracket [·, ·]HD which has the form
[(X, ξ), (Y, η)]HD =
(
[X,Y ],LXη − iY dξ −H(X,Y, ·)
)
, (21)
for all (X, ξ), (Y, η) ∈ Γ(TM). All axioms are straightforward to verify. The only one which
requires some work is the Leibniz identity (2), leading eventually to the requirement dH = 0.
Note that for any B ∈ Ω2(M), there is an isomorphism [·, ·]HD ≈ [·, ·]
H+dB
D , which explains the
classification using the de Rham cohomology classes.
Remark 2.11. In fact, in most of what follows, one can consider a slightly more general con-
cept of pre-Courant algebroids. First, consider a map J : Γ(E)⊗3 → Γ(E), called usually a
Jacobiator1, which measures the failure of the Leibniz identity (2):
J (ψ, ψ′, ψ′′) = [ψ, [ψ′, ψ′′]E ]E − [[ψ, ψ
′]E , ψ
′′]E − [ψ
′, [ψ, ψ′′]E ]E . (22)
Now assume that (E, ρ, 〈·, ·〉E , [·, ·]E) is an algebraic structure satisfying some of the axioms of
Courant algebroid, namely (1) and (14). Moreover, assume that ρ is a bracket morphism, that is
(3) holds. One can then show that the map (22) is completely skew-symmetric and C∞(M)-linear
in all inputs, J ∈ Ω3(E)⊗ Γ(E). In fact, defining J ′(ψ, ψ′, ψ′′, ψ′′′) = 〈J (ψ, ψ′, ψ′′), ψ′′′〉E , one
finds that J ′ ∈ Ω4(E). It thus makes sense to consider the following definition. One says that
(E, ρ, 〈·, ·〉E , [·, ·]E) is a pre-Courant algebroid, if there exists a closed 4-form C ∈ Ω4(M),
such that
〈J (ψ, ψ′, ψ′′), ψ′′′〉E = C(ρ(ψ), ρ(ψ
′), ρ(ψ′′), ρ(ψ′′′)), (23)
for all ψ, ψ′, ψ′′, ψ′′′ ∈ Γ(E). For more details, see [22].
1Although, it should probably be called a ”Leibnizator” or ”Lodayator”.
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Courant algebroids have a very interesting history, as it took some time to formulate their
modern definition presented here. In particular, the original version used the skew-symmetrized
version of the algebroid bracket, with a significantly more complicated set of axioms. We recom-
mend the excellent historical summary [20] by Kosmann-Schwarzbach on this subject.
3 Generalized Riemmanian metric
One of the reasons why the geometry of the generalized tangent bundle TM attracted the atten-
tion of both mathematicians and physicists is its power to unify the description of various objects
known from the usual differential geometry. One of such concepts is the one of a generalized
Riemannian metric defined for any vector bundle with a fiber-wise metric. At first, the definition
might seem rather puzzling, but the reason for its name will become more clear in the case of a
generalized tangent bundle. In its present form, it first appeared in the thesis [13] of Gualtieri
in relation to generalized almost complex structures.
Definition 3.1. Let (E, 〈·, ·〉E) be a vector bundle with a fiber-wise metric 〈·, ·〉E . A generalized
Riemannian metric is an automorphism τ ∈ Aut(E), such that τ2 = 1, and the formula
G(ψ, ψ′) := 〈ψ, τ(ψ′)〉E , (24)
for all ψ, ψ′ ∈ Γ(E), defines a positive definite fiber-wise metric G on E.
In order to simplify the writing, we will drop the word Riemannian in what follows. First,
observe that, as a direct consequence of the definition, τ has to be both symmetric and orthogonal
with respect to 〈·, ·〉E . Next, note that the fiber-wise metric 〈·, ·〉E has always a locally constant
signature. This is a side effect of its smoothness, see [7] for an explanation. To avoid an
unnecessary discussion for each connected component ofM , we may assume thatM is connected,
in which case we may introduce an equivalent definition of the generalized metric:
Definition 3.2. Let (E, 〈·, ·〉E) be a vector bundle with a fiber-wise metric 〈·, ·〉E . A generalized
metric is a subbundle V+ ⊆ E which is a maximal positive definite subbundle of E with respect
to 〈·, ·〉E . In other words, V+ is positive definite and not a proper subbundle of some other
positive definite subbundle.
As it is far from obvious that both definitions lead to the same objects, we discuss this in the
proof of the following proposition.
Proposition 3.3. Definition 3.1 and Definition 3.2 describe the same object.
Proof. Let τ ∈ Aut(E) be a generalized metric according to Definition 3.1. At each fiber Em,
the induced map τm ∈ Aut(Em) is an involution, hence a diagonalizable map. Let Vm± denote
the corresponding ±1 eigenspaces. Then Em = Vm+ ⊕ Vm−. Obviously Vm+ is positive definite
subspace with respect to the restriction 〈·, ·〉Em which has a constant signature (p, q) for all m ∈
M . Hence dim(Vm+) = p, and similarly dim(Vm−) = q. But one can write Vm+ = ker(τ − 1)m,
which proves that V+ := ker(τ − 1) is a maximal positive definite subbundle of E, and fits into
Definition 3.2. Note that by construction E = V+⊕V−. Moreover, it is easy to see that V− = V ⊥+
and it is a maximal negative definite subbundle of E with respect to 〈·, ·〉E .
Conversely, let V+ ⊆ E be a maximal positive definite subbundle with respect to 〈·, ·〉E . Set
V− = V
⊥
+ . Clearly V+ ∩ V− = 0, as V+ cannot contain any isotropic elements. Moreover, V− is
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negative definite, as any section of V− can neither positive (contradiction with maximality) nor
isotropic (since V− ∩ V
⊥
− = V− ∩ V+ = 0. Set τ(ψ+ + ψ−) = ψ+ − ψ− for all ψ± ∈ Γ(V±)). It is
easy to check that τ fits in Definition 3.1. 
Finally, there is a definition which is the one justifying the name of generalized metric.
Definition 3.4. Let G be a positive definite fiber-wise metric on (E, 〈·, ·〉E). We say that G is
a generalized metric if the induced isomorphism G ∈ Hom(E,E∗) defines a map orthogonal
with respect to the fiber-wise metric gE = 〈·, ·〉E on E and the fiber-wise metric g
−1
E on E
∗:
gE(ψ, ψ
′) = g−1E (G(ψ),G(ψ
′)), (25)
for all ψ, ψ′ ∈ Γ(E).
It is easy to see that G from Definition 3.2 and 3.4 are equivalent. We will use the word
generalized metric interchangeably for all three kinds of objects, the involution τ , the fiber-wise
metric G, and a maximal positive definite subbundle V+.
Let O(E) ⊆ Aut(E) denote the group of orthogonal automorphisms with respect to 〈·, ·〉E ,
that is every O ∈ O(E) satisfies 〈O(ψ),O(ψ′)〉E = 〈ψ, ψ′〉E for all ψ, ψ′ ∈ Γ(E). There is a
natural action of O(E) on the space of generalized metrics. Namely, set
G′(ψ, ψ′) = G(O(ψ),O(ψ′)), (26)
for all ψ, ψ′ ∈ Γ(E). Other quantities transform accordingly, namely τ ′ = O−1τO and V ′± =
O−1(V±). It is easy to see that G′, τ ′ and V ′+ again define a generalized metric.
On the generalized tangent bundle, the generalized metric has a form more familiar to physi-
cists.
Proposition 3.5. Let E = TM and 〈·, ·〉E be the fiber-wise metric defined by (20). Let G be
a generalized metric on E. Then G defines a unique pair (g,B), where g > 0 is a Riemannian
metric on M and B ∈ Ω2(M). Conversely, any pair (g,B) defines a unique generalized metric.
Proof. Let G be a generalized metric. It thus defines a positive definite subbundle V+ ⊆ TM
of rank n, as the signature of 〈·, ·〉E is (n, n). As both TM and T ∗M are isotropic, we have
V+ ∩ TM = V− ∩ T ∗M = 0. This implies that V+ is a graph of a vector bundle isomorphism
A ∈ Hom(TM, T ∗M). We can decompose it as A = g + B, where g is a symmetric form on M
and B ∈ Ω2(M). As V+ is positive definite, it follows that g > 0 is a Riemannian metric. Note
that V− is the graph of the map A′ = −g + B. The corresponding fiber-wise metric G can be
written in a formal block form
G =
(
g −Bg−1B Bg−1
−g−1B g−1
)
. (27)
Conversely, given a pair (g,B), one can define G by (27) and show that it satisfies the properties
of Definition 3.4. 
Note that (27) is the form appearing in physics. For example, its inverse appears naturally
in the Hamiltonian density of the Polyakov string in the target space with backgrounds (g,B).
Given a Riemannian metric g, one can always define a generalized metric by G = BlockDiag(g, g−1).
With a 2-form B ∈ Ω2(M), one can associate the map eB ∈ End(TM) defined as
eB(X, ξ) = (X, ξ +B(X)), (28)
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for all (X, ξ) ∈ Γ(TM). One has eB ∈ O(E). Then the generalized metric G can be written as
G = (e−B)TGe−B. (29)
For the future reference, define a vector bundle isomorphisms Ψ± mapping any vector field X ∈
X(M) onto its images in graphs V±, respectively. Explicitly, one hasΨ±(X) = (X, (±g+B)(X)).
To finish this section, assume that we have a Courant algebroid (E, ρ, 〈·, ·〉E , [·, ·]E). As before
put ρ∗ = g−1E ◦ ρ
T . Let G be a generalized metric on E. Define a symmetric bilinear form hG
on T ∗M as
hG(ξ, η) =G(ρ
∗(ξ), ρ∗(η)), (30)
for all ξ, η ∈ Ω1(M). It follows that it is positive semidefinite. For transitive Courant algebroids,
hG defines a fiber-wise metric on the cotangent bundle T
∗M . One of the interesting features is
that hG is preserved by Courant algebroid isomorphisms orthogonal with respect to respective
generalized metrics.
Lemma 3.6. Let (E, ρ, 〈·, ·〉E) and (E′, ρ′, 〈·, ·〉E′) be a pair of vector bundles with anchors and
fiber-wise metrics (brackets are not important for this lemma) and let F ∈ Hom(E,E′) be an
isomorphism in the sense of (19), excluding the brackets. Assume that G is a generalized metric
on E and G′ a generalized metric on E′, such that
G(ψ, ψ′) = G′(F(ψ),F(ψ′)), (31)
for all ψ, ψ′ ∈ Γ(E). Then hG = hG′ .
Proof. Direct calculation. 
In the example of E = TM and the generalized metric (27), the symmetric form hG is trivial
to calculate, as ρ∗(ξ) = (0, ξ), and consequently hG = g
−1. As ρ is surjective, hG is positive
definite, as expected. Observe that the only automorphisms of (E, ρ, 〈·, ·〉E) are exactly of the
form (28), and it follows from (29) that hG is indeed invariant under such automorphisms.
4 Courant algebroid connections
Having a vector bundle E with an anchor ρ ∈ Hom(E, TM), it is natural to consider on E
an obvious generalization of the ordinary TM -connections. For Courant algebroids connections
were introduced in [14] or in unpublished notes [2].
Definition 4.1. Let (E, ρ, 〈·, ·〉E , [·, ·]E) be a Courant algebroid. Let ∇ : Γ(E) × Γ(E) → Γ(E)
be an R-bilinear map. We use the usual notation ∇(ψ, ψ′) ≡ ∇ψψ′, for all ψ, ψ′ ∈ Γ(E). We say
that ∇ is a Courant algebroid connection if it satisfies:
∇fψψ
′ = f∇ψψ
′, ∇ψ(fψ
′) = f∇ψψ
′ + (ρ(ψ).f)ψ′, (32)
for all ψ, ψ′ ∈ Γ(E) and f ∈ C∞(M), and it is compatible with the fiber-wise metric 〈·, ·〉E :
ρ(ψ).〈ψ′, ψ′′〉E = 〈∇ψψ
′, ψ′′〉E + 〈ψ
′,∇ψψ
′′〉E , (33)
for all ψ, ψ′, ψ′′ ∈ Γ(E).
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Remark 4.2. Recall that for every vector bundle E, there exists a vector bundle D(E), whose
sections are called derivations on E. To be more specific, D ∈ Γ(D(E)), if D is an R-linear map
D : Γ(E)→ Γ(E), such that there exists a vector field a(D) ∈ X(M) and
D(fψ) = fD(ψ) + (a(D).f)ψ. (34)
One can prove that a can be viewed as a surjective vector bundle morphism a ∈ Hom(D(E), TM),
and the bracket [D,D′]D(E)(ψ) := D(D
′(ψ))−D′(D(ψ)) makes the triple (D(E), a, [·, ·]D(E)) into
a transitive Lie algebroid, fitting into the short exact sequence of Lie algebroids:
0 End(E) D(E) TM 0a (35)
Splittings of this sequence in the category of vector bundles correspond to ordinary vector bundle
connections on E, in the category of Lie algebroids they correspond to flat vector bundle con-
nections. Also, note that 35 is an Atiyah sequence for the frame bundle of E. See the classical
book [24] for a more detailed explanation. As E is equipped with a fiber-wise metric 〈·, ·〉E , one
can define a following submodule of the module of derivations:
Sym(E) = {D ∈ Γ(D(E)) | 〈D(ψ), ψ′〉E + 〈ψ,D(ψ
′)〉E = a(D).〈ψ, ψ
′〉E} (36)
The definition of the Courant algebroid connection can be now reformulated in this alternative
language. Namely, any vector bundle map∇ ∈ Hom(E,D(E)) is a Courant algebroid connection,
if it takes values in the submodule Sym(E) and it fits into a diagram
E D(E)
TM
∇
ρ a
. (37)
This viewpoint gives us an immediate answer to the question of existence of Courant algebroid
connections. We only need a splitting σ ∈ Hom(TM,D(E)) of (35) valued in Sym(E). But this
is a vector bundle connection on E compatible with 〈·, ·〉E , which exists for any fiber-wise metric.
Setting ∇ = σ ◦ ρ gives the required Courant algebroid connection on E.
Remark 4.3. Having a Courant algebroid connection ∇, one can extend every operator ∇ψ to
the whole tensor algebra T (E) using the conventional formulas. For example, when η ∈ Γ(E∗)
is a 1-form on E, one defines
〈∇ψη, ψ
′〉 = ρ(ψ).〈η, ψ′〉 − 〈η,∇ψψ
′〉, (38)
for all ψ, ψ′ ∈ Γ(E). It follows from (32) that ∇ψη ∈ Γ(E∗). Note that the extension of ∇ to
T (E) will always be denoted by the same symbol. The metric compatibility (33) can now be
rewritten as ∇ψgE = 0 for all ψ ∈ Γ(E), or simply as ∇gE = 0.
Any Courant algebroid connection ∇ naturally defines a covariant divergence operator
div∇ : Γ(E)→ C∞(M). Indeed, set
div∇(ψ) = 〈∇ψλψ, ψ
λ〉, (39)
for all ψ ∈ Γ(E), where {ψλ}
rank(E)
λ=1 is an arbitrary local frame on E, and {ψ
λ}
rank(E)
λ=1 is the
respective dual frame on E∗. As ∇ψ is C
∞(M)-linear in ψ, it is well defined. One can easily
derive the following Leibniz rule for this operator:
div∇(fψ) = f div∇(ψ) + ρ(ψ).f, (40)
for all ψ ∈ Γ(E) and f ∈ C∞(M). Now, recall the C∞(M)-linear map D (12) going in the oppo-
site direction. It is thus interesting to investigate its compositions with the covariant divergence.
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Lemma 4.4. Let X∇ : C
∞(M)→ C∞(M) be an R-linear operator defined as a composition
X∇ = div∇ ◦ D. (41)
Then X∇ is a vector field on M . Moreover, this vector field is invariant under Courant algebroid
isomorphisms (19) in the sense explained in the proof. We call X∇ ∈ X(M) the characteristic
vector field of the Courant algebroid connection ∇.
Proof. First, one can rewrite (40) using D and 〈·, ·〉E as
div∇(fψ) = f div∇(ψ) + 〈Df, ψ〉E , (42)
for all ψ ∈ Γ(E) and f ∈ C∞(M). Moreover, note that D satisfies the Leibniz rule in the same
form as a usual differential, D(fg) = D(f)g + fD(g). Consequently
div∇(D(fg)) = div∇(D(f)g + fD(g)) = div∇(Df)g + f div∇(Dg) + 2〈Df,Dg〉E , (43)
for all f, g ∈ C∞(M). But recall that every Courant algebroid satisfies (18). Hence the last term
vanishes and we obtain the rule
X∇(fg) = X∇(f)g + fX∇(g), (44)
proving thatX∇ is indeed a vector field onM . Next, let (E, ρ, 〈·, ·〉E , [·, ·]E) and (E′, ρ′, 〈·, ·〉E′ , [·, ·]E′)
be two isomorphic Courant algebroids, that is F ∈ Hom(E,E′) satisfies (19). Let ∇ be a Courant
algebroid connection on E, and let ∇′ be defined by
F(∇ψψ
′) = ∇′F(ψ)F(ψ
′), (45)
for all ψ, ψ′ ∈ Γ(E). Clearly, ∇′ is a Courant algebroid connection on E′. The assertion of the
lemma is that X∇ = X∇′ . It follows from (45) that div∇(ψ) = div∇′(F(ψ)) for all ψ ∈ Γ(E).
Also, D′f = F(Df) from (19). Consequently, one obtains div∇(Df) = div∇′(D′f). 
There is another tensorial quantity invariant in the same sense as X∇ of the previous lemma.
It uses the induced vector bundle map ρ∗ ∈ Hom(T ∗M,E). It is a contravariant tensor V∇ ∈
T 30 (M) defined as
V∇(ξ, η, ζ) = 〈∇ρ∗(ξ)ρ
∗(η), ρ∗(ζ)〉E , (46)
for all ξ, η, ζ ∈ Ω1(M). This quantity is indeed C∞(M)-linear in all inputs. For the second one,
ρ ◦ ρ∗ = 0 must be used. It follows from (33) that in fact one has V∇ ∈ Ω1(M)⊗Ω2(M), that is
V∇(ξ, η, ζ) + V∇(ξ, ζ, η) = 0. Moreover, V∇ is invariant under Courant algebroid isomorphisms,
i.e., V∇ = V∇′ .
Remark 4.5. It might seem that the bracket [·, ·]E is irrelevant for the definitions of X∇ and V∇.
This is not true, as equations in (18) were proved using the left Leibniz rule (15) combined with
(3). However, everything still works for pre-Courant algebroids mentioned in Remark 2.11.
The Main idea behind Courant algebroid connections generalizing the ordinary vector bun-
dle connections is to have an R-bilinear map mapping a pair of sections of E to a section of
E. It thus resembles standard manifold connections. This suggests an attempt to define an
analogue of the torsion operator. However, the naive guess T (ψ, ψ′) = ∇ψψ′ −∇ψ′ψ − [ψ, ψ′]E
fails. The map T is neither skew-symmetric nor C∞(M)-linear in ψ. A solution to this problem
was proposed independently in [2] and [14]. Both definitions are equivalent for Courant alge-
broid connections, i.e., those satisfying (33). A downside of this notion of torsion is its unclear
geometrical interpretation.
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Definition 4.6. Let (E, ρ, 〈·, ·〉E , [·, ·]E) be a Courant algebroid, and let∇ be a Courant algebroid
connection. Then a torsion operator is a map T : Γ(E)× Γ(E)→ Γ(E) defined as
T (ψ, ψ′) = ∇ψψ
′ −∇ψ′ψ − [ψ, ψ
′]E + 〈∇ψλψ, ψ
′〉E · ψ
λ
E , (47)
for all ψ, ψ′ ∈ Γ(E), where {ψλ}
rank(E)
λ=1 is an arbitrary local frame on E, {ψ
λ}
rank(E)
λ=1 the corre-
sponding dual one. We denote by ψλE the inverse image of the dual frame under the isomorphism
gE , that is ψ
λ
E := g
−1
E (ψ
λ), for each λ.
Lemma 4.7. The torsion operator T defined by (47) is skew-symmetric and C∞(M)-linear
in both inputs. It thus defines a torsion tensor T ∈ T 12 (E). Moreover, one can define the
covariant tensor TG ∈ Ω2(E)⊗ Ω1(E) as
TG(ψ, ψ
′, ψ′′) = 〈T (ψ, ψ′), ψ′′〉E ≡ 〈∇ψψ
′ −∇ψ′ψ − [ψ, ψ
′]E , ψ
′′〉E + 〈∇ψ′′ψ, ψ
′〉E , (48)
for all ψ, ψ′, ψ′′ ∈ Γ(E). Such a TG is completely skew-symmetric, and one calls TG ∈ Ω3(E) the
(Gualtieri) torsion 3-form.
Proof. This is a straightforward calculation using the definitions of the Courant algebroid connec-
tion (32, 33) and of the Courant algebroid bracket (1, 14, 15). For example, the skew-symmetry
of the operator T in its inputs can be proved as follows:
TG(ψ, ψ, ψ
′) = 〈∇ψ′ψ, ψ〉E − 〈[ψ, ψ]E , ψ
′〉E =
1
2
ρ(ψ′).〈ψ, ψ〉E − 〈[ψ, ψ]E , ψ
′〉E = 0, (49)
for all ψ, ψ′ ∈ Γ(E), where the last equality follows from (16). Hence T (ψ, ψ) = 0, which proves
the skew-symmetry. The proof of other assertions is similar. Note that only Leibniz rule and
axiom (14) are used in the proof, one does not need neither the Leibniz identity nor the property
(3). 
With the torsion operator issue successfully resolved, we can turn our attention to the curva-
ture operator. Again, the naive definition brings up essentially the same issues as in the case of
the torsion operator. Define an operator R(0) as for an ordinary linear connection on a manifold:
R(0)(ψ, ψ′)φ = ∇ψ∇ψ′φ−∇ψ′∇ψφ−∇[ψ,ψ′]Eφ, (50)
for all ψ, ψ′, φ, φ′ ∈ Γ(E). This operator is not skew-symmetric in (ψ, ψ′), and moreover the
C∞(M)-linearity in the first input ψ is broken due to the more complicated left Leibniz rule
(15). To be more precise, one obtains
R(0)(fψ, ψ′)φ = fR(0)(ψ, ψ′)φ− 〈ψ, ψ′〉E · ∇Df (φ). (51)
One can circumvent this inconvenience using various approaches. As an example, one can con-
sider ψ, ψ′ ∈ Γ(L), where L ⊆ E is a Dirac structure in E, i.e., a subbundle maximally isotropic
with respect to 〈·, ·〉E and involutive with respect to [·, ·]E . Note that L with restricted anchor
and bracket is always a Lie algebroid, and R(0) restricted on ψ, ψ′ ∈ Γ(L) is then the curvature
of the Lie algebroid connection ∇|L on E. If R(0) vanishes, such a flat connection defines a Lie
algebroid action of L on the vector bundle E. Alternatively, one can take ψ and ψ′ to be sections
of mutually orthogonal subbundles, such as e.g. V± defined by generalized Riemannian metric,
see Definition 3.2. This is an approach pursued e.g. in [9].
One can follow a completely different path in which one modifies R(0) in order to make it into
a honest tensor on E. This definition does not require any additional structure. A convenient
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definition can be found in the work of Hohm and Zwiebach [16] on double field theory. Up to
prefactors, the following definition follows their idea. It is convenient to work with covariant
tensors instead of operators. To be more specific, define R(0) : Γ(E)⊗4 → C∞(M) as
R(0)(φ′, φ, ψ, ψ′) := 〈R(0)(ψ, ψ′)φ, φ′〉E , (52)
for all ψ, ψ′, φ, φ′ ∈ Γ(E). We use the same letter for both objects. We hope that this will cause
no confusion.
Definition 4.8. Let (E, ρ, 〈·, ·〉E , [·, ·]E) be a Courant algebroid, and let∇ be a Courant algebroid
connection. Then the Riemann curvature tensor R ∈ T 04 (E) of the connection ∇ is defined
as
R(φ′, φ, ψ, ψ′) =
1
2
{R(0)(φ′, φ, ψ, ψ′) +R(0)(ψ′, ψ, φ, φ′) + 〈∇ψλψ, ψ
′〉E · 〈∇ψλ
E
φ, φ′〉E}, (53)
for all ψ, ψ′, φ, φ′ ∈ Γ(E). The Riemann curvature operator is the operator R related to the
Riemann curvature tensor as 〈R(ψ, ψ′)φ, φ′〉E = R(φ′, φ, ψ, ψ′) and denoted by the same symbol.
Remark 4.9. In the definitions presented here, we choose to not use the adjective ”generalized”
in order to declutter the written text. It should be always clear from the context which kind of
objects we have in mind. Moreover, we sometimes omit the words Riemann2 or curvature (but
never both).
The local frame in the above definition {ψλ}
rank(E)
λ=1 on E is again arbitrary, and {ψ
λ
E}
rank(E)
λ=1 is
the induced local frame defined uniquely by relations 〈ψλ, ψ
µ
E〉E = δ
µ
λ . Apart from the C
∞(M)-
linearity in all inputs, this definition gives a tensor R with interesting symmetries, similar3 to
those of ordinary Riemann curvature tensor. We summarize these observations in the form of a
proposition.
Proposition 4.10. The map (53) is C∞(M)-linear in all inputs, hence indeed R ∈ T 04 (E).
Moreover, it possesses the following symmetries:
R(φ′, φ, ψ, ψ′) +R(φ′, φ, ψ′, ψ) = 0, (54)
R(φ′, φ, ψ, ψ′) +R(φ, φ′, ψ, ψ′) = 0, (55)
R(φ′, φ, ψ, ψ′)−R(ψ′, ψ, φ, φ′) = 0, (56)
for all ψ, ψ′, φ, φ′ ∈ Γ(E). In particular, the curvature operator R(ψ, ψ′) is skew-symmetric in
(ψ, ψ′). Moreover, (54 - 56) imply the interchange symmetry:
R(φ′, φ, ψ, ψ′)−R(ψ, ψ′, φ′, φ) = 0. (57)
Proof. From (1, 3, 15) and (32) it follows that R(0) is C∞(M)-linear in all inputs except for the
third one, where (51) applies:
R(0)(φ′, φ, fψ, ψ′) = fR(0)(φ′, φ, ψ, ψ′)− 〈ψ, ψ′〉E · 〈∇Df (φ), φ
′〉E . (58)
But this is exactly corrected by the third term in (53):
〈∇ψλ(fψ), ψ
′〉E · 〈∇ψλ
E
φ, φ′〉E = {f〈∇ψλ(ψ), ψ
′〉E + (ρ(ψλ).f) · 〈ψ, ψ
′〉E} · 〈∇ψλ
E
φ, φ′〉E}. (59)
2Sorry, Bernhard.
3But not the same!
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Note that ρ(ψλ).f = 〈ψλ,Df〉E and 〈ψλ,Df〉E · ψλE = Df . The second term of the expression
on the right-hand side thus gives precisely 〈ψ, ψ′〉E · 〈∇Df (φ), φ
′〉E . Similarly, the second copy
of R(0) in (53) is C∞(M)-linear in all inputs except for φ, which is again corrected by the third
term. This term itself is C∞(M)-linear in the remaining two inputs ψ′ and φ′. Hence R ∈ T 04 (E).
Next, the symmetries. The one in (56) is manifest, following directly from the definition (53).
To prove (54), one first shows that the map R(0) in fact satisfies (55). This is follows by repeated
use of (33) together with (3). With the help of this observation, one has
R(0)(φ′, φ, ψ, ψ) = −〈∇[ψ,ψ]Eφ, φ
′〉E , (60)
R(0)(ψ, ψ, φ, φ′) = 0, (61)
for all ψ, φ, φ′ ∈ Γ(E). For the third term, one finds
〈∇ψλψ, ψ〉E · 〈∇ψλ
E
φ, φ′〉E =
1
2
(ρ(ψλ).〈ψ, ψ〉E) · 〈∇ψλ
E
φ, φ′〉E
=
1
2
〈D〈ψ, ψ〉E , ψλ〉E · 〈∇ψλ
E
φ, φ′〉E
= 〈∇ 1
2
D〈ψ,ψ〉Eφ, φ
′〉E .
(62)
Here we have used the metric compatibility (33). Summing up all three expressions, one obtains
R(φ′, φ, ψ, ψ) =
1
2
〈∇[ψ,ψ]E− 12D〈ψ,ψ〉Eφ, φ
′〉E = 0, (63)
as there holds the Courant algebroid axiom in the form (16). This proves (54). The symmetry in
(55) now in fact follows from (54) combined with (56). The rest of the assertions easily follows
and the proposition is now proved. 
Remark 4.11. Note that opposed to the definition of T , one needs (3) to hold in order to obtain
a tensorial quantity R. The metric compatibility (33) is only required in order to have the
symmetries (54, 55) and their consequence (57). Note that the symmetry (56) is new compared
to the Riemannian geometry, and it implies (57) which for ordinary Riemann tensor holds only
if ∇ is torsion-free.
Symmetries of the Riemann tensor are important for an unambiguous definition of the Ricci
tensor, the contraction of R in two indices. Moreover, note that one always has a fiber-wise
metric 〈·, ·〉E at disposal to raise indices.
Definition 4.12. Let (E, ρ, 〈·, ·〉E , [·, ·]E) be a Courant algebroid, and let ∇ be a Courant alge-
broid connection. Then the Ricci curvature tensor Ric ∈ T 02 (E) is defined as
Ric(ψ, ψ′) = 〈ψλ, R(ψλ, ψ
′)ψ〉E ≡ R(ψ
λ
E , ψ, ψλ, ψ
′), (64)
for all ψ, ψ′ ∈ Γ(E). It is symmetric in (ψ, ψ′) and all other contractions in two indices of R are
either zero or proportional to Ric. Moreover, one defines the Courant-Ricci scalar RE as
RE = Ric(ψ
λ
E , ψλ) ≡ R(ψ
µ
E , ψ
λ
E , ψµ, ψλ). (65)
We use the name Courant-Ricci as to indicate that 〈·, ·〉E is used for calculation of the trace.
Although, at the moment, the definitions of R and T lack a clear geometric interpretation,
they interplay together in the following analogue of the algebraic Bianchi identity. This was
proved in a similar fashion in [16]. Notice that the right-hand side is different from the ordinary
manifold case.
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Theorem 4.13 (Algebraic Bianchi identity). Let ∇ be a Courant algebroid connection. Then
its curvature operator R satisfies the identity
R(ψ, ψ′)ψ′′ + cyclic(ψ, ψ′, ψ′′) =
1
2
{(∇ψTG)(ψ
′, ψ′′, ψλ) · ψ
λ
E − T (ψ, T (ψ
′, ψ′′))
+ cyclic(ψ, ψ′, ψ′′)− (∇ψλTG)(ψ, ψ
′, ψ′′) · ψλE},
(66)
for all ψ, ψ′, ψ′′ ∈ Γ(E). In particular, if T = 0, one has
R(ψ, ψ′)ψ′′ + cyclic(ψ, ψ′, ψ′′) = 0. (67)
Proof. The proof is rather technical but straightforward. In the proof, we will use the abbrevi-
ation cyc for cyclic(ψ, ψ′, ψ′′). Let us start with reordering the Leibniz identity (2). One uses
(14) and (18) to find
[ψ, [ψ′, ψ′′]E ]E + cyc = D〈[ψ, ψ
′]E , ψ
′′〉E +D〈ψ
′,D〈ψ, ψ′′〉E〉E . (68)
Contracting this with φ ∈ Γ(E) gives
〈[ψ, [ψ′, ψ′′]E ]E , φ〉E + cyc = ρ(φ).〈[ψ, ψ
′]E , ψ
′′〉E + ρ(φ).〈ψ
′,D〈ψ, ψ′′〉E〉E . (69)
We will now derive the Bianchi identity for the map R(0). This is analogous to the usual
proof, except that we now have to use ∇ψψ′ − ∇ψ′ψ = [ψ, ψ′]E + T (ψ, ψ′) − K(ψ, ψ′), where
K(ψ, ψ′) = 〈∇ψλψ, ψ
′〉E · ψλE . One obtains
R(0)(φ, ψ′′, ψ, ψ′) + cyc = 〈∇ψ(∇ψ′ψ
′′ −∇ψ′′ψ
′), φ〉E − 〈∇[ψ,ψ′]Eψ
′′, φ〉E + cyc
= 〈∇ψ([ψ
′, ψ′′]E + T (ψ
′, ψ′′)−K(ψ′, ψ′′)), φ〉E + cyc
− 〈∇[ψ,ψ′]E , ψ
′′, φ〉E + cyc
= 〈∇ψ(T (ψ
′, ψ′′)) + T (ψ, [ψ′, ψ′′]E), φ〉E + cyc
− 〈∇ψ(K(ψ
′, ψ′′)), φ〉E − 〈K(ψ, [ψ
′, ψ′′]E), φ〉E + cyc
+ 〈[ψ, [ψ′, ψ′′]E ]E , φ〉E + cyc.
(70)
Using (69) and the definition of K, we can rewrite the above result as
R(0)(φ, ψ′′, ψ, ψ′) + cyc = 〈T(ψ, ψ′, ψ′′), φ〉E
− 〈∇ψ(K(ψ
′, ψ′′)), φ〉E − 〈∇φψ, [ψ
′, ψ′′]E〉E + cyc
+ ρ(φ).〈[ψ, ψ′]E , ψ
′′〉E + ρ(φ).〈ψ
′,D〈ψ, ψ′′〉E〉E ,
(71)
where by T we have denoted the following expression
T(ψ, ψ′, ψ′′) = 〈∇ψ(T (ψ
′, ψ′′)) + T (ψ, [ψ′, ψ′′]E), φ〉E + cyc. (72)
For the ordinary manifold case, this is exactly the right-hand side of the Bianchi identity. How-
ever, for a Courant algebroid connection, T is not a tensor. Now, note that
〈∇ψλψ, ψ
′〉E · 〈∇ψλ
E
ψ′′, φ〉E + cyc = 〈∇K(ψ′,ψ′′)ψ, φ〉E + cyc, (73)
and we will thus combine this term with the Bianchi identity for R(0) above in order to find
R(0)(φ, ψ′′, ψ, ψ′) + 〈∇K(ψ′,ψ′′)ψ, φ〉E + cyc = 〈T
′(ψ, ψ′, ψ′′), φ〉E
+ 〈[K(ψ, ψ′), ψ′′]E , φ〉E + cyc
− 〈∇φψ, [ψ
′, ψ′′]E〉E + cyc
− 〈∇φ(K(ψ
′, ψ′′)), ψ〉E + cyc
+ ρ(φ).〈[ψ, ψ′]E , ψ
′′〉E + ρ(φ).〈ψ
′,D〈ψ, ψ′′〉E〉E ,
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where T′ is a covariant tensor on E defined by
T′(ψ, ψ′, ψ′′) = 〈∇ψ(T (ψ
′, ψ′′)) + T (ψ, [ψ′, ψ′′]E −K(ψ
′, ψ′′)), φ〉E + cyc. (74)
Now, one has to deal with the remaining terms. Recall that 〈K(ψ, ψ′), φ〉E = 〈∇φψ, ψ′〉E . The
most complicated is the second one. Using (13), (14) and the metric compatibility (33), one finds
〈K(ψ, ψ′), ψ′′]E , φ〉E = ρ(φ).〈K(ψ, ψ
′), ψ′′〉E − 〈[ψ
′′,K(ψ, ψ′)]E , φ〉E
= ρ(φ).〈K(ψ, ψ′), ψ′′〉E − ρ(ψ
′′).〈K(ψ, ψ′), φ〉E + 〈K(ψ, ψ
′), [ψ′′, φ]E〉E
= −R(0)(ψ′, ψ, ψ′′, φ) + 〈∇ψ′′ψ,∇φψ
′〉E − 〈∇φψ,∇ψ′′ψ
′〉E .
Summing both sides over the cyclic permutations, one finds
〈[K(ψ, ψ′), ψ′′]E , φ〉E + cyc = −R
(0)(ψ′, ψ, ψ′′, φ) + 〈∇ψψ
′ −∇ψ′ψ,∇φψ
′′〉E + cyc
= −R(0)(ψ′, ψ, ψ′′, φ) + 〈T (ψ, ψ′) + [ψ, ψ′]E ,∇φψ
′′〉E + cyc
− 〈K(ψ, ψ′),∇φψ
′′〉E + cyc.
(75)
This means that this term cancels the second copy of R(0). We can now plug into the definition:
R(φ, ψ′′, ψ, ψ′) + cyc =
1
2
{
〈T′(ψ, ψ′, ψ′′), φ〉E
− 〈∇φ(K(ψ, ψ
′)), ψ′′〉E − 〈K(ψ, ψ
′),∇φψ
′′〉E + cyc
+ ρ(φ).〈[ψ, ψ′]E , ψ
′′〉E + ρ(φ).〈ψ
′,D〈ψ, ψ′′〉E〉E
+ 〈T (ψ, ψ′),∇φψ
′′〉E + cyc
}
.
(76)
The terms on the second line can be rewritten using the metric compatibility (33) and combined
with the two terms on the third line to find
− ρ(φ).〈∇ψψ
′ −∇ψ′ψ − [ψ, ψ
′]E +K(ψ, ψ
′), ψ′′〉E = −ρ(φ).TG(ψ, ψ
′, ψ′′). (77)
Finally, this combines with the very last line to give the tensorial expression
R(φ, ψ′′, ψ, ψ′) + cyc =
1
2
{〈T′(ψ, ψ′, ψ′′), φ〉E − (∇φTG)(ψ, ψ
′, ψ′′)}. (78)
To finish the proof, it remains to prove that the first term T′ can be rewritten to match (66).
This is straightforward, as [ψ, ψ′]E −K(ψ, ψ′) = −T (ψ, ψ′) +∇ψψ′ −∇ψ′ψ, and thus
〈T′(ψ, ψ′, ψ′′), φ〉E = 〈∇ψ(T (ψ
′, ψ′′)), φ〉E + TG(ψ,∇ψ′ψ
′′ −∇ψ′′ψ
′ − T (ψ′, ψ′′), φ) + cyc
= (∇ψTG)(ψ
′, ψ′′, φ) − TG(ψ, T (ψ
′, ψ′′), φ) + cyc.
(79)
Plugging into the above formula, we conclude that
R(φ, ψ′′, ψ, ψ′) + cyclic(ψ, ψ′, ψ′′) =
1
2
{(∇ψTG)(ψ
′, ψ′′, φ)− TG(ψ, T (ψ
′, ψ′′), φ)
+ cyclic(ψ, ψ′, ψ′′)− (∇φTG)(ψ, ψ
′, ψ′′)},
(80)
which is exactly the algebraic Bianchi identity (66). 
Remark 4.14. We have included this painful proof mainly in order to demonstrate how non-
trivially the axioms of Courant algebroid and of the metric compatibility (33) interplay to give
the result fully expressible in terms of the torsion 3-form TG and its covariant derivatives. In
particular, note that unlike anywhere before, one uses the Leibniz identity (2) in the proof.
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To conclude this section, we point out one very important property of the tensors T and R,
namely how they transform under Courant algebroid isomorphisms. The answer supports our
arguments why it is a good idea to take the definitions (47) and (53) seriously.
Proposition 4.15. Let (E, ρ, 〈·, ·〉E , [·, ·]E) and (E′, ρ′, 〈·, ·〉E′ , [·, ·]E′) be two isomorphic Courant
algebroids, and let F ∈ Hom(E,E′) be the isomorphism. Assume that ∇ and ∇′ are two connec-
tions related as in (45). Let (TG, R) correspond to ∇ and let (T ′G, R
′) correspond to ∇′.
Then TG = F∗T ′G and R = F
∗R′. Consequently, Ric = F∗Ric′ and RE = RE′ .
Proof. This is a straightforward calculation using (19) and (45). For example, one has
TG(ψ, ψ
′, ψ′′) = 〈∇ψψ
′ −∇ψ′ψ − [ψ, ψ
′]E , ψ
′′〉E + 〈∇ψ′′ψ, ψ
′〉E
= 〈F{∇ψψ
′ −∇ψ′ψ − [ψ, ψ
′]E},F(ψ
′′)〉E′ + 〈F(∇ψ′′ψ),F(ψ
′)〉E′
= 〈∇′F(ψ)F(ψ
′)−∇′F(ψ′)F(ψ)− [F(ψ),F(ψ
′)]E′ ,F(ψ
′′)〉E′
+ 〈∇′F(ψ′′)F(ψ),F(ψ
′)〉E′
= T ′G(F(ψ),F(ψ
′),F(ψ′′)),
(81)
for all ψ, ψ′, ψ′′ ∈ Γ(E). The proof for R is similar. 
5 Levi-Civita connections
Assume that (E, ρ, 〈·, ·〉E , [·, ·]E) is a Courant algebroid, equipped with a generalized Riemannian
metricG. It is thus natural to consider Courant algebroid connections which are compatible with
the fiber-wise metric G. First, we can reinterpret this requirement in terms of other structures
induced by a generalized metric.
Lemma 5.1. Let ∇ be a Courant algebroid connection.
Then the following statements are equivalent:
1. ∇ is compatible with G, that is ∇G = 0.
2. ∇ commutes with the map τ , that is ∇ψ(τ(ψ′)) = τ(∇ψψ′) for all ψ, ψ′ ∈ Γ(E).
3. ∇ preserves the subbundle V+, that is ∇ψ(V+) ⊆ V+ for all ψ ∈ Γ(E).
Proof. First, prove 1. ⇒ 2., so assume that ∇G = 0. This and (33) imply that for every
ψ ∈ Γ(E), ∇ψ commutes with both isomorphisms gE ∈ Hom(E,E
∗) and G ∈ Hom(E,E∗),
induced by the fiber-wise metrics. As τ = g−1E G, this proves the assertion. The implication
2. ⇒ 3. is trivial, as V+ is the +1 eigenbundle of τ . To show 3. ⇒ 1., one first proves that ∇ψ
preserves also V−. This follows from (33) and the fact that V− = V
⊥
+ . This proves that for each
ψ ∈ Γ(E), ∇ψ is block-diagonal with respect to the decomposition E = V+ ⊕ V−. The same
holds for gE and G, namely, we have the following formal block forms of the involved objects:
∇ψ =
(
∇+ψ 0
0 ∇−ψ
)
, gE =
(
g+E 0
0 g−E
)
, G =
(
g+E 0
0 −g−E
)
, (82)
where by ∇±ψ and g
±
E we denote the induced objects on V±. Note that by construction of
generalized metric, g+E > 0 and g
−
E < 0. (33) is then equivalent to ∇
±
ψ (g
±
E ) = 0. This in turn
implies ∇ψG = 0, as the only difference is the sign in front of g
−
E . 
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This proof also answers the question about existence of a Courant algebroid connection
compatible with the generalized metric G. One simply has to find a pair of vector bundle
connections ∇′± on V± compatible with g
±
E . This is always possible and we can, using (82),
construct a vector bundle connection ∇′ on E = V+⊕V− compatible with both gE and G. Then
set ∇ψ = ∇′ρ(ψ) to obtain an example of a Courant algebroid connection compatible with G.
As we have introduced the operator of torsion, it is natural to consider connections which
are torsion-free. Note that, for the consistency of this condition, it is important that T is indeed
a tensor. To follow the terminology in Riemannian geometry, we refer to such connections as
Levi-Civita connections.
Definition 5.2. Let (E, ρ, 〈·, ·〉E , [·, ·]E) be a Courant algebroid, let G be a generalized metric
on E, and let ∇ be a Courant algebroid connection.
We say that ∇ is a Levi-Civita connection on E with respect to the generalized metric G,
if ∇G = 0 and ∇ is a torsion-free connection, that is TG = 0.
The question of existence of Levi-Civita connections is more intriguing. We do not have a
resolute answer to this question. First, observe that an analogue of the usual formula for the
Levi-Civita connection does not even define a connection. One can try to follow the derivation
of the ordinary Levi-Civita connection. The crucial point of the derivation is to rewrite the
combination ∇ψψ′ − ∇ψ′ψ using the torsion and the bracket, which eventually leads to the
concept of a contortion tensor. This does not work here because the operator T defined by
(47) is more complicated. As we will now demonstrate, this is rather a conceptual problem -
in general, there can be infinitely many Levi-Civita connections. This is shown in the following
lemma:
Lemma 5.3. Let (E, ρ, 〈·, ·〉E , [·, ·]E) be a Courant algebroid equipped with a generalized metric
G. Let LC(E,G) denote the set of all Levi-Civita connections ∇ on E with respect to G. Assume
that LC(E,G) 6= ∅. Then LC(E,G) is an affine space, where its associated vector space is a
C∞(M)-module of sections Γ(LC0(E,G)) of a vector bundle LC0(E,G) of rank
rank(LC0(E,G)) =
1
3
p(p2 − 1) +
1
3
q(q2 − 1), (83)
where (p, q) is the signature of the fiber-wise metric 〈·, ·〉E.
Proof. By assumption, there exists at least one ∇ ∈ LC(E,G). Let ∇′ ∈ LC(E,G) be any other
Levi-Civita connection. Define a map K : Γ(E)⊗3 → C∞(M) as
K(ψ, ψ′, ψ′′) = 〈∇′ψψ
′ −∇ψψ
′, ψ′′〉E , (84)
for all ψ, ψ′, ψ′′ ∈ Γ(E). The property (32) of both connections implies that K ∈ T 03 (E).
Moreover, the compatibility with 〈·, ·〉E (33) of both connections forces K ∈ Ω1(E)⊗Ω2(E), that
is K is skew-symmetric in last two inputs. Next, the vanishing torsion 3-forms for both ∇ and
∇′ give
K(ψ, ψ′, ψ′′) + cyclic(ψ, ψ′, ψ′′) = 0, (85)
for all ψ, ψ′, ψ′′ ∈ Γ(E). For K ∈ Ω1(E) ⊗ Ω2(E), this is in fact equivalent to the requirement
Ka = 0, where Ka denotes the complete skew-symmetrization of the tensor K. Finally, as ∇ and
∇′ are both compatible with G, we find that K(ψ, ψ+, ψ−) = K(ψ, ψ−, ψ+) = 0 for all ψ ∈ Γ(E)
and ψ± ∈ Γ(V±). Combined with (85), this shows that K has to live in the C∞(M)-submodule
isomorphic to (Ω1(V+)⊗Ω2(V+))⊕ (Ω1(V−)⊗Ω2(V−)). In other words, K has non-trivial values
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only if all inputs are either from Γ(V+) or from Γ(V−). Moreover, we still have to impose (85).
This can be written as
Γ(LC0(E,G)) ∼=
Ω1(V+)⊗ Ω2(V+)
Ω3(V+)
⊕
Ω1(V−)⊗ Ω2(V−)
Ω3(V−)
(86)
As rank(V+) = p and rank(V−) = q, the formula (83) follows. 
We see that Levi-Civita connections is unique if and only if p, q ∈ {0, 1}. The proof of the
lemma states that given a fixed Levi-Civita connection ∇ ∈ LC(E,G), every other one can be
written as
∇′ψψ
′ = ∇ψψ + g
−1
E K(ψ, ψ
′, ·), (87)
for all ψ, ψ′ ∈ Γ(E), with K being a tensor with the above described properties. In the next
section, it will be convenient to express the Riemann tensor, as well as the Ricci tensor and the
Courant-Ricci scalar of ∇′ in terms of ∇ and K. Let ∇′ and ∇ be related by (87). First, by a
straightforward calculation, one gets
R′(0)(φ′, φ, ψ, ψ′) = R(0)(φ′, φ, ψ, ψ′)−K(K(ψ, ψ′), φ, φ′)
+ (∇ψK)(ψ
′, φ, φ′)− (∇ψ′K)(ψ, φ, φ
′)
+K(ψ, g−1E K(ψ
′, φ, ·), φ′)− K(ψ′, g−1E K(ψ, φ, ·), φ
′).
(88)
Here we used the torsion-free condition for ∇ in order to rewrite the bracket [·, ·]E using ∇ and
the map K(ψ, ψ′) = 〈∇ψλψ, ψ
′〉E · ψλE . The relation between the respective third terms in (53)
can be recast as
〈∇′ψλψ, ψ
′〉E · 〈∇
′
ψλ
E
φ, φ′〉E = 〈∇ψλψ, ψ
′〉E · 〈∇ψλ
E
φ, φ′〉E
+K(K(ψ, ψ′), φ, φ′) +K(K(φ, φ′), ψ, ψ′)
+K(g−1E K(·, ψ, ψ
′), φ, φ′).
(89)
The two terms with K cancel those coming from the two copies of R′(0) and we find
R′(φ′, φ, ψ, ψ′) = R(φ′, φ, ψ, ψ′) +
1
2
{(∇ψK)(ψ
′, φ, φ′)− (∇ψ′K)(ψ, φ, φ
′)
+ (∇φK)(φ
′, ψ, ψ′)− (∇φ′K)(φ, ψ, ψ
′) +K(g−1E K(·, ψ, ψ
′), φ, φ′)
+K(ψ, g−1E K(ψ
′, φ, ·), φ′)−K(ψ′, g−1E K(ψ, φ, ·), φ
′)
+K(φ, g−1E K(φ
′, ψ, ·), ψ′)−K(φ′, g−1E K(φ, ψ, ·), ψ
′)}.
(90)
Observe that this relation is consistent with both sides being tensors on E. One can now easily
find the relation between the two respective Ricci curvature tensors. Note that one uses the
fact that ∇ commutes with the contractions using the fiber-wise metric 〈·, ·〉E . The resulting
expression is
Ric′(ψ, ψ′) =Ric(ψ, ψ′) +
1
2
{(∇ψλK)(ψ, ψ
′, ψλE) + (∇ψλK)(ψ
′, ψ, ψλE)
+ (∇ψK
′)(ψ′) + (∇ψ′K
′)(ψ) −K′(ψλ){K(ψ, ψ
′, ψλE) +K(ψ
′, ψ, ψλE)}
+K(g−1E K(·, ψλ, ψ
′), ψ, ψλE)− K(ψ
′, g−1E K(ψλ, ψ, ·), ψ
λ
E)
−K(ψλE , g
−1
E K(ψ, ψλ, ·), ψ
′)}.
(91)
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In the above formula the 1-form K′ on E is defined as K′ := K(ψλ, ψλE , .). Finally, we can
compare the two Courant-Ricci scalars R′E and RE . We introduce the covariant divergence of
the 1-form K′ as div∇(K′) := (∇ψλK
′)(ψλE) and a (pseudo)norm ‖K
′‖E of the 1-form K′ with
respect to the fiber-wise metric 〈·, ·〉E as ‖K′‖2E = g
−1
E (K
′,K′) = K′(ψλ)K ′(ψλE). Then
R′E = RE + 2div∇(K
′)−‖K′‖2E
+
1
2
{K(g−1E K(·, ψλ, ψµ), ψ
µ
E , ψ
λ
E)− 2K(ψ
µ
E , g
−1
E K(ψλ, ψµ, ·), ψ
λ
E)}.
(92)
This expression can be significantly simplified using the property (85) of K.
Lemma 5.4. We have
K(g−1E K(·, ψλ, ψµ), ψ
µ
E , ψ
λ
E)− 2K(ψ
µ
E , g
−1
E K(ψλ, ψµ, ·), ψ
λ
E) = 0. (93)
Proof. The equation above can be rewritten as
K(ψνE , ψ
µ
E , ψ
λ
E) · {K(ψν , ψλ, ψµ)− 2K(ψλ, ψν , ψµ)} = 0. (94)
We can now use (85) to rewrite the terms in the curly brackets to obtain the equation
K(ψνE , ψ
µ
E , ψ
λ
E) · {K(ψµ, ψν , ψλ) +K(ψλ, ψν , ψµ)} = 0. (95)
The term in the curly brackets is symmetric in (µ, λ), whereas the term with the upper indices
is skew-symmetric in (µ, λ). This proves the equation (93). 
We thus find a very simple relation of the two scalar curvatures, which we record in terms of
a proposition.
Proposition 5.5. Let ∇,∇′ ∈ LC(E,G) be two Levi-Civita connections related by (87). Then
the relation of the respective Courant-Ricci scalars has the form
R′E = RE + 2div∇(K
′)−‖K′‖2E . (96)
As we will show in the following sections, the crucial role will be played by another scalar
produced from the Ricci tensor Ric. Indeed, we have also the generalized metric G to raise the
indices. This leads us to the following definition.
Definition 5.6. Let ∇ be a Courant algebroid connection, and let G be a generalized metric
on E. Then the Ricci scalar RG corresponding to G is defined by
RG = Ric(G
−1(ψλ), ψλ). (97)
This curvature is invariant under Courant algebroid isomorphisms orthogonal with respect
to generalized metrics. This will be of special importance in the following section.
Lemma 5.7. Let all assumptions of Proposition 4.15 hold. Moreover, assume that ∇ ∈ LC(E,G).
Let G be a generalized metric on E and let G′ be a generalized metric on E, such that (31) holds.
Then ∇′ defined by (45) is in LC(E′,G′), and R′
G′
= RG, where R
′
G′
is the Ricci scalar of
∇′ corresponding to G′.
Proof. This is a direct consequence of the definition (97) and of Proposition 4.15 together with
the isometry condition (31). 
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We are interested in an analogue of (96) relating the two Ricci scalars R′
G
and RG. To
achieve this, we will use the decomposition E = V+ ⊕ V− together with the fact that K is
uniquely determined by its restrictions onto these two subbundles, which restriction we denote
as K±. In other words, if I± : V± → E are the inclusions of the respective subbundles, one
sets K± = I∗±(K). Using the same maps, one obtains two positive definite fiber-wise metrics G±
on V±, namely G± = I
∗
±(G). Using the notation introduced in (82), this gives G+ = g
+
E and
G− = −g
−
E , where g
±
E = I
∗
±(gE). One can now define the partial traces of K± ∈ Ω
1(V±)⊗Ω2(V±)
over V± using the respective fiber-wise metrics G±:
K′±(ψ) = K±(ψk,G
−1
± (ψ
k), ψ), (98)
where {ψk}
rank(V±)
k=1 are some local frames on V±, respectively. Similarly, one introduces the
respective covariant divergences and norms:
div∇±(K
′
±) = (∇
±
ψk
K′±)(G
−1
± (ψ
k)), ‖K′±‖
2
G±
= K′±(ψk) · K
′
±(G
−1
± (ψ
k)). (99)
Naturally, we could have used similar quantities defined using the metrics g±E , which would differ
only in signs. We can now state the analogue of Proposition 5.5 for the scalar curvatures R′
G
and RG.
Proposition 5.8. Let ∇,∇′ ∈ LC(E,G) be two Levi-Civita connections related by (87). Then
the relation between the two respective Courant-Ricci scalars has the form
R′
G
= RG + 2div∇+(K
′
+)− 2 div∇−(K
′
−)−‖K
′
+‖
2
G+
−‖K′−‖
2
G−
. (100)
Proof. The proof is analogous to the one leading to (96). Again, one starts from (91), being
aware of the fact that K has no non-trivial components except for those given by K±. 
To conclude this section, we show that there is at least one more interesting property of
Levi-Civita connections which is transferred under Courant algebroid isomorphisms preserving
the generalized metrics. We will see in the following that it plays a crucial role in physics
applications.
Definition 5.9. Let ∇ be a Courant algebroid connection. We say that ∇ is Ricci compatible
with G, if its Ricci tensor Ric is block-diagonal with respect to the decomposition E = V+⊕V−:
Ric(V+, V−) = 0. (101)
This is equivalent to saying that G−1Ric ∈ End(E) preserves either of the subbundles V±.
Lemma 5.10. Let all assumptions of Proposition 4.15 hold, and let G and G′ be two generalized
metrics related as in (31).
Then ∇ is Ricci compatible with G if and only if ∇′ is Ricci compatible with G′.
Proof. By definition F has to preserve the subbundles V±, that is F(V±) = V ′±. The rest follows
from the definition and Proposition 4.15. 
Remark 5.11. In the following we will impose some conditions on scalar curvatures RE and RG
as well as the Ricci compatibility with G. This does not lead to contradictory requirements,
as only the block-diagonal components of Ric contribute to the Ricci scalars. In particular,
imposing the Ricci compatibility gives in general no information about RE or RG.
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Example 5.12. Let (d, 0, 〈·, ·〉d, [·, ·]d) be the Courant algebroid corresponding to a quadratic
Lie algebra (d, 〈·, ·〉d, [·, ·]d). Let G be a generalized metric defining two linear subspaces V± ⊆ d.
Let P± : d→ V± be the two projectors and let x± ≡ P±(x) for all x ∈ d. Set
〈∇xy, z〉d =
1
3
〈[x+, y+]d, z+〉d +
1
3
〈[x−, y−]d, z−〉d
+ 〈[x−, y+]d, z+〉d + 〈[x+, y−]d, z−〉d,
(102)
for all x, y, z ∈ d. It is easy to check that ∇ is compatible with 〈·, ·〉d, as the right-hand side
is easily seen to be skew-symmetric in (y, z). It also preserves the subspace V+, as there is no
non-trivial contribution on the right-hand side when y = y+ and z = z−. It is easy to check that
it is also torsion-free. Hence ∇ ∈ LC(G, d) and this set is non-empty.
6 Solution for exact Courant algebroids
We will now analyze in detail the set of Levi-Civita connections for E = TM , equipped with
a H-twisted Dorfman bracket, see Example 2.10 for the corresponding definitions. Every exact
Courant algebroid over a given base manifold M is isomorphic to this case for some closed H ∈
Ω3(M), and all involved objects transform expectedly under Courant algebroid isomorphisms.
To examine Levi-Civita connections for exact Courant algebroids, it thus suffices to consider this
particular case.
Let G be a generalized metric (27) corresponding to a pair (g,B). We know that it can be
written as a product (29). Let ∇ be a Courant algebroid connection on (TM,ρ, 〈·, ·〉E , [·, ·]HD).
Define the connection ∇̂ as the twist of ∇ by the orthogonal map eB defined by (28). That is
eB(∇̂ψψ
′) = ∇eB(ψ)e
B(ψ′), (103)
for all ψ, ψ′ ∈ Γ(E). Moreover, note that
eB([ψ, ψ′]H+dBD ) = [e
B(ψ), eB(ψ′)]HD , 〈ψ, ψ
′〉E = 〈e
B(ψ), eB(ψ′)〉E (104)
hold, for all ψ, ψ′ ∈ Γ(E). Also, ρ(ψ) = ρ(eB(ψ)), for all ψ ∈ Γ(E). In other words, the map
eB is a Courant algebroid isomorphism of (TM,ρ, 〈·, ·〉E , [·, ·]
H+dB
D ) and (TM,ρ, 〈·, ·〉E , [·, ·]
H
D). It
follows from Proposition 4.15 that ∇ ∈ LC(TM,G) if and only if ∇̂ is a Levi-Civita connection
on TM with (H + dB)-twisted Dorfman bracket with respect to the block-diagonal generalized
metric G. From now on, let H ′ ≡ H + dB. This shows that it suffices to examine the set
LC(TM,G), where TM is endowed with the H ′-twisted Dorfman bracket.
In view of Lemma 5.3, the most important question is the existence of at least one Levi-
Civita connection. As G = BlockDiag(g, g−1), it is easy to find a Courant algebroid connection
compatible with the generalized metric. Indeed, set
∇̂LC(X,ξ) =
(
∇LCX 0
0 ∇LCX
)
, (105)
for all (X, ξ) ∈ Γ(TM). Here ∇LC is an ordinary Levi-Civita connection on the metric manifold
(M, g). We will often use this formal block form for operators on Γ(TM). For example, the
definition (105) is equivalent to
∇̂LC(X,ξ)(Y, η) = (∇
LC
X Y,∇
LC
X η), (106)
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for all (Y, η) ∈ Γ(TM). The connection ∇̂LC is not torsion-free, as T̂LCG = ρ
∗(H ′). Now, we look
for H ∈ Ω1(E)⊗ Ω2(E), such that the connection ∇̂0 defined by
∇̂0ψψ
′ = ∇̂LCψ ψ
′ + g−1E H(ψ, ψ
′, ·), (107)
for all ψ, ψ′ ∈ Γ(TM), becomes a Levi-Civita connection. It is easy to verify that the following
H solves this problem:
H((X, ξ), (Y, η), (Z, ζ)) =
1
6
H ′(g−1(ξ), Y, g−1(ζ)) +
1
6
H ′(g−1(ξ), g−1(η), Z)
−
1
3
H ′(X,Y, Z)−
1
3
H ′(X, g−1(η), g−1(ζ)),
(108)
for all (X, ξ), (Y, η), (Z, ζ) ∈ Γ(TM). Indeed, the requirement ∇̂0 ∈ LC(TM,G) is equivalent to
the following list of conditions imposed on H:
0 = H(ψ, ψ′, ψ′′) +H(ψ, ψ′′, ψ′), (109)
0 = H(ψ, ψ′, τ(ψ′′)) +H(ψ, ψ′′, τ(ψ′)), (110)
0 = H(ψ, ψ′, ψ′′) + cyclic(ψ, ψ′, ψ′′) +H ′(ρ(ψ), ρ(ψ′), ρ(ψ′′), (111)
for all ψ, ψ′, ψ′′ ∈ Γ(TM). Note that τ(X, ξ) = (g−1(ξ), g(X)), for all (X, ξ) ∈ Γ(TM). The
first condition is forced by the compatibility (33) of ∇̂0 with 〈·, ·〉E , the second one is forced by
the compatibility with G, that is ∇̂0G = 0, and the last one follows from the torsion-freeness
condition. All three equations are easily verified to hold for (108).
Proposition 6.1. There exists a Levi-Civita connection ∇̂0 ∈ LC(TM,G), given by formulas
(105), (107), and (108). We call it the minimal Levi-Civita connection on TM . In the block
form, it can be written as
∇̂0(X,ξ) =
(
∇LCX +
1
6g
−1H ′(g−1(ξ), ⋆, ·) − 13g
−1H ′(X, g−1(⋆), ·)
− 13H
′(X, ⋆, ·) ∇LCX +
1
6H
′(g−1(ξ), g−1(⋆), ·)
)
, (112)
for all (X, ξ) ∈ Γ(TM). The symbols ⋆ denote the ”inputs”. In other words, one has
∇̂0(X,ξ)(Y, η) =
(
∇LCX Y +
1
6
g−1H ′(g−1(ξ), Y, ·)−
1
3
g−1H ′(X, g−1(η), ·),
∇LCX η −
1
3
H ′(X,Y, ·) +
1
6
H ′(g−1(ξ), g−1(η), ·)
)
,
(113)
for all (X, ξ), (Y, η) ∈ Γ(TM).
Since we have now demonstrated that LC(TM,G) 6= 0, we know that there are infinitely
many Levi-Civita connections on TM thanks to Lemma 5.3.
In particular, one has rank(LC0(TM,G)) =
2
3n(n
2 − 1), where n = dim(M). Every other
Levi-Civita connection ∇̂ ∈ LC(TM,G) is now given a by formula
∇̂ψψ
′ = ∇̂0ψψ
′ + g−1E K(ψ, ψ
′, ·), (114)
where K has to satisfy (109, 110) with H replaced by K, together with (85). For E = TM , the
tensor K on E can conveniently be parametrized by a pair of ordinary tensors J ∈ X(M)⊗X2(M)
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and W ∈ Ω1(M)⊗ Ω2(M). Namely, the most general K satisfying (109, 110) can be written as
K((X, ξ), (Y, η), (Z, ζ)) = W (g−1(ξ), Y, Z) +W (X, g−1(η), Z)
+W (X,Y, g−1(ζ) +W (g−1(ξ), g−1(η), g−1(ζ))
− J(g(X), η, ζ)− J(ξ, g(Y ), ζ)
− J(ξ, η, g(Z))− J(g(X), g(Y ), g(Z)),
(115)
for all (X, ξ), (Y, η), (Z, ζ) ∈ Γ(TM). Plugging into (85) gives two independent condition on
tensors J and W , namely
J(ξ, η, ζ) + cyclic(ξ, η, ζ) = 0, W (X,Y, Z) + cyclic(X,Y, Z) = 0, (116)
for all ξ, η, ζ ∈ Ω1(M) and X,Y, Z ∈ X(M). Equivalently, one has Ja = 0 and Wa = 0, with
subscript a denoting the complete skew-symmetrization of the tensor. This gives a complete
description of the set LC(TM,G).
The main task of the following lines will be to find an expression for both scalar curvatures
R̂E and R̂G of the connection ∇̂ in terms of the manifold Levi-Civita connection ∇LC , the 3-
form H ′ and the pair of tensors W and J . In order to achieve this goal, we will employ the
propositions 5.5 and 5.8. In particular, this requires to calculate the scalar curvatures R̂0E and
R̂0G of the minimal connection ∇̂
0. We formulate the result in the form of a proposition.
Proposition 6.2. Let ∇̂0 ∈ LC(TM,G) be the minimal Levi-Civita connection (112). Then its
scalar curvatures R̂0E and R̂
0
G have the form
R̂0E = 0, R̂
0
G = R(g)−
1
2
〈H ′, H ′〉g, (117)
where R(g) is the usual Ricci scalar curvature of the manifold Levi-Civita connection ∇LC cor-
responding to the metric g, and 〈·, ·〉g is the scalar product of differential forms using the Hodge
duality operator ∗g, that is for α, β ∈ Ωp(M), define
α ∧ ∗gβ =: 〈α, β〉g · volg, (118)
where volg ∈ Ωn(M) is the canonical volume form on the metric manifold (M, g). In index
notation, one can write 〈H ′, H ′〉g =
1
6H
′
ijkH
′ijk , with indices being raised using g−1. .
Proof. We start from the expression (107). One can repeat the calculation leading to the formula
(91), except that ∇̂LC is not torsion-free for nonzero H ′, which leads also to terms containing
the torsion T̂LC(ψ, ψ′). Note that in this case, the partial trace H′ vanishes, as H ′ ∈ Ω3(M).
One thus finds
R̂ic 0(ψ, ψ′) = R̂ic LC(ψ, ψ′) +
1
2
{(∇̂LCψλ H)(ψ, ψ
′, ψλE) + (∇̂
LC
ψλ
H)(ψ′, ψ, ψλE)
−H(ψ′, g−1E H(ψλ, ψ, ·), ψ
λ
E)−H(ψ
λ
E , g
−1
E H(ψ, ψλ, ·), ψ
′)
+H(g−1E H(·, ψλ, ψ
′), ψ, ψλE)
+H(T̂LC(ψλ, ψ
′), ψ, ψλE) +H(T̂
LC(ψ, ψλE), ψλ, ψ
′)},
(119)
where R̂icLC is the Ricci tensor corresponding to the connection ∇̂LC . All ingredients on the
right-hand side can be easily calculated by hand from (105) and (108). First, one finds
R̂ic LC(ψ, ψ′) = RicLC(ρ(ψ), ρ(ψ′)), (120)
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for all ψ, ψ′ ∈ Γ(TM), where Ric LC is the ordinary Ricci curvature tensor of the Levi-Civita
connection ∇LC corresponding to the metric g. Next, one has
(∇̂LCψλ H
′)((X, ξ), (Y, η), ψλE) =
1
6
(∇LCψk H
′)(g−1(ξ), Y, ψkg )
−
1
3
(∇LCψk H
′)(X, g−1(η), ψkg ),
(121)
for all (X, ξ), (Y, η) ∈ Γ(TM). Here {ψk}
dim(M)
k=1 is an arbitrary local frame on TM and ψ
k
g =
g−1(ψk). Calculation of the terms in (119) quadratic in H is straightforward by plugging in the
expression (108), yet one has to be careful with signs and prefactors. We get
−H((Y, η), g−1E H(ψλ, (X, ξ), ·), ψ
λ
E) =
1
18
〈ig−1(ξ)H
′, ig−1(η)H
′〉g −
1
9
〈iXH
′, iYH
′〉g, (122)
for all (X, ξ), (Y, η) ∈ Γ(TM). The second quadratic term differs only in the order of sections
(X, ξ) and (Y, η), and thus yields the same result. For third one, we have
H(g−1E H(·, ψλ, (Y, η)), (X, ξ), ψ
λ
E) =
2
9
〈ig−1(ξ)H
′, ig−1(η)H
′〉g +
2
9
〈iXH
′, iYH
′〉g. (123)
Finally, the first term containing the torsion T̂LC gives
H(T̂LC(ψλ, (Y, η)), (X, ξ), ψ
λ
E) = −
1
3
〈iXH
′, iYH
′〉g (124)
and the second one gives the same result. We can now and collect the terms in (119) and obtain
the final expression
R̂ic 0((X, ξ), (Y, η)) = Ric LC(X,Y )
−
1
4
{(∇LCψk H
′)(X, g−1(η), ψkg ) + (∇
LC
ψk
H ′)(Y, g−1(ξ), ψkg )}
−
1
3
〈iXH
′, iYH
′〉g +
1
6
〈ig−1(ξ)H
′, ig−1(η)H
′〉g.
(125)
Calculation of the two scalar curvatures R̂E and R̂G is now easy.
R̂E = R̂ic
0((ψk, 0), (0, ψ
k)) + R̂ic 0((0, ψk), (ψk, 0))
= −
1
2
{(∇LCψmH
′)(ψk, ψ
k
g , ψ
m
g )} = 0,
(126)
as H ′ is completely skew-symmetric. Similarly, one gets
R̂G = Ric
LC(ψk, ψ
k
g ) + R̂ic
0((ψk, 0), (ψ
k
g , 0)) + R̂ic
0((0, ψk), (0, ψgk))
= R(g)−
1
2
〈H ′, H ′〉g,
(127)
where we have used the notation ψgk for g(ψk) ∈ Ω
1(M). 
Now, we can examine when the connection ∇̂0 is Ricci compatible with the generalized metric
G, as we have the explicit description of its Ricci tensor R̂ic 0 in the proof above. This gives a
neat equation restricting the background fields (g,B).
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Lemma 6.3. The minimal connection ∇̂0 is Ricci compatible with G, if and only if
Ric LC(X,Y )−
1
2
(δgH
′)(X,Y )−
1
2
〈iXH
′, iYH
′〉g = 0, (128)
where δg : Ω
•(M)→ Ω•−1(M) is a codifferential induced by the metric on the manifold (M, g).
Proof. The generalized metric G gives a decomposition G = V 0+ ⊕ V
0
−, where V
0
± are graphs of
±g ∈ Hom(TM, T ∗M). In other words, ∇̂0 is Ricci compatible, if and only if
R̂ic 0((X, g(X)), (Y,−g(Y )) = 0, (129)
for all X,Y ∈ X(M). Plugging into (125), one obtains (128). Recall that for any H ′ ∈ Ω3(M),
one can express the codifferential using the Levi-Civita connection as
(δgH
′)(X,Y ) = −(∇LCψk H
′)(ψkg , X, Y ). (130)

The worst part of the calculation leading to the final expressions for scalar curvatures of
∇̂ ∈ LC(TM,G) defined by (114) and (115) is successfully behind us. It only remains to apply
the propositions 5.5 and 5.8. We state the result as a theorem.
Theorem 6.4. Consider TM equipped with the H ′-twisted Dorfman bracket and the generalized
metric G. Let ∇̂ ∈ LC(TM,G) be a general Levi-Civita connection on TM parametrized by two
tensors J ∈ X(M)⊗ X2(M) and W ∈ Ω1(M)⊗ Ω2(M) as in (114) and (115). Then
R̂E = −4 divg(J
′) + 8〈J ′,W ′〉, (131)
R̂G = R(g)−
1
2
〈H ′, H ′〉g + 4divg(W
′)− 4‖W ′‖2g − 4‖J
′‖2g, (132)
where divg is the covariant divergence using the manifold Levi-Civita connection ∇LC , and J ′
and W ′ are partial traces defined by
J ′(ζ) = J ′(ψk, ψgk, ζ), W
′(Z) =W ′(ψk, ψ
k
g , Z), (133)
for all ζ ∈ Ω1(M) and Z ∈ X(M). Again, {ψk}dimMk=1 is an arbitrary local frame on TM ,
{ψk}dimMk=1 the dual one on T
∗M and ψkg := g
−1(ψk), ψgk := g(ψk). Finally, ‖·‖g denotes the
usual (point-wise) norm of (co)vector fields induced by the metric g.
Proof. To prove the formula for R̂E , we employ the equation (96) together with (117). To do
so, we must find the 1-form K′ ∈ Ω1(E), starting from (115). One finds
K′(Z, ζ) = 2W ′(Z)− 2J ′(ζ), (134)
for all (Z, ζ) ∈ Γ(TM). For the covariant divergence div∇̂0(K
′), we find
div∇̂0(K
′) = ρ(ψλ).〈K
′, ψλE〉 − 〈K
′, ∇̂0ψλ(ψ
λ
E)〉
= − 2 · (ψk.〈J
′, ψk〉 − 〈J ′,∇LCψk ψ
k〉)
= − 2 · divg(J
′).
(135)
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The norm ‖K′‖2E can be calculated even more easily, giving
‖K′‖2E ≡ K
′(ψλ) · K
′(ψλE) = −8W
′(ψk) · J
′(ψk) = −8〈J ′,W ′〉. (136)
Plugging these two partial results and (117) into (96) gives the equation (131). To prove (132), we
will first employ the two isomorphisms Ψ0± ∈ Hom(TM, V
0
±), where V
0
± are the two subbundles
induced by G. They are given by Ψ0±(X) = (X,±g(X)), for all X ∈ X(M). We can now pull
everything ”downstairs” and view the connections ∇±, fiber-wise metrics G± and tensors K±
as standard objects on M . We will denote them by the same letters. The ordinary manifold
connections ∇± are determined by the equations
∇̂0
Ψ0
+
(X)Ψ
0
+(Y ) = Ψ
0
+(∇
+
XY ), ∇̂
0
Ψ0
−
(X)Ψ
0
−(Y ) = Ψ
0
−(∇
−
XY ), (137)
for all X,Y ∈ X(M). Plugging into (112), one finds
∇±XY = ∇
LC
X Y ∓
1
6
g−1H ′(X,Y, ·), (138)
for all X,Y ∈ X(M). The two metrics G± are induced by
G±(X,Y ) =G(Ψ
0
±(X),Ψ
0
±(Y )) = 2g(X,Y ), (139)
for all X,Y ∈ X(M), as G = BlockDiag(g, g−1) is block diagonal. Hence, G± = 2g. Finally,
from (115), one gets
K±(X,Y, Z) = ±4W (X,Y, Z)− 4J(g(X), g(Y ), g(Z)). (140)
Consequently, the partial traces K′± defined using G± give
K′±(Z) ≡ K±(ψk,G
−1
± (ψ
k), Z) = ±2W ′(Z)− 2J ′(g(Z)), (141)
for all Z ∈ X(M). It remains to calculate the covariant divergences and norms. We find
div∇±(K
′
±) = (∇
±
ψk
K′±)(G
−1
± (ψ
k)) =
1
2
(∇±ψkK
′
±)(ψ
k
g ) =
1
2
(± divg(W
′)− 2 divg(J
′))
= ± divg(W
′)− divg(J
′).
(142)
Finally, we obtain
‖K′±‖
2
G±
= K′±(ψk) · K
′
±(G
−1
± (ψ
k)) =
1
2
K′±(ψk) · K
′
±(ψ
k
g )
= 2‖W ′‖2g ∓ 4〈J
′,W ′〉+ 2‖J ′‖2g.
(143)
Plugging the last two results into (100) and using (117) gives precisely (132). 
It is quite interesting, yet not very surprising, that the resulting expressions (131, 132) depend
only on the scalars produced from partial traces J ′ and W ′.
We can any time revert to the original untwisted connection ∇, which will have the same
scalar curvatures,RE = R̂E andRG = R̂G . Before doing so, we will examine one very interesting
property of ∇̂, Namely, its Ricci compatibility with the generalized metric G. The result is in
fact surprisingly simple.
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Theorem 6.5. Let ∇̂ ∈ LC(TM,G) be the most general Levi-Civita connection on TM equipped
with the H ′-twisted Dorfman bracket and the generalized metric G, parametrized by two tensors
J ∈ X(M)⊗X2(M) and W ∈ Ω1(M)⊗Ω2(M), as in (114) and (115). Then ∇̂ is Ricci compatible
if and only if
0 = Ric LC(X,Y )−
1
2
(δgH
′)(X,Y )−
1
2
〈iXH
′, iYH
′〉g
+ (∇LCX W
′)(Y ) + (∇LCY W
′)(X) + 〈iX iYH
′,W ′〉g
+ (∇LCX J
′)(g(Y ))− (∇LCY J
′)(g(X)),
(144)
for all X,Y ∈ X(M). This is equivalent to a pair of equations
0 = Ric LC(X,Y )−
1
2
〈iXH
′, iYH
′〉g + (∇
LC
X W
′)(Y ) + (∇LCY W
′)(X), (145)
0 = (∇LCX J
′)(g(Y ))− (∇LCY J
′)(g(X))−
1
2
(δgH
′)(X,Y ) + 〈iX iYH
′,W ′〉g, (146)
imposed on all vector fields X,Y ∈ X(M) on M .
Proof. This follows almost immediately from (91) and from the proof of Lemma 6.3. Indeed,
(91) implies the equality
R̂ic(Ψ0+(X),Ψ
0
−(Y )) = R̂ic
0(Ψ0+(X),Ψ
0
−(Y ))
+
1
2
{(∇̂0
Ψ0
+
(X)K
′)(Ψ0−(Y )) + (∇̂
0
Ψ0
−
(Y )K
′)(Ψ0+(X))},
(147)
for all X,Y ∈ X(M). All other terms containing K give zero, as K vanishes whenever evaluated
on any pair of sections (ψ, ψ′), where ψ ∈ Γ(V+) and ψ′ ∈ Γ(V−). Moreover, the compatibility
of ∇̂0 with G implies that also ∇̂0ψK has the same property. Next, it follows from the proof
of Lemma 6.3 that R̂ic 0(Ψ0+(X),Ψ
0
−(Y )) is exactly the left-hand side of (128). It remains to
evaluate the remaining two terms using (112) and (134). One has
(∇̂Ψ0
+
(X)K
′)(Ψ0−(Y )) = 2{(∇XW
′)(Y ) + (∇XJ
′)(g(Y ))} (148)
−H ′(X,Y, ψk) · {W
′(ψkg ) + J
′(ψk)},
(∇̂Ψ0
−
(Y )K
′)(Ψ0+(X)) = 2{(∇YW
′)(X)− (∇Y J
′)(g(X))} (149)
−H ′(X,Y, ψk) · {W
′(ψkg )− J
′(ψk)}.
Summing up the both sides and dividing by two, we obtain the remaining terms in (144). Equa-
tions (145) and (146) are the symmetric and skew-symmetric part of (144) in (X,Y ), respec-
tively. 
The fact that the Ricci compatibility again depends only on the partial traces J ′ and W ′
is considerably more interesting than in the case of above equations (131) and (132). Again,
the original connection ∇ ∈ LC(TM,G) is Ricci compatible with G if and only if ∇̂ is Ricci
compatible with G. This follows from Lemma 5.10. Thus, it would be very convenient to have an
interpretation for J ′ and W ′ directly in terms of the connection ∇. This is, without any doubt,
possible for the vector field J ′ ∈ X(M).
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Proposition 6.6. Let ∇̂ ∈ LC(TM,G) be the Levi-Civita connection defined by (114) and (115).
Let X∇̂ ∈ X(M) be the characteristic vector field of ∇̂, defined by (41). Then
J ′ =
1
2
X∇̂. (150)
In particular, if ∇ ∈ LC(TM,G) is the connection related to ∇̂ by (103), we have J ′ = 12X∇,
where X∇ is the characteristic vector field of ∇.
Proof. For ∇̂ given by (114), we have, directly from the definition of the covariant divergence:
div∇̂(ψ) = div∇̂0(ψ)−K
′(ψ). (151)
Now, note that Df = (0, df) and that, as it is easy to check using (112), also div∇̂0(Df) = 0.
Plugging in from (134), we thus find the relation
〈X∇̂, df〉 ≡ div∇̂(Df) = −K
′(0, df) = 2J ′(df). (152)
This proves the assertion (150). Remaining statements follow from the fact that characteristic
vector fields are invariant under Courant algebroid isomorphisms, see Lemma 4.4. 
For 1-formW ′, there also exists a description directly in terms of the connection ∇. However,
it is significantly more cumbersome when compared to the above expression for J ′.
Proposition 6.7. Let ∇̂ ∈ LC(TM,G) be the Levi-Civita connection defined by (114) and (115).
Let V∇̂ ∈ X(M) ⊗ X
2(M) be the tensor field defined by (46). Let hG be the symmetric bilinear
form (30) associated to the generalized metric G. For TM being an exact Courant algebroid,
hG > 0 is a positive definite fiber-wise metric on T
∗M . Then
W (X,Y, Z) = V∇̂(h
−1
G (X), h
−1
G (Y ), h
−1
G (Z)), (153)
for all X,Y, Z ∈ X(M). Thus, one has W ′(Z) = V∇̂(ψ
k, h−1G (ψk), h
−1
G (Z)). Finally, one can
express W and W ′ in the same way using V∇ and hG associated to the connection ∇ and the
generalized metric G.
Proof. In the proof of Lemma 3.6, we have shown that hG = g
−1. Also, we have ρ∗(ξ) = (0, ξ),
for all ξ ∈ Ω1(M). It is now straightforward to use (112), (114) and (115) to show that
V∇̂(ξ, η, ζ) =W (g
−1(ξ), g−1(η), g−1(ζ)) =W (hG(ξ), hG(η), hG(ζ)). (154)
The formula for W ′ then follows. The rest follows from Lemma 3.6, which asserts that hG = hG .
Finally, similarly to the discussion below (46), V∇̂ = V∇. 
Remark 6.8. It might seem that the propositions 6.6 and 6.7 are trivial reformulations fitting
this particular example. However, it can happen that one works with an exact Courant algebroid
E which is isomorphic to TM only after a choice of a suitable isotropic splitting. The above
propositions allow us to calculate the fields J ′ andW ′ directly, working with the original Courant
algebroid structure.
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7 Equations of motion
This section should be a pinnacle of this little piece of writing. We will discuss how the structures
introduced in the previous sections provide a geometrical framework for equations arising from
string theory. We leave out any overall constants from the picture. An interested reader could
find everything in detail e.g. in the classical books [12], [25] or in the lecture notes [27].
One considers the bosonic string moving in the target manifoldM endowed with background
fields (g,B, φ), where g > 0 is a metric, B ∈ Ω2(M) and φ ∈ C∞(M) is a scalar field called the
dilaton. A crucial property for a consistent quantization of such theory is the so called Weyl
invariance. After a non-trivial calculation, one can show that this leads to a necessary condition,
the vanishing of the so called beta functions. In physics literature, these are usually written in
the index notation, where {xµ}dimMµ=1 are some local coordinates on M :
4
β(g)µν = Ric
LC
µν −
1
4
H ′µλκH
′
ν
λκ
+ 2(∂µφ);ν , (155)
β(B)µν = −
1
2
H ′λµν;λ +H
′
µν
λ
(∂λφ), (156)
β(φ) = R(g)−
1
12
H ′µνλH
′µνλ + 4(∂µφ);µ − 4(∂µφ)(∂
µφ). (157)
Here H ′ = dB. Note that β(g) and β(B) form a symmetric and skew-symmetric tensor on M ,
respectively. The Weyl invariance imposes the condition β(g)µν = β(B)µν = β(φ) = 0. Note
that this equations are not independent, as β(g)µν = 0 implies R(g) =
1
4H
′
µνλH
′µνλ − 2(∂µφ);µ,
which can be used to eliminate R(g) in β(φ). For example in [27], they thus use a different beta
function:
β′(φ) = −
1
2
(∂µφ);µ + (∂µφ)(∂
µφ) −
1
24
H ′µνλH
′µνλ. (158)
They are related as β′(φ) = − 14 (β(φ) − β(g)µνg
µν). Replacing β(φ) by β′(φ) in the Weyl
invariance condition clearly gives the equivalent set of equations. Definitions (155 - 157) can be
rewritten in the index-free notation. One finds
(β(g))(X,Y ) = Ric LC(X,Y )−
1
2
〈iXH
′, iYH
′〉g + (∇
LC
X dφ)(Y ) + (∇
LC
Y dφ)(X), (159)
(β(B))(X,Y ) =
1
2
(δgH
′)(X,Y ) +H ′(X,Y,∇gφ) =
1
2
e2φδg(e
−2φH ′)(X,Y ), (160)
β(φ) = R(g)−
1
2
〈H ′, H ′〉g + 4∆g(φ)− 4‖∇
gφ‖2g, (161)
for all X,Y ∈ X(M), where δg is a codifferential, ∆g is the Laplace-Bertrami operator induced
by g, and ∇gφ denotes a gradient of the function φ. Amazingly, the set of equations β(g) =
β(B) = β(φ) = 0 can be obtained as a set of equations of motion of a classical field theory,
the low-energy effective action of the bosonic string. From now on, we can consider a more
general definition, where H ′ = H + dB for some closed 3-form H ∈ Ω3(M).
Proposition 7.1. Let M be a manifold, and let S be an action functional defined by
S[g,B, φ] =
∫
M
e−2φ{R(g)−
1
2
〈H ′, H ′〉g + 4‖∇
gφ‖2g} · volg, (162)
where g is a metric, B ∈ Ω2(M), and φ ∈ C∞(M). Then (g,B, φ) is an extremal of the functional
S, if and only if β(g) = β(B) = β(φ) = 0. We say that (g,B, φ) satisfy the equations of
motion of a field theory given by the action S.
4assuming dimM = 26
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Proof. We do not provide a full proof of this assertion, as it requires a considerable amount of
work to prove how exactly S changes under variations. We greatly recommend the book [8] for a
detailed treatment of variational problems coming from the geometrical formulation of classical
field theories. First, let ϑ ∈ C∞(M) be any function vanishing on the boundary ∂M , and let
ǫ > 0 be small real parameter. One finds
S[g,B, φ′] = S[g,B, φ]− 2ǫ
∫
M
e−2φ{β(φ) · ϑ} · volg +o(ǫ
2). (163)
Next, let g′ = g + ǫh, where h is arbitrary symmetric bilinear form vanishing on ∂M . Then5
S[g′, B, φ] = S[g,B, φ]− ǫ
∫
M
e−2φhµν{β(g)µν −
1
2
β(φ)gµν} · volg +o(ǫ
2), (164)
where in hµν , the indices are raised using g. Finally, let B′ = B + ǫC for any C ∈ Ω2(M)
vanishing on ∂M . One obtains the expression
S[g,B′, φ] = S[g,B, φ]− 2ǫ
∫
M
e−2φ〈C, β(B)〉g · volg +o(ǫ
2). (165)
It follows that (g,B, φ) is an extremal of S, if an only if all terms containing the first power of ǫ
in all three above expressions vanish for all θ, h and C, which is in turn equivalent to β(φ) = 0,
β(g)µν −
1
2β(φ)gµν = 0, and β(B) = 0. This finishes the proof. 
As the reader familiar with the previous sections already suspects, we can now formulate the
equations of motion in terms of the Courant algebroid connections. We already have prepared
all the tools required to prove the corresponding statement. It is now an easy consequence of the
previous theorems. Let us note that the idea to describe the vanishing of beta functions using the
generalizations of connections and their curvatures is not new [9]. In double field theory [17], this
is one of central ideas, see in particular [16] or some survey papers [1, 15]. Let us now formulate
and prove the central theorem relating beta functions to Courant algebroid connections.
Theorem 7.2. Let (E, ρ, 〈·, ·〉E , [·, ·]E) be the Courant algebroid on E = TM ≡ TM ⊕ T ∗M ,
described in Example 2.10. Let G be a generalized metric on TM corresponding to a pair (g,B),
where g > 0 is a Riemannian metric, and B ∈ Ω2(M).
Let ∇ ∈ LC(TM,G) be a Levi-Civita connection with vanishing characteristic vector field
(41), that is X∇ = 0. Let φ ∈ C∞(M) be a scalar field, and assume that
V∇(ψ
k, h−1
G
(ψk), h
−1
G
(Z)) = (dφ)(Z), (166)
for all Z ∈ X(M), where V∇ ∈ X(M)⊗X2(M) is defined by (46) and hG is the fiber-wise metric
defined by (30). Here, {ψk}
dim(M)
k=1 is an arbitrary local frame on TM . Let dim(M) > 1.
Then (g,B, φ) satisfies the equations of motion, β(g) = β(B) = β(φ) = 0, if and only if its
Ricci scalar curvature RG vanishes, and it is Ricci compatible with G, that is
RG = 0, Ric(V+, V−) = 0, (167)
where V± ⊆ TM are two vector subbundles induced by generalized metric G.
5This particular ”then” requires a calculation several pages long.
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Proof. First, one has to show that some connection ∇ satisfying the assumptions of the theorem
exists. Using the propositions 6.6 and 6.7 and the classification of Levi-Civita connections in the
previous section, this is equivalent to finding J and W , such that J ′ = 0 and W ′ = dφ. Clearly,
we can choose J = 0 and we can define W to have the form
W (X,Y, Z) = (1/ dim(M)){g(X,Y )〈dφ, Z〉 − g(X,Z)〈dφ, Y 〉}, (168)
for all X,Y, Z ∈ X(M). See that Wa = 0. Taking the partial trace, we find W ′ = dφ. With this
choice of W and J , we obtain the connection ∇ of required properties.
The rest of the proof is simple. First, one employs Theorem 6.4, in particular the equation
(132). We find that for ∇ satisfying the assumptions, we have RG = R̂G = β(φ). We know,
cf. Theorem 6.5, that ∇ is Ricci compatible with G iff the corresponding connection (103) ∇̂ is
Ricci compatible with G. Using Theorem 6.5, we see that ∇̂ is Ricci compatible with G if and
only if (145, 146) hold. But for J ′ = 0 and W ′ = dφ, the equation (145) becomes β(g) = 0 and
(146) becomes β(B) = 0. In fact, note that
Ric(Ψ0+(X),Ψ
0
−(Y )) = (β(g))(X,Y )− (β(B))(X,Y ), (169)
for all X,Y ∈ X(M). This finishes the proof. 
Thus we have shown that vanishing beta functions or equivalently the equations of motion of
the low-energy effective action can be fully reformulated in terms of Courant algebroid connec-
tions. Background fields (g,B) come from the generalized metric G, whereas the dilaton field φ
enters through the connection and equation (166). At this moment, there is no clear geometrical
interpretation of the conditions imposed on the connection.
Remark 7.3. Note that for any ∇ ∈ LC(TM,G) with X∇ = 0, one has RE = 0. However, these
two conditions are not equivalent.
8 Application: Background independent gauge
To demonstrate the power of the geometrical interpretation of equations of motion given by
Theorem 7.2, we derive an equivalence of the low-energy effective action (162) with a theory
whose fields consist of a metric, twisted Poisson bivector and a dilaton. In fact, this bivector is
assumed to be non-degenerate, hence, according to [4], we should call this action a symplectic
gravity. Before wading through the actual proof, we have to discuss the following generalization
of Section 6.
Remark 8.1. Assume that (A, a, [·, ·]A) is a Lie algebroid over a base manifold M . Let LA and
dA be operators on the exterior algebra Ω•(A) induced by the bracket [·, ·]A as in the discussion
below (3).
One can form a Courant algebroid structure on E = A ⊕ A∗ similar to the Example 2.10.
The fiber-wise metric 〈·, ·〉E is defined using the same formula as (20), the anchor takes the form
ρ = a ◦ prA, and one sets [·, ·]E to be the H-twisted A-Dorfman bracket:
[(ϕ, ϑ), (ϕ′, ϑ′)]E = ([ϕ, ϕ]A,L
A
ϕϑ
′ − iϕ′(d
Aϕ)−H(ϕ, ϕ′, ·)), (170)
for all (ϕ, ϑ), (ϕ′, ϑ′) ∈ Γ(E), where H ∈ Ω3(A) satisfies dAH = 0. It is easy to check that
(E, ρ, 〈·, ·〉E , [·, ·]E) forms a Courant algebroid. It is regular (or transitive) if and only if the
original Lie algebroid is. It is exact if and only if a is a vector bundle isomorphism. It follows that
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one can now redo everything derived in Section 6, withG corresponding to a pair (gA, BA), where
gA is now a positive definite fiber-wise metric on A, and BA ∈ Ω
2(A). We get H ′ = H + dABA.
Instead of the manifold Levi-Civita connection, now one uses a Lie algebroid Levi-Civita
connection ∇LC : Γ(A)× Γ(A)→ Γ(A) with respect to gA, given by the usual formula
∇LCϕ ϕ
′ =
1
2
{[ϕ, ϕ′]A + g
−1
A (L
A
ϕ (gA(ϕ
′)) + iϕ′(d
A(gA(ϕ)))}, (171)
for all ϕ, ϕ′ ∈ Γ(A). This connection is torsion-free in the usual sense, that is
∇LCϕ ϕ
′ −∇LCϕ′ ϕ− [ϕ, ϕ
′]A = 0, (172)
for all ϕ, ϕ′ ∈ Γ(A). Also, one can define the corresponding curvature operator RLC using the
usual formula
RLC(ϕ, ϕ′)ϕ′′ = ∇LCϕ ∇
LC
ϕ′ ϕ
′′ −∇LCϕ′ ∇
LC
ϕ ϕ
′′ −∇LC[ϕ,ϕ′]Aϕ
′′, (173)
for all ϕ, ϕ′, ϕ′′ ∈ Γ(A), and define the corresponding Ricci tensor RicLC ∈ T 02 (A) and the Ricci
scalar R(gA) ∈ C
∞(M). All in all, ∇LC and its induced quantities RLC , Ric LC and R(gA)
enjoy the same properties as the ones for usual Levi-Civita connection.
We can now, word for word, replicate the whole Section 6 for E = A ⊕ A∗, hence proving
that LC(A ⊕ A∗,G) 6= 0, where all connections are uniquely parametrized by a pair of tensors
JA ∈ X(A) ⊗ X
2(A) and WA ∈ Ω
1(A) ⊗ Ω2(A), such that (JA)a = (WA)a = 0. The only
exceptions are Propositions 6.6 and 6.7, as the anchor ρ = a ◦ prA is not in general surjective.
Instead, we get the relation
〈ξ,X∇〉 = J
′
A(a
T (ξ)), (174)
for all ξ ∈ Ω1(M). Moreover, the bilinear form hG is just the pullback of the fiber-wise metric
g−1A on A
∗, that is hG(ξ, η) = g
−1
A (a
T (ξ), aT (η)). It is non-degenerate if and only if a is surjective.
Consequently, in general, we only get the expression
V∇(ξ, η, ζ) =WA(g
−1
A a
T (ξ), g−1A a
T (η), g−1A a
T (ζ)), (175)
for all ξ, η, ζ ∈ Ω1(M). Naturally, there is no direct relation for the (partial) trace.
Now, let us turn our attention back to physics. Assume that (g,B) is background on the
manifold M equivalently described by the generalized metric G. Assume that B is an almost
symplectic 2-form, that is B ∈ Hom(TM, T ∗M) is a vector bundle isomorphism. Let θ ∈ X2(M)
be a bivector on M defined to be its inverse, θ = B−1. It is a well-known fact that such θ is a
dB-twisted Poisson tensor on M , defined in [29]. For any θ ∈ X2(M), the Schouten-Nijenhuis
bracket [θ, θ]S ∈ X3(M) of θ with itself can be written as
1
2
[θ, θ]S(ξ, η, ·) = [θ(ξ), θ(η)] − θ(Lθ(ξ)η − iθ(η)dξ), (176)
for all ξ, η ∈ Ω1(M). See e.g. Kosmann-Schwarzbach [21] for a more detailed discussion. Plugging
in ξ = B(X) and η = B(Y ), the right-hand side gives −dB(X,Y, θ(·)) and we obtain
1
2
[θ, θ]S(ξ, η, ζ) = −dB(θ(ξ), θ(η), θ(ζ)), (177)
for all ξ, η, ζ ∈ Ω1(M). This is the defining equation of a dB-twisted Poisson manifold.
Equivalently, for any H ∈ Ω3(M) we may define a bracket [·, ·]Hθ : Ω
1(M)×Ω1(M)→ Ω1(M) as
[ξ, η]Hθ = Lθ(ξ)η − iθ(η)dξ +H(θ(ξ), θ(η), θ(·)), (178)
for all ξ, η ∈ Ω1(M). Sometimes, it is called an H-twisted Koszul bracket. The twisted Jacobi
identity (177) can be now reformulated as follows.
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Proposition 8.2. Any θ ∈ X2(M) satisfies (177) if and only if the triple (T ∗M, θ, [·, ·]dBθ ) defines
a Lie algebroid on T ∗M .
Proof. Leibniz rule (1) and the skew-symmetry of [·, ·]dBθ are clearly valid for any θ ∈ X
2(M).
Jacobi identity (2) can be, using (176), readily recast into the form (177). 
The existence of a twisted Poisson manifold is now used to define a new kind of orthogonal
transformation on TM , and one examines the corresponding ”twisted” Courant algebroid. It
turns out that the result fits precisely into the framework of Remark 8.1 for A = T ∗M endowed
with the Lie algebroid structure described in Proposition 8.2.
Proposition 8.3. Let θ ∈ X2(M) satisfy (177). Define Fθ ∈ End(TM) as
Fθ(X, ξ) = (θ(ξ), ξ −B(X)) (179)
for all (X, ξ) ∈ TM . Let (TM,ρ, 〈·, ·〉E , [·, ·]E) be the Courant algebroid structure defined by
H-twisted Dorfman bracket described in Example 2.10. Define a new bracket [·, ·]θE and ρθ ∈
Hom(TM,TM) as a ”twist” of the original structure by the map Fθ:
[ψ, ψ′]θE = F
−1
θ [Fθ(ψ),Fθ(ψ
′)]E , ρθ(ψ) = ρ(Fθ(ψ)), (180)
for all ψ, ψ′ ∈ Γ(TM).
Then (TM,ρθ, 〈·, ·〉E , [·, ·]θE) is a Courant algebroid. Moreover, putting A = (T
∗M, θ, [·, ·]dBθ ),
its bracket is the H ′θ-twisted A-Dorfman bracket, where H
′
θ ∈ X
3(M) = Ω3(A) is
H ′θ(ξ, η, ζ) = H
′(θ(ξ), θ(η), θ(ζ)), (181)
for all ξ, η, ζ ∈ Γ(A) ≡ Ω1(M). We have H ′ = H + dB. Equivalently, thanks to (177), we can
write
H ′θ = −
1
2
[θ, θ]S +Hθ, (182)
where Hθ is defined using H and θ similarly as in (181).
Proof. It is clear that (TM,ρθ, 〈·, ·〉E , [·, ·]θE) forms a Courant algebroid, as both the bracket [·, ·]
θ
E
and anchor ρθ are defined in order to make Fθ into a Courant algebroid isomorphism. One only
has to show that Fθ is orthogonal with respect to 〈·, ·〉E :
〈Fθ(X, ξ),Fθ(Y, η)〉E = 〈(θ(ξ), ξ −B(X)), (θ(η), η −B(Y )〉E
= θ(ξ, η) + θ(η, ξ) − 〈B(X), θ(η)〉 − 〈B(Y ), θ(ξ)〉
= 〈X,B(θ(η))〉 + 〈Y,B(θ(ξ))〉 = 〈η,X〉+ 〈ξ, Y 〉
= 〈(X, ξ), (Y, η)〉E .
(183)
The inverse F−1θ has an explicit form F
−1
θ (X, ξ) = (X − θ(ξ), B(X)), for all (X, ξ) ∈ Γ(TM).
In the remainder of this proof, we will write sections of TM suggestively in the opposite order,
that is (ξ,X) ∈ Γ(TM) for X ∈ X(M) and ξ ∈ Ω1(M). By explicit calculation, one finds
[(ξ, 0), (η, 0)]θE =
(
θ−1[θ(ξ), θ(η)], [θ(ξ), θ(η)] − θ(Lθ(ξ)(η)− iθ(η)dξ)−Hθ(ξ, η, ζ)
)
, (184)
for all ξ, η ∈ Ω1(M). Now, as (T ∗M, θ, [·, ·]dBθ ) forms a Lie algebroid, θ is a bracket morphism (3)
and thus [θ(ξ), θ(η)] = θ([ξ, η]dBθ ). Moreover, one can use (176) and (177) to rewrite the terms
in the second component of the right-hand side. We find the expression
[(ξ, 0), (η, 0)]θE = ([ξ, η]
dB
θ ,−H
′
θ(ξ, η, ·)), (185)
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for all ξ, η ∈ Ω1(M). This is in agreement with (170). Finally, for all X,Y ∈ X(M), we have
[(0, X), (0, Y )]θE = 0. (186)
This is again the correct value for (170). In fact, these two special cases complete the proof as
all the mixed terms are already uniquely determined by the axiom (13). 
Now, consider a new generalized metric Gθ = FTθ GF . Using (112), one finds
Gθ = F
T
θ GFθ =
(
G−1 0
0 G
)
, (187)
where G is the Riemannian metric onM given by G = −Bg−1B. This is called the background-
independent gauge, the name going back to Seiberg and Witten in [26]. In the context of
Remark 8.1, we obtain gA = G
−1.
Before stating the main theorem, let us introduce some notation for objects on Lie algebroid
(T ∗M, θ, [·, ·]dBθ ). We denote its Lie algebroid differential as dθ. The Levi-Civita connection (171)
corresponding to the fiber-wise metric G−1 will be denoted6 as ∇Lθ, and its Ricci tensor and
Ricci curvature as Ricθ and Rθ(G−1), respectively. Correspondingly, ∆θ is the Laplace-Bertrami
operator defined using the connection ∇Lθ, that is ∆θ(φ) = (∇Lθψk(dθφ))(G(ψk)). Finally, by
〈·, ·〉G we mean a direct analogue of the scalar product of forms, for example
〈H ′θ, H
′
θ〉G =
1
6
H ′θ(ψ
k, ψq, ψl) ·H ′θ(G(ψk), G(ψq), G(ψl)). (188)
We are now able to quickly prove the following theorem
Theorem 8.4. Let G be a generalized metric on TM , corresponding to a pair (g,B), and let
φ ∈ C∞(M) be a scalar field. Let ∇ ∈ LC(TM,G) be any connection satisfying the assumptions
of Theorem 7.2. Let ∇θ ∈ LC(TM,Gθ) be the Levi-Civita connection on Courant algebroid
(TM,ρθ, 〈·, ·〉E , [·, ·]θ) with respect to Gθ defined by
Fθ(∇
θ
ψψ
′) = ∇Fθ(ψ)Fθ(ψ
′), (189)
for all ψ, ψ′ ∈ Γ(TM). Let RGθ be its Ricci scalar corresponding to Gθ. Then ∇
θ is Ricci
compatible with Gθ and RGθ = 0, if and only if
Rθ(G−1)−
1
2
〈H ′θ, H
′
θ〉G + 4∆θ(φ) − 4‖dθφ‖
2
G = 0, (190)
Ricθ(ξ, η)−
1
2
〈iξH
′
θ, iηH
′
θ〉G + (∇
Lθ
ξ (dθφ))(η) + (∇
Lθ
η (dθφ))(ξ) = 0, (191)
H ′θ(ξ, η,G(dθφ)) −
1
2
(∇LθψkH
′
θ)(G(ψk), ξ, η) = 0, (192)
for all ξ, η ∈ Ω1(M).
Proof. The statement follows from the discussion in Remark 8.1. We have to check that J ′A = 0
and K ′A = dθφ. The rest is implied by generalizations of Theorems 6.4 and 6.5 valid for A-
Dorfman brackets. By assumption, we have X∇ = 0. As Fθ is a Courant algebroid isomorphism
and ∇θ is defined by (189), it follows from Lemma 4.4 that X∇θ = X∇. From (174), we get
J ′A(θ(ξ)) = −〈ξ,X
θ
∇〉 = −〈ξ,X∇〉 = 0, (193)
6To save some space, everybody should call it a Levi-Citheta connection.
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for all ξ ∈ Ω1(M). As θ is invertible, we have J ′A = 0. Next, by assumption, we have
V∇(ψ
k, ψgk, g(Z)) = (dφ)(Z). Again, one has V∇ = V∇θ . Plugging into (8.1), we get
V∇(ξ, η, ζ) = −WA(Gθ(ξ), Gθ(η), Gθ(ζ)), (194)
for all ξ, η, ζ ∈ Ω1(M). Finally, combining these two, we find
(dθφ)(ζ) = (dφ)(θ(ζ)) = V∇(ψ
k, ψgk, gθ(ζ)) = −WA(Gθ(ψ
k), Gθg(ψk), Gθgθ(ζ))
= WA(G(ψ
′
k), ψ
′k, ζ) ≡W ′A(ζ),
(195)
for all ζ ∈ Ω1(M). We have redefined the local frame, setting ψ′k = θ(ψ
k), and two times used
the relation G = −Bg−1B. 
Corollary 8.5. The background fields (g,B, φ) satisfy the equations of motions of the field theory
given by (162) if and only if the equations (190 - 192) hold.
Proof. We know that the Ricci compatibility is transferred via the Courant algebroid isomor-
phisms, see Lemma 5.10. Similarly, one has RG = RGθ . The rest follows from the previous
theorem combined with the assertions of Theorem 7.2. 
The equations (190 - 192) can again be obtained as extremality conditions for a classical field
theory action. It is the one called in [4] the symplectic gravity. For simplicity, consider now
only the case H = 0, and define a 3-vector Θ as
Θ ≡ H ′θ = −
1
2
[θ, θ]S . (196)
Note that Θ is usually called the R-flux. Moreover, one can consider an alternative volume form
volθG ∈ Ω
n(M), defined by an equation
volθG(θ(ξ1), . . . , θ(ξn)) = volG−1(ξ1, . . . , ξn), (197)
for all ξ1, . . . , ξn ∈ Ω1(M), where volG−1 ∈ X
n(M) is the top degree multivector field constructed
similarly as the usual metric volume form. In any positively oriented set of local coordinates
(x1, . . . , xn), this gives
volθG = |G
−1|
1
2 |θ|−1dx1 ∧ · · · ∧ dxn (198)
The symplectic gravity is given by the action functional:
S′[G, θ, φ] =
∫
M
e−2φ{Rθ(G−1)−
1
2
〈Θ,Θ〉G + 4‖dθφ‖
2
G} · vol
θ
G . (199)
The proof of showing that equations of motion for (G, θ, φ) given by the requirement δS′ = 0 are
exactly the equations (190 - 192) is quite non-trivial, see [4] for more detailed comments.
The corollary (8.5) thus provides a simple proof of the equivalence of the full set of equations
of motion of the low-energy effective action of the bosonic string (162) and the symplectic gravity
defined by (199). Thus, this equivalence can be, from the geometrical point of view, interpreted
as a particular example of a Courant algebroid isomorphism. However, it is still quite mysterious
why the variation of the actions leads precisely onto the vanishing of the Ricci scalar and the
Ricci compatibility condition.
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9 Application: Kaluza-Klein type reduction
In this section, we will be very brief, see [19] for a detailed discussion. However, note that in the
cited paper, we did not use the present definition (53) of the Riemann tensor, which posed many
technical difficulties. In particular, the Ricci tensor Ric used there was pretty ugly, and we did
not have the condition of the Ricci compatibility with the generalized metric.
The main idea is to consider an exact Courant algebroid TP over a principal G-bundle
π : P → M , which can under certain conditions [5] be reduced to a Courant algebroid E′ over
M . In particular, one can also reduce a generalized metric and to some extent also Levi-Civita
connections. In light of Theorem 7.2, we seek for some relations between field theories targeted
in P and M , providing a Kaluza-Klein type of reduction.
One chooses an arbitrary but fixed principal connection A ∈ Ω1(P, g), and assumes that there
exists H0 ∈ Ω3(M), such that
H = π∗(H0) +
1
2
CS3(A) (200)
is a closed form on P . Here F ∈ Ω2(M, gP ) is a curvature 2-form valued in the sections of the
adjoint bundle gP , and 〈·, ·〉g is a Killing form on g. In other words, we assume that the first
Pontriyagin class of P vanishes. Let [·, ·]E be an H-twisted Dorfman bracket on TP . We consider
G to be a compact and semisimple Lie group.
Next, define a R-linear map ℜ : g → Γ(E) as ℜ(x) = #x − 12 〈A, x〉g for every x ∈ g. It is
defined so that x ◮ ψ = [ℜ(x), ψ]E , for all ψ ∈ Γ(E), becomes a Lie algebra action integrating
to the usual right action of G on TP . Now, consider a subbundle K⊥ whose sections are
Γ(K⊥) = {ψ ∈ Γ(TP ) | 〈ψ,ℜ(x)〉E = 0 for all x ∈ g }. (201)
It follows that K⊥ ⊆ TP is G-invariant. Moreover, the corresponding C∞(M)-module ΓG(K⊥)
of G-invariant sections is involutive under [·, ·]E . This allows one to obtain a reduced Courant
algebroid structure on a vector bundle E′ overM , defined by Γ(E′) = ΓG(K
⊥). Given a splitting
induced by connection A, this vector bundle is isomorphic to TM⊕gP ⊕T ∗M . See [3] for details
and [5] for a more general construction. The explicit form of the bracket on E′ can be also found
in our paper [19].
One can thus expect that under some conditions, both generalized metric and some corre-
sponding Levi-Civita connections can be reduced as well. Let G be a generalized metric on TP ,
and let τ be the corresponding involution. We impose
τ([ℜ(x), ψ]E) = [ℜ(x), τ(ψ)]E , τ(K
⊥) ⊆ K⊥, (202)
for all ψ ∈ Γ(E) and x ∈ g. The first of the two conditions forces the corresponding (g,B) to be
G-invariant tensors on P . In particular, they can be decomposed with respect to the splitting
ΓG(TP ) ∼= TM ⊕ gP given be the connection. The second forces these block forms to be
g =
(
1 ϑT
0 1
)(
g0 0
0 − 12c
)(
1 0
ϑ 1
)
, B =
(
B0
1
2ϑ
T c
− 12cϑ 0
)
, (203)
where g0 is a Riemannian metric on the manifold M , B0 ∈ Ω2(M) and ϑ ∈ Ω1(M, gP ). These
are exactly the three background fields parametrizing any generalized Riemann metric G′ on E′.
By definition, this G′ is obtained by a restriction of G onto ΓG(K
⊥) ∼= E′.
Now, let ∇ ∈ LC(E,G). One assumes that for ψ, ψ′ ∈ ΓG(E), we have ∇ψψ′ ∈ ΓG(E), and
if moreover ψ, ψ′ ∈ ΓG(K⊥), then ∇ψψ′ ∈ ΓG(K⊥). We can then define the Courant algebroid
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connection ∇′ on E′ by restriction of ∇ onto ΓG(K⊥). Every Courant algebroid connection on
E′ can be obtained in this way. If ∇ ∈ LC(E,G), then ∇′ ∈ LC(E′,G′). However, unlike in the
case of generalized metric, ∇ satisfying the above conditions is not uniquely determined by ∇′.
In [19], we took an opposite approach. One can choose a convenient connection ∇′ ∈
LC(E′,G′) and extend it to a connection ∇ ∈ LC(E,G) which reduces back to ∇′. In par-
ticular, one can find the following relation between their respective scalar curvatures:
RG = R
′
G′ ◦ π +
1
6
dim g, RE = R
′
E′ ◦ π +
1
6
dim g. (204)
The scalar curvatures R′
G′
and R′E′ can be calculated to give
R′G′ = R(g0) +
1
2
〈〈F ′, F ′〉〉 −
1
2
〈H ′0, H
′
0〉g0 + 4∆g0(φ0)− 4‖dφ0‖
2
g0
+
1
6
dim g, (205)
R′E′ = −
1
6
dim g, (206)
where F ′ = F +Dϑ+ 12 [ϑ∧ ϑ]g, H
′
0 = H0+ dB0 −
1
2 C˜3(ϑ)− 〈F ∧ ϑ〉g, and C˜3(ϑ) = 〈Dϑ∧ ϑ〉g +
1
3 〈[ϑ ∧ ϑ]g ∧ ϑ〉g. Here, D denotes the exterior covariant derivative induced by A on Ω
•(M, gP )
and 〈〈·, ·〉〉 is a combination of the p-form product 〈·, ·〉g0 with the fiber-wise metric 〈·, ·〉g on gP .
In view of Theorem 7.2, one can now show that X∇ = (X∇′ )
h = 0 and W ′ = π∗(dφ0).
This proves that the condition RG = 0 corresponds to the equation of motion for dilaton
φ = π∗(φ0) together with (g,B) given by (203) and H defined by (200). From (204), this is
equivalent to R′
G′
+ (1/6) · dim g = 0. In turn, from (205), this is equivalent to the equation of
motion for dilaton φ0 of the field theory action on M given by
S0 =
∫
M
e−2φ0{R(g0) +
1
2
〈〈F ′, F ′〉〉 −
1
2
〈H ′0, H
′
0〉g + 4‖dφ0‖
2
g0
+
1
3
dim g} · volg . (207)
In other words, the reduction of Courant algebroids working together with the Levi-Civita con-
nections leads to a proposal for a Kaluza-Klein type of reduction. The above action can now be
compared to the bosonic part of the low energy effective action for the heterotic string, see e.g.
[25]. The equations of motion arising from this theory can be related to systems of partial dif-
ferential equations called Strominger systems. A detailed introduction and a discussion of their
relations with string theory and generalized geometry is given e.g. in [10]. We also recommend
this paper for a more complete list of references.
Remark 9.1. At the beginning of this section, we have assumed that the first Pontryagin class
of the principal G-bundle π : P → M vanishes. However, this is not at all important for the
results of this section. Instead of a Courant algebroid, we could simply work with pre-Courant
algebroids, see Remark 2.11. In particular, H0 ∈ Ω3(M) could have been completely arbitrary.
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