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Introduction
A brain computer interface is a system that can translate the electrical activity of brain for using in communication and control. Such a translation is achieved invasively, e.g., by measuring single neuron activities or non-invasively, e.g., by recording electroencephalogram (EEG). We have to use some algorithms to analyze the EEG signal and to select the imagery feature characteristics for the sake of communicating with environment because of the low signal-to-noise ratio of these signals.
To distinguish signals of interest from the background activity various feature extraction methods have been applied, including band power calculations [1] , adaptive autoregressive models (AAR) [2] [3] [4] [5] , common spatial filters (CSP) [6] [7] [8] [9] and recently wavelet transforms [10] [11] [12] [13] . Using the extracted features of interest, two main classification methods have been used, linear and nonlinear classification. Linear discrimination analysis (LDA) [14] [15] [16] is a commonly used method for classification. Neural networks [17] [18] [19] [20] and support vector machines [21] are two main nonlinear classification methods. Regardless of the specific methods employed for feature extraction or classification, substantial between-subject variability in classification accuracy is often observed, e.g. [22] , so far there is no best way for all subjects.
In this paper we describe a new algorithm for the classification of motor imagery electroencephalogram (EEG). The algorithm is based on time-frequency analysis of EEG signals. The original EEG signals are converted to time-frequency signals by short time Fourier transforms (STFTs), then Fisher distance is used to select the features.
Data description
The dataset of BCI competition 2003 is used in this investigation. This dataset was provided by Graz University of Technology. From this dataset, we choose data IIIa (include three subjects: k3b, k6b, l1b) to test our algorithm.
The recording was made with a 64-channel EEG amplifier from Neuroscan, using the left mastoid for reference and the right mastoid as ground. The EEG was sampled with 250 Hz, it was filtered between 1 and 50Hz with Notchfilter on. Sixty EEG channels were recorded according the scheme in figure 1. show, The task was to perform imagery left hand, right hand according to a cue.. The experiment consists of several runs (>= 6) with 40 trials; after trial begin, the first 2s were quite, at t=2s an acoustic stimulus indicated the beginning of the trial, and a cross "+" is displayed; then from t=3s an arrow to the left, right, as displayed for 1 s; at the same time the subject was asked to imagine a left hand, right hand, respectively, until the cross disappeared. 
Method
In this paper the EEG data from the C 3 ,C z and C 4 electrodes only are analyzed. In order to get the local activity ,the EEG data are converted to Hjort derivation. The Hjort derivation
where ci is the reading of the center electrode scj, with i=3 ,0 or 4 and j is the set of indices corresponding to the eight electrodes surrounding electrode ci. The algorithm we use in this paper as followed:
Step 1: Convert the time domain signal to time-frequency domain signal using STFTs. Here we use matlab function "spectrogram". The EEG data are bandpass filtered and only signals between 1 Hz and 45 Hz was used. We use the 73 trials available of the subject k3b's task to test. Figure 3 shows, the energy distribution on electrode C3, Cz and C4 is different. During the left-hand movement imagination, the energy concentrated on the 10 to 15 Hz frequency band on electrode C3, and it maintained to the end of imagining. In the same band on electrode C4, the energy only concentrated in the early stage of imagination (about 0 ~ 0.6 s). On the contrary during the right-hand movement imagination, the energy concentrated on the 10 to 15 Hz frequency band on electrode C3 only in the early stage of imagination (about 0 ~ 0.6 s), but it maintained to the end of imagining on electrode C4.
Step 2: Calculated the Fisher distance [23] between two classes. Fisher distance F is calculated as In equation (2), μ and σ are the mean and the standard deviation of the feature they correspond to.
Step 3: Sort F (vector of Fisher distance )ascending and select the first k<n(n is the number of trials) as feature.
In this paper , we define category line to classify, category line y is defined as 2 1 1
In equation (3), Pi andQi are the set of feature(right hand movement imagination and left hand movement imagination).k is the number of feature
Result and discuss
In this paper, the EEG data was separated into two datasets, one dataset was used to learning, another dataset was used to testing. in order to make the selected features as far as possible including the essential features of motor imagery, we analyzed Figure 4 shows that the features selected from α rhythm (8~17Hz),Fisher distance is the highest. so the features of this paper used were selected on α rhythm. The fewer features means the quicker classify, so Kappa number is always used to evaluate the method of classification. Kappa number K is calculated as:
In equation (4),x is the highest average classification accuracy (HACS)and k is the number of features. Table 1 show the highest average classification accuracy and Kappa number of K3b 、 K6b 、 L1b.Frome Table, we draw a conclusion that the number of features to get the highest average classification accuracy, is difference with difference person. The main signals are concentrated on the time period from the third second to the seventh second. In order to select the time period of the true signals, we divide this time period(from the third second to the seventh second)into four time period: one second(the third second to the fourth second), two seconds (the third second to the fifth second), three seconds(the third second to the sixth second), and four seconds(the third second to the seventh second). When we use different time periods of three subjects' EEG signals to test our algorithm, we obtain the following results: The classification ratio of k3b rise from 0.778 to 0.931, the best classification ratio appear in the four-second period. The classification ratio of L1b rise from 0.714 to 0.857, the best classification ratio appears in the three-second period. The classification ratio of k6b rise from 0.600 to 0.650, the best classification ratio appears in the four-second period. To EEG signals research, the classification method is very important, this paper convert the time domain EEG signals to frequency domain by STFTs, through the study of frequency bands, the features frequency band is defined. The result show that the classification accuracy up to 93.1%; the best time period is defined through the study of different time period.
The feature extraction in this paper is signals superimosed, so the speed of classification becomes slower. In future work, we plan to extract the features from single-trial. 
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