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INTRODUCTION 
Two player pursuit--evasion differential games have been defined and solved for many low-order 
deterministic versions of the problem. In these formulations of the game, both players are assumed 
to have exact knowledge of the state and the control capabilities of each. Solution requires that 
the optimal min-max controls be found in terms of the state, for a specific index of performance. 
This typically means that trajectories be determined in the state space, by retrograde integration 
of the dynamic equations. This was demonstrated by Isaacs[1] for many second- and third-order 
examples. 
In a statistical version of the pursuit~vasion problem, the number of state variables is tripled, 
and new considerations arise. In addition to the state, P's estimate of the state, E's estimate of the 
state, and the associated covariances, the optimal controls are subject to several 
interpretations[l, 2]. Among the more difficult of these from the analyst's point of view is the 
elementary feinting strategy of E, which is nonoptimal for the deterministic game, but which is used 
when E's estimate of the state is better than P's, "so as best to confound P's prediction"[1]. 
The presence of noise in the driving equations and in the data makes the stochastic version 
difficult to define unequivocally, even for very low-order dynamic models. The analysis of specific 
problems of this type often do not include actual trajectories as determined by using the guidance 
algorithms in the equations of motion. More often, the problems are studied analytically to 
determine certain functions which are necessary or relevant o a solution. 
In the present study, a guidance algorithm is described and derived before being applied to a 
specific two spacecraft encounter. The following section describes the assumptions used, and 
dynamic and statistical quations are presented. This is followed by a section of numerical results 
presented graphically, for a specific set of independent parameters and imput variables. 
PROBLEM DEF IN IT ION AND FORMULATION 
Two spacecraft move toward a near-miss end point when the range is a minimum. In this 
problem, the effect of gravity is ignored, and the nominal trajectory of each is a straight path at 
constant velocity. The motion of E relative to P results by differencing the vector positions and 
velocities of E and P, so that the nominal equations of relative motion in terms of range and velocity 
vectors r and v are: 
l ~ ~ U 
~ = at - up = u. (I) 
Here the relative acceleration is the vector difference of the two players' control accelerations, 
and the actual relative motion will include those additional accelerations which are random and 
not under the control of either. The nominal trajectories of P and E are shown in Fig. l(a), and 
E's motion relative to P is shown in Fig. l(b). The controls are of very small amplitude, are 
analogous to lateral accelerations which might be applied to an arrow while en route to its target. 
The high velocity of the arrow toward the target is considered as constant, while the nominally 
zero lateral and vertical velocities are subject to control through the accelerations ap and at. 
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Fig. I. Nominal near-miss lrajeclories. 
The simplest dynamic model for a continuous version of the pursuit-evasion game is one for 
which the thrust-limited accelerations are to be found for P and E when they both exactly know 
the current state. For this simplest case, no driving noise is present and no limits are set to the 
integrated Delta-V of the players. The solution reduces to finding the final range vector, which is 
parallel to the thrust vectors of both P and E. This two-point boundary value problem solution 
is easily expressed qualitatively, since the final range is being optimized, and both accelerations 
must therefore be parallel to the final range. A numerical algorithm determines this direction of 
the parallel control vectors. 
For the discrete dynamic model to be used here, the acceleration control is treated as an 
impulsive change in relative velocity, which can be applied by P only at fixed time intervals. Given 
this finite fuel supply, the principal question of interest is, "Should a Delta-V control be applied 
at this time?'" The direction of application of this control is more easily determined. 
The analysis begins with the discrete equations of motion, written in the plane (x,y) normal to 
the nominal relative trajectory. The acceleration vector then becomes a Delta-V vector, with 
components D V sin a, D V cos a, normal to the --axis. The times at which such a control vector 
can be applied are specified, and this vector is treated as the difference of the evader's and pursuer's 
controls. Thus, the four-dimensional vector equations of motion are: 
xi , 1 = Fxi + G(DV,  + qi) (2) 
where 
x '=[ r  i : ]=[x .,;" y y ' ]=[x  u v v], (3) 
and F and G are discrete transition and control matrices of proper sizes, involving the time step 
dr. Control and disturbance vectors are DV,  and q,. 
The symbol x denotes both the four-component state vector and the Cartesian position 
component, but the context makes clear which meaning is implied. The control vector u includes 
both deterministic and stochastic omponents, the first of which depends on the estimate of the 
final state xf, and the second of which represents zero-mean oise due to various sources. The data 
is also subject to error, again assumed of zero-mean value. The data is modeled as the sum of 
position and zero-mean oise of covariance R,: 
.vi = HxL + rt, (4) 
where the H matrix denotes two measurements of position components, and the covariance of the 
data noise is 
. Er:,, 0] 
r~(t) 
Similarly, the matrix Q denotes the covariance of the process noise in equation (2). The noise 
RMS value x~( t )  decreases linearly with time, as would be the case for angular data of constant 
covariance, after multiplication by the current range. Data at 1000 km range may be in error by 
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1 km, for example, while data at 1 km range has an RMS error by only 1 m, according to this 
assumption. 
The observation problem solution consists of the Kalman filter equations for processing each 
data point, i.e. azimuth and elevation angles at known values of the range. The resulting 
measurement update of the covariance is 
P~ = [I - K i H]Mi  (5) 
where the minimum variance gain is 
K i = MiH ' [HMiH '+ Ri] - ' .  (6) 
Here the a priori covariance is the time update of the previous measurement updated covariance 
P,; i.e. 
Mi+l = FP iF '  + GQiG' .  (7) 
The measurement update of the optimal estimate also uses the gain K~, 
Xili = "~ili 1 + Ki [Y i - - )3 i ] .  (8) 
The exact state equations are 
Xi + 1 = fx i  + Gui + Gqi (9) 
where u, is the discrete control to be optimized and q~ is the zero-mean velocity noise of covariance 
Q,, to be specified a priori. The estimated ata vector is 
)3i----- H)¢ili 1, (10) 
and the corresponding time update of the state estimate is 
)Ci+ lli = FXili + GDVi (11) 
where the control depends on the uncertainty of the miss. In the noise-free, control-free 
environment, he final value of the state vector estimate is 
xN = FNxili = Ff2ili (12) 
where the matrix Ff is the basic transition matrix with dt replaced by ( t f - -  / i )  ---= N dt. 
The corresponding final covariance, as estimated from the covariance to the intermediate time 
i, is 
Mr = FfPiF; + GfQoG~ (13) 
where the last matrix product has elements of the form 
N 
Qo Z ( i dt ) j 
i I 
and/=0,  1, or 2. 
CONTROL ALGORITHM 
These important features of the one-on-one satellite pursuit-evasion problem as being modeled 
here are: 
(1) Only the predicted miss-distance at a known final time is of interest o P and E. 
(2) The magnitude of the input Delta-V must be chosen as zero or its maximum value; i.e. there 
is no throttle control. 
(3) The expected integral of Delta-V must satisfy the fuel constraint. 
The deterministic version of this problem shows that the bounded thrust directions of P and E 
are parallel to the final range vector. Assuming that P has the greater Delta-V capability, the 
positive difference is the conservative value to be used as the parameter, "Delta-V". A more realistic 
model would specify the integrated fuel limits independently for P and E. 
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These features are all included in the following control algorithm: 
(1) The predicted miss is extrapolated from any intermediate estimates of relative position and 
velocity. The covariance is also extrapolated to the final time from any intermediate value. 
(2) The direction of a candidate Delta-V at any intermediate ime is the negative of the direction 
of the predicted miss, because of the simplicity of the system dynamics. 
(3) A control Delta-V is applied if and only if the following conditions are satisfied: 
(a) The predicted miss is greater than K'x/Vf~ where Kg is the control gain and V~ is the 
final extrapolated position covariance, as given by equation (13). 
(b) The predicted miss using the Delta-V is less than the predicted uncontrolled miss 
without the Delta-V. 
The scalar gain Kg is taken to be constant in the results to follow, and is determined 
experimentally b  Monte-Carlo methods, such that the fuel limit is reached at minimum range in 
all but a negligible minority of cases. This point is illustrated in the results of the following section. 
NUMERICAL  RESULTS 
The independent parameters and variables in this "simplest" of models of the problem are: 
(1) Initial relative range (xo,Yo,Zo) and velocity (u0,t'0, w0) vectors. These imply the 
nominal time-to-go, tr = - Zo/Wo. [6] 
(2) P's a priori estimate of normal position and normal velocity vector components 
070, rio, Y0, t~0). [4] 
(3) Initial covariance or mean-square rror in above estimates (M,.,., M,,,, M,,., M,,)o. [4] 
(4) Time interval between data points, dt. [I] 
(5) Covariance of driving noise Q, and initia! covariance of data noise R0, (assumed equal 
in azimuth and elevation axes). [2] 
(6) Delta-V control amplitude. [1] 
(7) Gain parameter in control algorithm Kg, (assumed equal in azimuth and elevation 
axes). [1] 
In addition, the total on-board fuel supply, or sum of Delta-V's used during an intercept, must 
be bounded. In the results to be shown, this constraint is ignored, though it would be of 
fundamental importance in a complete study. The total of 19 independent parameters suggests that 
all but a small number must be constrained, for quantitative illustration of the guidance algorithm. 
The results to be given here have been developed for the following parametric values: 
1. [x, u, y, v] = [4.0 8.4 5.0 -1.0] km, m/s 
2. [-C ~, f', t:] = [4.2 7.0 4.6 - 2.0] kin, m/s 
3. [M ..... M,,, M,.,, M,.,,]o = [I.0 20.0 1.0 20.0] km:, (m/s)-' 
4. dt = 25 s 
5. Q =50(m/s)  2 R0=500m 2 
6. Delta-V = 5, 10, 20 m/s 
7. Kg = 1.0, 2.0, 3.0. 
The position components of the state are to be driven to the origin, using the control algorithm 
described above. A typical solution is given in Fig. 2, for the combination Delta-V = 10 re~s, and 
k~ = 1, 2, and 3. 
Terminal miss values are 160, 170 and 1200 m, respectively, for these gains. The initial estimate 
of the error is about 6 km, and the estimates vary with time according to the guidance gain. The 
variation of the l a uncertainty is shown in Fig. 3, together with the trajectory position error, 
corresponding to the Delta-V of 10 m/s. Notice that, for our choice of parameters, the uncertainty 
is essentially proportional to the time to go, The stair-step transients in position are due to the 
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Fig. 2. Transient state estimates for three gain values. 
large effects on the terminal miss of a single Delta-V input for large times to go. Other smaller 
slope discontinuities are due to the process noise q(t). The total fuel used of course depends on 
the control gain, and for the single specific initial condition chosen, this dependence is shown in 
Fig. 4. Here it is seen that the smallest gain required the least total fuel, but the result may be very 
dependent on both the magnitude of Delta-V and on the initial geometry. For a given choice of 
gain Kg, a similar sensitivity study is shown in Fig. 5. Here is shown the effect of the magnitude 
of Delta-V on the total fuel used. As it happens, the least fuel is required by the system with Delta-V 
of 5 or 20 m/s, and 60 m/s is used in this example. In contrast, eight pulses of 10 m/s were required 
during the trajectory. The corresponding terminal misses were 1400m for 5 m/s and 170m for 
20 m/s; this illustrates the nonlinear characteristic of bang-bang control. 
A general study would involve a number of representative initial conditions, each of which is 
associated with paths as shown in Fig. 2. For a specific maximum fuel supply, the plot of Fig. 4 
then implies a gain such that minimum range "usually" occurs as the fuel supply is exhausted. 
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Fig. 3. Predicted miss and uncertainty Kg = 2.0, Delta-V = 10 m/s. 
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Fig. 4. Fuel variation with control gain Delta-V = 10m/s. 
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Fig. 5. Fuel variation with Delta-V k~ = 2.0. 
SUMMARY AND CONCLUSIONS 
A simple but plausible dynamic model of the one-on-one satellite pursuit evasion guidance 
problem has been analyzed from a statistical standpoint. The guidance law would become optimal 
for both P and E if the dynamics were deterministic; i.e. if no noise were present in either the state 
or data equations. In this idealized case, assuming neither fuel limit is reached uring the transient, 
P and E accelerate continuously in the same direction, which is the direction of the final range 
vector. 
For the stochastic ase, we have assumed that P's control exceeds E's, and the Deha-V parameter 
is the difference of the individual values. The analysis then proceeds as if only one control were 
present. The closed loop guidance evaluation begins with the optimal estimation of the relative 
position and velocity normal to the nominal range vector. The estimates and their mean square 
values are combined to determine whether to apply a Delta-V control, as well as its direction i~1 
the plane normal to the nominal range. Numerical examples indicate representative p rformance. 
In particular, the control gain and the Delta-V level are shown to have important effects on the 
terminal miss. The simulation appears to be appropriate for showing the interaction among the 
19 independent parameters in the estimation and control aspects of the two spacecraft 
pursuit-evasion encounter. 
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