Abstract. The current paper is concerned with the asymptotic dynamics of two species competition systems with/without chemotaxis in heterogeneous media. In the previous work [15], we find conditions on the parameters in such systems for the persistence of the two species and the existence of positive coexistence states. In this paper, we find conditions on the parameters for the uniqueness and stability of positive coexistence states of such systems. The established results are new even for the two species competition systems without chemotaxis but with space dependent coefficients.
Introduction and the statements of the main results
In the current paper, we consider the following two species parabolic-parabolic-elliptic system with heterogeneous Lotka-Volterra type competition terms, where Ω ⊂ R n (n ≥ 1) is a bounded domain with smooth boundary, u(x, t) and v(x, t) represent the population densities of two mobile species and w(x, t) is the population density of some chemical substance, d i (i = 1, 2, 3) are positive constants, χ 1 , χ 2 , k, l, λ are nonnegative constants, and a i (t, x) and b i (t, x) (i = 0, 1, 2) are positive smooth functions.
Chemotaxis refers the tendency of cells, bacteria, or organisms to orient the direction of their movements toward the increasing or decreasing concentration of a signaling chemical substance. It has a crucial role in a wide range of biological phenomena such as immune system response, embryo development, tumor growth, etc. (see [12] ). Recent studies describe also macroscopic process such as population dynamics or gravitational collapse, etc., in terms of chemotaxis (see [18] ). Because of its crucial role in the above mentioned process and others, chemotaxis has attracted great attention in both biological and mathematical communities since the pioneering works [16, 17] by Keller and Segel in 1970's, in which Keller and Segel proposed a celebrated mathematical model (K-S model) made up of two parabolic equations to describe chemotaxis.
System (1.1) is a Keller-Segel type model of chemotaxis, modeling the population dynamics of two competitive biological species attracted by the same nutrition subject to Lotka-Volterra dynamics. The term −χ 1 ∇ · (u∇w) with χ 1 > 0 in the first equation of (1.1) reflects the influence of the chemical substance on the movement of species u, and the term −χ 2 ∇ · (v∇w) with χ 2 > 0 in the second equation of (1.1) reflects the influence of the chemical substance on the movement of species v. Note that (1.1) with a i (·, ·) and b i (·, ·) (i = 0, 1, 2) being constant functions was proposed by Tello and Winkler in [24] to study the population dynamics of two competitive species attracted by the same nutrition. In reality, the environments of many living organisms are spatially and temporally heterogeneous. It is then important both biologically and mathematically to study the dynamics of the two species chemotaxis model (1.1) with a i (·, ·) and b i (·, ·) (i = 0, 1, 2) being time and space dependent functions.
In the absence of chemotaxis, that is, χ 1 = χ 2 = 0, the dynamics of (1.1) is determined by the first two equations, that is, the following two species competition system,        u t = d 1 ∆u + u a 0 (t, x) − a 1 (t, x)u − a 2 (t, x)v , x ∈ Ω v t = d 2 ∆v + v b 0 (t, x) − b 1 (t, x)u − b 2 (t, x)v , x ∈ Ω ∂u ∂n = ∂v ∂n = 0, x ∈ ∂Ω.
(1.2)
For biological reasons, we are only interested in nonnegative solutions of (1.1) and (1.2).
Consider (1.2) . It is well known that for any given initial time t 0 ∈ R and nonnegative initial functions u 0 (x) and v 0 (x) in C(Ω), the solution (u(t, x), v(t, x)) of (1.2) with (u(t 0 , x), v(t 0 , x)) = (u 0 (x), v 0 (x)), denoted by (u(t, x; t 0 , u 0 , v 0 ), v(t, x; t 0 , u 0 , v 0 )), exists globally (that is, it exists for all t ≥ t 0 ). Among central dynamical issues in (1.2) are persistence, coexistence, and extinction, which have been widely studied (see [1] , [5] , [8] , [9] , etc.). For example, in [1] , the author provided sufficient conditions for the convergence and ultimate bounds of spatially homogeneous solutions of (1.2) with a i (t, x) and b i (t, x) (i = 0, 1, 2, 3) being independent of x and satisfying certain conditions, which implies the persistence. In [9] , the authors provided sufficient conditions for the uniform persistence, coexistence, and extinction in(1.2) with a i (t, x) and b i (t, x) (i = 0, 1, 2) being almost periodic in t. For example, it is proved in [9] that uniform persistence occurs in In the very recent paper [15] , we studied the global existence, persistence, existence of coexistence states, and extinction in (1.1). In particular, we found various parameter regions for the global existence, persistence, existence of coexistence states, and extinction in (1.1) (see Theorems 1.1-1.3 in the following for some of the results proved in [15] ). The objective of the current paper is to find parameter regions for the uniqueness and stability of coexistence states in (1.1). Observe that, even for (1.2), the uniqueness and stability of coexistence states has been studied only for some special cases. We obtain some new results about the uniqueness and stability of coexistence states in (1.2) (see Remark 1.3(1) and Corollary 1.1). Observe also that the results established in this paper provide various conditions under which (1.1) has a unique stable coexistence state. All the conditions depend on the chemotaxis sensitivity coefficients χ 1 and χ 2 , which reflect some effects of chemotaxis on the uniqueness and stability of coexistence states. There are still several important problems to be studied, for example, whether finite time blow-up occurs in (1.1) when χ 1 and χ 2 are not small; whether chemotaxis makes species easier to persist or go extinct; what patterns may be induced by chemotaxis when the coefficients are nonconstant; etc. We plan to study these interesting problem in our future works. The reader is referred to [13] and to [21, 22] for the existing works for one species chemotaxis models with general time and space dependent coefficients on bounded domains and on unbounded domains, respectively.
In the following, we state the main results of the current paper. To do so, we first introduce some notations, assumptions, and recall some results obtained in [15] . Let
The following two assumptions are introduced in [15] for the global existence of classical solutions of (1.1) with given positive initial functions.
(H1) a i (t, x), b i (t, x), χ i and d 3 , k and l satisfy
It is proved in [15] that
(1) Assume that (H1) holds. Then for any t 0 ∈ R and u 0 , v 0 ∈ C + (Ω), (1.1) has a unique bounded global classical solution (u(x, t; t 0 , u 0 , v 0 ), v(x, t; t 0 , u 0 , v 0 ), w(x, t; t 0 , u 0 , v 0 )) which satisfies that
(1.7)
can be chosen to be zero.
(2) Assume that (H2) holds. Then for any t 0 ∈ R and u 0 , v 0 ∈ C + (Ω), (1.1) has a unique bounded global classical solution (u(x, t; t 0 , u 0 , v 0 ), v(x, t; t 0 , u 0 , v 0 ), w(x, t; t 0 , u 0 , v 0 )) which satisfies (1.6). Moreover, for any ǫ > 0, there is
(1.9)
The reader is referred to [15, Remark 1.1] for some remarks about Theorem 1.1, and the assumptions (H1) and (H2). The following concepts of coexistence state and persistence are introduced in [15] . Definition 1.1. A solution (u(x, t), v(x, t), w(x, t)) of (1.1) defined for all t ∈ R is called an entire solution. A coexistence state of (1.1) is an entire positive solution (u * * (x, t), v * * (x, t), w * * (x, t)) with inf
We say that persistence occurs in (1.1) if there is η > 0 such that for any t 0 ∈ R and u 0 , v 0 ∈ C(Ω) with u 0 > 0 and
The following two assumptions are introduced in [15] for the persistence in (1.1).
(H3) a i (t, x), b i (t, x), χ i and d 3 , k and l satisfy (H1) and a 0,inf > a 2,supĀ2 and b 0,inf > b 1,supĀ1 .
(1.10) (H4) a i (t, x), b i (t, x), χ i and d 3 , k and l satisfy (H2) and
where (· · · ) + represents the positive part of the expression inside the brackets. Note that both (H3) and (H4) imply (1.3). As it is mentioned in the above, (1.3) are sufficient conditions for the persistence in (1.2) to occur (see [9, Theorem B] ). The following theorems on persistence and the existence of coexistence states of (1.1) are proved in [15] . 
for all x ∈Ω, t 0 ∈ R, and t ≥ t 0 + t ǫ,u 0 ,v 0 . (1) Assume (H3). Then there is a coexistence state (u * * (x, t), v * * (x, t), w * * (x, t)) of (1.1). Moreover, the following hold.
Then there is a coexistence state (u * * (x, t), v * * (x, t), w * * (x, t)) of (1.1) which satisfies (i)-(iii) of (1).
The reader is referred to [15, Remark 1.2] for some remarks about the assumptions (H3), (H4), and Theorems 1.2 and 1.3.
We now state the results of the current paper on the stability and uniqueness of coexistence states in (1.1). For convenience, we first introduce the following assumptions.
(H5) Assume (H1) and
(1.13) (H6) Assume (H2) and
(1.14)
(1) (H5) implies (H3) and (H6) implies (H4).
(2) When χ 1 = χ 2 = 0, (H5) and (H6) are the same, and both (1.13) and (1.14) become (1.3).
Thus our result in Theorem 1.5(3) recovers the stability result in [24] .
By Theorem 1.2, assuming (H3) (resp., (H4)), for any ǫ > 0, [
is an attracting rectangle for (1.1). The first main theorem of the current paper is about optimal attracting rectangles for (1.1) under the assumption (H5) (resp., (H6)).
(1) Assume (H5) and that the following system has a unique solution (r 1 ,r 2 , r 1 , r 2 )
(1.16) Then 0 < r 1 ≤r 1 , 0 < r 2 ≤r 2 , and for any ǫ > 0, t 0 ∈ R, and u 0 , v 0 ∈ C 0 (Ω) with 
.
(1.20)
Then 0 < s 1 ≤s 1 , 0 < s 2 ≤s 2 , and for any ǫ > 0, t 0 ∈ R, and u 0 , v 0 ∈ C 0 (Ω) with 
hence,r
and (r 1 , r 2 ) is the unique positive equilibrium of the system,
(2) Under the assumptions in Theorem 1.4(2), (s 1 ,s 2 ) is the unique positive equilibrium of the system,
hence,s 1 <B 1 ,s 2 <B 2 , and (s 1 , s 2 ) is the unique positive equilibrium of the system,
Thus Theorem 1.4 recovers the result on ultimate bounds of solutions of (1.2) in [1] . Note that this result can be proven directly by using the competitive comparison principle. Note also that, in this case, (r 1 , r 2 ) is the unique coexistence state of
and (r 1 ,r 2 ) is the unique coexistence state of
(4) When the coefficients are constants, i.e a i (t, x) = a i and b i (t, x) = b i (i = 0, 1, 2), we have
Thus Theorem 1.4 implies the uniqueness and stability of coexistence states. In this case, by Remark 5.1(2), (1.16) has a unique solution iff
Note that (1.21) are the sufficient conditions for the asymptotic stability and uniqueness of the constant positive steady states in [14, Theorem 1.3] and [4] .
The second main theorem of the current paper is on the uniqueness and stability of coexistence states of (1.1).
Theorem 1.5 (Stability and uniqueness of coexistence states).
(1) Assume (H5). Furthermore, assume that
where
(1.24)
and
(1.26)
Then (1.1) has a unique coexistence state (u * * (x, t), v * * (x, t), w * * (x, t)), and, for any t 0 ∈
(2) Assume (H6). Furthermore, assume that (1.22)-(1.26) hold withr 1 ,r 2 , r 1 , and r 2 being replaced bys 1 ,s 2 , s 1 , and s 2 , respectively, where s i ands i (i = 1, 2) are as in Theorem 1.4 (2) . Then the conclusion in (1) also holds.
(3) Assume (H7). Then (1.1) has a unique spatially homogeneous coexistence state (u * * (t), v * * (t), w * * (t)), and for any t 0 ∈ R and u 0 , v 0 ∈ C + (Ω) with u 0 , v 0 ≡ 0, the unique global classical
has a positive entire solution (u * * (t), v * * (t)) which is globally stable (see Lemma 2.3). Thus (u * * (t), v * * (t), w * * (t)) with w * * (t) =
, is a positive entire solution of (1.1) in the case of space homogeneous coefficients, i.e, a i (t, x) = a i (t) and b i (t, x) = b i (t). The uniqueness results is new even for the case χ 1 = χ 2 = 0 with general time dependence. When the coefficients are periodic, Alvarez and Lazer proved in [2] the uniqueness of the entire solution (u * * (t), v * * (t)) only under the assumption (1.3) . It remains open whether such uniqueness result holds even in the case of χ 1 = χ 2 = 0 with general time dependence under only the assumption (1.3).
The arguments in the proof of Theorem 1.5(3) are similar to those in [24] .
(2) The arguments in [24] as well as the arguments in [4] and [14] are difficult to be applied in the general nonhomogeneous case. We utilized a new approach to prove the stability and uniqueness of coexistence states in this later case, namely, we first obtain optimal attracting rectangle by iterating the so called eventual comparison method (see the proof of Theorem 1.4), next we prove the stability of coexistence states in L 2 -norm by applying Green's Theorem and Young's inequality and using the optimal attracting rectangle established in Theorem 1.4, and then we prove the stability and uniqueness of coexistence states in L ∞ -norm. By this new approach, we also obtain some new result about the uniqueness and stability of coexistence states of (1.2) (see Corollary 1.1).
(3) (1.15) implies (H2). It is the analogue of the condition a 1,inf >
for the global stability of the unique spatially homogeneous entire positive solution of the following one species chemotaxis model,
(1.31) If furthermore the coefficients are time homogeneous i.e a i (t, x) = a i (x) and
(1.32)
We have the following corollary for the uniqueness and stability of coexistence states of (1.2), which is new in the general space dependence case.
. Then (1.2) has a unique stable coexistence state provided that the competition coefficients a 2 and b 1 are such small so that (1.3) and the following hold,
The rest of the paper is organized as follows. In section 2, we recall some important results in [15] to be used to prove our main theorems. We discuss the optimal attracting rectangles in section 3. It is here that we prove Theorem 1.4. In section 4, we prove our main Theorem 1.5 about stability and uniqueness of coexistence in the general inhomogeneous case. We also prove Corollary 1.1 in this section. Finally, we discuss the conditions for (1.16) to have a unique solution in section 5. Note that such conditions are generic (see Proposition 5.1).
Preliminary
Consider the following system of ODEs induced from system (1.1),
be the solution of (2.1) with initial condition
Then we have the following important lemma from [15] . 
) is the solution of equation (1.1) with initials u(·, t 0 ) = u 0 and v(·, t 0 ) = v 0 , we have
Proof. By the similar arguments as those in [14, Theorem 1.1 (1)], under the condition (H2) we have
By (H2) and Lemma 2.1, we get T max = ∞.
Next, we have the following lemma about existence and stability of coexistence states when the coefficients are space independent. 
Assume (1.3) is satisfied. Then there is a strictly positive entire solution (u * * (t), v * * (t)) of (2.4). Moreover, for any u 0 , v 0 > 0 and t 0 ∈ R,
. In addition, if a i (t) and b i (t) are almost periodic, then so is (u * * (t), v * * (t)).
3 Optimal attracting rectangle and proof of Theorem 1.4
In this section, we construct optimal attracting rectangles for (1.1) and prove Theorem 1.4. We first prove two important lemmas.
(1) Assume (H5)
for n = 2, · · ·, and for any given u 0 , v 0 ∈ C + (Ω) with inf u 0 > 0, inf v 0 > 0, ǫ > 0, and n ∈ N with n ≥ 1, there exists t n
3)
for all x ∈Ω, t 0 ∈ R and t ≥ t 0 + t n
for n = 2, · · ·, and for any given u 0 , v 0 ∈ C + (Ω) with inf u 0 > 0, inf v 0 > 0, ǫ > 0, and n ∈ N with n ≥ 1, there exists t n We then prove (3.3). We do so by induction. First we claim that there exists t 1
for all x ∈Ω, t 0 ∈ R and t ≥ t 0 + t 1
. In fact, from the first and third equations of (1.1), we get
Let u(t; t 0 , u 0 ) be the solution of
with u(t 0 ; t 0 , u 0 ) = u 0 . Then by solving, we get
where a = a 0,sup , b = a 1,inf − k 
Therefore there is t 1 ǫ,u 0 > 0 such that u(x, t; t 0 , u 0 , v 0 ) ≤r
(3.10)
Similarly using the second and third equation of (1.1), there exists t 1
, from (3.10), (3.11), the first and third equations of (1.1), we get
Thus similar arguments as those lead to (3.10) implies that there is t 1
Similarly, from (3.10), (3.11), the second and third equation of (1.1) and similar arguments as those lead to (3.10), there is t 1
. Then (3.7) follows from (3.10), (3.11), (3.12) and (3.13).
Next, assume that for any ǫ > 0, there is t k
for all x ∈Ω, t 0 ∈ R and t ≥ t 0 + t k ǫ,u 0 ,v 0 ,u 0 ,v 0 . We claim that there is there is t
for all x ∈Ω, t 0 ∈ R and t ≥ t 0 + t
We have that for
This implies that for t ≥ t 0 +t
It then follows that there ist
Similarly, we can prove that there ist
The claim (3.18) then follows with t
}. Now, by induction, (3.3) holds for all n ≥ 1. This completes the proof of (1).
(2) It can be proved by the similar arguments as those in (1) . We outline some idea in the following.
First of all, note thats 1 1 =s 0 1 =B 1 ands 1 2 =s 0 2 =B 1 , and by (H6), 0 < s 1 1 ≤s 1 1 and 0 < s 1 2 ≤s 1 2 . (3.5) then follows from (3.4) directly. We prove (3.6) by induction. To this end, we first claim that there exists t 1 ǫ,u 0 ,v 0 ,u 0 ,v 0 ≥ 0 such that
Then for any ǫ > 0, there ist 1
for all x ∈ Ω, t 0 ∈ R, and t ≥ t 0 +t 1
. This implies that for anyǫ > 0, t ≥ t 0 +t 1
Choose 0 <ǫ < ǫ such that
Then there is t 1
. The claim (3.16) then follows. Next, assume that for any ǫ > 0, there is t k
for all x ∈Ω, t 0 ∈ R and t ≥ t 0 + t k
. By the similar arguments as in (1), there is there is t
for all x ∈Ω, t 0 ∈ R and t ≥ t 0 + t Proof.
(1) For given n ∈ N, suppose (3.19) holds. We prove (3.20) holds in two steps.
Step 1. We prove in this step that the following holds for k = 1,
Recall that (3.8) reads as
Thus, by parabolic comparison principe andū 0 ≤r n 1 ≤r 1 1 , we get that
Similarly, by parabolic comparison principe andv 0 ≤r n 2 ≤r 1 2 , we can get that
Therefore, for t ≥ t 0 ,
By parabolic comparison principe and r 1 1 ≤ r n 1 ≤ u 0 , we have that
Similarly, by parabolic comparison principe and r 1 2 ≤ r n 2 ≤ v 0 , we have that
Thus the result follows from (3.24),(3.26),(3.25) and (3.27).
Step 2. Suppose that (3.23) holds for k = 1, 2, · · · , l (l ≤ n − 1), we prove that (3.23) holds for k = l + 1. Indeed since (3.23) holds for 1 ≤ k ≤ l, for t ≥ t 0 , we get from the first and third equation of (1.1) that
Thus, by parabolic comparison principe andū 0 ≤r n 1 ≤r l+1 1 , we get that
Similarly, from the second and third equation of (1.1) and parabolic comparison principe, we get sincev 0 ≤r n 2 ≤r
Next again from the first and third equation of (1.1) that
Therefore by parabolic comparison principe we get since r
Similarly, from the second and third equation of (1.1) and parabolic comparison principe, we get since r Proof of Theorem 1.4.
(1) First of all, from (3.2), the sequences r n 1 and r n 2 are nondecreasing bounded sequences of nonnegative real numbers and the sequencesr n 1 andr n 2 non-increasing bounded sequences of nonnegative real numbers. Thus there exist real numbers 0 < r 1 ≤r 1 ≤Ā 1 and 0 < r 2 ≤r 2 ≤Ā 2 such that lim n→∞ r n 1 = r 1 , lim n→∞r n 1 =r 1 , lim n→∞ r n 2 = r 2 , lim n→∞r n 2 =r 2 .
(3.32)
Combining (3.32) with (3.1), we get
Hence (r 1 ,r 2 , r 1 , r 2 ) is the unique solution of (1.16). Next, we prove (1.17). By (3.3) and (3.32), for any ǫ > 0, we can choose N such
. Thus (1.17) holds. Now suppose that (1.18) holds. We prove (1.19) . Assume that r 1 ≤ u 0 ≤r 1 and r 2 ≤ v 0 ≤r 2 .
Since the sequences r n 1 and r n 2 are nondecreasing bounded sequences of nonnegative real numbers and the sequencesr n 1 andr n 2 non-increasing bounded sequences of nonnegative real numbers, from (3.
Thus (1.19) holds.
(2) It follows from the similar arguments as those in (1).
4 Uniqueness and stability of coexistence states and Proof of Theorem 1.5
In this section, we establish the nonlinear stability and uniqueness of entire solutions of system (1.1) and prove Theorem 1.5 and Corollary 1.1. We first prove Theorem 1.5(3).
Proof of Theorem 1.5(3). Recall that (1.15) implies (H2) (see Remark 1.3(2)). For given t 0 ∈ R and u 0 , v 0 ∈ C + (Ω) with u 0 (·), v 0 (·) = 0, let (u(·, t; t 0 , u 0 , v 0 ), v(·, t; t 0 , u 0 , v 0 ), w(·, t; t 0 , u 0 , v 0 )) be the solution of (1.1) given by Theorem 1.1 (2) . Note that (u(·, t; t 0 , u 0 , v 0 ), v(·, t; t 0 , u 0 , v 0 ), w(·, t; t 0 , u 0 , v 0 )) exists for all t > t 0 and without loss of generality, we may assume that
Let (u * * (t), v * * (t), w * * (t)) be a spatially homogeneous coexistence state of (1.1) (see Remark 1.3(1)). We first prove that (1.29) and (1.30) hold.
To this end, let (u(t), u(t), v(t), v(t)) be as in Lemma 2.2. Then by Lemma 2.2, we have
We claim that for any ǫ > 0, there is t ǫ,u 0 ,v 0 ,t 0 > 0 such that
Indeed let (u 1 (t), v 1 (t)) be the solution of (2.4) with (u 1 (t 0 ),
Then by comparison principle for two species competition systems,
Similarly, let (u 2 (t), v 2 (t)) be the solution of (2.4) with (u 2 (t 0 ), v 2 (t 0 )) = (u 0 , v 0 ). Note that
By comparison principle for two species competition systems again,
By Lemma 2.3,
This implies that for any ǫ > 0, there is t ǫ,u 0 ,v 0 ,t 0 > 0 such that 
This together with (1.3) implies that
Thus by integrating (4.8) over (t 0 , t), we get
We have by mean value theorem that
where 0 < α 2 := α 2,t 0 ,u 0 ,v 0 = inf
Hence (1.29) and (1.30) hold. Next, we show that (1.1) has a unique spatially homogeneous coexistence state. Suppose that (u * i (t), v * i (t), w * i (t)) (i = 1, 2) are spatially homogeneous coexistence states of (1.1). Let u 01 = max{sup t∈R u * 1 (t), sup t∈R u * 2 (t)}, v 01 = min{inf t∈R v * 1 (t), inf t∈R v * 2 (t)}, u 02 = min{inf t∈R u * 1 (t), inf t∈R u * 2 (t)}, and v 02 = max{sup t∈R v * 1 (t), sup t∈R v * 2 (t)}. For any t 0 ∈ R, let (u i (t), v i (t)) = (u(t; t 0 , u 0i , v 0i ), v(t; t 0 , u 0i , v 0i )) be the solution of (2.4) with (u(t 0 ; t 0 , u 0i , v 0i ), v(t 0 ; t 0 , u 0i , v 0i )) = (u 0i , v 0i ) (i = 1, 2). By comparison principle for two species competition systems, (4.10) for i = 1, 2 and t ≥ t 0 . By the definition of coexistence states, there are 0 < δ < K such that
for i = 1, 2 and all t ∈ R. By the similar arguments of (4.8), we have
for t ≥ t 0 , whereα 
uniformly in t 0 ∈ R. It then follows from (4.10) that u * 1 (t) ≡ u * 2 (t) and v * 1 (t) ≡ v * 2 (t). Indeed let t ∈ R be given. It follows from (4.10) that
And similarly
Therefore as t 0 → −∞, we get |u * 1 (t) − u * 2 (t)| = |v * 1 (t) − v * 2 (t)|= 0. Hence (1.1) has a unique spatially homogeneous coexistence state.
Next, we prove Theorem 1.5(1) and (2).
Proof of Theorem 1.5(1) and (2) .
(1) By Theorem 1.2(1) and Remark 1.3(2), (1.1) has coexistence states. Let (u * * (x, t), v * * (x, t), w * * (x, t)) be a coexistence state of (1.1). Let q 1 (t), Q 1 (t), q 2 (t) and Q 2 (t) be as in (1.23), (1.24), (1.25) and (1.26), respectively. By (1.22),
Fix 0 < ǫ < −µ. Then, for given u 0 , v 0 ∈ C 0 (Ω) with inf u 0 > 0, inf v 0 > 0, there exists T ǫ,u 0 ,v 0 := T ǫ,ū 0 ,v 0 ,u 0 ,v 0 > 0 such that for any t 0 ∈ R,
To simplify the notation, set u(t) = u(·, t; t 0 ; u 0 , v 0 ), v(t) = v(·, t; t 0 ; u 0 , v 0 ), u * * (t) = u * * (·, t), and v * * (t) = v * * (·, t). Let ψ = u − u * * and φ = v − v * * . Then ψ satisfies 12) and φ satisfies
We first prove that Ω ψ 2 + φ 2 dx → 0 as t → ∞ uniformly in t 0 ∈ R. To this end, by multiplying (4.12) by ψ + and integrating over Ω, we get 1 2
for a.e t > t 0 (see [13, (4.6) ] for the reasons to have the above equality). Then by integrating by parts, we get 1 2
for a.e t > t 0 . We have from the third equation of (1.1) that 15) and by Young's inequality
We claim that
Indeed since (u, v, w) and (u * * , v * * , w * * ) are both solutions of (1.1), from the third equation of (1.1) we get
By multiplying this last equation by w − w * * and integrating over Ω, we get by Green's Theorem
By Young's inequality we get
and the claim thus follows. By (4.14)-(4.17), we have 1 2
for a.e t > t 0 . Thus by Young's inequality, we have 1 2
for a.e t > t 0 . Similarly, we have
for a.e t > t 0 . By adding (4.18) and (4.19), we get
for a.e. t > t 0 . Similarly we have
where h(t) = max{Q 1 (t) − q 1 (t), Q 2 (t) − q 2 (t)}, and K(t, ǫ) = |K 1 (t, ǫ)| + |K 2 (t, ǫ)|. uniformly in t 0 ∈ R. It then follows that (1.27) and (1.28) hold for any u 0 , v 0 ∈ C + (Ω) with u 0 = 0 and v 0 = 0. Next, we prove that (1.1) has a unique entire positive solution. We are going to prove that in the following two steps.
Step 1. (1.1) has a unique entire positive solution (u * , v * , w * ) which satisfy r 1 ≤ u * (x, t) ≤r 1 and r 2 ≤ v(x, t) ≤r 2 ∀x ∈Ω and t ∈ R. And since ǫ is arbitrary, we get as ǫ → 0 that r 1 ≤ u * (x, t) ≤r 1 and r 2 ≤ v * (x, t) ≤r 2 .
and thus the claim holds.
(2) It follows by the similar arguments as those in (2).
Finally, we prove Corollary 1.1.
Proof of Corollary 1. 
