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Abstract
Teachers are one of the professional groups with the highest risk of suffering from voice
disorders. Teachers point out classroom acoustics among the potential hazards affecting
their vocal health, together with air dryness, background noise, and other environmental
factors. The present project has investigated the relationships between the classroom
acoustic condition and teachers’ voice, focusing on their vocal intensity, and between
the classroom acoustic condition and the sensation of acoustic comfort for a speaker.
In the presence of low background noise levels, teachers were found to adjust their
vocal intensity according to the room gain or voice support of the classroom, which are
equivalent objective measures that quantify the amplification of one’s own voice in a
room due to the reflections at the room boundaries. Most of the vocal intensity variation
among classrooms was due to differences in average teacher-to-student distance, but
some of the variation was due to the room acoustic condition. The amount of vocal
intensity variation with the room acoustic condition increased with the distance between
teacher and student. In field measurements performed during typical working days,
teachers with and without self-reported voice problems reacted identically to variations
in noise, whereas they reacted differently to the voice support of the classrooms where
they taught, suggesting that teachers with voice problems are more sensitive to the
working environment than their healthy colleagues.
The acoustic conditions that conveyed the highest comfort for a speaker were de-
rived from laboratory experiments in virtual classrooms and corresponded to values of
the reverberation time between 0.45 and 0.55 s, calculated from the decay between -5
and -35 dB of the backward integrated energy curve of an impulse response measured
between the mouth and the ears of a dummy head.
Prediction models for the reverberation time (calculated in the way described
above) and the voice support were obtained, linking these measures to the volume
and the traditional reverberation time of the room. Combining these models with the
knowledge obtained during the project, speaker-oriented classroom acoustic design rec-
ommendations are given. These recommendations suggest that classrooms for flexible
teaching should not have more than fifty students if optimum acoustic conditions for
a speaker are to be met, and that, in smaller classrooms, the voice support should be
between -12 and -8 dB.
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Thesis at a glance
The thesis is a continuation of the work published by Brunskog et al. [16]. It contributes
to increasing the understanding of the relationship between room acoustics, vocal in-
tensity regulation, and speaking comfort, particularly applied to the teaching scenario.
This knowledge can be used to design classrooms that maximize the acoustic comfort
for speaking and that prevent teachers from using excessively high levels of vocal in-
tensity, in order to improve the working conditions of teachers and as a step toward
reducing the prevalence of voice problems among teachers.
Chapter 1, Introduction, describes the voice problems experienced by teachers;
their causes, consequences, and the current preventive actions taken to minimize their
prevalence.
Chapter 2, Interaction between room acoustics and the voice of a speaker, collects
the knowledge about the dependence between room acoustics, vocal intensity adjust-
ment, and speakers’ comfort, gained from the experiments and measurements in papers
A to G, and puts it into context with previous investigations.
Chapter 3, Implications for classroom acoustics design, briefly reviews the tra-
ditional approach to classroom acoustic design based on the optimization of the con-
ditions for listeners and uses the results presented in chapter 2 to propose alternative
design strategies focused on the requirements of speakers.
Chapter 4, General discussion, reviews the main factors connected to the chosen
methodology potentially affecting the findings of the study, evaluated the effectiveness
of the design measures suggested in chapter 3, and gives directions for future research.
Finally, chapter 5 summarizes the main findings and conclusions of the work.
Summary of publications
Seven papers, either published in international scientific journals, in manuscript form
under editorial process, or submitted as articles in conference proceedings, constitute
the core of this thesis, and are included at the end of the dissertation:
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xii Thesis at a glance
Paper A: Comment on “Increase in voice level and speaker comfort
in lecture rooms” [J.Acoust.Soc.Am. 125, 2072-2082 (2009)]
This paper revises the work of Brunskog et al. [16] on the vocal intensity adjustment of
teachers in classrooms with different acoustic conditions and low levels of background
noise. Paper A suggests an improved measurement method of classroom acoustic prop-
erties relevant for a speaker (called room gain and voice support) and presents corrected
and simplified empirical models based on the measurement data from Brunskog et al.
[16], describing vocal intensity variations as a function of room gain or voice support.
These models are used as a reference scenario to compare with following studies.
Paper B: Vocal effort with changing talker-to-listener distance in dif-
ferent acoustic environments
The effects of talker-to-listener distance are separated from the effects of room acoustics
on the vocal effort1 of speakers. The paper shows that the main factor affecting vocal
intensity is distance, but nevertheless room acoustic conditions play an important role
and explain the observations in paper A. Other voice parameters, as the fundamental
frequency and the duration of phonated segments, also vary with the distance and the
room acoustic conditions.
Paper C: Equal autophonic level curves under different room acous-
tics conditions
This investigation shows the vocal intensity needed in different acoustic conditions to
keep the voice of a speaker equally loud at his/her own ears. The effect of different
room acoustic conditions is here related to that of sidetone amplification [54] and to
studies of the Lombard effect [55]. It is observed that room acoustics have a systematic
effect on voice adjustment. However, the magnitude of the changes in vocal intensity is
smaller than 2.3 dB in typical rooms.
1 Vocal effort, according to Traunmüller and Eriksson [112], is a physiological magnitude different from
vocal intensity, which accounts for the changes in voice production required for the communication at
different distances. Some descriptors of vocal effort are vocal intensity, fundamental frequency, phonation
time, and spectral distribution.
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Paper D: Measurement and prediction of voice support and room
gain in school classrooms
Paper D presents the measurements of voice support and room gain in 30 primary and
secondary school classrooms and proposes a prediction model for these parameters,
based on geometrical properties and the reverberation time of the classrooms. The
prediction model can be used during the design phase of educational spaces or rooms
for speech, as a tool to assess the additional vocal loading experienced by a speaker due
to the environment.
Paper E: Influence of classroom acoustics on the voice levels of teach-
ers with and without voice problems: a field study
A field study of teachers with and without self-reported voice problems was carried out,
in which their voice levels were monitored during real teaching and were related to the
acoustics of the classrooms where they taught. The results show that both groups of
teachers reacted identically to the noise present (according to the Lombard effect) and
that the groups reacted significantly different to the voice support of the classrooms,
suggesting that teachers with self-reported voice problems are more sensitive to changes
in their working environment.
Paper F: Loudspeaker-based system for real-time own-voice aural-
ization
A laboratory facility was specially built for this project, which allowed to generate the
acoustics of virtual classrooms; this is, to induce in a speaker the auditory sensation of
being talking in a space different from the actual laboratory room. Paper F describes its
technical and design details.
Paper G: Speakers’ comfort and voice level variation in classroom:
Laboratory research
Laboratory experiments were carried out using the setup described in Paper F, where the
aim was to investigate further the relationship between voice support and vocal inten-
sity, and to find optimum acoustic conditions for a speaker by means of questionnaires.
The studies show that the performance in laboratory is highly dependent on the instruc-
tion. With the proper instruction, speakers react to the acoustic environment similarly
to the findings of Brunskog et al. [16] and paper A. When speakers are not engaged
into the communication task, they react to the acoustic environment keeping the loud-
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xiv Thesis at a glance
ness of their own voice constant. The most preferred acoustic conditions for a speaker
are indicated by a reverberation time between 0.45 and 0.55 s, derived from the decay
between -5 and -35 dB of the backward integrated energy curve of an impulse response
measured between the mouth and the ears of a dummy head.
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Chapter 1
Introduction
Teaching is one of the occupations with highest vocal demands and represents an impor-
tant share of the total workforce of a country. The prevalence of voice problems among
teachers is much higher than the average among other occupations due to their use of
voice at work. Teachers have to teach in a variety of rooms of different dimensions and
acoustic conditions, which modify their voice behaviors and the behaviors of students.
Even though teachers claim that classroom acoustics is a factor that affects their voice,
very little research has been done to understand the cause-effect relationship between
voice use and room acoustics.
This dissertation is part of a larger project, named Speakers’ comfort and voice
disorders in classrooms, carried out in collaboration with the Department of Logope-
dics, Phoniatrics and Audiology at Lund University. In the project, the focus was to
examine the voice behavior of teachers—one of the professional voice user groups at
larger risk of suffering from voice disorders—at work and its relation to room acoustics.
The work carried out by the partners in Lund was focused on health aspects and led to
the doctoral dissertation of Lyberg-Åhlander [63] Voice use in teaching environments:
Speakers’ comfort.
The understanding of the interaction between room acoustics and voice use is nec-
essary in order to define preventive actions based on classroom acoustic design and
planning.
1
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2 1. Introduction
1.1 Voice problems in teachers
1.1.1 Definitions
Voice problems is a term widely used, although there seems not to be consensus on the
definition [69], and here is used with the same meaning as Lyberg-Åhlander [63] does.
It is necessary to define the terms vocal loading and vocal fatigue to understand voice
problems. Vocal loading refers to the natural adaptation in the phonatory apparatus
during voice production. Signs of a tolerable voice loading during a working day are a
rise in F0, a rise in SPL, a rise in phonatory threshold pressure, and a change towards
hyperfunction. Vocal fatigue is a term used to refer to the negative sensations expe-
rienced after a period of vocal loading, accompanied with physiological, perceptual,
and subjective changes. However, some of the fatiguing changes are necessary to avoid
physiological overstraining [116, p.36]. In any case, the symptoms of vocal fatigue
indicate the necessity of having a period of vocal rest. Titze [108] suggests a model
in which prolonged periods of vocal loading without enough vocal rest can result into
permanent damage of the vocal folds.
1.1.2 Prevalence
Teachers are one of the professional groups who suffer more frequently from voice
problems:
1. Teachers are overrepresented in voice clinics: according to Fritzell [24], there
were 16.3% of teachers as patients in Swedish voice clinics in 1990, but only
represented 5.9% of the working population. According to Titze et al. [110],
the percentages in the US were in the same order of magnitude: 19.6% of the
patients in voice clinics were teachers, whereas they constituted only the 4.2% of
the working population.
2. Teachers suffer from voice problems twice as much as other professional groups
during their careers [89, 96].
3. The prevalence of voice problems among teachers in the present study, region-
ally located in southern Sweden, was 13% [66]. This quantity referred to those
teachers reporting having voice problems occurring sometimes, often, or always.
The prevalence is similar to that reported by Russell et al. [90], who found that
i
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16% of the teachers self-reported voice problems at the moment of the study, and
by Roy et al. [89] (11%).
1.1.3 Consequences
The voice problems can cause teachers to be absent from work in order to receive treat-
ment and be able to recover. Smith et al. [97] reported that over 20% of teachers had
missed some working days due to voice problems, but none of the non-teachers had.
Moreover, McAleavy et al. [71] stated that 32% of the days of teachers’ absence leave
were due to voice problems, whereas 30% of the days were due to stress. Verdolini and
Ramig [113] estimated the social costs in the US due to teachers’ voice problems—sick-
leave and treatment—to amount approximately $2.5 billion per year. Voice problems
can become so frequent and serious that can turn into permanent damage of the vocal
organ and working disability [69, 91]. Furthermore, employers can be liable for neg-
ligences leading to permanent vocal damage in employees, such as the case of Joyce
Walters [30], who received a payout of £156.000 in compensation for permanent voice
problems that terminated her career as a teacher. Furthermore, Rogerson and Dodd
[87] pointed out that teachers’ dysphonic voices have a detrimental effect on children’s
performance.
1.1.4 Causes
It is generally agreed upon that voice problems result from the combination of vocal
loading and the individual capacity of coping with loading [115]. Individual risk factors
affecting the capacity of coping with voice loading, according to Vilkman [115], are
Gender The prevalence of voice problems among females is much higher than among
males [24]. This can be due to a higher fundamental frequency in adult females
[107], related to the gender differences in size and physiology of the larynx, and
some more subtle anatomical changes in the vocal folds and the surrounding
tissues [19].
Health condition Teachers who suffer or have suffered from hearing problems, aller-
gic reactions, or respiratory infections are more affected from vocal fatigue than
their healthy colleagues [29].
i
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Life habits Smoking or drinking coffee can be detrimental for vocal health [84].
Voice-demanding activities outside work, such as solo or choir singing can pre-
vent voice from having enough rest.
Vocal skill/experience Kooijman et al. [50] found an indication that young teachers
experienced more vocal problems than more experienced teachers, due to longer
working hours and less vocal hygiene habits than their more experienced col-
leagues. However, other studies [89], do not agree and point out group ages
between 40 and 59 years old as more likely to experience voice problems.
Psychosocial and personality factors Kooijman et al. [51] and Roy et al. [88] point
out that psycho-emotional factors, such as introversion/extroversion, play an im-
portant role in the development and consolidation of voice problems. Gassull
et al. [27] points out that teachers with voice problems have a greater reactivity
to stress than their healthy colleagues, and McAleavy et al. [71] found out the
presence of trait anxiety to be relevant in voice health.
Other factors contributing to the vocal loading, not dependent on the individual,
but linked to the work environment are
Duration of phonation By definition, vocal loading increases with phonation time and
can lead to vocal fatigue if there is not enough time of vocal rest [116]. Accord-
ing to Vilkman [115], the teaching profession has very high demands regarding
vocal endurance, because teachers need to use their voice for several hours every
working day.
Intensity of phonation According to Titze [109], the mechanical stress suffered by the
vocal folds—suggested to be cause for different voice disorders—is dependent
on the amplitude of vibration, which determines the intensity of phonation. The
teaching methods and the need of applying discipline can require using high vocal
intensity.
Long speaking distance Speakers raise their vocal intensity with increasing distance
to the listener [58, 73, 112, 119]. This effect is explained in more detail in section
2.2.
Air quality High air humidity contributes to the lubrication of the vocal folds. Dry
vocal folds can become easily irritated [45]. Dust in the air is often reported as a
i
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risk factor [114], but there is no evidence that it leads to an increased prevalence
of voice complaints [84, 95].
Other ergonomic factors The talking posture, or whether a speaker is seating or
standing, and how the head, the back and the neck muscles are positioned,
are regarded as important in the quality and efficiency of the voice produced
[45, 115, 116].
Psychosocial factors The teaching environment is regarded often as stressful. In
Poland, teachers are the professional group who feel most stressed at work (34%
versus an average 26.6%) [22].
Background noise Teachers raise their voice levels in the presence of noise to make
themselves understood. This is known as the Lombard effect [55] and is de-
scribed more in detail in section 2.2. Furthermore, there are some indications—
though not conclusive—that noise in classrooms induces stress in teachers, even
at moderate levels [104]. A study by Schönwälder et al. [94] reported that 80%
of 1200 teachers considered pupils’ noise as a stress factor.
Room acoustics Tiesler and Oberdörster [104] also indicated that classrooms with
short reverberation times led to lower stress levels on teachers. In terms of vocal
intensity, talkers tend to speak louder in acoustically dry rooms, whereas they
tend to speak softer in more “live” rooms [5]. However, more “live” rooms in-
crease the activity levels caused by students, which are usually the main source
of “noise”. Hodgson et al. [33] proposed an empirical model based on mea-
surements in university classrooms, which took into account the student activity
noise. Brunskog et al. [16] found that teachers modified their vocal intensity
according to the objective measure room gain, which indicates the degree of am-
plification offered by the room to the voice of the speaker at his ears. Kob et al.
[49] noted that teachers with voice problems are more affected by unfavorable
room acoustic conditions than their voice healthy colleagues. Determining the
actual relationship between the classroom acoustic conditions and the variations
in vocal intensity experienced by teachers in the line started by Brunskog et al.
[16] was one of the goals in this project. Chapter 2 is dedicated to this topic.
Teaching methods Oberdörster and Tiesler [78] found that different teaching methods
such as frontal lessons (in which the teacher addresses the pupils) or student-
i
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centered lessons (with focus in group-work and discussion) result in different
noise levels, and more important, in different interactions with room acous-
tics. I.e., there was a significant reduction in sound pressure level (SPL) dur-
ing student-centered lessons after refurbishment of a classroom (which reduced
the reverberation time), whereas the SPL during frontal lessons did not change
significantly.
Despite the knowledge of the risk factors that eventually can lead to voice prob-
lems, these are not yet understood, because self-reported voice problems do not always
have a correlation with objective acoustic measures [56] or features assessed with laryn-
gological examinations [65]. For other occupational diseases, as for example occupa-
tional hearing loss, the relationship between exposure to noise, recovery periods, and
hearing damage is well documented (see, e.g., Gelfand [28]).
Titze [108], from the observation of other studies in occupational health, suggested
to establish safety vocalization limits. Some steps have been taken in this direction,
by introducing the so-called vocal doses to quantify the exposure of the vocal folds to
vibration [111], determining vocal recovery trajectories [36], and comparing the use in
occupational and non-occupational settings [37]. Yet, Hunter [35] points out that more
research is needed in order to distinguish with confidence the effects of environmental
factors on voice use, and to determine how non-occupational voice use affects vocal
rest. Hunter [35] states that the main problem in the research area is the current lack of
a real metric to show vocal impairment.
1.2 Current preventive actions
Voice problems or disorders are seen as an issue of Occupational Health and Safety
(OSH) by many scientists. The term vocoergonomics or voice ergonomics [46, 115] is
used to refer to the actions taken to prevent and treat voice disorders as a consequence
of its use in the working environment. However, only in Poland voice disorders are
listed among occupational diseases [80].
Preventive actions aim at improving the personal ability of coping with vocal load-
ing or at reducing vocal loading in itself. On the one hand, voice training programs aim
at improving the individual capacity of coping with vocal loading. On the other hand,
actions that aim at reducing vocal loading are the use of electroacoustic amplification,
i
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1.2 Current preventive actions 7
pedagogic instruction on how to deal with noise in classrooms, teaching schedules that
include possibility of rest, and classroom layout and acoustic design.
1.2.1 Voice training programs
Ilomäki et al. [39] found that long-term voice training programs were an effective tool to
reduce the prevalence of voice disorders and suggested that short-term programs, such
as vocal hygiene lectures, could be useful to raise awareness of vocal symptoms, but
were not efficient to improve vocal endurance. Furthermore, long-term voice training
programs seemed to increase vocal endurance and well-being [38], which can lead to
higher satisfaction of teachers at work. Timmermans et al. [106] also found beneficial
effects of training programs in future teachers four months after the instruction.
In addition, there are different initiatives to encourage good vocal hygiene among
teachers, much of which include voluntary work (e.g., the Voice Care Network in the
UK [118]) and guidelines (e.g., [103]). It is commonly pointed out at the necessity of
developing good voice use through education programs early at university and through
the availability of voice care initiatives for the support of teachers during their careers,
which have to be jointly arranged by higher education institutions, schools, local au-
thorities and speech and language therapists. However, voice education in the current
university programs for future teachers is not sufficient [103].
1.2.2 Use of electroacoustic amplification
The use of electroacoustic amplification (or sound-field amplification) is beneficial for
both students and teachers, as has been widely documented in the literature (see, e.g.,
the review article by Millett [74] or the PhD thesis of Jónsdóttir [45]). The sound-field
amplification increases the speech SPL from the teacher across the classroom, which
results in increased signal-to-noise ratio (SNR) and increased speech intelligibility from
the students. This feature is particularly helpful in classrooms, because children require
higher SNR than adults to achieve the same speech intelligibility scores [8, 12, 98].
Furthermore, children learning second languages require even higher SNR than native
speakers of that language [70]. Children with temporary or permanent hearing loss also
require higher SNR than normal-hearing children [75].
Sapienza et al. [92] reported that teachers using sound-field amplification during
teaching lowered their vocal intensity by 2.4 dB when compared to teaching in a non-
i
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8 1. Introduction
amplified setting. Jónsdóttir [44] found that most of the teachers using sound field
amplification claimed that voice production became easier, that vocal endurance was
improved, and that the need for repetition diminished.
In the present dissertation, however, it is assumed that the voice of the teacher or
the students is not amplified by electroacoustic means unless it is explicitly stated.
1.2.3 Teaching methods and classroom management
The teaching or pedagogical method is a factor contributing to voice loading, as it is
linked to the time that the teacher spends speaking and to the noise that the students
produce. Pedagogical methods are rapidly changing and more importance is given to
co-operative and group-work oriented approaches rather than to traditional lecturing in
primary and secondary schools [105].
In addition, good classroom management skills can help the teacher to keep pupils
focused and engaged on learning rather than on the noise of competing distractions [14]
and therefore keep the noise levels under control.
1.2.4 Voice rest
Titze [108] compared the process of vocal loading to that of tissue injury of muscles
in athletes, pointing out the importance of periods for voice recovery, and showing that
continuous vocal loading can lead to permanent injuries. In this context, teaching sched-
ules can be adjusted in order to introduce regular pauses to allow for short recovery and
longer breaks after voice demanding activities such as lecturing style lessons.
1.2.5 Classroom acoustic design
Classroom acoustic design has an important role on voice production. The introduction
of acoustically absorptive material in the classroom can, on the one hand, effectively
reduce the noise from the students and increase the length of the periods with silence
[105]. On the other hand, it can lead to increased vocal intensity of teachers, who per-
ceive their voice damped and raise it in consequence [16]. Chapter 2 aims at describing
this second effect through the links between voice production and the perception of
one’s own voice. Chapter 3 combines the two effects to suggest classroom acoustic
i
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designs where teachers do not have to raise their voice much, either due to excessive
absorption or to excessive noise from the students.
i
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Chapter 2
Interaction between room
acoustics and the voice of a
speaker
One of the definitions of voice is the “expiration of air with the vocal cords drawn close
so as to vibrate audibly” [117]. Moreover, voice is the acoustic output of a muscular
activity—involving respiratory, laryngeal, and articulatory muscles—triggered by mo-
tor commands produced in the brain. The factors influencing the motor commands in
the brain that result in a particular utterance or vocal sound are shown in figure 2.1. In
the same figure, the factors potentially affected by the room characteristics are shown
in red.
Figure 2.1 illustrates the process of voice adjustment as a closed loop system; a
system with feedback, which continuously monitors the results of the actual output
voice to fit it to the “desired” output, i.e., the intention of the talker to speak a particular
utterance.
Section 2.1 introduces the main vocal parameters used to characterize average
properties of the utterances. Important parameters to describe the utterance include
vocal intensity, fundamental frequency F0, spectral content, and duration of phonation;
however, the present study focuses on vocal intensity. Section 2.2 examines the factors
affecting the intention to speak a particular utterance, describing the public and private
(or personal) feedback mechanisms available to a speaker for monitoring and adjusting
the vocal parameters.
Section 2.3 presents the paths that one’s own voice follows in order to produce
11
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2.1 Definition of vocal parameters 13
an auditory sensation. Sections 2.4 and 2.5 introduces different objective parameters
that are related to the acoustic feedback of one’s own voice. Section 2.6 describes the
changes of vocal intensity as a response to different room acoustic conditions, whereas
section 2.7 describes the changes in other voice parameters. Section 2.8 describes the
effect of different room acoustic conditions on the subjective perception of the environ-
ment in terms of reverberance and acoustic comfort for speaking. Finally, section 2.9
summarizes the main findings.
2.1 Definition of vocal parameters
To characterize long intervals of continuous utterances or speech, different parameters
are used.
The vocal intensity is the magnitude at focus in the present dissertation and refers
to the vibratory amplitude of the vocal folds, which is correlated with the sound power
radiated from the mouth of a speaker. The concept of vocal intensity is also referred to
as voice level in a qualitative way, and it is quantified with different physical measures
in the different papers:
• Voice power level (LW ), or sound power level of the voice, which is the sound
power radiated from the mouth of a speaker.
• Sound pressure level (SPL) at a microphone position close to the mouth. If the
microphone is close enough to the mouth of the speaker, the increase of SPL due
to the reflections of the room is negligible.
• Equivalent on-axis, free-field SPL at 1 m in front of the speaker. This measure is
derived from the previous one, using a correction measurement that accounts for
the SPL difference between the SPL at the microphone close to the mouth and
the on-axis, free-field SPL at 1 m in front of the speaker.
The term speech SPL is reserved for the SPL that the voice of a speaker arises at
the listener position, including the effect of the reflections in the room.
The fundamental frequency (F0) describes the number of vibrations per second
performed by the vocal folds when producing a voiced sound. In the present work, F0
is calculated in intervals of 10 ms to obtain a time sequence of F0 values. Only the
i
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14 2. Interaction between room acoustics and the voice of a speaker
phonated segments of speech are taken into account to derive the F0 sequence. From
the F0 sequence, two quantities are given:
• F0 mean, as the average of the F0 sequence
• F0 standard deviation (SD), as the sample standard deviation of the F0 sequence
The phonation time defines the time that the vocal folds are under vibration. Usu-
ally, it is expressed as a relative value, i.e., duration of phonation per unit of time. In
paper B, the term Phonation Time Ratio (PTR) is used to define the relative duration of
phonated segments in running speech, i.e., the speech signal processed to remove those
relatively long lapses of silence.
There is a large amount of information about the changes in vocal effort in the
speech spectrum (frequency representation of speech). It is sensitive to the individual
characteristics of the subject and to the speech material used (e.g., a single vocalization,
reading of a phonetically balanced sentence, natural speech).
2.2 Speaker’s decision on the desired vocal parameters
As figure 2.1 illustrates, the process of voice production starts with the intention of
speaking a particular utterance or voice sound—as a part of speech at a higher cog-
nitive level—with different parameters. The intention is dominated by a strong desire
of establishing a successful communication with the listener. There are other factors
which influence the parameters of the utterance to be produced.
The first factor is the context in which the voice is used. For example, a speaker
might use his voice to establish authority, to give clear instructions, to sing, or to act.
Secondly, the intention of a speaker of using different vocal parameters can be
motivated by the knowledge of listener characteristics: additional clarity should be
conveyed to speech—through articulation, rate of speech, and other voice quality
variations—if the listener has some speech perception deficits. These deficits can be
due to hearing impairment, but also to underdevelopment in the speech perception abil-
ities, which is normal in the case of children and of people who are not native speakers
of the language used by the talker.
Third, the background noise that a speaker hears influences his vocal parameters
in a reflexive act called the “Lombard effect,” named in tribute to Étienne Lombard, a
French otolaryngologist who first reported that speakers raise their voice level in the
i
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2.2 Speaker’s decision on the desired vocal parameters 15
presence of noise [61]. The acoustic changes in the utterances produced under back-
ground noise are increased voice level, increased F0, a shift in energy towards higher
frequencies, increase in vowel duration, spectral tilting, and shift in the two first formant
frequencies of vowels [47]. In a summary of different works, Lazarus [57] reported that
speakers raised their voice levels by 0.3 to 0.6 dB for each dB of increase in noise
level above 45 dB during face-to-face conversations or in telecommunication systems.
However, Pearson et al. [81] found that teachers rose their voice level up to 1 dB per
dB of noise under actual teaching. Even though the Lombard effect is dominated by
the premium on successful communication, its reflexive nature makes it difficult to be
inhibited [82]. In situations with multiple speakers, there is one speaker of interest for
a particular listener and a number of interfering speakers. The speech from interfering
speakers is perceived as noise, therefore a speaker will raise his vocal intensity to over-
come the noise. At the same time, other speakers will raise their vocal intensity as a
response to increased interferer speech SPL. This feedback loop affecting the speakers
is a common effect found in, for example, cocktail parties [67] and is more commonly
described as café effect [120]. Therefore, addition of sound absorbing materials in
rooms is an efficient way of reducing conversational noise [52].
Fourth, the distance to the listener strongly influences the voice parameters used,
specially the vocal intensity. Different studies on this topic [31, 43, 58, 68, 73, 112,
119, 122], including paper B in the thesis, point out that the voice level increases almost
linearly with the logarithm of the distance between speaker and listener.1 The results of
different studies on this topic found in the literature are summarized in table 2.1. The
effect of distance on voice level adjustment varies across studies and is likely an effect
of instruction. When the instruction was to provide a constant level at the listener,
or when the listener gave feedback to the speaker, the variations were close to 6 dB
per double distance [112, 119, 122]. In other cases in which the speaker was given
no feedback by the listener—in an unsupervised condition—the effect of distance on
voice level was much lower, between 1 and 2 dB per double distance [43, 68, 73]. In
paper B, the measured effect of distance on voice level, averaged across subjects was
between 1.3 dB per doubling distance in a reverberation room, and 2.2 dB per doubling
distance in an anechoic room, whereas more common spaces had intermediate effects.
1 In paper B, the amount of voice level variation per double distance is called compensation rate, instead of
effect
i
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16 2. Interaction between room acoustics and the voice of a speaker
The variation in the effect of distance on voice level under different room acoustic
conditions is discussed in section 2.6.1.
The intention of speaking a particular utterance is adjusted with feedback mecha-
nisms, which can form part of a public loop or a private loop. The feedback mechanisms
of the public loop involve the presence of other people, whereas private loop feedback
mechanisms are those used by the speaker himself.
2.2.1 Public loop feedback mechanisms in speech
The only public loop feedback mechanism shown in figure 2.1 is the interaction between
the listener and the speaker following the reactions of the listener after hearing the
voice of the speaker. The listener can express himself verbally (through request) or
non-verbally (facial expression, lack of attention) so that the speaker gains valuable
information on how to modify his vocal parameters. For example, in a large room,
listeners located far away may ask the speaker to increase his vocal intensity in order to
hear him better. The acoustic conditions of the room where communication takes place
can affect listeners’ perception of speech, demanding raised voice levels or improved
articulation from the speaker.
2.2.2 Private loop feedback mechanisms in speech
The private loop feedback mechanisms indicated by Borden et al. [7] are shown on
gray background in figure 2.1, together with the general mechanisms that result in voice
production.
The intention to speak a particular utterance activates a series of motor commands
through the central nervous system. The central nervous system might retrieve these
commands from stored spatial-temporal speech patterns (in order to produce complex
speech sounds) in the so-called internal feedback. The motor commands in the cen-
tral nervous system are sent to different muscles and muscle spindles through effer-
ent nerves, and result in the activity of respiratory, laryngeal, and articulatory mus-
cles. Along the same muscle spindles, there are afferent neurons and nerves that detect
changes in the length of the muscles and send information back to the central nervous
system—this is the so-called proprioceptive feedback, which is the primary response
feedback.
The coordinated activity of the respiratory, laryngeal, and articulatory muscles re-
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18 2. Interaction between room acoustics and the voice of a speaker
sults in movements of the different elements in the phonatory apparatus, including the
lungs, the vocal folds, the articulators (such as pharynx, tongue, lips, teeth, palate, and
alveolar ridge), which results in the physical production of sound waves (voice) and
in mechanical vibrations transmitted through the body. The articulatory contacts and
the changes in air pressure inside the phonatory apparatus activate the surface receptors
that send tactile feedback to the central nervous system. This kind of feedback is called
external feedback, because the receptors involved in it are sensible to external stimuli.
The generated sound waves propagate through the air, while the mechanical vibrations
propagate through the body, and they reach the cochlea, producing an auditory sensa-
tion that is used in the central system to monitor the voice parameters—constituting
another path of external feedback. The auditory feedback is explained in more detail in
section 2.3, and becomes modified under different room acoustic conditions.
2.3 Components of one’s own voice
After the voice is produced, a speaker hears his voice via the mechanical vibrations
transmitted through the body (body-conducted sound) or via the sound waves propa-
gated through the air (airborne sound) which arrive at the cochlea. Studies by Békésy
[4], Pörschmann [83], Reinfeldt et al. [85] have shown that the body conducted and the
airborne components of one’s own voice have about the same importance, though Re-
infeldt et al. [85] showed that the relative importance varies for different vocalizations
and sounds.
At the same time, the airborne transmission of one’s own voice consists of the
direct airborne sound path between the mouth and the ears—which is affected by the
diffraction around the head and all the scattering at the pinna—and the sound which
is radiated away from the speaker, reflected at the environment boundaries, and return-
ing to the ears of the listener. This last component is called reflected sound or indirect
sound, and can also be affected by the presence of electroacoustic amplification sys-
tems. The three identified components of one’s own voice—body-conducted sound,
direct airborne sound and reflected sound—are shown schematically in figure 2.2.
One’s own voice is sometimes called sidetone. This term is found in the literature
as early as in 1893 [99] to denominate the loud sound of one’s own voice echoed by the
first telephone systems. Psychoacoustic research in this area was directed toward de-
termining the vocal behavior of a speaker under different sidetone amplification levels,
i
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2.4 Room Gain and Voice Support 19
Body-conducted sound
Direct airborne sound
Reflected sound
Figure 2.2: Transmission paths of one’s own voice
including lack of sidetone. Lombard [61] noted that people who deafened raised their
voices abnormally. Black [6] measured the effect of hearing loss on voice level by in-
ducing temporary threshold shift on male college students after exposure to loud noise,
and found that speakers raised their voice 0.58 dB per dB of the induced temporary
threshold shift. Lane et al. [54] determined that speakers varied their vocal intensity by
-0.46 dB per each dB of sidetone amplification to hold the perceived loudness of their
own voice2 constant and called this effect sidetone compensation. Lane and Tranel [55]
said that the sidetone compensation and the Lombard effect were two sides of the same
coin at the light of the observed results.
The reflected component of one’s own voice depends on the acoustic environment,
but it is usually much lower in magnitude than the body-conducted and the direct air-
borne components of one’s own voice. The next section introduces two measures (room
gain and voice support) to quantify the relative importance of the reflected component
and the direct airborne component of one’s own voice. Further below, section 2.6.2
reports the results of paper C, which studies the room acoustic conditions as a special
case of sidetone, and presents the variations of voice level that keep the autophonic level
constant under different room acoustic conditions.
2.4 Room Gain and Voice Support
The importance of the reflected component of one’s own voice is judged with two al-
ternative measures introduced by Brunskog et al. [16]: the room gain and the voice
2 The perceived loudness of one’s own voice is also known as autophonic rating, and the perceived loudness
level of one’s own voice is called autophonic level.
i
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20 2. Interaction between room acoustics and the voice of a speaker
support. This importance is reflected through the continuous use of these measures in
papers A to E and G.
2.4.1 Definition
The room gain GRG was the first measure introduced by Brunskog et al. [16] and is
defined as the degree of amplification offered by the room to the speaker’s voice at his
ears, considering only the airborne paths. Let the airborne direct sound reaching the
ears have energy ED and the reflected sound have energy ER, then
GRG ≈ 10 log ED + ER
ED
[dB], (2.1)
assuming that the total energy is the sum of the energies of the direct sound and the
reflected sound. The voice support STV is an alternative measure that is defined as the
energy ratio (in dB) between the reflected sound and the airborne direct sound,
STV = 10 log
ER
ED
[dB]. (2.2)
The nomenclature STV used for the voice support is defined after the work of Gade
[25, 26] on the acoustics of stages in concert halls, where the measure objective support
STearly is used to assess the acoustical quality from the performers’ point of view.
The purpose of the room gain and the voice support is to establish a metric that
ranks rooms in terms of natural amplification offered to the voice of a speaker. The
relationship between the two measures is
GRG ≈ 10 log
(
10
STV
10 + 1
)
[dB], (2.3)
with the same assumption regarding energy summation as in Eq. (2.1). This relationship
is illustrated in Fig. 2.3. Paper D reports measured values of STV in rooms in the range
between -20 dB and -5 dB. The room gain, on the other hand, is between 0.045 dB
and 1.2 dB. The higher range of values for the voice support makes it a more suitable
parameter in architectural acoustics than the room gain.
The room gain and the voice support can also be defined in terms of energy level
differences. Given the total energy level LE , the energy level of the direct sound LD,
i
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Figure 2.3: Relation between voice support and room gain (black, bold). The dotted line GRG = STV is
shown to illustrate the asymptotic value of room gain for high values of voice support
and the energy level of the reflected sound LR,
LE = 10 log
ED + ER
E0
[dB] (2.4a)
LD = 10 log
ED
E0
[dB] (2.4b)
LR = 10 log
ER
E0
[dB], (2.4c)
where E0 is an arbitrary energy reference, the room gain is alternatively defined as
GRG = LE − LD [dB], (2.5)
and the voice support as
STV = LR − LD [dB]. (2.6)
2.4.2 Measurement
Brunskog et al. [16] initially proposed a measurement method for the room gain. Paper
A proposed an alternative measurement method which was refined in paper D regarding
the frequency weighting.
These methods are based on the measurement of impulse responses (IRs) between
the mouth and the ears of a dummy head. A simplified representation of the setup
used to measure these IRs is shown in figure 2.4, and corresponds specifically to the
i
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22 2. Interaction between room acoustics and the voice of a speaker
equipment used in the field measurements reported in papers D and E. The acousti-
cal measurement software dBBATI32 (01dB-Stell; Limonest cedex, France) was used
in connection with the audio interface 01dB-Symphonie to produce the measurement
signal—a pseudo-random MLS sequence [86]. The measurement signal was amplified
and reproduced through the loudspeaker at the mouth of a Head and Torso Simulator
(HaTS) B&K type 4128 (Brüel & Kjær; Nærum, Denmark), a device compliant to the
standard ITU-T P.58 [41], which was positioned with the mouth at a height of 1.5 m
above the floor and at a distance of at least 1 m from other surfaces. The radiated mea-
surement signal, containing the effect of the room, was captured with the microphones
inside the HaTS at the position of the eardrum, digitalized with the audio interface and
sent back to the measurement software, which determined the IR from the output and
input signals.
01dB
Symphonie
PC with
dBBATI32
Amplifier
To mouth 
simulator
Head and 
Torso 
Simulator
From ear
microphones
Figure 2.4: Setup used for the measurement of the impulse response from the mouth to the ears
The method proposed by Brunskog et al. [16] required the measurement of two
IRs between the mouth and the ears of a head and torso simulator: one in an anechoic
chamber and another one in the room of interest. The energy of the direct soundED was
extracted from the IR measured in the anechoic chamber, and the total energy including
direct sound and reflections ED+R was extracted from the measurement in the room of
interest. Finally, the room gain was calculated with the formula of Eq. (2.1), assuming
that ED+R ≈ ED + ER (i.e., energy summation).
The measurement of room gain and voice support as proposed by the author was
carried out in a different way, although conceptually equivalent to Brunskog et al. [16]
(for a discussion about the differences in the methods, see paper A). The proposed
method calculates the energy of the direct sound and the reflections from a single IR in
the room of interest.
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2.4 Room Gain and Voice Support 23
It is assumed that the mouth and the ears are at least 1 m away from every reflecting
and scattering surface. In this case, the direct sound hD(t) can be extracted from an IR
h(t) by multiplying it with a window function w(t)
hD(t) = h(t)w(t) (2.7)
because all the reflections will have a delay of at least 5.8 ms from the arrival time of
the direct sound. The window function is
w(t) =

1 t < 4.5 ms
0.5 + 0.5 cos (2pi(t− t0)/TW ) 4.5 ms < t < 5.5 ms
0 t > 5.5 ms
(2.8)
with t0 = 4.5 ms and TW = 2 ms. The window function w(t) is flat at unity from 0
to 4.5 ms and decays smoothly following half a period of a raised cosine function until
it reaches a value of 0 at 5.5 ms. The reflected sound hR(t) is obtained by multiplying
the IR by the complementary window function 1− w(t),
hR(t) = h(t)(1− w(t)). (2.9)
An IR and the windowing functions are shown in figure 2.5.
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Figure 2.5: Example of an IR measured between the mouth and the ears h(t) and the windowing applied to
extract the direct and the reflected sound.
The signals of the direct sound and the reflected sound are filtered with octave band
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24 2. Interaction between room acoustics and the voice of a speaker
filters hF,i(t) that have center frequencies 125 Hz, 250 Hz, 500 Hz, 1 kHz, 2 kHz, and
4 kHz (see table 2.2). Therefore,
hD,i(t) = hD(t) ∗ hF,i(t), i = 1 . . . 6 (2.10a)
hR,i(t) = hR(t) ∗ hF,i(t), i = 1 . . . 6 (2.10b)
where ∗ is the symbol of the convolution operator.
Table 2.2: Center frequencies for the octave band filters hF,i(t)
i 1 2 3 4 5 6
Center frequency of hF,i(t), Hz 125 250 500 1000 2000 4000
The energy of the direct sound and the reflected sound is calculated in octave bands
as
ED,i =
∫ ∞
0
hD,i(t) dt, i = 1 . . . 6 (2.11a)
ER,i =
∫ ∞
0
hR,i(t) dt, i = 1 . . . 6. (2.11b)
The voice support STV,i is calculated in each of the octave bands using Eq. (2.2)
with the energies for the direct sound ED,i and the reflected sound ER,i of the i-th
octave band.
In order to obtain a single value descriptor of voice support, a frequency weighting
is applied to the STV,i values in the octave band. The reference spectrum is the typical
speech level at the ears Lref,ears, indicated in table 2.3. The overall speech-weighted
Table 2.3: Typical speech levels (SPL) at the eardrum Lref,ears in octave bands
Center frequency, Hz 125 250 500 1000 2000 4000
Lref,ears, dB SPL 58.0 69.1 73.5 71.7 69.0 63.0
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2.4 Room Gain and Voice Support 25
direct sound level L˜D and the overall speech-weighted reflected sound level L˜R are
L˜D = 10 log
(
6∑
i=1
10
Lref,ears,i
10
)
[dB] (2.12)
L˜R = 10 log
(
6∑
i=1
10
Lref,ears,i+STV,i
10
)
[dB], (2.13)
from which the overall speech-weighted voice support S˜TV (or simply, voice support)
is finally calculated as
S˜TV = L˜R − L˜D = 10 log
6∑
i=1
10
Lref,ears,i+STV,i
10
6∑
i=1
10
Lref,ears,i
10
[dB]. (2.14)
This process is illustrated and summarized in the block diagram in figure 2.6.
+++
+
-
Figure 2.6: Block diagram for the calculation of voice support
Finally, the overall room gain is calculated from the overall speech-weighted voice
support by using Eq. (2.3).
2.4.3 Bias factors affecting voice support and room gain
One of the potential drawbacks of the voice support and the room gain is that they are
equipment-dependent. Therefore, the measured values of these parameters reported in
i
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26 2. Interaction between room acoustics and the voice of a speaker
the papers A–E and G are likely to vary if measured with different equipment. Sources
of bias are indicated in figure 2.7.
Frequency
dB Diffuse-field HRTF
a) b) c)
Figure 2.7: Elements affecting the voice support and the room gain: a) path of the direct sound determined by
the geometry of the head and the torso, the pinna, and the ear canal; b) the directivity pattern of the radiated
voice; c) the reflections of the room shaped by the Head Related Transfer Function (HRTF)
Airborne direct sound The propagation of the airborne direct sound between the
mouth and the ears (figure 2.7a) depends on the distance between them, the diffraction
around the head (affected by its geometry), the multiple reflections and scatter at the
pinna, and the acoustic response of the ear canal. Additionally, the design of the torso
can affect the direct sound, due to scatter and diffraction at the edges. For the HaTS
B&K type 4128, the difference ∆LD between the SPL at the ears and the on-axis free-
field SPL at 1 m in octave bands, when pink noise is reproduced through its mouth in
an anechoic chamber, is shown in table 2.4.
Table 2.4: Measured difference between the SPL at the ears and the on-axis free-field SPL at 1 m ∆LD , in
octave bands
Center frequency, Hz 125 250 500 1000 2000 4000
∆LD, dB 13.1 11.8 11.7 13.5 15.3 14.1
Radiation characteristics The radiation characteristics of a source are important be-
cause they determine the relative levels of the first reflections as a function of the angle
of emission. This means that the early reflections at the boundaries in the directions of
maximum radiation will have more weight than the early reflections at the boundaries
in the directions of minimum radiation. In this perspective, the voice support will be
affected by the orientation and the radiation characteristics of the source. Ideally, the
i
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2.4 Room Gain and Voice Support 27
directivity pattern of the source should be similar to that of a human speaker. Measure-
ments by Chu and Warnock [17] show that the directivity characteristic of the HaTS
B&K type 4128 is fairly similar to that of an average human speaker (shown in figure
2.7b).
Head-related transfer function The head-related transfer function (HRTF) indicates
the increase in sound pressure level that is obtained when measuring at the ears of a
human-like receiver instead of measuring with an omnidirectional microphone at the
center of the head (in an undisturbed sound field, without the head and the torso). The
increase is due to the effect of the head, the torso, the pinna, and the ear canal. The
HRTF depends on the angle of incidence of the sound, but manufacturers usually pro-
vide the diffuse-field HRTF, which is an average of HRTFs over all the possible direc-
tions of incidence (see figure 2.7c). The diffuse-field HRTF∆LHRTF for the HaTS B&K
type 4128 is shown in table 2.5.
Table 2.5: Diffuse-field HRTF ∆LHRTF for the Head and Torso Simulator B&K type 4128. Derived from
[15]
Center frequency, Hz 125 250 500 1000 2000 4000
∆LHRTF, dB 0 0 2 4 11 13
2.4.4 Prediction model
A prediction model for the average voice support in a room is presented in paper D.
The model disregards the importance of the surroundings of the speaker in determining
the actual voice support at the speaker position and provides a unique value for a room,
averaged across positions. Nevertheless, a model for the average voice support in a
room can be a useful tool during the design process.
The final prediction model (see the complete derivation in paper D) is formulated
as
STV = 10 log
[(
cT
6V ln 10
− 4
S
+
Q∗
4pi(2d)2
)
Sref
]
+∆LHRTF −K [dB]. (2.15)
The symbols in this equation are the following:
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28 2. Interaction between room acoustics and the voice of a speaker
c Speed of sound in the air (≈ 343 m/s)
T Reverberation time (in s)
V Volume (in m3)
S Total surface area (in m2)
Q∗ Directivity of the source in the downward direction
d Distance from the mouth to the floor (= 1.5 m)
Sref Reference area (≈ 1m2)
∆LHRTF Diffuse-field HRTF (in dB)
K Difference between sound pressure level at the eardrum and
source sound power level (in dB)
This model contains the following terms:
• Diffuse-field attenuation of sound, indicated by the term [(cT )/(6V ln 10)−4/S]
inside the 10 log, which is written sometimes as 4/R in the room acoustics lit-
erature (where R is the so-called room constant, a corrected version of the total
absorption area).
• Floor reflection, given by the term Q∗/[4pi(2d)2] inside the 10 log. The floor re-
flection is considered present in all measurements, and it is assumed that the floor
is totally reflective and that the mouth and the ears are at a height of 1.5 m above
the floor. All the early reflections from the walls, when averaged across positions
in a room, are included in the diffuse-field attenuation term. The reflection from
the ceiling is included in the diffuse-field attenuation term because it is attenu-
ated by the typical presence of an absorbing ceiling in classrooms and because
the height varies across rooms.
• Diffuse-field HRTF (∆LHRTF), accounting for the increase in level associated to
the use of a dummy head instead of a small microphone for the measurement of
the sound reflections.
• Direct sound characterization with the term −K.
The average voice support does not depend on the orientation of the room and is
less sensitive to the radiation characteristics than the local voice support obtained with
measurements. For the prediction of local values, Olesen [79, pp.17–19] suggests a
method to calculate voice support from computerized room acoustic simulations.
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2.5 Reverberation time at the ears 29
The dependence of the voice support with the volume and the reverberation time of
a room is illustrated in figure 2.8, considering a flat reverberation time across frequency.
The voice support decreases almost linearly with the logarithm of the volume (except
for the largest volumes at low reverberation times) and increases with the reverberation
time.
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Figure 2.8: Voice support versus room volume according to the predictions of the model, for different values
of reverberation time (labeled on the right), considering a flat reverberation time across frequency
2.5 Reverberation time at the ears
The reverberation time at the ears T30,ears is another magnitude derived from an IR
measured between the mouth and the ears of a dummy head. The T30,ears is neither a
new concept, nor it is intended to be a new measure of reverberation time, but instead
it is a specification of the conditions used to determine the reverberation time. Fur-
thermore, a prediction model showing the dependence of T30,ears with the traditional
reverberation time and the room volume is described.
The reverberation time at the ears is used in paper G and section 2.8 to study the
perceived acoustic conditions for a speaker.
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30 2. Interaction between room acoustics and the voice of a speaker
2.5.1 Measurement
The reverberation time at the ears T30,ears is measured from an IR between the mouth
and ears of a dummy head, which simulates a human speaker. In this project, the setup
of figure 2.4 was used, including a HaTS B&K type 4128 with a left ear simulator
type 4159 and a right ear simulator type 4158. The HaTS contained a loudspeaker at
its mouth and microphones at the position of the eardrums. The measurement MLS
signal was produced with the software dBBATI32 and digitalized with the interface
01dB Symphonie. The IR determined in this way is strongly influenced by the direct
sound that propagates from the mouth to the ears. An example IR from the mouth to
the ears (in logarithmic scale) is shown in figure 2.9.
Figure 2.9: Example of an impulse response measured between the mouth and the ears of a dummy head (in
gray). The corresponding backwards integrated decay curve is shown as a solid line. The reverberation time
at ears T30,ears is defined as twice the time between the decays at -5 dB and -35 dB and is indicated with
the dashed line. A more representative measure of the “traditional” reverberation time T20 is obtained by
evaluating the slope of the decay curve in the decay from -25 to -45 dB (shown with a dash-dot line).
The T30,ears is defined as twice the time that it takes for the backwards-integrated
energy curve of the IR measured between the mouth and the ears to decay from -5 to
-35 dB. Figure 2.9 illustrates the procedure used to evaluate the T30,ears, as compared to
a measure of the “traditional”, or “diffuse-field”, reverberation time T20, which ignores
the effect of the direct sound. The reverberation time at the ears is particularly different
i
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2.5 Reverberation time at the ears 31
from the traditional reverberation time because the first one is very sensitive to the ratio
between direct sound and reflected sound, whereas the second one is independent of it.
However, the reverberation time at the ears does not have any physical meaning.
With the present definition of T30,ears, there is a clear dependence on the equipment
used. As happens with the room gain and the voice support, the bias factors are not in
the definition of the parameters, but on the method to acquire the IRs between the
mouth and the ears. One must be aware of the existing bias factors described in section
2.4.3: the reverberation time at the ears is affected by the path of the direct sound, the
directivity of the sound source, and the diffuse-field response of the dummy head.
2.5.2 Prediction
Paper G also presents in detail a prediction model for the average T30,ears in rooms, as
a function of the volume and the diffuse-field reverberation time. This model includes
the same elements as the prediction model for the voice support but with temporal
considerations. As a difference, the prediction model for T30,ears does not have a closed
mathematical expression, and has to be calculated by means of an algorithm that has
the following steps:
1. Modeling of a parametric IR from the mouth to the ears
2. Calculation of the backward integrated energy curve
3. Search the time instants where the backward integrated energy curve decays -5
dB and -35 dB relative to the level at the time of arrival of the direct sound
4. Finally, the T30,ears is calculated as twice the absolute value of the difference
between the two time instants found in the previous step
The prediction model for the average T30,ears, analogously to the prediction model
for STV , assumes an IR from the mouth to the ears of a dummy head with the following
components: direct sound, a floor reflection, and a reverberation tail. These components
are illustrated in figure 2.10 in the form of an energy density time curve. The direct
sound and the floor reflection are modeled as Dirac delta functions and the reverberation
tail as a decaying exponential function.
Assuming this parametric energy density time curve, in which the amplitude and
decay constants of the reverberation tail vary with the volume of the room and the
i
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Figure 2.10: Energy density time curve assumed for the prediction of average T30,ears, showing the main
components in the airborne acoustic path between the mouth and the ears: the direct sound, the floor reflec-
tion, and the reverberation tail
reverberation time, the T30,ears is calculated identically as in measurements (section
2.5.1). For this, the backward integrated energy curve is firstly found. Then, the time
instants where the backward integrated energy curve decays -5 dB and -35 dB relative
to the level at the time of arrival of the direct sound are found, and lastly, the T30,ears is
calculated as twice the absolute value of the difference between these two time instants.
Figure 2.11 shows the output of the prediction model for different values of volume
and reverberation time. The predicted T30,ears decays with the volume of the room and
increases with the reverberation time.
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Figure 2.11: Reverberation time at ears versus volume according to the predictions of the model, for different
values of diffuse-field reverberation time.
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2.6 Vocal intensity under different room acoustic con-
ditions: the room effect
Brunskog et al. [16] studied the voice power levels used by speakers in rooms of dif-
ferent acoustic conditions, including an anechoic chamber and normal teaching rooms
ranging from a small meeting room to a large lecture hall. They noted that speakers ad-
justed their voices according to the room gain at the position of the speaker. However,
there were some incorrect measurements of room gain, which were corrected in paper
A using a different method than Brunskog et al. [16]. These corrected values were used
together with the original voice power level measurements to propose two simple lin-
ear regression models. The first one (see figure 2.12a) describes the variations in voice
power level ∆LW—relative to the voice power level in the anechoic chamber for each
of the subjects—as a function of the room gain
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Figure 2.12: Variations in voice power level produced by speakers in Brunskog et al. [16], (a) as a function of
the room gain and (b) as a function of the voice support. The reference voice power level is the voice power
level measured by Brunskog et al. [16] in the anechoic chamber for each of the subjects. Each data point is
the average∆LW in a room
∆LW = 0.5− 13.5GRG [dB]. (2.16)
This model can also be represented as a function of the voice support, showing a non-
linear relationship (dotted line in figure 2.12b). A simplification of this model contains
an asymptote for very low values of voice support (dashed line in figure 2.12b) and a
linear relationship between the variations in voice power level and the voice support,
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but excluding the anechoic chamber (solid line in figure 2.12b). This linear relationship
is at focus in the second model,
∆LW = −13− 0.78STV [dB], (2.17)
which is only valid in ’typical’ rooms in a limited range of voice support, approximately
between -18 dB and -8 dB.
The term room effect refers to the variations in vocal intensity as a function of
the acoustics of the room, represented by the room gain or the voice support. It is
specifically the slope of the linear relationship between the two magnitudes. In the first
model, the room effect is -13.5 dB/dBG (dB of voice power level for dB of room gain,
indicated with the subscript G). In the second model, the room effect is -0.78 dB/dBS
(dB of voice power level for dB of voice support, indicated with the subscript S). The
two versions of room effect describe indeed the same effect, but have different scales
and apply to different ranges of acoustic conditions. The use of one or another depends
on the conditions tested. If there is an exceptionally damped room (e.g., an anechoic
room) among the conditions, the room gain is more suitable than the voice support to
define the room effect, because the precise value of the voice support measure is highly
unimportant in a very damped room (i.e., it does not make a difference for a speaker
whether a room has a STV of -25 dB or -35 dB).
2.6.1 Distance factor
Paper B argued that the room gain is correlated to the volume, as small rooms tend to
have high room gain and large rooms tend to have lower room gain values, and that the
volume is correlated to the average distance of the audience in rooms. The importance
of the communication distance on the voice power level has been presented in section
2.2. The goal of paper B was to determine whether there was an effect of the acoustic
condition on the voice power level variations of paper A, or these variations could be
explained only with the changes in distance. For that matter, 13 male speakers had to
describe the contents of a map [2] to a listener located at the distances of 1.5, 3, 6, and
12 m, and they repeated the operation in four acoustically different rooms: an anechoic
room, a lecture hall, a reverberation room, and a long corridor. The voice power levels
were calculated from the recordings of a small head-worn microphone that the speakers
wore.
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Figure 2.13a shows that voice power levels used by speakers increased linearly
with the logarithm of the distance to the listener, and that the slopes varied between the
least steep in the reverberation room (1.3 dB per double distance) and the steepest in
the anechoic room (2.2 dB per double distance). Furthermore, the voice power level in
the anechoic room was significantly higher than in the other rooms at all distances.
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Figure 2.13: Average voice power levels obtained in paper B, plotted (a) as a function of the communication
distance for different environments and (b) as a function of room gain at different communication distances.
In (b), the results from Brunskog et al. [16], as presented in paper A, are shown for comparison.
An alternative analysis in figure 2.13b3 shows the voice power levels as a function
of the room gain in the rooms, for different distances. A linear model was fit to the
values obtained at each distance, obtaining a total of four linear models. The slopes of
these linear models (room effect) were -1.6 dB/dBG at 1.5 m (orange), -2.6 dB/dBG at
3 m (red), -3.6 dB/dBG at 6 m (blue), and -3.7 dB/dBG at 12 m (green). If there was
no room effect, the lines would be horizontal and parallel to each other. Nevertheless,
there is a room effect and one of its characteristics is that its importance increases with
the average distance to the listeners.
On the same figure 2.13b, the results of Brunskog et al. [16]—as presented in paper
A—are shown (in black). The voice power level measurements of Brunskog et al.
[16] contained the combined effect of distance variation and room acoustic quality in
the measure room gain. The intersection of the black regression line (Brunskog et al.
[16], variable distances to the audience) with the other color lines (fixed distance to
3 In paper B, only the regression line for a distance of 6 m is shown. However, the regression lines at the
different distances are relevant and this figure is included in the introduction of paper G.
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the listener) occur at different distances. At 12 m, the intersection occurs at GRG =
0.17 dB, and increases up to GRG = 0.68 dB at 1.5 m. These variable intersections
show how the average distance to the listeners and the room gain are interrelated. A
possible retrospective interpretation of the results in Brunskog et al. [16] is that the
average distance to the audience was high for low GRG values and decreased for high
values of GRG.
Although the room effect is measurable on average, it is highly variable across in-
dividuals. Figure 2.14 shows a box-plot of the room effects calculated on an individual
basis (i.e., calculating the lines on figure 2.13b for each individual), to illustrate the
spread of this magnitude. It can be seen that the room effect becomes more negative
with increasing distance and that only at 12 m it might have lower spread than at shorter
distances.
l
l
l
l
l
1.5 3 6 12
−
8
−
6
−
4
−
2
0
2
Distance [m]
R
oo
m
 e
ffe
ct
  [d
B/
dB
G
]
Figure 2.14: Comparison of the room effects (related to room gain) obtained at the different communication
distances in paper B
2.6.2 Equal autophonic level curves
Sections 2.2.2 and 2.3 argued that room acoustic conditions can modify the auditory
feedback of one’s own voice and influence the vocal intensity used for speaking. Addi-
tionally, the results of paper B showed that speakers modify their vocal intensity with
the room gain. Paper C was aimed at analyzing whether the room effect of paper B was
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an adaption to changes in auditory feedback of the same kind as the Lombard effect
(section 2.2) or the sidetone compensation (section 2.3).
Paper C determined the variations in voice level that kept the loudness level of
one’s own voice (autophonic levels) constant under different room acoustic conditions,
characterized with the room gain or the voice support. Subjects were presented a refer-
ence signal of short duration at a fixed SPL and were asked to produce a vocalization
that evoked the same loudness sensation as the reference signal. This was repeated un-
der ten different acoustic conditions applied to the voice of the speaker (but not for the
reference signal). Speakers performed—linking terms to previous research—a sidetone
compensation, being the room acoustic condition the source of sidetone alteration. The
acoustic conditions were produced artificially in laboratory with a real-time convolution
system.
The average variations in non-weighted SPL ∆LZ and A-weighted SPL ∆LA at
the microphone position (taking as a reference the SPL without a simulated room condi-
tion) that kept the autophonic level constant under different room gain conditions were
∆LZ = 8.4× e−0.24GRG − 8.9 [dB], (2.18a)
∆LA = 6.4× e−0.25GRG − 6.9 [dB] (2.18b)
or alternatively, as a function of the voice support,
∆LZ = 8.4×
(
10
STV
10 + 1
)−1.05
− 8.9 [dB], (2.19a)
∆LA = 6.4×
(
10
STV
10 + 1
)−1.10
− 6.9 [dB]. (2.19b)
These curves, and similar curves for the voice level variations in octave bands, are
shown in figure 2.15 (the plot at the left shows the voice level variations as a function
of the room gain and the plot at the right shows the voice level variations as a function
of the voice support).
For a range of room gain between 0 and 0.8 dB, as measured in paper B, Eq. (2.18a)
predicts a voice level variation of -1.46 dB, which corresponds to an average room effect
of -1.8 dB/dBG. This value is very similar to the room effect of -1.6 dB/dBG for talkers
speaking to listeners at 1.5 m (from experiments in paper B, or yellow curve in figure
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Figure 2.15: Relative voice levels as a function of the room gain (left) and the voice support (right) that
keep the autophonic level constant. The reference value for each subject is the voice level produced without
simulated reflections. The curves are the best fitting models for each relative voice level descriptor. The bars
around the points indicate ±1 standard error.
2.13b). Therefore, it is reasonable to affirm that talkers speaking to listeners at a short
distance adjust their voice to hear themselves equally loud in different environments.
At further talker-to-listener distances, the room effect is not uniquely explained by
the sidetone compensation, and in the rooms with low room gain speakers feel com-
pelled to raise their voices more than in the rooms with high room gain, most likely
because speakers want to compensate for a higher attenuation of sound with distance in
the rooms with low room gain. Thus, speakers use acoustic cues other than loudness to
adjust their voice under different room acoustic conditions.
2.6.3 Field study: interaction of classroom acoustics and teachers’
voice health
Two groups of teachers, one of 13 teachers with voice problems (test group) and another
one of 14 teachers with healthy voices (control group), were selected for a field study,
which is described in paper E. The study analyzed the reactions of the two groups to
classrooms of different acoustic conditions while teaching. The teachers were initially
selected from a questionnaire study [66] and were assigned into the test or the control
groups according to their rating of the question “I have voice problems”. Teachers in the
test group rated experiencing voice problems sometimes, often, or always. Teachers in
the control group rated experiencing voice problems never or only occasionally. A later
study [65] showed that the two groups did not differ in objective measurable features,
i
i
“dpgPhdThesis” — 2011/9/13 — 14:19 — page 39 — #59 i
i
i
i
i
i
2.6 Vocal intensity under different room acoustic conditions: the room effect 39
but differed on their ratings to the VHI-T questionnaire [64] and on the fact that the
teachers with voice problems reported significantly longer times for vocal recovery.
During one working day, teachers were equipped with a sound level meter which
had a lapel microphone positioned at about 15 cm from their mouth and determined
the sound pressure level at their position while teaching. Using statistical methods,
the sound pressure level corresponding to the teacher (voice level) and to the activity
noise (noise level) were estimated separately. The estimated sound pressure level corre-
sponded to the statistical level L50 in one lesson, i.e., the level that was exceeded 50%
of the time, which was noted as L50,S for the voice level and L50,N for the noise. In ad-
dition, objective acoustic parameters in a total of 30 classrooms where the teachers had
been teaching were measured and reported in paper D. These parameters included the
physical dimensions of the room, the background noise levels in the empty rooms, the
reverberation time, the speech transmission index (STI), the room gain, and the voice
support. Of these parameters, only the voice support showed a significant correlation
with the voice level measurements during teaching.
The voice levels of teachers in the test and control groups were described with the
multiple regression models dependent on the noise level and the voice support:
L50,S(test) = 81.3− 3.87×
√
75− L50,N − 0.72× STV [dB], (2.20a)
L50,S(control) = 102.9− 3.87×
√
75− L50,N + 0.84× STV [dB]. (2.20b)
For the average measured voice support in the classrooms (-13 dB), the model in
Eq. (2.20) reduces to
L50,S(test) = 90.6− 3.87×
√
75− L50,N [dB], (2.21a)
L50,S(control) = 92.0− 3.87×
√
75− L50,N [dB]. (2.21b)
This model is shown in figure 2.16a together with the individual measured values of
voice level and noise level. The plot shows identical responses of the teachers in the
two groups toward noise, following the Lombard effect, although teachers in the control
group used non-significantly higher voice levels than in the test group. The increase in
voice level as the noise level increases becomes higher at high noise levels, and it is less
important at low noise levels, as indicated by Lazarus [57]. The average slope for noise
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levels between 55 and 75 dB is 0.86 dB/dB, which is similar to the 1 dB/dB reported by
Pearson et al. [81] for teachers at work.
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Figure 2.16: (a) Voice levels used by teachers versus student-activity noise levels. (b) Voice levels used by
teachers versus voice support measured in the empty classrooms. The solid lines show the regression models.
For the average noise level (≈ 66 dB), the model for the voice levels in Eq. (2.20),
reduces to
L50,S(test) = 69.8− 0.72× STV [dB], (2.22a)
L50,S(control) = 91.4 + 0.84× STV [dB], (2.22b)
which depends only on the voice support. These regression lines are shown in fig-
ure 2.16b together with the points corresponding to individual measurements of voice
level at rooms with particular voice support values. Despite the scattered values, the
difference in slopes between the two groups was significant. According to Eq. (2.22),
the room effect for the test group was −0.72 dB/dBS , a result which is close to the
−0.78 dB/dBS reported in paper A (section 2.6). This means that teachers with voice
problems softened their voice level in more supportive rooms. However, the room ef-
fect for the control group was +0.84 dB/dBS , meaning that teachers even raised their
voice levels with increasing voice support in the rooms. This effect might be due to a
possible increase in activity noise levels with increasing voice support, which in turn
makes teachers raise their voice (derivations in Appendix A used this hypothesis, based
on observations by Hodgson et al. [33]). Nevertheless, this hypothesis is not proved in
the measurements of paper E, because there were no indications of correlation between
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noise level and voice support, as shown in figure 2.17. However, the number of students
in each classroom was not controlled.
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Figure 2.17: Scatter plot of activity noise levels versus voice support measured in the classrooms of paper E
The different reaction of teachers with and without voice problems to the voice
support might indicate a higher sensitivity of teachers with voice problems toward their
working environment, who may lower their voice as an adaptive mechanism to pre-
serve their vocal health. In the same field study (as described in [63]), teachers wore
a skin accelerometer glued on their neck, which calculated the fundamental frequency,
the vocal intensity, and the phonation time. There were significant differences in the
way that the two groups adjusted their vocal intensity as a function of the fundamen-
tal frequency. On the one hand, teachers with healthy voices raised their fundamental
frequency as they increased their vocal intensity, which is said to be a natural reaction
to cope with vocal loading. On the other hand, teachers with voice problems lowered
their fundamental frequency with increased vocal intensity, suggesting a reduced vocal
flexibility.
The room effects derived from Eq. (2.22) have to be assessed with caution, because
in most of the cases, there were only two samples per teacher in the same environment.
Therefore, the reaction of individuals to classrooms with different acoustic conditions
is largely unknown.
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2.6.4 Laboratory experiments
Methodological aspects
There are physical limitations to test the influence of room acoustic conditions on the
voice of a speaker. The researcher must find rooms with different acoustic conditions
that are located close to each other, and this is not always possible. For this purpose,
paper F describes a laboratory setup that was especially designed to emulate the acoustic
conditions of different rooms perceived by a speaker without having the visual influence
of the room.
As explained in section 2.3, a person can hear his own voice by body conduction,
direct airborne transmission, or through reflections at the environment boundaries. The
laboratory setup explained in paper F aimed at preserving the body conduction and
the direct airborne transmission of the voice of the speaker, minimize the reflections
produced by the actual laboratory room, and simulate the reflections that would occur
in another room (virtual room). Figure 2.18 shows a simplified representation of the
laboratory setup. The voice of a speaker located in a damped room was picked with
a head-worn microphone, digitalized and sent to computer system, which applied an
equalizer filter—that adjusted the spectral balance of the speech signal to match that of
the speech in front of the talker—and the acoustic effect of the virtual room (i.e., the
room impulse response) by means of convolution. The resulting signal was amplified
and reproduced through the 29 loudspeakers. The talker in the room perceived the
signal played back from the loudspeakers as if it were the reflections of his own voice
in a room different from the laboratory room. The acoustics of the virtual room were
calculated beforehand (at the left on figure 2.18), starting from a computer model of
the virtual room, which was loaded in an acoustic simulation software to extract the
information about the reflection paths between the mouth and the ears. The information
about the reflection patterns was processed with the LoRA (Loudspeaker-based Room
Auralization system) toolbox of Favrot and Buchholz [23], which produced a room
impulse response output suitable for the actual loudspeaker reproduction layout in the
form of 29 WAV files containing impulse responses.
The body conduction and the direct airborne transmission of the voice of the talker
were preserved due to the use of distant loudspeakers while the installed sound ab-
sorbing materials in the room attenuated and minimized the effect of the actual room
reflections. A picture of the actual laboratory room is shown in figure 2.19.
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Figure 2.18: Block diagram of the laboratory setup used to emulate the acoustic conditions of different rooms.
Figure 2.19: Picture of the laboratory facility designed for emulating the acoustic conditions for a talker
seating in the middle.
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Table 2.6: Summary of the experiments, identifying the group of subjects and its numberNS , the number of
conditionsNC , whether there was a questionnaire, the kind of instruction used, and the technical setup.
Experiment Subjects NS NC Quest. Instruction Setup
Pilot PRE1 Mixed teachers-
students
5 5 NO Simulated lecture Loudspeaker
Pilot PRE2 Teachers 5 10 NO Simulated lecture Loudspeaker
A A1 Teachers 13 10 YES Reading a text LoudspeakerA2 Students 13 10 YES Reading a text Loudspeaker
B B1 Teachers (healthyvoice)
11 10 YES Describing a map Earphones
B2 Teachers (non-
healthy voice)
10 10 YES Describing a map Earphones
Paper G reports the actual laboratory experiments carried out with the setup de-
scribed in paper F. There were a total of four experiments, which are summarized in
table 2.6. There were two pilot experiments (named PRE1 and PRE2), a experiment
(named A) to test the differences between experienced speakers (teachers, group A1)
and unexperienced speakers (students, group A2), and a experiment (named B) to test
the differences between the teachers with healthy voices (group B1) and with voice
problems (group B2) that had participated in the field study reported in section 2.6.3
and paper E.
The acoustic conditions in experiments PRE1, A, and B corresponded to simulated
classrooms of different size, with different reverberation times and different absorption
treatments. In this way, the simulated acoustic conditions corresponded to realistic
scenarios. The acoustic conditions in experiment PRE2 were obtained from a single
impulse response by modifying the gain applied at the output, after the convolution.
Thus, the reverberation time (or decay rate of the IR) was fixed, but the voice support
was varied. Moreover, impulse responses generated in this way do not correspond to
any existing physical space.
The instruction varied across experiments. In the pilot experiments PRE1 and
PRE2, subjects were requested to give a lecture, prepared beforehand, about a familiar
topic to an imaginary group of 30 students. Speakers could use the most comfort-
able language for them. In experiment A, speakers were asked to read an English text
aloud (Goldilocks’ passage [100]) for a “listener” at a distance of 2 m, indicated with
a dummy head at that particular position. Most of the subjects were non-native En-
glish speakers. In experiment B, speakers had to describe the elements of a map [2] in
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Swedish, their native language, to a listener—who did not understand Swedish—seating
at 3 m in front of them.
In the pilot experiments and experiment A, the setup of figure 2.18 at the Tech-
nical University of Denmark was used, whereas experiment B was performed at Lund
University with a portable setup described in paper C. The portable setup had the same
functionality as the setup of figure 2.18 but used earphones—especially designed to
minimize changes in body-conducted and airborne direct sound of one’s own voice—
instead of loudspeakers.
In experiments A and B, questionnaires were handed in. These questionnaires had
the aim of investigating the subjective preference and the impressions that talking in a
particular acoustic environment produced on a speaker. The results of the questionnaire
study are reported in section 2.8.
Results: performance in laboratory
The laboratory experiments showed that speakers lowered their voice level as a function
of the voice support. Figure 2.20 shows the regression lines (solid lines, with the confi-
dence intervals shown as dashed curves) of the linear models describing the voice level
as a function of the voice support. The voice level is expressed as on-axis, free-field
SPL at 1 m in front of the speaker.
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Figure 2.20: Average regression lines for voice levels as a function of the voice support (solid lines). The
dashed curves indicate the confidence intervals considering a simple linear regression model with all the
measurements.
Figure 2.21 summarizes in a box plot the room effects calculated for different in-
dividuals in different experimental groups; i.e., the slopes in figure 2.20 that would be
obtained with the measurement data of each individual.
The average room effect in pilot experiment PRE1 was -0.89 dB/dBS , whereas in
experiment PRE2 was -0.96 dB/dBS . These two values were not significantly different
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Figure 2.21: Comparison of the room effects (related to voice support) obtained in the different experimental
groups and methods in laboratory
from each other and are relatively close to the room effect of -0.78 dB/dBS of paper
A. This suggests that speakers imagined being talking in rooms of different sizes and
addressing an audience of 30 students distributed through the floor area of the imagined
room.
The average room effect for teachers in group A1 was -0.35 dB/dBS while reading
a text, whereas for students, it was -0.11 dB/dBS . The difference between the groups
was not significant, although there were a few outliers (see figure 2.21) that indicated
that some subjects could react strongly to changes in voice support.
The average room effect for voice-healthy teachers in group B1 was -0.12 dB/dBS ,
whereas for teachers with voice problems it was -0.07 dB/dBS . The room effect had a
much lower variance than in the pilot experiments and experiment A, suggesting that
the map task was better controlled than the other tasks. The difference between the two
groups was not significant, but it was indeed very different from the performance of the
two groups in the field study (section 2.6.3 and paper E).
The equal autophonic level curve of Eq. (2.19a) predicts an average room effect
of -0.1 dB/dBS for values of voice support between -23 and -6 dB, which is the range
of voice support tested in experiment B. The value of -0.1 dB/dBS is very close to the
results of groups B1 and B2, suggesting that teachers in both groups talked to hear
themselves equally loud.
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2.7 Other changes in voice production
Although the main body of the work analyzed the variation of vocal intensity as a func-
tion of voice support in rooms, other speech parameters do vary too, for example, the
average speech spectrum, the mean fundamental frequency (F0), the long-term standard
deviation of the fundamental frequency (F0 SD), and the phonation time.
In paper B, there was an increase of F0 with the distance from the speaker to the
listener and F0 in the anechoic chamber was significantly higher than in the other en-
vironments. F0 SD also increased with the distance between speaker and listener, and
varied across environments: F0 SD was highest in the anechoic room and lowest in the
reverberation room. The phonation time increased slightly with distance but changed
significantly across environment. The phonation time was 10% higher in the anechoic
room and the reverberation room (the two least comfortable rooms for speaking) than
in the corridor and the lecture room (the two most comfortable rooms for speaking in
paper B). This last observation suggested that an increase in phonation time is either a
side-effect of increased vocal intensity or a way to enhance speech intelligibility.
Paper C reported some of the spectral changes that occurred in vocalizations when
subjects were asked to produce a vocalization of the same loudness as a reference sig-
nal. The main changes induced by the acoustic environment occurred at high frequen-
cies. It was observed that, when the spectra of the vocalizations under the different
acoustic environments were compensated for the spectral auditory changes induced in
sidetone (i.e., the room gain), then the spectra turned out to be similar. I.e., it appears
that speakers keep the voice quality at their ears constant when they are asked to keep
the loudness constant. Nevertheless, the actual spectral changes in the natural voice
adjustment under different room acoustic conditions were not measured.
The parameters F0, F0 SD, and phonation time were analyzed in the laboratory
experiments in a way analogous to the vocal intensity. For each parameter, the results
of one subject at each condition were used to fit a linear model. This model indicated
the average trend of the parameter with the voice support for that particular subject.
The slopes for different individuals in the simple linear models for the parameters F0,
F0 SD, and phonation time as a function of the voice support are shown in figures 2.22,
2.23, and 2.24, respectively.
The slopes for F0 as a function of voice support in figure 2.22 have a correlation to
the room effects shown in figure 2.21, as would be expected from the natural covariance
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48 2. Interaction between room acoustics and the voice of a speaker
of vocal intensity and fundamental frequency in normal speech [109, pp.243–280]. As
in the room effect, the slopes for the pilot experiment PRE2 showed the largest variation
of F0 with voice support.
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Figure 2.22: Box-plot with the slopes of the individual linear regressions of mean F0 versus voice support
obtained in the different experimental groups and methods in laboratory
The slopes for F0 SD as a function of voice support in figure 2.23 are not signif-
icantly different from 0; therefore, it is likely that F0 SD does not change at all with
voice support under laboratory conditions.
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Figure 2.23: Box-plot with the slopes of the individual linear regressions of F0 SD versus voice support
obtained in the different experimental groups and methods in laboratory
More revealing, though, are the slopes of phonation time as a function of voice
support, shown in figure 2.24. In experiments A and B, the average slopes were not
significantly different from 0 and therefore, speakers did not vary the phonation time
with the voice support. However, in the pilot tests PRE1 and PRE2, which are the
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2.8 Acoustic comfort for a speaker 49
ones that best recreate a real teaching scenario, speakers increased the phonation time
as the voice support increased. Rooms with highest voice support might have been
perceived as more reverberant by the speaker. The speaker, knowing about the pos-
sible detrimental effects of the reflected sound on speech intelligibility, can decide to
increase the duration of vowels (or voiced segments in general) as a means to increase
speech intelligibility and compensate for the detrimental effect of reverberation. These
results completely agree with the observations in paper B, where speakers increased
their phonation time in the reverberation room.
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Figure 2.24: Box-plot with the slopes of the individual linear regressions of phonation time versus voice
support obtained in the different experimental groups and methods in laboratory
Nevertheless, the significant differences between the room effects measured in lab-
oratory and during real teaching described in previous sections suggest that the voice
parameters reported in this section might as well change differently during teaching and
under laboratory conditions.
2.8 Acoustic comfort for a speaker
When studying the effect of room acoustic conditions on the voice production, it is not
only important to determine objective changes, but also to relate how these conditions
are perceived by the speaker, specifically regarding the sensation of comfort. The acous-
tic comfort for a speaker is defined as the overall sensation of well-being transmitted by
a room to a speaker through the acoustic feedback of his own voice. A subjective study
was performed together with the laboratory experiments and was reported in paper G.
In the experiments A and B described in section 2.6.4 and summarized in table
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50 2. Interaction between room acoustics and the voice of a speaker
2.6, the subjects had to rate a set of questions or statements regarding the experience of
talking under a certain acoustic condition:
1. I would feel exhausted if I were talking in this classroom for a whole lesson
2. The classroom is good to speak in
3. The classroom enhances and supports my speech
4. I must raise my voice in order to be heard in the classroom
5. The sound system makes my voice sound unnatural
6. I noticed echo phenomena in the classroom
7. Rate the degree of reverberance that you perceived in the classroom
8. Rate how you perceive your voice now
In questions 1 to 6, the extremes ratings were totally disagree and strongly agree. In
question 7, the extremes were very low and very high. Question 8 had extremes no voice
problems and extremely severe problems. This last question had the aim of detecting
anomalous performance in certain conditions and was not used for further analysis.
The answers to the questions were not independent, but were highly correlated
among them, by groups. Answers to questions 1 to 4 were strongly correlated among
them and were included in one principal component, which was related to the acoustic
comfort for a speaker. The answers to questions 5 to 7 were also correlated among
them and were included in a second principal component linked to the sensation of
reverberance.
The answers of the questionnaires were analyzed using different acoustic parame-
ters, including the voice support STV , the reverberation time T20, and the reverberation
time at the ears T30,ears described in section 2.5.
The reverberation time at the ears T30,ears was of particular importance in the study
because it presented the strongest correlation with the subjective impressions of acoustic
comfort for a speaker and reverberance. Figure 2.25 shows the answers of the question-
naires (in the form of principal components) as a function of T30,ears.
The acoustic comfort for a speaker (top row in figure 2.25) had a non-linear de-
pendence with the T30,ears for speakers with healthy voices. The maximum of comfort
was located for T30,ears between 0.45 and 0.55 s, probably because environments with
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52 2. Interaction between room acoustics and the voice of a speaker
T30,ears < 0.45 were perceived as too dry and environments with T30,ears > 0.55 de-
graded speech intelligibility. However, for teachers with voice problems, the comfort
increased linearly with T30,ears, showing that they felt more comfortable in rooms that
amplified their voices.
The sensation of reverberance (bottom row in figure 2.25) increased linearly with
T30,ears, with very similar slopes for all the different groups of subjects.
2.9 Summary of findings
The process of voice adjustment in a speaker is a complex mechanism that starts with
the intention of generating a voice with certain parameters that would ensure a success-
ful communication, involves motor actions that result in the production of voice, which
in turn triggers a series of feedback mechanisms that allow the speaker to continuously
monitor the vocal output and to adapt his voice. Some of the factors that influence
the intention of the talker of speaking with certain vocal parameters are the distance to
the listeners, the background noise, the knowledge of some special requirements about
the listener (e.g., hearing, age, or mother tongue) and the intention to use the voice for
particular purposes (e.g., to sound authoritative, for instructing, or for singing).
One of the feedback mechanisms influencing the voice adjustment is the audition
of one’s own voice perceived through body-conduction, through direct airborne sound
propagation, and through the reflections of sound at the environment boundaries. The
acoustic conditions of a room determine this last path and affect the auditory feedback
available to adjust one’s own voice.
The relative importance of the direct airborne sound and the reflected sound com-
ponents of one’s own voice are quantified with the objective parameters room gain and
voice support defined in paper A (although the room gain was introduced by Brunskog
et al. [16]). The room gain is defined as the difference between the total energy level
in a room and the energy level of the direct sound, i.e., the gain applied by the room
to one’s own voice. The voice support is defined as the difference between the energy
level of the reflections and the energy level of the direct sound of one’s own voice.
Brunskog et al. [16] and paper A determined that, under realistic teaching sit-
uations with low ambient noise, teachers reduce their voice levels as the room gain
increases, at a rate of -13.5 dB/dBG. In an alternative description, the voice levels de-
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2.9 Summary of findings 53
crease as the voice support increases, at a rate of -0.78 dB/dBS . The variations in voice
level with changing room acoustic conditions are referred to as room effect.
Measurements in paper B showed that the room effect is mostly due to the varia-
tion of the distance between speaker and listeners, but also found non-zero room effects
for speakers addressing listeners at equal distances under different room acoustic con-
ditions. The room effect became stronger as the distance between speaker and listener
increased (from -1.6 dB/dBG at 1.5 m to -3.7 dB/dBG at 12 m).
Paper C determined the voice levels that keep the loudness level of one’s own
voice (i.e., the autophonic level) constant under different conditions of room gain and
voice support. The results in paper C explain, for example, that speakers addressing
listeners at short distances adjust their voices to hear themselves equally loud under
different room acoustic conditions.
Paper D proposed a prediction model for voice support and validated it through
measurements in 30 classrooms, finding average values of voice support between -20
and -5 dB.
Paper E found significant group-wise differences in the way that teachers with and
without voice problems react to voice support during teaching, but no differences in
their reactions to background noise. Teachers with voice problems lowered their voice
with voice support at a rate of -0.72 dB/dBS , whereas teachers without voice problems
raised their voices at a rate of +0.84 dB/dBS . This finding suggests that teachers with
voice problems are more sensitive to environmental factors than their voice-healthy
colleagues.
Paper F described a loudspeaker setup to generate virtual acoustics of rooms in
real time, so that speakers have the feeling of being in rooms with acoustic conditions
that are different from the physical laboratory room. This setup was used in paper G
for different laboratory experiments regarding vocal intensity adjustment and speakers’
comfort under different room acoustic conditions.
The vocal intensity adjustment in laboratory conditions depends critically on the
task and the instruction given. For tasks that convey specific requirements of the teach-
ing situation, i.e., addressing a relatively large group of students, the average room
effect (≈ -0.9 dB/dBS) is similar to that reported in paper A, supporting the validity
of the findings in the latter. However, in other tasks as reading or describing a map,
speakers vary much less their voice levels, following a strategy of keeping their auto-
phonic levels constant. It is also observed that the room effect has a large spread across
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54 2. Interaction between room acoustics and the voice of a speaker
individuals, and that some individuals are able to respond to different room acoustic
conditions much more strongly than others.
The acoustic comfort for a speaker has an optimum range for values of reverber-
ation time at the ears between 0.45 and 0.55 s. The reverberation time at the ears is
the reverberation time derived from the decay between -5 and -35 dB in the backward
integrated energy curve of an impulse response measured between the mouth and the
ears of a dummy head.
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Chapter 3
Implications for classroom
acoustics design
Classrooms and educational spaces are places where the learning process takes place,
primarily by means of speech communication; i.e., by speaking and listening. The
success in communication highly depends on the delivery of a clear and intelligible
message throughout the room. At the same time, the acoustic conditions in a classroom
have to allow the teacher to speak comfortably and support his voice, so as to avoid the
use of excessively high voice levels.
The acoustics of classroom are traditionally designed to optimize speech intelli-
gibility. While this approach is very useful and is commonly applied for the design of
classrooms, it lacks parameters that explain how the acoustic design can affect teachers’
voices and their perception of the acoustic environment. Section 3.1 introduces some
of the suggested approaches to classroom acoustic design found in the literature, with a
focus on the listener.
Section 3.2 uses the knowledge acquired during the project—described in chapter
2—to propose some guidelines for speaker-oriented classroom acoustic design. The
recommendations result as a combination of optimizing vocal comfort, minimizing the
required vocal effort, and providing high enough speech SPL over the audience area.
Section 3.3 discusses how the requirements for speakers and listeners meet and
suggests directions to combine both approaches. Finally, section 3.4 summarizes the
recommendations on speaker-oriented classroom acoustic design and the limitations of
the approach used to obtain them.
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56 3. Implications for classroom acoustics design
3.1 Listener-oriented classroom acoustics design
Studies that suggest different criteria for classroom acoustic design are commonly based
on an optimization of the listening conditions. Bradley [9] suggests that useful-to-
detrimental ratios are the best predictors of speech intelligibility in rooms, even better
than the Speech Transmission Index (STI) [40]. The useful-to-detrimental ratio, intro-
duced by Lochner and Burger [60] but simplified by Bradley [9], is dependent on three
parameters: the speech SPL, the background noise level, and the early/late ratio. An-
other implicit parameter is the early/late time threshold. Speech intelligibility increases
with the signal-to-noise ratio (SNR). It has also been observed that late reverberation
degrades speech intelligibility, and that maximum speech intelligibility can be achieved
when the reflections in a room arrive mostly in the first 50 ms after the arrival of the
direct sound [72].
The listening conditions in schools are more critical than in other rooms for speech
because of different factors. First, children are developing their language and cognitive
abilities. They need more SNR than adults to achieve the same speech intelligibility
scores [98]. There are some indications that the ability of coping with speech in re-
verberation is not fully developed in children [59]. However, Yang and Bradley [121]
argued that the variations in SNR affect negatively children’s ability of understanding
speech much more than variations in reverberation time. Second, children acquiring a
second language require higher SNR than those who are native speakers of the language
[76]. Third, educational spaces serve students who have different disabilities that affect
speech perception: ear infections, hearing loss, language learning problems, behavior
disorders, reduced cognitive skills. These students have special needs for rooms where
speech is clear and intelligible.
Early studies by Bradley [10] and Houtgast [34] found that speech intelligibility
improved for A-weighted SNRs up to +15 dB. Later, Bradley and Sato [12] suggested
that the SNR that makes 75% of the students achieve 95% of speech intelligibility scores
above grade 6 should be +15 dB, but for students in grade 1 the SNR should be +20 dB.
Bradley et al. [13] found that early reflections on the first 50 ms after the arrival
of the direct sound amplified the sound without degrading speech intelligibility. Sato
and Bradley [93], in a theoretical study, found that the benefit from early reflections
increased more than the detrimental effect of late reflections at the lowest values of
reverberation time, therefore recommending reverberation times between 0.2 and 0.5 s
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3.1 Listener-oriented classroom acoustics design 57
in a classroom of about 200 m3.1 In the teaching scenario, a reverberation time of 0 s
degrades speech intelligibility [32], because usually the students are the main source of
noise.
Bradley [11] suggests that the reverberation in the classroom should be such that
early reflections are maximized while keeping the energy of the late reflections as low
as possible, reporting optimum reverberation times between 0.5 and 0.7 s under occu-
pied conditions, while acceptable values are between 0.4 and 0.8 s. At the same time,
Bradley [11] argues that A-weighted background noise levels should not be higher than
35 dB, as already established in some standards [1, 20].
Recently, Nijs and Rychtarikova [77] proposed a model to calculate useful-to-
detrimental ratios as a function of the talker-to-listener distance, from which it is possi-
ble to derive optimum reverberation times for given SNRs. As an example, in a class-
room of 170 m3, Nijs and Rychtarikova [77] stated that ’excellent’ speech intelligibil-
ity scores could only be obtained for reverberation times below 0.4 s, whereas ’good’
speech intelligibility could be obtained with reverberation times between 0.4 and 0.6 s.
Whitlock and Dodd [120] found that children between 7 and 9 yr had lower ’inte-
gration times’ for speech than adults (35 ms instead of 50 ms) and suggested that they
need lower reverberation times than adults, stating that values of reverberation times
not higher than 0.4 s are ideal. Additionally, Whitlock and Dodd [120] argued that low
reverberation times help to reduce the “café effect”, as shown by Korn [52].
Some of the current acoustic standards for classroom acoustic design set maximum
admissible limits on reverberation time. The American standard ANSI S12-60:2002
(R2009) [1] recommends mid-frequencies reverberation times not higher than 0.6 s in
furnished but unoccupied classrooms with volumes up to 283 m3 and 0.7 s in classrooms
with larger volumes, up to 566 m3. The British standard Building Bulletin 93 (BB93)
[20] sets reverberation time upper limits as a function of the use of the room. For
general primary school classrooms, the limit is 0.6 s, whereas it is 0.8 s for secondary
school classrooms (for furnished but unoccupied classrooms). The German standard
DIN 18041 [21] sets a target mid-frequency reverberation time Tsoll (soll means target
in German) under occupied conditions that depends on the volume V of the room:
Tsoll = 0.32 log V − 0.17 [dB]. (3.1)
1 Even though the reverberation time is not a measure of speech intelligibility, by specifying it together with
the volume of the room, it is correlated with speech intelligibility descriptors such as early/late ratios.
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58 3. Implications for classroom acoustics design
If the room is unoccupied, the reverberation time shall not exceed Tsoll in more than
0.2 s.
Although there is no explicit study, to the knowledge of the author, which assesses
the acoustic conditions for speakers, it has been argued that having to talk at long dis-
tances in very damped classrooms might demand from the teachers additional vocal
intensity (which is described as overdamping effect [77]). On the other hand, teach-
ers may have to raise their voice levels in more reverberant classrooms to cope with
increased noise levels from the students, as a model from Hodgson et al. [33] predicts.
3.2 Speaker-oriented classroom acoustics design
As it was shown in chapter 2, there are two room acoustics-related aspects which appear
to be important for a speaker. The first is the room effect (section 2.6), i.e., the variation
in voice level motivated by the acoustic conditions of the room, characterized by the
voice support (or the room gain). The second is the acoustic comfort offered by the
room to a speaker, which depends non-linearly on the reverberation time at the ears
(section 2.8).
Prediction models for average voice support STV and average reverberation time at
the ears T30,ears in rooms, as a function of the volume V and the diffuse-field reverber-
ation time T , have been presented in sections 2.4.4 and 2.5.2, respectively. Figure 3.1
shows the mutual relationship between the two magnitudes STV and T30,ears, for equal
values of V (dotted lines) and T (solid lines). The curves in the figure have been calcu-
lated for a room with proportions 2.8:1.6:1. However, other room proportions result in
nearly identical curves.
On the bottom axis of figure 3.1, there is an indication of the relative voice power
level ∆LW used by a speaker in the presence of low background noise levels. The
values on the axis are derived from the findings in paper A and are calculated from
Eq. (2.16) for STV < −14.5 dB and from Eq. (2.17) for STV values between -14.5
and -6.5 dB. The values in this axis illustrate how different classroom acoustic designs
affect the voice levels of teachers while the audience is silent.
As an example, one can evaluate the effect of reducing the reverberation time in a
room of 200 m3 from 1 s to 0.5 s. In figure 3.1, the intersection between V = 200 m3
and T = 1.0 s occurs for STV ≈ −10.5 dB, which corresponds to ∆LW ≈ −5.7 dB.
The intersection between V = 200 m3 and T = 0.5 s occurs for STV ≈ −12.8 dB,
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−1 −2 −3 −4 −5 −6 −7 −8−0.50←
Relative Voice Power Level [dB]
Optimum conditions for N=10
Optimum conditions for N=20
Optimum conditions for N=40
Figure 3.1: Reverberation time at ears versus voice support for different values of diffuse-field reverberation
time (solid lines) and volume (dotted lines). The variations in voice power level as a function of the voice
support expected from the results of paper A in the presence of low background noise levels are shown in the
horizontal axis at the bottom. The optimum acoustic conditions for a speaker are indicated in hatched areas,
as a function of the number of students in the classroom. All the values correspond to occupied classrooms
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60 3. Implications for classroom acoustics design
which corresponds to∆LW ≈ −3.0 dB. Therefore, the reduction of reverberation time
in a room of 200 m3 from 1.0 s to 0.5 s would result in an increase of voice power level
of −3.0− (−5.7) = +2.7 dB.
Although these curves have been obtained for the teaching scenario, they could
in principle be used to assess voice power level variations in other rooms for speech,
ranging from meeting rooms to drama theaters.
Appendix A describes the derivation of optimum acoustic conditions for a speaker
based on the statistical models of Hodgson et al. [33] for student-activity noise, teach-
ers’ voice power levels, and speech SPL throughout the classrooms. As a summary, the
criteria used to define optimum acoustic conditions for a speaker are:
1. A reverberation time at the ears between 0.45 and 0.55 s which maximizes the
acoustic comfort for a speaker
2. A speech SPL of at least 50 dB throughout the room.
3. A speaker should not have to use average voice power levels higher than a limit
value (chosen as 66 dB)
4. The volume of the room has to be appropriate for the number of students in the
classroom (a minimum value of 6 m3/student is used)
The rather arbitrary value of 66 dB chosen at the third point is not relevant for the
reported results in rooms with more than 15 students, as the limitation on room vol-
ume (fourth point) limits the maximum voice power levels derived from the prediction
model.
According to these criteria, the optimum acoustic conditions for a speaker are
shown in the hatched areas in figure 3.1 and in table 3.1 for classrooms with 10, 20,
and 40 students.
Table 3.1: Recommended ranges of values for the parameters voice support STV , reverberation time T and
volume V for a speaker-oriented classroom acoustic design, as a function of the number of studentsN .
N STV [dB] T [s] V [m3]
10 -10.5 to -8.0 0.5 to 0.65 70 to 170
20 -11.5 to -9.5 0.55 to 0.7 120 to 210
40 -12.0 to -11.5 0.7 to 0.75 240 to 280
For an optimum acoustic design for a speaker, the average voice support has to be
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in the range between -10.5 and -8.0 dB in small classrooms with 10 students, which
corresponds approximately to volumes between 70 and 170 m3 and reverberation times
between 0.5 and 0.65 s. In classrooms of about 20 students, the average voice support
should be between -11.5 and -9.5 dB, which corresponds to volumes between 120 and
210 m3 and reverberation times between 0.55 and 0.7 s. For classrooms with about 40
students, the optimum design area is quite narrow. The voice support should be around
-12.0 dB, the reverberation time around 0.7 s, and the volume between 240 and 280 m3.
These optimum conditions are for an average description of a classroom, where
the position of the teacher is not defined (because the models of voice support and
reverberation time at the ears defined in chapter 2 only characterize average values
across the room). Therefore, these guidelines are useful in the case of participative
teaching methods where the teacher stands at many position in the classroom and the
students themselves need to be heard across the classroom as well.
The analysis in Appendix A states that optimum acoustic conditions for a speaker
cannot be achieved globally in rooms for more than 50 students because of practical
space requirements. However, in such classrooms, frontal teaching methods (lecturing
style) are much more common, which means that the acoustic design can be optimized
for a certain position of the speaker.
It is possible to improve the acoustic conditions for a speaker in large rooms by
using reflector panels above the speaker, which increase the speech SPL at remote po-
sitions in the classroom by adding early reflections, without degrading speech intelligi-
bility. A few early reflections should return to the speaker in order to provide enough
voice support and not demand excessively high voice levels from the speaker. Differ-
ent textbooks (e.g., Templeton [101, pp.72–73]) give examples on how to design the
acoustics of lecture rooms.
As stated in the beginning of chapter 2, the mechanism of vocal intensity adjust-
ment is driven by the desire of successful communication (see figure 2.1). Ensuring
enough speech SPL in the audience area by adding early reflections, combined with an
adequate voice support at the position of the speaker is the right direction to follow in
this case. At the same time, the voice support at the student positions should be kept
low in order to reduce conversational feedback and achieve low student-activity noise.
Electroacoustic amplification may also be used in classrooms for more than 50
students. Electroacoustic amplification in classrooms helps teachers to reduce their
vocal loading because of lower demands in terms of vocal intensity.
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3.3 Combined design for listeners and speakers
The optimum acoustic conditions for a speaker found in the previous section have to be
assessed in terms of the requirements for listeners. One requirement for listeners was
already included for the determination of the optimum range: the speech SPL had to be
at least 50 dB across the audience area, in order to provide a SNR of +15 dB with the
students being silent.
A descriptor of speech intelligibility with low background noise levels is the
early/late ratio C50 (where the 50 stands for a threshold of 50 ms between early and
late reflections). For purposes of calculation, an exponential decay of the acoustic en-
ergy densityE(t) in a room—after reaching steady-state—is assumed (see e.g., Kuttruff
[53, p.139])
E(t) = E0e−
6 ln 10
T t, (3.2)
where E0 is the initial energy density present in the room. The early-to-late ratio Ctx
for a early-late threshold tx is
Ctx = LE,early − LE,late = 10 log
(
e
6 ln 10
T tx − 1
)
, (3.3)
with LE,early and LE,late indicating explicitly the early and late energy levels (with an
arbitrary reference).
Finally, a model that represents C50 is
C50 = 10 log
(
e
0.69
T − 1
)
, (3.4)
which only depends on the reverberation time. The volume would usually be an im-
portant indicator of the relative strength of the direct sound and the reverberant tail.
The model in Eq. (3.4), however, assumes a position far away from the source which is
marginally affected by the direct sound but is representative of the worst case scenario.
Nijs and Rychtarikova [77] expressed the requirements of speech intelligibility in
terms of the useful-to-detrimental ratio U50, which in the presence of low background
noise levels equals C50. These requirements are illustrated as different levels of gray
in figure 3.2. On the same figure, the optimum ranges of acoustic conditions for a
speaker are indicated. They all lay in the area defined as ’good speech intelligibility’.
Because the model does not take into account the influence of the direct sound, the
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Excellent
SI
Good
SI
Fair
SI
Poor
 SI
−1 −2 −3 −4 −5 −6 −7 −8−0.50←
Relative Voice Power Level [dB]
Optimum conditions for N=10
Optimum conditions for N=20
Optimum conditions for N=40
Figure 3.2: Reverberation time at ears versus voice support for different values of diffuse-field reverberation
time and volume. The different ratings of speech intelligibility (SI: excellent, good, fair, poor) are indicated
with shaded areas, and the optimum acoustic conditions for a speaker are shown with hatched areas.
speech intelligibility is underestimated. The speech intelligibility can be improved on
the audience area by designing the rooms with specific reflector panels to increase the
level of early reflections without increasing too much the late reverberation. However,
such room design requires specific locations of teacher and students, which may be
incompatible with new teaching styles.
The optimum acoustic conditions for a speaker are shown together with the re-
quirements of different standards for classroom acoustics in figure 3.3. The optimum
i
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64 3. Implications for classroom acoustics design
acoustic conditions for a speaker are derived from actual teaching performance, there-
fore the reverberation times correspond to occupied conditions. As can be seen, the op-
timum conditions for a speaker exceed the values of T in occupied classrooms marked
by the German standard DIN 18041 [21]. The optimum conditions for a speaker also
exceed the limits of the American standard ANSI S12-60:2002 (R2009) [1] in most
of the range. However, a classroom compliant with this standard would have lower
reverberation times than shown in figure 3.3 under occupied conditions.
Nevertheless, Bradley [11] suggests that these standards might be a little too re-
strictive and that the optimum reverberation times under occupied conditions should be
between 0.5 and 0.7 s, whereas acceptable values should be between 0.4 and 0.8 s. Ac-
cording to Bradley’s criteria, the optimum acoustic conditions for a speaker (see table
3.1) would almost correspond to the optimum acoustic conditions for listeners.
3.4 Summary
The acoustic conditions of classrooms play an important role in determining the suc-
cess of the communication in the teaching/learning process. Traditionally, classroom
acoustic design has been approached in terms of speech intelligibility. However, there
were no means in the literature to assess the effects of different designs on the voice of
teachers, who often suffer from voice problems.
Considerations of teachers’ subjective preference on rooms for speech, maximum
desirable voice levels, speech SPL across the audience, and practical design require-
ments have been combined to obtain a set of optimum acoustic conditions for a speaker.
If the room is to be used for flexible teaching styles, there is no possible optimum
design when there are more than approximately 50 students in the classroom. However,
larger rooms may be regarded as lecture rooms geometrically designed to enhance early
reflections across the audience for a determined arrangement of audience and position
of the speaker. In large rooms, it is desirable that some of the early reflections come
back to the speaker to enhance the voice support.
According to Bradley, the optimum acoustic conditions for a speaker fulfill the
optimum requirements for listeners, despite requiring higher reverberation times than
those indicated in the current standards.
In order to prove the validity of the theoretical derivations in this chapter, the sug-
gested design guidelines of optimum acoustic conditions for a speaker should be ex-
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−1 −2 −3 −4 −5 −6 −7 −8−0.50←
Relative Voice Power Level [dB]
Optimum conditions for N=10
Optimum conditions for N=20
Optimum conditions for N=40
ANSI S12-60:2002 (Unoccupied)
Figure 3.3: Optimum acoustic conditions for a speaker as a function of the reverberation time at ears and the
voice support (hatched areas). The target diffuse-field reverberation time for occupied classrooms according
to German standard DIN 18041 is shown as a black solid line, whereas the limit reverberation time for
unoccupied but furnished classrooms is shown as a dashed line. The requirements for unoccupied classrooms
according to ANSI S12-60:2002 are shown in orange.
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66 3. Implications for classroom acoustics design
perimentally verified in subjective (e.g., preference, satisfaction) and objective terms
(e.g., evolution of student-activity noise, scholar achievement). Another shortcoming
of the derived optimum acoustic conditions for a speaker is that the long-term benefits
of classroom acoustic design are largely unknown in terms of well-being and reduction
of vocal loading of the teacher.
The derivation of optimum acoustic conditions for a speaker has been largely de-
termined by experimentation and measurements in university teachers and students.
Student-activity noise generation patterns in primary and secondary school students
may differ significantly from the ones at university, which in turn may modify the opti-
mum acoustic conditions for a speaker.
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Chapter 4
General discussion
As it has been shown in chapter 2, there is an effect of the acoustics of classrooms on
the way that teachers adjust their voices and on the perceived acoustic comfort. When
describing this effect, the sources of bias can be in the characterization of the classroom
acoustic conditions (section 4.1), in the measurement of the vocal intensity variations
(section 4.2), or in the determination of acoustic comfort (section 4.3). Furthermore,
there are different factors that can affect directly the relation between classroom acous-
tics, vocal intensity adjustment, and speakers’ comfort during the experimental design
(section 4.4).
Section 4.5 summarizes the statistical analysis methods used in the different papers,
which aimed at maximizing the inference from the available measurement data and
avoiding bias on the conclusions extracted from the analyses.
The knowledge obtained with the research reported in chapter 2 was used to derive
the optimum classroom acoustic conditions for a speaker in chapter 3. The effectiveness
of the suggested measures is discussed in section 4.6.
Finally, section 4.7 points possible directions to follow in future research in the
area which relates room acoustics and speakers’ voice adjustment.
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68 4. General discussion
4.1 Factors affecting the characterization of classroom
acoustic conditions
4.1.1 Measurement equipment dependency
The objective measures developed during the PhD project, namely the room gain, the
voice support, and the reverberation time at the ears, have been defined in connection
with a very specific model of equipment: the dummy head B&K type 4128 with left
ear simulator type 4159 and right ear simulator type 4158. Section 2.4.3 specified the
sources of bias potentially affecting the determination of the final result: the airborne
direct sound path, the radiation characteristics, and the head-related transfer function
(or diffuse-field response).
The recommendation ITU-T P.58 [41] specifies the maximum admissible limits for
the measurement equipment in terms of the diffraction from the mouth to the eardrum,
radiation characteristics, and diffuse-field response. Although paper A defined the mea-
surement of room gain and voice support with ITU-T P.58 [41] compliant equipment,
the uncertainty introduced by the use of different equipments within this recommenda-
tion is largely unknown without further investigation.
4.1.2 Body conduction
In all the acoustic parameters for a speaker that have been defined, the effect of the
body conduction of one’s own voice has been disregarded. If taken into account, the
measured values of voice support would vary by a fixed amount of decibels, equal in
every case (remember the definition of the voice support: difference between the energy
level of the reflections and the energy level of the direct sound). The measured values
of room effect (voice level variation versus voice support variation) in this case would
not be affected. However, the influence in the room gain would not be linear, because
the total energy level and the energy level of the direct sound would be affected by the
body conduction. In this case, the values of room effect reported in chapter 2, expressed
as a function of the room gain, would change.
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4.1.3 Lack of validation
Reverberation time at the ears
A possible source of bias in the recommendations of chapter 3 is the lack of experi-
mental validation of the prediction model for reverberation time at the ears developed
in section 2.5.2. However, this prediction model has been built on the same assump-
tions as the prediction model for voice support, which was an unbiased estimator of the
average voice support measured in classrooms (in paper D).
Laboratory setup
The loudspeaker-based system for real-time auralization of one’s own voice described
in paper F and used in the experiments of paper G lacked an experimental validation
which ensured a matching between the desired acoustic conditions to be simulated and
the acoustic conditions actually simulated in the laboratory room.
A proper validation of the system would have required a set of expected values of
voice support and reverberation time at the ears, calculated from the computer acoustic
simulation program, and the corresponding IRs to generate the acoustic environments
in the laboratory room. When the IRs be loaded in the loudspeaker-based system, ob-
jective acoustic measurements performed in the laboratory room should have values
similar to the expected ones.
The consequence of a deviation from the expected acoustic properties is a mis-
match between the perceived room and the room that the simulations aimed at. With
mismatching acoustic properties, there is a risk that the simulated acoustic conditions
are not feasible in any real room and the sound becomes unnatural. For example, this
mismatch would happen if the gain applied to the IR of a concert hall was too high
(similar to the gain in a small room). There is no smaller room that can produce the
same IR as a concert hall, with the same reverberation time, direct-to-reverberant ratio,
and early reflection pattern (with relatively long delays).
Nevertheless, it is unknown how important a mismatch is in terms of perception, or
how sensitive the human ear is to deviations from “real” conditions. It would have been
ideal to avoid this bias, although measurements suggested that the subjective perception
and the reactions of the speakers were correlated to the parameters reverberation time
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at the ears and voice support measured “in-situ” inside the loudspeaker-based system—
independently of the conditions that were aimed at during the computer simulations.
4.2 Sources of bias in vocal intensity
4.2.1 Vocal intensity measures
The aim of the project was to characterize the variations in vocal intensity of speakers
in different acoustic environments. Therefore, the absolute values of the vocal intensity
measures were not given much relevance and were assumed to be similar to the vocal
intensity characterized in extensive and systematic measurements reported in the works
of Pearson et al. [81] and more recently, Cushing et al. [18]. Only the relative values of
the vocal intensity measures were of interest in the present study.
Different magnitudes were used to characterize the vocal intensity:
• In paper A, the relative voice power level, using as a reference for each subject
the voice power level in free-field condition
• In paper B, the absolute voice power level
• In paper C, the SPL at the microphone position (located on the cheek of the
speaker, at approximately 6 cm from the edge of the lips), relative to the SPL in
free-field condition
• In paper E, the 1 s-equivalent A-weighted SPL that was exceeded 50% of the time
at the position of the microphone, at a distance of approximately 15 cm from the
mouth of the teacher
• In paper G, the equivalent on-axis, free-field SPL at a distance of 1 m in front of
the speaker. This value was derived from the measurement of SPL at the head-
worn microphone—as in paper C—and a measurement of the level difference
between the SPL at the head-worn microphone and the on-axis SPL at 1 m in
front of the speaker in free-field.
The voice power level, or sound power level of a speaker’s voice, is the most ap-
propriate measure of vocal intensity, as it represents the total radiated acoustic energy
per unit of time. However, the determination of voice power level with measurements
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4.2 Sources of bias in vocal intensity 71
in a reverberation chamber can introduce bias. In paper B, the voice power levels were
determined from the measurement of SPL at the head-worn microphone, and a cali-
bration measurement in reverberation chamber to determine the relation between the
SPL at the head-worn microphone and the voice power level. This last measurement
was performed with human speakers as the sound source, which is problematic from a
methodological perspective. The determination of sound power in reverberation rooms
is limited to long-cycle noise sources which are able to build up a steady-state sound
field [42]. Human speech has large dynamic variations, combining phases of silence
with phases of sound radiation in time intervals which are much shorter than the rever-
beration time of the reverberant chamber used for the measurement of sound power.
Theoretically, the sound power can also be determined by integrating the sound
intensity on a surface surrounding the sound source [48], but it is difficult from a prac-
tical point of view, since it would not be feasible to measure sound intensity around a
speaker while teaching in classrooms. Nevertheless, by assuming a certain average ra-
diation characteristics of the speaker [17], the voice power level can be calculated from
the on-axis SPL in free-field conditions (i.e., without having an influence of the reflec-
tions from the room boundaries). This is the reason why the measurements in papers C,
E, and G were focused on the SPL and did not report voice power levels.
Ideally, the same magnitude should have been used throughout the different inves-
tigations. Nevertheless, it is believed that the bias introduced by the vocal intensity
measure in the room effect is much lower than the intersubject variation of the room
effect measure.
4.2.2 Intersubject variation
Apart from the uncertainty introduced by the choice of vocal intensity measure, there
is additional uncertainty related to the choice and the characteristics of subjects, mainly
due to three aspects. First, different individuals speak at different levels due to gender,
cultural, health condition, and physiological differences. Second, individuals may in-
terpret or perform tasks in different ways when asked to. An example of it is the way in
which subjects read a text in paper G. Some subjects read as it if was a story for little
children, whereas others read in a totally dispassionate way.
The third aspect is the variation in placement of the measurement microphone. The
microphone could move slightly (in the order of millimeters) while the subject turned
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his head, which could have resulted in level variations due to a change of sound propa-
gation distance. Additionally, the geometry of the head differed across subjects, which
could have resulted in different relations between the SPL at the head-worn microphone
and the free-field, on-axis SPL at 1 m in front of the speaker. These variations were not
quantified in the present study, and the difference between the SPL at the head-worn
microphone and the free-field, on-axis SPL at 1 m in front of the speaker, averaged
across speakers, was assumed to be equal to that for the HaTS B&K type 4128.
4.3 Sources of bias in the judgment of acoustic comfort
The sensation of acoustic comfort as judged in paper G could have been biased by a
number of factors:
1. The slightly different placement of the head-worn microphone in each subject,
and the geometrical differences among the heads of the subjects, resulted in dif-
ferent gains applied to the simulated room reflections, therefore producing the
sensation of different rooms in different individuals.
2. The interpretation of the questions, or the different ideas on what are good and
bad acoustic conditions for a speaker.
3. In connection with the previous factor, the knowledge of room acoustics and the
knowledge that longer reverberation times enhance student activity noise may
have introduced some bias.
4. The instruction used in the laboratory experiments (reading a text aloud or de-
scribing a map) was not representative of real teaching, so there might be a gap
between how teachers interact with the acoustics of the classroom in actual teach-
ing and in laboratory.
It is convenient to point out that the answers to the questionnaires were not biased
by individual scale and range effects, because they were accounted for by using z-scores
of the answers during the statistical analysis.
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4.4 Factors affecting the room effect
As was observed in the experiments reported in papers B and G, the variation of vocal
intensity in different acoustic environments, i.e., the room effect, is a highly individual
characteristic.
Teaching experience
Initially, the teaching experience seemed to be an important factor in the interaction with
the acoustics of classrooms. It may seem reasonable that teachers learn from their own
experience to adjust their voices according to the acoustics of the classrooms. However,
there was no sign of a different performance between a group of teachers and a group
of students in the laboratory experiments of paper G.
Performance in noise and silent conditions
There can be a large uncertainty in the measurements of the room effect under actual
teaching conditions because student-activity noise depends on the acoustics of the room
and then teacher reacts to both room acoustics and student-activity noise. In silence, an
increase in voice support would make teachers lower their voice levels (paper A). With
the prediction model of Hodgson et al. [33] (and appendix A), an increase in voice
support would increase student-activity noise and therefore, would also increase the re-
quired voice level of the teacher. At the same time, the dependency of student-activity
noise with voice support may be influenced by the education level (primary, secondary,
tertiary), the teaching/learning methods, and the skill of the teacher for managing class-
room noise and engaging students into learning.
Healthy and non-healthy voices
Paper E reported a significant difference in the room effect between teachers with
healthy voices and teachers with voice problems, which was believed to be due to an in-
creased sensitivity of teachers with voice problems toward their teaching environment.
However, this difference was based on a group-wise statistical analysis, and there were
no means to determine individual reactions of teachers to different room acoustic condi-
tions. The two group of teachers did not perform differently under laboratory conditions
in the experiments reported in paper G. It would have been desirable to perform a more
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complete field study, where every teacher had to teach in rooms of different acoustic
conditions.
Laboratory performance and importance of the task
As pointed out, the laboratory performance was in some cases very different from actual
teaching, and paper G reveals the importance of the instruction on the measured room
effects. Speakers who were requested to give a lecture to an imaginary group of 30
students performed much more similar to actual teaching conditions than the speakers
who were requested to read or to describe a map for a single listener. Speakers who
were asked to read or to describe a map adjusted their voices to hear themselves equally
loud (on average). Therefore, the task has to be close to real teaching and well-defined,
so as to minimize the need of interpretation by the teacher.
4.5 About the statistical methods
Different statistical methods have been used in different papers for analyzing data.
In paper A, simple linear regression models were used, which modeled the relative
voice power level as a function of voice support or room gain. Mixed models might
have been more appropriate, considering the subject as a random effect. However, the
simple linear regression model was chosen to describe the variation on the average data,
as in the paper of Brunskog et al. [16].
In paper B, mixed models were used to describe the voice power level (and other
voice parameters) as a function of the talker-to-listener distance and the room. The sub-
ject was considered to introduce a random effect on the observations. The use of mixed
models provided a more realistic description of the data than fixed-effects models, be-
cause the results could be generalized to the overall population of speakers. Further-
more, the assumption of normality of the random effects was fulfilled. The standard
deviation of voice power levels across subjects was around 2.7 dB.
In paper C, a four-way ANOVAwas used, in order to determine the influence of the
acoustic condition, the gender, the vowel used, and the reference signal on the relative
voice level used by the speaker to match the loudness of the reference signal. After de-
termining that, among these variables, the acoustic condition and the gender explained
almost 90% of the variance, non-linear models were used to fit the relative voice level
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to the room gain and the voice support. Mixed models were not used because the factor
“subject” was non-significant in a preliminary fixed-effects analysis.
In paper E, a multiple linear regression model was used, describing the voice level
as a function of the noise level (transformed), the voice support and an interaction of
vocal health (voice healthy teachers versus non-healthy) with voice support. Mixed
models could not be used because there were not enough measurements of teachers in
different classrooms.
In paper G, a fixed-effects ANCOVA model was used to analyze voice level varia-
tions as a function of the subject, the voice support, and a possible interaction between
these variables. Mixed models were initially used, but the random effects were not nor-
mally distributed. Therefore, the assumption of normality in the random effects in the
mixed model was broken, which meant that the results could not generalize to the over-
all population. In this context, the ANCOVA model explains the relationships existing
only in the observed population.
4.6 Effectiveness of the suggested measures
With the research done in this PhD thesis, it is not possible to accurately quantify the
beneficial effects of optimum classroom acoustic design for a speaker in terms of actual
vocal loading, working satisfaction, or student achievement.
The results of the pilot laboratory experiments in paper G show qualitative effects
of non-noisy teaching environments: with increasing voice support, voice level sig-
nificantly decreases (negative room effect in figure 2.21 for PRE1 and PRE2) but the
phonation time increases (positive slopes in figure 2.24 for PRE1 and PRE2). An in-
crease in phonation time partially counteracts the contribution of the decreased voice
level to vocal loading. Nevertheless, an increase in phonation time may be beneficial to
speech intelligibility [62].
The design guidelines of figure 3.1 indicate average voice level variations in rooms
in the presence of low background noise levels, showing a decrease in voice level with
increasing voice support. However, in the presence of student-activity noise, the voice
level variations may be different and voice level may even increase with voice support
(see figures A.2 and A.3 in appendix A). Therefore, the suggested design guidelines
of optimum acoustic conditions for a speaker described in chapter 3 should be experi-
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mentally verified in subjective (e.g., preference, satisfaction) and objective terms (e.g.,
evolution of student-activity noise, scholar achievement).
The vocal intensity variations shown on the axis at the bottom of figure 3.1 were
calculated with an average value of room effect across subjects. Some individuals react
to different room acoustics much stronger than the average, softening their voices in
environments that provide enough support, which might be beneficial in terms of vocal
endurance. It would be interesting to find out whether other speakers could learn to
enhance the room effect to obtain long-term benefits on their vocal health.
The judgment of the effectiveness of optimum classroom acoustic design for a
speaker should be assessed when more studies of voice loading are available, and when
the knowledge about vocal fatigue and recovery processes increases.
Therefore, it is not clear whether actions to improve classroom acoustics would
contribute by themselves to reduce the prevalence of voice problems among teachers
significantly. However, it would be positive in any case. A good classroom acoustic
design may originate a domino effect, in which the teacher feels more confident and
is able to teach in a more engaging way, improving the attention of students, reducing
student-activity noise and stress levels, and improving students’ performance.
Approaching teachers’ voice problems requires a combination of preventive ac-
tions, not only regarding an optimal classroom acoustic design, but also in terms of
voice training and instruction at university programs for teacher education that raise
awareness among teachers, teaching schedules that facilitate vocal rest, workshops and
information regarding voice at teachers’ unions, and providing the means to treat early
symptoms of voice problems. In large classrooms with more than 50 students, either an
acoustic design to enhance early/late ratios at specific locations of teacher and students
or the use of electroacoustic amplification systems is required.
4.7 Future directions
The present work has introduced different objective acoustic parameters for a speaker—
room gain, voice support, and reverberation time at the ears—and their relevance in
terms of acoustic comfort and voice level variation across classrooms.
Although paper D presented the measurement of voice support and room gain in
30 classrooms, it is necessary to measure these parameters and the reverberation time
at the ears in a wider range of classrooms with different characteristics, validating the
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proposed model of reverberation time at the ears. It would be desirable to link the
measured values of these parameters during a field research to the auditory perception
of the environment in response to the voice produced.
Moreover, the findings on paper E about the significant differences between teach-
ers with and without voice problems in their response to voice support should be proved
with a factorial experimental design, where every teacher would teach in more than one
classroom. In future experiments, the long-term effects of the acoustic environment on
voice health should be at focus. A more complete description of voice loading in terms
of vocal doses is required. This would require reporting not only vocal intensity, but
also fundamental frequency and phonation time.
Student-activity noise has to be taken into account for a more detailed description
of the room effect. In these studies, the number of students and the teaching methods
should be monitored. Separate analyses of voice support in the teaching area and the
student area could bring new ideas on how to design classroom acoustics so as to mini-
mize the conversational noise among students while supporting and providing comfort
to the voice of the teacher.
The individual characteristics of the room effect could be further investigated, look-
ing at which are the factors that raise awareness among speakers about the room acous-
tic conditions, whether it develops with experience, or whether it is possible to learn.
In this case, it could be possible to instruct teachers so that they benefit from adapting
their voice to the acoustic features of the room.
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Chapter 5
Conclusions
Teachers are one of the professional groups with the highest risk of suffering from voice
disorders. Among different causes, they claim classroom acoustics, and not only back-
ground noise, to be one of the potential hazards affecting their vocal health. The present
project investigated the relationship between classroom acoustics and voice regulation,
focusing on the vocal intensity as the main parameter. The main conclusions are
• Teachers adjust their vocal intensity according to the room gain or voice support
of the classrooms, which are equivalent objective measures that quantify the am-
plification of one’s own voice in a room due to the reflections at the boundaries.
The variation of vocal intensity with these measures is referred to as room effect.
• The magnitude of the room effect is highly dependent on the individual.
• Most of the vocal intensity variation in the room effect is due to the dependency
of the room gain and the voice support with room size, and thus with the average
talker-to-listener distance. However, there is a significant room effect for equal
talker-to-listener distances, which becomes stronger at longer distances.
• For a distance of 1.5 m, the vocal intensity adjustment strategy of a speaker is
to keep the autophonic level (i.e., the loudness level of his own voice) constant.
At distances of 6 m or further, the variation in voice level due to the room gain
or the voice support is twice the variation required to keep the autophonic level
constant.
• Teachers with and without self-reported voice problems react differently to the
voice support of the classrooms where they teach, whereas they react equally to
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variations in background noise, increasing their voice levels approximately 0.86
dB per each dB of increase in noise. Teachers with voice problems might be
more sensitive to the conditions of the working environment than their healthy
colleagues.
• The room effect derived from laboratory experiments in virtual classrooms de-
pends highly on the methodology and the task used. Experiments with simulated
teaching to an imaginary group of 30 students replicated and confirmed the exis-
tence of the room effect with low background noise levels. Other tasks, as reading
or describing a map, resulted in much fainter room effects. In this case, laboratory
performance does not correspond to the performance during actual teaching.
• The optimum acoustic comfort for a speaker is obtained for values between 0.45
and 0.55 s of the parameter reverberation time at the ears. This parameter is the
reverberation time derived from the decay between -5 and -35 dB of the backward
integrated energy curve of the impulse response measured between the mouth and
the ears of a dummy head.
• Speaker-oriented classroom acoustic design guidelines have been derived from
prediction models for voice support and reverberation time at the ears and an em-
pirical model by Hodgson et al. [33]. For flexible teaching methods, classrooms
shall not have more than 50 students. The voice support shall be in the range
between -12 and -8 dB, the reverberation time in occupied conditions shall be be-
tween 0.5 and 0.75 s, and the volume shall be between 70 and 300 m3, respecting
a series of constraints among these magnitudes imposed by the number of stu-
dents. The reverberation times derived in these guidelines are higher than those
recommended by the current classroom acoustic standards, but are in agreement
with recent findings by Bradley [11].
• Classrooms for more than 50 students can benefit from specific acoustical design
to enhance early reflections and minimize late reverberation for given positions
of the speaker and the audience. In these classrooms, it is advised to use elec-
troacoustic amplification systems, especially if they are to be used for flexible
teaching methods.
• There is not enough scientific evidence that speaker-oriented classroom acoustic
design can reduce the prevalence of voice problems among teachers. It is there-
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fore necessary to combine this approach with other preventive actions that reduce
vocal loading and improve the capacity of coping with vocal loading, such as
voice training programs, adaptation of teaching methods, and teaching schedules
that allow for vocal recovery. Moreover, teachers should be more aware of the
early symptoms of voice problems and have an efficient access to their treatment.
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Appendix A
Optimum acoustic
conditions for a speaker
In order to obtain optimum acoustic conditions for a speaker, the requirements for a
speaker have to be specified in terms of T30,ears and STV , or in terms of T and V .
The first design goal is the maximization of acoustic comfort for a speaker in terms of
T30,ears as reported in section 2.8:
• 0.45s < T30,ears < 0.55s.
With the knowledge obtained in papers A to G, it is not possible to set requirements
for the voice support. First, it is not known how the small voice intensity variations
caused by the room effect would affect the long-term performance of a teacher. Second,
the room effect has been mostly analyzed with low background noise levels, which is
not the case during real teaching, as the field study measurements showed statistical
A-weighted background noise levels L50 in the range between 40 and 75 dB (section
2.6.3 and paper E).
Hodgson et al. [33] made measurements of noise levels and speech SPL in class-
rooms, together with several physical parameters of the room—including width and
volume—and teaching scenario (e.g., number of students and distance between instruc-
tor and students) in a total of 11 university classrooms during 18 lectures. These mea-
surements were used to make prediction models for:
• Ventilation noise level
• Student-activity noise level
83
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• Instructor speech SPL
• Instructor sound power level
A.1 Student-activity noise level
From the models proposed by Hodgson et al. [33], only the student-activity noise level
and the instructor sound power level are used below. The student-activity noise level
SA (using the alternative approach suggested by Hodgson et al. [33]) is described as
SA = 83.0 + 10.0 logN − 34.4 logA0 + 0.081A0 [dB] (A.1)
where N is the number of students in the room and A0 is the total absorption area
in the room (which can be calculated from Sabine’s formula as A0 = 0.161V/T in
international system units).
The student-activity noise levels are shown in figure A.1 as a function of STV
and T30,ears, for different values of the number of students N . As can be seen, the
lines corresponding to equal SA are almost vertical, except for the lowest range of
reverberation time, where Sabine’s formula does not hold. The prediction model shows
that, when the voice support increases, SA increases due to conversational feedback
or café effect [120] (even though the university students were not particularly noisy).
When increasing the number of students, the same value of voice support results in
higher SA values.
A.2 Voice power level of a speaker
The prediction model for the voice power level LW , averaged for male and female
instructors, is
LW = 53.5 + 0.5SA + 0.016V − 9.6 logA0 [dB]. (A.2)
As can be seen, the voice power level depends on the student-activity noise level, where
the coefficient 0.5 is sometimes called the Lombard slope and is in good agreement with
other studies [57]. It also depends on the volume V of the room and the total absorption
area A0.
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Figure A.1: Student activity noise level iso-contours for different number of students in a classroom (top-left
N=10, top-right N=20, bottom-left N=40, bottom-right N=80), according to Hodgson et al. [33], expressed
as a function of voice support and reverberation time at ears. The reverberation time and volume guide lines
are shown in gray.
The equal voice power level contours derived from Eq. (A.2) are presented as a
function of STV and T30,ears in figure A.2 for N=10 and N=20 students and figure
A.3 for N=40 and N=80 students. These curves illustrate different vocal behaviors of
the teacher that occur above and below a volume of approximately 500 m3. For large
volumes, increasing voice support values result in a reduction of LW , as would be ex-
pected from the room effect under conditions of low background noise level. However,
for small room volumes, an increase in voice support means an increase in the LW of
the teacher, who has to raise the voice to overcome the student-activity noise. Another
i
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general observation in these figures is that, as the number of students increases, the pre-
dicted LW for fixed objective parameters in the room increases. For example, in a room
of V = 400 m3 and T = 1.0 s, an instructor would need to use a voice power level of
61 dB for 10 students, whereas he would need to use 65.5 dB for 80 students.
A.3 Speech SPL in a room
The speech SPL (SL) at the student position (away from the source) is calculated in
a slightly different way as done in Hodgson et al. [33]. Here, one approximation is
made: the speech SPL far away from the source can be calculated from the sound
power level according to the diffuse-field theory (disregarding the attenuation of SPL
with the distance to the source, as measured by Barron and Lee [3] or Sato and Bradley
[93]),
SL = LW + 10 log
(
4
R
)
, (A.3)
where LW is the voice power level of the model in Eq. (A.2) and 4/R is
4
R
=
cT
6V ln 10
− 4
S
, (A.4)
with c being the speed of sound in the air and S the total surface area of the room. The
equal speech SPL contours predicted with the model in Eq. (A.3) are shown in figure
A.4 for N=10 and N=20 students, and in figure A.5 for N=40 and N=80 students. As
happens in the curves for LW , an increase in voice support results in increased speech
SPLs due to two facts: the increase in LW and the increase of the reverberant energy.
A.4 Criteria and recommendations for optimum acous-
tic design for a speaker
In order to determine good conditions for a speaker, two more requirements are estab-
lished:
• The average voice power level LW should be limited to a maximum value. For
convenience, this value is arbitrarily set to 66 dB, which is 1.5 dB higher than the
average 64.5 dB found by Hodgson et al. [33].
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• The average speech SPL at the listener position should be higher than 50 dB, in
order to ensure a SNR of at least 15 dB when the students are silent, provided
that the classroom meets the current classroom acoustics standards (e.g., [1, 20])
in terms of unoccupied background noise levels, which should not exceed 35 dB.
These two requirements are combined with the optimization of the acoustic comfort for
a speaker (i.e., a reverberation time at ears between 0.45 and 0.55 s) and are shown in
gray shaded areas in the figures A.2 to A.5. These shaded areas reveal approximate
ranges of voice support for classrooms with different number of students that, com-
bined with reverberation times at the ears between 0.45 and 0.55 s, result in the best
possible acoustic conditions for a speaker. These values are summarized in table A.1.
Alternatively, the acoustic conditions are expressed in terms of reverberation time and
volume of the room in an approximate way in table A.1. To ensure the fulfillment of
the optimal conditions for a speaker, particular combinations of reverberation time and
volume must lay inside the shaded areas in figures A.2 to A.5 for a particular number
of students.
Table A.1: Recommended ranges of values for the parameters voice support STV , reverberation time T
and volume V for a speaker-oriented classroom acoustic design, as a function of the number of students N .
The two last columns in the table show the recommended areas Srec according to classroom space planning
guidelines (e.g., [102]) and the recommended volume Vrec for a 3 m high classroom.
N STV [dB] T [s] V [m3] Smin [m2] Vmin [m3]
10 -10.5 to -8.0 0.5 to 0.65 70 to 170 20 60
20 -11.5 to -9.0 0.55 to 0.7 80 to 210 40 120
40 -12.0 to -9.5 0.6 to 0.75 120 to 280 80 240
80 -13.0 to -10.5 0.6 to 0.8 140 to 350 160 480
The range of recommended voice support decreases as the number of students in-
creases. For a classroom of 10 students, the voice support should be between -10.5 and
-8 dB, whereas for 80 students, it should be between -13 and -10.5 dB. At the same
time, the recommended reverberation times and volumes increase with the number of
students. For a classroom of 10 students, optimum acoustic conditions for a speaker
can be achieved with volumes between 70 and 170 m3 and reverberation times between
0.5 and 0.65 s. For a classroom of 80 students, the recommended volumes are between
140 and 350 m3 and the reverberation times between 0.6 and 0.8 s.
Table A.1 also shows the minimum floor area Smin that the classrooms must have
for a given number of students, considering that each student needs a floor area of 2 m2
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[102], and the minimum volume of the classroom Vmin, considering an average ceiling
height of 3 m. As can be seen, the recommended volumes for classrooms of 80 students
are lower than the minimum required volume for such a number of students. Therefore,
optimum acoustic conditions for a speaker cannot be achieved with such a number
of listeners. According to the evolution of the recommended volumes and minimum
required volumes for different number of students, optimum acoustic conditions for a
speaker can be achieved only when the number of students is less than approximately
50.
A.5 Signal-to-noise ratio
The equal signal-to-noise ratio (SNR) contours observed under the presence of student-
activity noise according to the prediction models of Eqs. (A.1) and (A.3) are shown in
figure A.6 for N=10 and N=20 students, and in figure A.7 for N=40 and N=80 students.
The predicted SNR under student-activity noise for the optimum acoustic conditions for
a speaker (shown in shaded areas) decreases with the number of students. It is between
8 and 9 dB for 10 students, around 7.5 dB for 20 students, between 6 and 7 dB for 40
students, and between 4 and 5 dB for 80 students. Nevertheless, in classrooms for 80
students, optimum acoustic conditions for a speaker are not possible without optimizing
early reflections for particular locations of speaker and listeners or without the use of
electroacoustic amplification.
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Recently, a paper written by Brunskog Gade, Paya´-Ballester and Reig-Calbo, “Increase in voice level
and speaker comfort in lecture rooms” [J. Acoust. Soc. Am. 125, 2072–2082 (2009)] related teachers’
variation in vocal intensity during lecturing to the room acoustic conditions, introducing an objective
parameter called “room gain” to describe these variations. In a failed attempt to replicate the objec-
tive measurements by Brunskog et al., a simpliﬁed and improved method for the calculation of room
gain is proposed, in addition with an alternative magnitude called “voice support.” The measured pa-
rameters are consistent with those of other studies and are used here to build two empirical models
relating the voice power levels measured by Brunskog et al., to the room gain and the voice support.
VC 2011 Acoustical Society of America. [DOI: 10.1121/1.3543940]
PACS number(s): 43.55.Hy, 43.70.Mn [NX] Pages: 1161–1164
I. INTRODUCTION
Brunskog et al., published “Increase in voice level and
speaker comfort in lecture rooms” previously in this jour-
nal.1 Their work showed a possible inﬂuence of room acous-
tics (through a new parameter named room gain) on the
vocal intensity used by teachers for talking in rooms. In
addition, different subjective aspects regarding the perceived
acoustic conditions while talking were studied by means of
questionnaires. The work extended its relevance to the areas
of ergonomics and occupational health, as it described an
interaction between man and environment with possible
consequences for voice health originated from working
conditions. A recent epidemiological study has shown that
teachers with voice problems rate classroom acoustics as an
element affecting their voice much more often than those
without voice problems.2 In this context, the work of Brun-
skog et al., could offer a reference dataset to compare the
vocal performance of teachers’ with and without voice prob-
lems under different acoustic conditions. However, it has
been impossible to replicate the room gain measurements of
Brunskog et al., in the original rooms of their study. The aim
of this paper is to provide a more accurate and replicable
dataset relating the voice power levels measured by Brun-
skog et al., to the objective parameters room gain and voice
support derived with an alternative method. The ﬁrst section
presents the deﬁnition of room gain according to the method
of Brunskog et al., pointing out some potential limitations,
and it is followed by the deﬁnition of room gain and voice
support according to an alternative method. The second sec-
tion compares the objective measurements in the rooms of
Brunskog et al., as they appear in the original study and with
the alternative method. The last section describes two empir-
ical models relating the voice power level to the room gain
and the voice support.
Note: The terms vocal intensity, voice level, and voice
power level LW are used in this paper to express the total
radiated speech power from a talker. While the ﬁrst term is
used as a qualitative description, the other two terms are
used indistinctly to express a quantitative magnitude.
II. ROOM ACOUSTIC PARAMETERS FOR ATALKER
Two equivalent metrics that characterize the effect of
room acoustics as perceived by a talker are used: room gain
(GRG) and voice support (STV).
Brunskog et al., deﬁned the room gain as the degree of
ampliﬁcation produced by the room on the talker’s voice, as
perceived by the talker himself. The calculation of room
gain proposed in Brunskog et al., requires the measurement
of two impulse responses (IRs) corresponding to the sound
transmission path between the mouth and the ears of a
dummy head: one at the room of interest h(t) and another
one at an anechoic chamber hach(t). From these two measure-
ments, the energy levels of the IR at the position of interest,
LE, and at the anechoic room, LE,ach are calculated
LE ¼ 10 log
ð1
0
h2ðtÞdt
E0
; (1)
LE;ach ¼ 10 log
ð1
0
h2achðtÞdt
E0
; (2)
where E0 is an arbitrary energy reference. The room gain is
calculated as the difference between these two energy levels
GRG ¼ LE  LE;ach: (3)
The room gain is conceptually related to Gade’s objec-
tive support,3 which is widely used in stage acoustics to
compare the energy of early sound reﬂection patterns from a
music instrument to the player’s ears among different rooms
a)Author to whom correspondence should be addressed. Electronic mail:
dpg@elektro.dtu.dk
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for music performance. Gade’s objective support is used to
characterize many different kinds of instruments, with differ-
ent distances from the source to the ears of the musicians
and different directivity patterns. In the case of voice, the
path between mouth and ears is rather well deﬁned.
The method of Brunskog et al. for calculating room gain is
conceptually and theoretically correct and can be used to calcu-
late the room gain at positions with very close reﬂecting surfa-
ces. However, an important limitation of the method is the
required measure of an IR in anechoic conditions, which can be
an obstacle for many professionals. Additionally, in practice,
the IR in anechoic conditions might differ from the direct sound
in the measuring conditions due to changes in temperature, hu-
midity, background noise, and distortion artifacts when meas-
uring. The practical limitations lead to measurement error,
which is illustrated in the following example.
Nine IRs in a small room, corresponding to the acoustic
path between the mouth and the left ear of a Head and Torso
Simulator (HATS) B&K type 4128 (Nærum DK-2850,
Denmark) with left ear simulator B&K type 4159, were meas-
ured with the 01dB Symphonie system (Limonest Cedex
F-69578, France). The measurements corresponded to three
repetitions at three different reproduction gains, keeping the
HATS position ﬁxed. The signal-to-noise ratio (SNR), calcu-
lated from the peak level to the noise ﬂoor level, was at least 60
dB in all IRs. The IRs were trimmed to the intersection of the
exponential decay curve with the noise ﬂoor of the measure-
ment with the lowest SNR (the intersection time was noted as
tmin). The IRs were normalized to a peak amplitude of 1, and
the energy levels LE in the interval (0tmin) were calculated.
The estimated standard deviation of LE was 0.02 dB, whereas
the maximum difference between two measurements of LE was
0.06 dB. This error is not usually regarded as important, but as
deﬁned in Eq. (3), the room gain can be signiﬁcantly biased by
such an amount, since typical values lie between 0 and 0.6 dB.
It would be beneﬁcial to derive the room gain from a sin-
gle IR measurement and increase the sensitivity of the method.
For this, the author proposes the measurement of the IR using
a HATS with a mouth simulator, according to recommendation
ITU-T P.58,4 and an ear simulator with ear canal, according to
recommendation ITU-T P.575 type 3. The source should be at
least 1 m away from all boundaries, including the ﬂoor, using a
stand to appropriately place the HATS at the height of the head
of an average standing person. The distance gap of 1 m allows
for a time gap free of reﬂections of approximately 5.8 ms. The
direct sound hd(t) is obtained by applying a window w(t) to the
measured IR h(t) (see Fig. 1)
hdðtÞ ¼ hðtÞ  wðtÞ; (4)
where
wðtÞ ¼
1 t < 4:5ms
0:5þ 0:5 cosð2pðt t0Þ=TÞ 4:5ms < t < 5:5ms
0 t > 5:5ms
8><
>:
(5)
with t0 ¼ 4.5 ms and T ¼ 2 ms. The reﬂected sound hr(t) is
the complementary signal
hrðtÞ ¼ hðtÞ  ð1 wðtÞÞ ¼ hðtÞ  hdðtÞ: (6)
The energy levels corresponding to the direct sound
(LE,d) and the reﬂected sound (LE,r) are calculated as
LE;d ¼ 10 log
ð1
0
h2dðtÞdt
E0
; (7)
LE;r ¼ 10 log
ð1
0
h2r ðtÞdt
E0
: (8)
The voice support STV, in analogy to Gade’s objective
support, is deﬁned as the difference between the reﬂected
sound and the direct sound from the HATS’ mouth to ears IR
STV ¼ LE;r  LE;d; (9)
which is related to the room gain through the formula
GRG  10 log 10STV=10 þ 1
 
: (10)
This formula is obtained under the assumption that the
total energy is approximately the sum of the energies corre-
sponding to the direct and the reﬂected sound after windowing
LE  10 logð10LE;d=10 þ 10LE;r=10Þ: (11)
Gade’s objective support is intended for big rooms, so
the early reﬂections are counted from 20 ms, and the ﬁrst 10
ms in the IR are regarded as direct sound. This parameter
cannot be used in small rooms (e.g., rooms for speech), as
the early reﬂections are much closer to the direct sound than
in large halls, and may fall in the direct sound interval or in
the interval from 10 to 20 ms, which is ignored by the deﬁni-
tion. With the present deﬁnition of direct and reﬂected paths,
it is possible to calculate room gain and voice support in
many rooms. The only limitation is that all boundaries of the
room should be 1 m away from the measurement equipment.
FIG. 1. Example of an IR h(t) and the windowing applied to extract the
direct and reﬂected sound.
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The indirect calculation of room gain after measuring
the voice support with Eq. (10) reduces the deviation in the
results. Using the same IRs of the previous example, the
standard deviation in the measured room gain was reduced
from 0.02 to 0.004 dB, and the maximum differences
between two measurements did not exceed 0.01 dB.
III. ABOUT THE MEASURED PARAMETERS
Table I shows the six rooms used in the study of Brun-
skog et al., with their volume and the original measurements
of reverberation time T30 and room gain, noted as G
0
RG.
Inspecting the original G0RG data, the value of 1.12 dB meas-
ured in the IEC 268-13 compliant listening room appears too
high in comparison to that measured in the meeting room
(0.58 dB), which is smaller and more reverberant than the
IEC room. These values imply that the reﬂected sound pres-
sure level in the IEC room would be about 3 dB higher than
in the meeting room, using Eq. (10).
The room IRs in the six rooms of the study were meas-
ured again, following the procedure described in the previous
section. No ﬁltering, other than the intrinsic response of the
loudspeaker, was applied to the signals for deriving the objec-
tive parameters. The values of voice support STV and room
gain GRG, measured for each room as the average of six repe-
titions, are shown in Table I. The differences between old and
new room gain values are indicated as DGRG.
The new measurements conﬁrm the initial suspicions.
The room gain in the IEC listening room is indeed lower than
in the meeting room. The room gain in the anechoic chamber
was 0 dB in the original study by deﬁnition and it is 0.01 dB
by the present method described here. In general, the room
gain values are lower than in the original study (DGRG> 0 in
all cases), a fact that has been already reported.6 None of the
room gain values was higher than 0.5 dB. The voice support
has a greater dynamic range and might be more suitable for
use in architectural acoustics. However, in anechoic rooms,
STV ! 1, and the ﬁnite values measured under these con-
ditions must be treated carefully.
IV. REVISED EMPIRICAL MODELS
The new room gain values differ considerably from the
original values. In order to enable reliable comparison with
future studies, the empirical model relating voice power
level from the study of Brunskog et al., to the room gain has
to be recomputed. The relative voice power level (DLW) is
deﬁned as the difference between the overall LW in a certain
room and the overall LW measured in the anechoic room. A
simpliﬁed linear model of only one explanatory variable is
preferred
DLW½dB ¼ 0:5 13:5 GRG: (12)
The model predicts a decrease in the expected voice power
level with increasing room gain (R2¼ 0.83, p¼ 0.01). Alterna-
tively, rooms with low room gain demand higher vocal inten-
sity from talkers. The measured values, and the regression
model (12), are shown in Fig. 2. A two-variable model, similar
to the one proposed in Brunskog et al., which describes the rel-
ative voice power level as a function of the room gain and the
logarithm of the volume, is not signiﬁcant at the 5% level
(R2¼ 0.83, p¼ 0.07) and shows marginal or no inﬂuence of
the logarithm of the volume on the voice levels.
Figure 3 shows the relative values of voice power level
measured by Brunskog et al., versus the voice support. The
critical dependence of STV value on the measurement SNR in
the anechoic chamber suggests that voice level does not
change much for very negative values of STV, also shown with
the transformed regression model using the room gain (dotted
curve in Fig. 3). A linear dependence of DLW and STV for all
the conditions studied is not a good approximation. This
approximation does not exclude the possibility of modeling a
linear dependence between LW and STV in a limited range of
TABLE 1. Rooms in the study by Brunskog et al., and measured objective parameters. The volume V, reverberation time T30, and room gain G
0
RG are taken
from the paper of Brunskog et al. The room gain GRG and voice support STV correspond to new measurements. The differences between old and new room
gain values are indicated as DGRG.
Name Abbreviation V (m3) T30 (s) G
0
RG (dB) GRG (dB) DGRG (dB) STV (dB)
Auditorium 81 A81 1900 1.06 0.28 0.14 0.14 14.9
Auditorium 21 A21 1220 1.53 0.29 0.16 0.13 14.2
Lecture room 019 LR 190 0.46 0.42 0.32 0.10 11.1
Meeting room 112 MR 94 0.42 0.58 0.43 0.15 9.8
Large anechoic chamber ACH 1000 0.06 0 0.01 0.01 27.3
IEC listening room IEC 100 0.34 1.12 0.39 0.73 10.3
FIG. 2. Relative LW produced by talkers in the study by Brunskog et al., as
a function of the room gain. The reference LW is the average overall LW
measured by Brunskog et al., in the anechoic chamber.
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STV, as has been done in recent studies,
7,8 while approaching
an asymptotic LW value for very negative STV (dashed line in
Fig. 3). Excluding the measurement in the anechoic chamber,
the best linear model (solid line in Fig. 3) is
DLW½dB ¼ 13 0:78 STV: (13)
The accuracy of the predictions decreases with this pa-
rameter (R2¼ 0.66, p¼ 0.09). It would not be wise to con-
clude that the voice support is less valid than the room gain
to describe the changes in voice level due to the acoustic
conditions perceived by the talker. More conditions are
needed to assess the robustness of room gain and voice sup-
port as explanatory variables of voice level variations due to
changes in the auditory perception of one’s own voice eli-
cited by the room.
1J. Brunskog, A. Gade, G. Paya´-Ballester, and L. Reig-Calbo, “Increase in
voice level and speaker comfort in lecture rooms,” J. Acoust. Soc. Am.
125, 2072–2082 (2009).
2V. Lyberg-A˚hlander, R. Rydell, and A. Lo¨fqvist, “Speaker’s comfort in
teaching environments: Voice problems in Swedish teaching staff,” J.
Voice (2010), available online March 26, 2010.
3A. Gade, “Investigations of musicians room acoustic conditions in concert
halls. Part I: Methods and laboratory experiments,” Acustica 69, 193–203
(1989).
4International Telecommunication Union, “ITU-T P.58. Head and torso sim-
ulator for telephonometry,” Recommendation, Geneva (1996).
5International Telecommunication Union, “ITU-T P.57. Artiﬁcial ears,”
Recommendation, Geneva (2009).
6K. Ueno, K. Kato, and K. Kawai, “Effect of room acoustics on musicians’
performance. Part I: Experimental investigation with a conceptual model,”
Acta. Acust. Acust. 96, 505–515 (2010).
7D. Pelegrin-Garcia and J. Brunskog, “Prediction of vocal effort and speak-
ers’ comfort in lecture rooms,” in Proceedings of Inter-Noise 2009, Ottawa,
Canada (2009).
8D. Pelegrin-Garcia and J. Brunskog, “Natural variations of vocal effort and
comfort in simulated environments,” in Proceedings of EAA Euroregio
Congress on Sound and Vibration 2010, Ljubljana, Slovenia (2010).
FIG. 3. Relative LW produced by talkers in the study by Brunskog et al., as
a function of the voice support. Solid line: regression model excluding the
measurements in the anechoic chamber. Dashed line: expected asymptotic
relative LW value. Dotted line: regression model for room gain. The refer-
ence LW is the average overall LW measured by Brunskog et al., in the
anechoic chamber.
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Talkers adjust their vocal effort to communicate at different distances, aiming to compensate for the
sound propagation losses. The present paper studies the inﬂuence of four acoustically different rooms on
the speech produced by 13 male talkers addressing a listener at four distances. Talkers raised their vocal
intensity by between 1.3 and 2.2 dB per double distance to the listener and lowered it as a linear function
of the quantity “room gain” at a rate of 3.6 dB/dB. There were also signiﬁcant variations in the mean
fundamental frequency, both across distance (3.8 Hz per double distance) and among environments
(4.3 Hz), and in the long-term standard deviation of the fundamental frequency among rooms (4 Hz). In
the most uncomfortable rooms to speak in, talkers prolonged the voiced segments of the speech they pro-
duced, either as a side-effect of increased vocal intensity or in order to compensate for a decrease in
speech intelligibility.VC 2011 Acoustical Society of America. [DOI: 10.1121/1.3552881]
PACS number(s): 43.55.Hy, 43.70.Mn [NX] Pages: 1981–1990
I. INTRODUCTION
In face-to-face communication, a talker makes a deci-
sion about the desired vocal output based on the given com-
munication scenario. Some factors affecting this decision are
the intention of the talker (dialog, discipline, rebuke…), the
distance between talker and listener, and special require-
ments of the listener, due to hearing impairment or language
disorders. Once the decision is made, the talker starts to
speak and uses a series of feedback mechanisms (auditory,
tactile, proprioceptive, and internal) to grant that the actual
vocal output matches the desired vocal output.1
Speaking in various rooms leads to different experiences
or sensations for a talker, due to changes in auditory feed-
back. The vocal effort required for communicating with a
listener at different distances changes with room acoustic
conditions, as does also the feeling of vocal comfort. One
should differentiate between the concepts of vocal effort and
vocal comfort. Vocal effort, according to Traunmu¨ller and
Eriksson,2 is a physiological magnitude different from vocal
intensity, which accounts for the changes in voice production
required for the communication at different distances. This
deﬁnition of vocal effort can be extended to also include the
changes in voice production induced by noise or the physical
environment. These changes include vocal intensity, funda-
mental frequency (F0), vowel duration, and the spectral dis-
tribution of speech. Vocal comfort, according to Titze,3 is a
psychological magnitude determined by those aspects
that reduce the vocal effort. Vocal comfort reﬂects the self-
perception of the vocal effort by the feedback mechanisms
listed above.
The maximization of vocal comfort should be a priority
in situations of very high vocal demands, which are hazard-
ous for the vocal health, such as teaching environments. A
recent study revealed that around 13% of teachers suffer
from voice problems.4 Indeed, the prevalence of voice prob-
lems among teachers is much higher than it should be, com-
pared to their representation in overall population.5–7
Vilkman8 points out “bad classroom acoustics” as one of the
hazards for voice health from the testimonies of teachers
who had suffered from voice disorders. These disorders are
related, in many cases, to the intensive use of the voice as an
occupational tool.
To characterize the amount of voice use, and to estimate
the risk of suffering from voice problems, Titze et al.9 intro-
duced a set of measures of the accumulated exposure of
vocal fold vibration, called vocal doses. The vocal doses are
calculated from the phonation time, F0, and the vocal fold
vibration amplitude. In the present work, the variations of
vocal intensity (as a rough estimate of the vocal fold vibra-
tion amplitude), F0, and the phonation time are reported
without going further into a detailed risk analysis, leaving
this task to future studies and more advanced analytical mod-
els. As in the study by Rantala et al.,10 both the mean and
the standard deviation of F0 are measured as indicators of
vocal effort.
Although bad classroom acoustics might be hazardous
for voice health, only a few works have attempted to relate
classroom acoustics to voice production. Hodgson et al.11
suggested a simple empirical prediction model to calculate
average voice levels used by teachers in university lecture
rooms, depending on individual factors, acoustical character-
istics of the room, and student activity noise. Brunskog et
al.12 found that the average vocal intensity used by teachers
in different classrooms is closely related to the ampliﬁcation
of the room on the talker’s perceived own voice (deﬁned as
“room gain”). From this study, it appears that teachers speak
louder in rooms with a low room gain and softer in rooms
with a high room gain, at a rate of 13.5 dB/dB (decibels of
voice level per decibels of room gain).13 However, none of
the two previous studies took into account the distance
a)Author to whom correspondence should be addressed. Electronic mail:
dpg@elektro.dtu.dk
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between teachers and students, which could explain by itself
some of the changes in voice level. From a different perspec-
tive, Kob et al.14 found that teachers with voice disorders
were more affected by unfavorable classroom acoustics than
their healthy colleagues.
In a more general communication context, several
investigations have analyzed the vocal intensity used by a
talker to address a listener located at different distances. One
general ﬁnding is that the vocal intensity is approximately
proportional to the logarithm of the distance. The slope of
this relationship is in this paper referred to as the compensa-
tion rate (in decibels/double distance), meaning the variation
in voice level (in decibels) each time that the distance to the
listener is doubled (double distance). Warren15 found com-
pensation rates of 6 dB/dd when talkers produced a sustained
vocalization (/a/) addressing listeners at different distances,
suggesting that talkers had a tacit knowledge of the attenua-
tion of sound with the distance. However, a sound attenua-
tion of 6 dB/dd is only found in free-ﬁeld or very close to the
source. Warren did not provide information on the experi-
mental acoustic surroundings. Michael et al.16 showed that
the speech material (natural speech or bare vocalizations)
inﬂuenced the compensation rates and found lower values
than Warren, 2.4 dB/dd for vocalizations and 1.3 dB/dd for
natural speech. Healey et al.17 obtained compensation rates
in a range between 4.5 and 5 dB/dd when the task was to
read a text aloud to a listener at different distances. Lie´nard
and Di Benedetto18 found an average compensation rate of
2.6 dB/dd in a distance range from 0.4 to 6 m using vocaliza-
tions. Traunmu¨ller and Eriksson2 carried out their experi-
ments with distances ranging from 0.3 to 187.5 m to elicit
larger changes in vocal effort, ﬁnding a compensation rate of
3.7 dB/dd with spoken sentences. In general, there is a sub-
stantial disagreement among the results of different studies.
Each of the previous experiments analyzing voice pro-
duction with different communication distances was carried
out in only one acoustic environment. Michael et al.16
pointed out that unexplained differences among experimental
results might be ascribed to the effect of different acoustic
environments, because the attenuation of sound pressure level
(SPL) with distance depends on the room acoustic conditions.
Zahorik and Kelly19 investigated how talkers varied their
vocal intensity to compensate for the attenuation of sound
with distance in two acoustically different environments (one
indoor and one outdoor), when they were instructed to pro-
vide a constant SPL at the listener position. When uttering a
sustained /a/, the talkers provided an almost uniform SPL at
each of the listener positions, which indicated that talkers had
a sophisticated knowledge of physical sound propagation
properties. The measured compensation rates laid between
1.8 dB/dd for an indoor environment and 6.4 dB/dd for an
outdoor environment.
In addition, some of the studies investigated further
indicators of vocal effort at different communication distan-
ces. Lie´nard and Di Benedetto18 also found a positive corre-
lation between vocal intensity and F0 and signiﬁcant spectral
changes in vowels. Traunmu¨ller and Eriksson2 observed that
the duration of vocalic segments increased with communica-
tion distance, and thus, with vocal effort.
In summary, there have been many studies reporting
vocal intensity at different communication distances, as well
as other descriptors of vocal effort: F0 and vowel duration.
Only one study19 analyzed the additional effect of the acous-
tic environment on the vocal intensity, although the instruc-
tion—provide a constant SPL at the listener position—and
the speech material—vocalizations—were not representative
of a normal communication scenario. The aim of the present
study is to analyze the effect of the acoustical environment
on the natural speech produced by talkers at different com-
munication distances in the absence of background noise,
reporting the parameters which might be relevant for the
vocal comfort and for assessing the risks for vocal health.
II. EXPERIMENTAL METHOD
The speech from 13 talkers speaking to one listener at
four different distances in four different rooms was recorded.
The speech signals were processed to calculate measures of
vocal intensity, F0, and the relative duration of the phonated
segments.
A. Subjects
Thirteen male talkers participated in the experiment as
talkers. Two of the talkers were acting as listeners and
experimenters at different times. All 13 subjects had ages
between 23 and 40 yr and had neither hearing and visual
impairments nor vocal disorder. None of the subjects were
native English speaker, but nevertheless all of them used
English as the spoken language during the tests.
B. Instruction
Before the start of the tests, the listener/experimenter
explained the instructions verbally to each talker at a close
distance. The talkers were given a map that contained
roughly a dozen of labeled items (e.g., “diamond mine,”
“fast ﬂowing river,” and “desert”), starting and ending point
marks, and a path connecting these two points. They were
instructed to describe the route between the starting point
and the ﬁnish point, indicating the items along the path (e.g.,
“go to the west until you ﬁnd the harbor”), while trying to
enable eye-contact with the talker. There were 16 maps in
total, and a different map was used at each condition. The
order of the maps was randomized differently for each sub-
ject. These maps have been used extensively in previous
research to obtain a dialog-based speech corpus.20 The
object of using maps was evoking natural speech from the
talkers in a very speciﬁc context and mode of communica-
tion. An alternative method for obtaining natural speech
could have been instructing talkers to speak freely. However,
there would have been different modes of communication
and contexts among subjects, which would have introduced
higher variability in the data.
After explaining the task to the talker, the listener stood
at different positions and indicated the talker non-verbally
when to start talking. The listener gave no feedback to the
talker, either verbally or non-verbally, about the voice level
perceived at his position.
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At the end of the experiment, the subjects were asked
about the experience of talking in the different rooms and
they could answer openly.
C. Conditions
For each subject, the experiment was performed in a
total of 16 different conditions, resulting from the combina-
tion of four distances (1.5, 3, 6, and 12 m) and four different
environments (an anechoic chamber, a lecture hall, a long,
narrow corridor, and a reverberation room). The environ-
ments were chosen so as to represent a wide range of room
acoustic conditions, while being large enough to allow dis-
tances between talker and listener of up to 12 m. However,
not all of these rooms were representative of everyday envi-
ronments. The order of the rooms was randomized for each
subject, but the distances from talker-to-listener were always
chosen from closest to furthest. Talker and listener stood fur-
ther than 1 m from the walls and faced each other.
The volume V, reverberation time T30, room gain GRG,
speech transmission index (STI) between talker’s mouth and
ears, and A-weighted background noise levels LN,Aeq, meas-
ured in the rooms are shown in Table I.
1. Reverberation time
The reverberation time T30 was measured according to
ISO-3382,21 using a dodecahedron loudspeaker as an omnidir-
ectional sound source and a 1/2 in. microphone, Bru¨el & Kjær
(B&K) type 4192 (Bru¨el & Kjær Sound & Vibration Measure-
ment A/S, Nærum, Denmark). The measurements were carried
out with DIRAC,22 using an exponential sweep as the excitation
signal. The T30 obtained from the impulse response using
Schroeder’s method23 and averaging the measurements in the
500 Hz and 1 kHz one-octave bands is shown in Table I.
2. Room gain
The room gain GRG was measured with the method pro-
posed by Pelegrin-Garcia13 in the empty rooms, using a Head
and Torso Simulator (HATS) B&K type 4128 with left ear sim-
ulator B&K type 4159 and right ear simulator B&K type 4158.
The software measurement DIRAC was used to generate an expo-
nential sweep as an excitation signal and extract the impulse
responses from the received signals on the microphones at the
ears of the HATS. The HATS was placed at the talker position,
with the mouth at a height of 1.6 m and more than 1 m away
from reﬂecting surfaces. The GRG values reported for each
room correspond to the average of the values at the two ears
and three different repetitions and are shown on Table I. No ﬁl-
tering was applied to the impulse response to calculate GRG.
3. STI
The STI was derived with the AURORA software suite24
from the same mouth-to-ears impulse responses used for the
GRG measurements and ignoring the effect of background
noise. The values resulting from averaging three repetitions
and the two channels (left and right) at each environment are
shown on Table I. One should note that the STI parameter
was not originally intended to explain the transmission of
speech between the mouth and the ears of a talker, as in this
case, but to characterize the transmission channel between
talker and listener. The STI values presented here are used
only as rough indicators of the perceived degradation in
one’s own voice due to reverberation and ignoring com-
pletely the bone-conducted component of one’s own voice.
4. Background noise level
The A-weighted, 20-s equivalent background noise lev-
els (LN,Aeq) were measured in the empty rooms using a sound
level meter, B&K type 2250. The results from averaging the
measurements across four positions in each room are shown
in Table I. Possible noise sources contributing to the reported
levels are ventilation systems, trafﬁc, and the activity in
neighboring areas. All the measured background noise levels
were below 45 dB(A) so, according to Lazarus,25 the pro-
duced voice levels were not affected by the noise.
5. Speech sound level
The speech sound level26 S is deﬁned as the difference
between the SPL Lp produced by a source with human voice
radiation characteristics at a certain position and the level
Lref produced by the same source at 10 m in free-ﬁeld, aver-
aged over all directions in space,
S ¼ Lp  Lref : (1)
A directive loudspeaker JBL Control One (JBL Professional,
Northridge CA) was used as the sound source and was
placed at the talker position, with the edge of the low fre-
quency driver at a height of 165 cm above the ﬂoor and
pointing toward the listener. The SPL Lp produced by the
loudspeaker reproducing pink noise was analyzed in one-
octave bands with a sound level meter, B&K type 2250, at
the listener position for each of the four distances in each
room.
The reference SPL Lref was calculated as the average of
13 measurements in an anechoic chamber with a distance of
10 m between the sound level meter and the loudspeaker.
For each measurement, the loudspeaker was turned at steps
of 15 from 0 to 180 and reproduced the same pink noise
signal with the same gain settings as used for the measure-
ment of Lp.
The resulting S, as a function of distance, averaged
across the one-octave mid-frequency bands of 500 Hz and
1 kHz, is presented in Fig. 1.
TABLE I. Physical volume, reverberation time, room gain, STI (mouth-
to-ears), and A-weighted background noise level measured in the four envi-
ronments: anechoic chamber, lecture hall, corridor, and reverberation room.
V [m3] T30 [s] GRG [dB] STI LN,Aeq [dB]
Anechoic room 1000 0.04 0.01 1.00 <20
Lecture hall 1174 1.88 0.16 0.93 28.2
Corridor 410 2.34 0.65 0.83 37.7
Reverberation room 500 5.38 0.77 0.67 20.6
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D. Processing of the voice recordings
The acoustic speech signal was picked up with a DPA
4066 headworn microphone (DPA Microphones A/S,
Allerød, Denmark), placed on the talker’s cheek at a distance
of 6 cm from the lips’ edge. The signal was recorded with a
Sound Devices 722 digital recorder (Sound Devices, LLC,
Reedsburg, WI) in 24 bits/44.1 kHz pulsed-code modulation
(PCM) format and later processed with MATLAB. The length
of the recordings varied between 1 and 2 min, depending on
the map and the talker.
1. Voice power level
Vocal intensity is related to the strength of the speech
sounds. There are many ways to represent this magnitude,
e.g., on-axis SPL at different distances in free-ﬁeld, sound
power level (LW), or vibration amplitude of the vocal folds.
Among these parameters, the sound power level appears to
be the most appropriate one to characterize the total sound
radiation from a source. Indeed, it is possible to determine
the sound power level if the on-axis SPL in free-ﬁeld condi-
tions and the directivity of the speaker are known. Following
the works of Hodgson et al.11 and Brunskog et al.,12 the
sound power level was chosen as the main index of vocal in-
tensity and is also referred to as voice power level.
To determine the voice power level of the recordings,
the equivalent SPL in the one-octave bands between 125 Hz
and 4 kHz was ﬁrst calculated. A correction factor due to the
increase of SPL at the headworn microphone in the different
rooms was applied (see values in Table II). The correction
factor was measured by analyzing the SPL produced by the
HATS, reproducing pink noise with a constant sound power
level in the different rooms, at the headworn microphone,
which was placed on the HATS. The SPL readings from the
anechoic chamber were subtracted to the readings in each
room. The difference between the corrected SPL at the head-
worn microphone and the voice power level was determined
by performing sound power measurements in a reverberation
room in a similar way as described by Brunskog et al.12
However, instead of using a dummy head (as in Brunskog
et al.), the speech of six different talkers, one by one, was
recorded simultaneously using a headworn microphone DPA
4066 and a 1/2 in. microphone, B&K type 4192, positioned
in the far ﬁeld, where the sound ﬁeld is assumed to be dif-
fuse. The difference between the mean corrected SPL meas-
ured at the headworn microphone and the voice power level
as a function of frequency is shown in Fig. 2.
2. Fundamental frequency
F0 was extracted from the recordings with the applica-
tion WAVESURFER27 using the entropic signal processing sys-
tem method at intervals of 10 ms. Taking a sequence with
the F0 values of the voiced segments (the only segments for
which the algorithm gave an estimation of F0), the mean
(noted as F0) and the standard deviation (noted as rF0) were
calculated.
3. Phonation time ratio (PTR)
Due to the large variations in the length of speech mate-
rial among subjects and conditions, the absolute phonation
time is not reported, but the ratio of the phonation time tP to
the total duration of running speech tS in each recording,
referred to as PTR. The calculation procedure is shown in
Fig. 3. First, the original speech signal [Fig. 3(a)] is proc-
essed to obtain the running speech signal [Fig. 3(b)]. Then,
this signal is split into N non-overlapping frames or seg-
ments of a duration tF¼ 10 ms [Fig. 3(c)]. In the ith frame,
the logical variable ki (ki¼ 0 if the segment is unvoiced;
FIG. 1. Speech sound level S as a function of distance.
TABLE II. Increase of SPL (in decibels) at the headworn microphone due
to sound reﬂections (used as correction factor), measured with a dummy
head. The reference situation is the measurement of SPL in anechoic condi-
tions. Abbreviations are used instead of the complete name of the rooms:
LH for the lecture hall, COR for the corridor, and REV for the reverberation
room.
Frequency (Hz)
Room 125 250 500 1000 2000 4000
LH 0.27 0.05 0.12 0.22 0.07 0.15
COR 0.58 0.32 0.46 0.54 0.59 0.69
REV 0.30 0.18 0.38 0.49 0.43 0.51
FIG. 2. Difference between the SPL measured at the headworn microphone,
corrected for the increase in SPL due to sound reﬂections, and LW. Bold line:
mean value. Dashed lines: one standard deviation above and below the
mean value.
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ki¼ 1 if it is voiced) is determined with WAVESURFER. The
total duration tP of phonated segments is tF 
PN
i¼1 ki. Thus,
PTR ¼ Phonation time
Running speech time
¼
tF
PN
i¼1
ki
ts
; N ¼ ts
tF
 
: (2)
The ﬂoor operator bc results in the closest integer not larger
than the operand.
E. Statistical method
For each parameter (LW, F0, rF0, and PTR), a linear
mixed model28 was built from a total of 208 observations
(13 subjects 4 distances 4 rooms), using the lem4 method
in the library lme429 of the statistical software R.30 The “full
model” included the logarithm of the distance as a covariate
and the acoustic environment (or room) as a factor and the
interaction between the distance and the room. In the present
paper, the mixed model for a response variable y which
depends on the ith subject, the jth distance dj, and the kth
room is presented in the form
yijk ¼ ak þ ai þ ðbk þ biÞ  log2ðdj

1:5Þ þ eijk: (3)
The ﬁxed-effects are written on roman characters (ak and bk)
and the random effects are written on greek characters (ai,
bi, and eijk). The random effects are stochastic variables nor-
mally distributed with zero mean. The distance dependence
is contained in the parameters bk and bi (ﬁxed slope and ran-
dom slope, respectively). On the ﬁxed part, the subscript k
indicates an interaction between room and distance. If there
is no interaction, bk becomes a constant b. The presence of bi
indicates that the dependence of the response variable y on
the distance d is different for each subject. The intercept
(ak þ ai) adjusts the overall value of y, and it has a ﬁxed part
ak and a random part ai. The ﬁxed intercept contains the
effect of the room k on the response variable. The random
part is also referred to as intersubject variability. The resid-
ual or unexplained variation eijk is also regarded as a random
effect. The standard deviations of the random effects ai, bi,
and eijk are notated as ra, rb, and re, respectively.
The actual models were built as simpliﬁcations of
the “full model.” First, the signiﬁcance of the interaction
(room-dependent slope bk) was tested by means of likelihood
ratio tests (using the function anova in R), comparing the
outcomes of the full model and a reduced model without the
interaction (constant slope b). If the full model was signiﬁ-
cantly better than the reduced model, the ﬁrst one was kept.
Otherwise, the reduced model was used. Another test for
the suitability of random slopes was made by comparing the
full model to another one with ﬁxed slopes by means of a
likelihood ratio test. In the same way, if the model with ran-
dom slopes was signiﬁcantly better than the one with ﬁxed
slopes, the ﬁrst one was chosen. The suitability of including
the basic variables (room and distance) was assessed by
comparing the chosen model from the previous tests to a
reduced version that only contained one variable (room or
distance) with likelihood ratio tests. However, all the param-
eters showed dependence on the room and the distance. The
models did not include a random effect for the room due to
the subject.
The p-values for the overall models were calculated by
means of likelihood ratio tests comparing the ﬁt of the cho-
sen model to the ﬁt of a reduced model which only con-
tained the random intercept due to the effect of the subject
(and no dependence on room or distance). The p-values
associated to each predictor and the standard deviations
of the random effects were obtained with the function
pvals:fnc ð:::; withMCMC ¼ TÞ of the library languageR
(Ref. 31) in R, which makes use of the Markov Chain Monte
Carlo (MCMC) sampling method.
FIG. 3. Post-processing of the recordings and
computation of the PTR. (a) Original speech
signal. (b) Running speech signal of duration tS,
obtained from the original signal by removing
200 ms-long frames with very low energy. (c)
Calculation of the phonation time by splitting
the running speech signal in frames of length
tF¼ 10 ms, determining whether each segment i
is phonated (ki¼ 1) or not (ki¼ 0) and adding
up the time of all phonated segments.
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The choice of mixed models has the following basis: a
considerable amount of the variance in the observations is
due to the intersubject differences (which could be revealed
with an analysis of variance table), so the subject is regarded
as a random effect. Conceptually, it is similar to applying a
normalization for each subject or regarding the subject as a
factor in traditional statistical modeling.
III. RESULTS AND ANALYSIS
The measurements of LW, F0, rF0, and PTR were used to
build four different linear mixed models according to Eq. (3).
The coefﬁcients for the intercepts and slopes corresponding
to the ﬁxed-effects of the models, together with the standard
deviations of the random effects, are presented in Table III.
The statistical signiﬁcance (p-value) of the ﬁxed-effects and
interactions included in each model, along with the overall
signiﬁcance levels, is shown in Table IV.
A. Voice power level
The measured LW, as a function of the distance and for
each of the rooms, averaged across all subjects, is shown in
Fig. 4. In the same ﬁgure, the lines show the ﬁxed-effects
part of the empirical model described in Eq. (3) and Table III.
LW depends almost linearly on the logarithm of the distance
(with slopes between 1.3 and 2.2 dB per doubling distance)
and changed signiﬁcantly among rooms (intercepts between
54.8 and 56.8 dB). At each distance, the highest LW was
always measured in the anechoic room. A signiﬁcant interac-
tion was found between the room and the logarithm of the
distance, because the variation of LW with distance in the
reverberation room (1.3 dB per doubling distance) was lower
than the variation in the other rooms (1.9 to 2.2 dB per
doubling distance). The standard deviation of the intersubject
variation was estimated to be 2.7 dB, whereas the individual
differences in the variation of LW with distance had a standard
deviation of 0.76 dB per doubling distance.
B. Fundamental frequency
Figure 5 shows the subject-averaged measured F0 (data
points) and the corresponding empirical model (lines)
described in Eq. (3) and Table III, for the different distances
and rooms. F0 changed signiﬁcantly among rooms (inter-
cepts between 119.3 and 123.6 Hz) and had an almost linear
dependence on the logarithm of the distance, with a slope of
3.8 Hz per doubling distance, identical for all the rooms.
However, by visual inspection of Fig. 5, in the anechoic and
reverberant rooms, there was less variation between the dis-
tances of 1.5 and 3 m than at further distances. F0 in the
anechoic room was about 4 Hz higher than in the other
rooms for all distances. The standard deviation of the inter-
subject variation was estimated in 16.3 Hz, whereas the indi-
vidual differences in the variation of F0 with distance had a
standard deviation of 2.95 Hz per doubling distance.
The measured rF0, as a function of the distance and for
each of the rooms, averaged across all subjects, is shown in
Fig. 6. The lines in the ﬁgure show the ﬁxed-effects part of the
empirical model described in Eq. (3) and Table III. rF0
changed signiﬁcantly among rooms (intercepts between 19.2
TABLE III. Fixed and random effects included in the mixed models. The ﬁxed-effects are characterized for the intercepts a and slopes b, whereas the random
effects have zero mean and only their standard deviation is shown. Abbreviations are used instead of the complete name of the rooms: ACH for the anechoic
room, LH for the lecture hall, COR for the corridor, and REV for the reverberation room. Note that the b values for, F0 rF0, and PTR are independent of the
room.
Fixed-effects Random effects
ak (Intercept) bk (Slope) Intercept Slope Residual
Parameter ACH LH COR REV ACH LH COR REV ra rb r
Lw [dB] 56.8 56.0 54.8 56.2 2.2 2.0 1.9 1.3 2.74 0.76 1.33
F0½Hz 123.6 120.1 119.8 119.3 3.8 16.3 2.95 3.6
rF0 [Hz] 23.2 22.0 20.6 19.2 0.63 5.22 1.29 2.77
PTR 0.65 0.55 0.56 0.67 0.026 0.059 — 0.062
TABLE IV. Statistical signiﬁcance and p-values of the ﬁxed-effects and
interactions considered in the empirical models and overall signiﬁcance of
the models. NS: Non-signiﬁcant.
Main effects Interaction
log (distance) Room Room log (distance) Overall
LW <0.001 <0.001 0.009 <0.001
F0 <0.001 <0.001 NS <0.001
rF0 0.10 <0.001 NS <0.001
PTR <0.001 <0.001 NS <0.001
FIG. 4. Average voice power level used by the talkers at different distances
to the listener. The lines show the predictions of the empirical model. The
different slopes of the lines show an interaction between the room and the
distance.
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and 23.2 Hz) and had a weak linear dependence on the loga-
rithm of the distance, with a slope of 0.63 Hz per doubling
distance, equal among the rooms. The standard deviation of
the intersubject variation was estimated in 5.22 Hz, whereas
the individual differences in the variation of rF0 with distance
had a standard deviation of 1.29 Hz per doubling distance.
The latter value is larger than the ﬁxed-effect slope (0.63 Hz)
which means that, for a number of subjects, rF0 decreased
with distance. This is the reason for the low statistical signiﬁ-
cance of the rF0 dependence with the logarithm of the distance
shown on Table IV. Therefore, the amount of rF0 change as a
function of distance was mainly an individual factor.
C. PTR
The measured PTR, as a function of the distance and for
each of the rooms, averaged across all subjects, is shown in
Fig. 7. In the same ﬁgure, the lines show the ﬁxed-effects
part of the empirical model described in Eq. (3) and Table III.
PTR had a weak linear dependence on the logarithm of the
distance (with a slope of 0.026 per doubling distance, equal
for all rooms) and changed signiﬁcantly among rooms, espe-
cially between two groups: one formed by the anechoic room
and the reverberation room (intercepts 0.65 and 0.67) and a
second group formed by the lecture hall and the corridor
(intercepts 0.55 and 0.56). The standard deviation of the inter-
subject variation was estimated in 0.059. The change in PTR
with distance was not signiﬁcantly different among subjects,
so the model does not include a random slope.
D. Subjective impressions
The talkers expressed their opinions verbally about the
experience of talking in the different rooms. One general
comment was that the anechoic chamber was an unnatural
place to speak in, due to the lack of sound reﬂections, and
that they felt moved to raise their vocal intensity to make
themselves heard at the listener location, and for this reason,
it was not a comfortable environment for talking. The rever-
beration room was very unpleasant for speaking, due to the
excessive reverberation. Talkers admitted that they had to
modify their speech strategy to compensate for the poor
acoustic conditions. A few of the subjects preferred overall
the corridor, due to the sensation of support or being helped
by the room to reach longer distances without having to
increase their voice level too much, although they pointed
out some acoustical deﬁciencies like a noticeable echo. Most
of the subjects preferred the lecture hall for speaking. How-
ever, they admitted that it was demanding to talk at the lon-
gest distance (12 m). Many subjects commented that the
acoustic conditions of the experimental rooms were not the
desirable ones in rooms for speech.
IV. DISCUSSION
Figures 4 to 7 show the variation of the measured pa-
rameters (LW, F0, rF0, and PTR) with distance and across
environments. As all of the measured parameters indeed
have variation with distance and acoustic environment, they
are potential indicators of vocal effort.
The measurements shown in Fig. 4 reveal that the aver-
age variations of LW when the distance increases from 1.5 to
12 m are in the range between 3.9 dB in the reverberation
room and 6.6 dB in the anechoic room. These variations are
mainly the consequence of a conscious decision of the talker
to raise the voice level as a response to a change in commu-
nication distance. However, the fact that the compensation
FIG. 5. Average mean fundamental frequency used by talkers at different
distances to the listener. The lines show the predictions of the empirical
model.
FIG. 6. Average long-term standard deviation of the fundamental frequency
used by talkers at different distances to the listener. The lines show the pre-
dictions of the empirical model.
FIG. 7. Average PTR (relative appearance of voiced segments in running
speech) used by talkers at different distances to the listener. The lines show
the predictions of the empirical model.
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rates differ among rooms shows the inﬂuence of auditory
feedback in voice level adjustment. Furthermore, the effect
of room on LW varies between 2 dB at 1.5 m and 3.3 dB at
12 m. These values are smaller but comparable to the effect
of distance on LW. Thus, the perception of one’s own voice
via reﬂections in the room boundaries is important for voice
level regulation, together with the direct air transmission and
the bone-conducted components, as Siegel and Pick32 stated.
Brunskog et al. used GRG as a metric to quantify the im-
portance of the reﬂected sound from one’s own voice. This
measure is indeed a measure of sidetone (one’s own voice
reaching the ears) ampliﬁcation. Taking the subject-averaged
LW values measured at 6 m, a distance which is representative
of a lecturing scenario, the least squares regression model
using GRG as a predictor is
LW; 6 ¼ 61:5 3:56 GRG: (4)
The R2 for this regression model is 0.82, whereas the p-value
is 0.09. The LW values, with the regression line (4), are com-
pared to the results of Brunskog et al.12,13 in Fig. 8. The slope
of the regression line in the current measurements is much
lower than the slope obtained by Brunskog et al. (3.6 dB/dB
vs 13.5 dB/dB). The difference between slopes might be
explained by the fact that the distance was not taken into
account by Brunskog et al. In their study, the rooms with high
GRG values were small rooms where the listeners stood close to
the talker whereas the rooms with low room gain were larger
and the listeners stood far from the talker. Thus, there is an
unwanted correlation between the room gain and the distance,
due to the experimental design, but which is found in typical
real rooms. The model from Brunskog et al. predicts LW in a
general situation with varying distance to the listeners, but the
model (4) accounts for the variation due exclusively to changes
in auditory feedback.
As in some studies of sidetone ampliﬁcation,33 LW
decreases with increasing sidetone ampliﬁcation (estimated
by GRG). However, there are two differences between these
studies and the present study. One is the range of LW varia-
tion and the second is the magnitude of the effect. In the
present study, talkers raised LW by 3.2 dB on average while
speaking in the anechoic room at a distance of 12 m, com-
pared to the reverberant room. In other studies of voice pro-
duction with altered sidetone, variations in voice level of up
to 20 dB were reported. In these studies, the sidetone was
altered by inducing temporary hearing loss on the subjects,
thus decreasing all components of sidetone (direct, reﬂected,
and bone-conducted sound) or attenuating the airborne sound
while bone conduction is preserved. The signiﬁcantly differ-
ent ranges of voice level variation obtained in the previous
studies (up to 20 dB) and in this study (approximately
3.2 dB by the effect of room) might be due to the fact that
only the reﬂected component was changed in this study,
while the direct and bone-conducted components of the talk-
er’s own voice were kept unchanged. Therefore, the overall
sidetone variations were much smaller than in the other stud-
ies. The magnitude of the effect on traditional sidetone com-
pensation was in the range between 0.25 and 0.57 dB/
dB, whereas in the present study the magnitude of the effect
was 3.6 dB/dB, as can be seen in Eq. (4). These differences
could be explained by two alternative hypotheses. The ﬁrst
is that the changes in LW are purely due to the Lombard
effect and that the room reﬂections alter the loudness of
one’s own voice to a greater extent than indicated by the sin-
gle ﬁgure GRG. The second is that there are additional psy-
chological attributes related to room perception affecting the
voice regulation at a cognitive level, through internal feed-
back mechanisms.
The measured compensation rates for LW due to changes
in distance between talker and listener were between 1.3 dB/dd
in the reverberation room and 2.2 dB/dd in the anechoic
chamber. These compensation rates are much lower than the
ones obtained by Warren,15 Healey et al.,17 and Traunmu¨ller
and Eriksson.2 However, they are closer to other studies16,18
and especially close to the 1.8 dB/dd measured indoor by
Zahorik and Kelly.19 Differences from the previous studies
might arise from the selection of subjects or different instruc-
tion. In the present study, there were signiﬁcant differences in
vocal behavior among subjects, indicated by the random
slope effect in Table III, which predicts a standard deviation of
0.76 dB/dd over the ﬁxed slopes 1.3 to 2.2 dB/dd. In any
case, the individual compensation rates were not as large as
6 dB/dd.15,19 In addition, natural speech was evoked in the
present experiment by means of the map task, which resulted
FIG. 8. Average Lw at 6 m vs room gain GRG, as compared to the results of
Brunskog et al.
FIG. 9. Voice power level vs speech sound level S at the listener’s position.
The dashed line has a slope of 1 dB/dB. If the Lw values laid in a line with
the same slope, talkers would be providing a constant SPL at the listener
position.
1988 J. Acoust. Soc. Am., Vol. 129, No. 4, April 2011 Pelegrı´n-Garcı´a et al.: Vocal effort vs distance in different rooms
in lower compensation rates than would be obtained by using
short vocalizations, as Michael et al.16 stated.
Figure 9 shows the relationship between the LW pro-
duced by the talkers and the sound speech level S at the lis-
tener position, which is an alternative representation of the
data in Fig. 4. The dashed line in Fig. 9 represents the theo-
retical LW values that would keep the SPL constant at the lis-
tener position. According to Zahorik and Kelly,19 if talkers
accurately compensated for the sound propagation losses—
providing an almost constant average SPL at the listener
position—the expected LW would lay exactly on top of a line
with the same slope as the dashed line, meaning that a talker
would lower LW by 1 dB whenever S increases by 1 dB. The
LW data points in Fig. 9 follow approximately straight lines
with different slopes for each room: 0.4 dB/dB in the
anechoic chamber, 0.8 dB/dB in the lecture hall, 1.1 dB
in the reverberation room, and 3.8 dB/dB in the corridor.
In the lecture hall and the reverberation room, talkers
approximately compensated for sound propagation losses.
However, there was an undercompensation in the anechoic
chamber, meaning that the SPL produced at the listener posi-
tion decreased with distance, and an overcompensation in
the corridor, where the SPL increased with the distance.
Undercompensation appears to take place in rooms with big
differences of S between short and long distances, i.e., rooms
with dominating direct sound. Overcompensation takes place
in rooms where differences in S at short and long distances
were small, i.e., rooms with strong reverberant ﬁeld. Under-
compensation and overcompensation were present because
the talkers were not explicitly asked to compensate for sound
propagation losses, and many of the talkers were not used to
talk in the environments of the study. It is presumed that
talkers would be able to compensate for sound propagation
losses with an explicit instruction and training to get ac-
quainted with the acoustical properties of each room.
Compensation rates have a meaning when the distance
between talker and listener is well deﬁned, such as in a face-to-
face conversation. In the case of a distributed audience, as in
the usual teaching context, the situation is more complex and it
is not clear what is the distance estimation of the talker. In that
case, according to Brunskog et al.,12,13 talkers apparently adjust
their voice levels guided by the room gain or degree of ampliﬁ-
cation provided by the room at their ears (Fig. 8).
The changes in F0 were similar to those in LW, as both
parameters increased linearly with the logarithm of the dis-
tance, and it was in the anechoic room where the highest F0
were obtained at each distance. Table III shows that F0
changed 3.8 Hz by doubling the distance and was 4 Hz higher
in the anechoic room than in the other rooms. In simpliﬁed
terms, the extra vocal effort demanded to speak in the
anechoic room is comparable to the effect of doubling the
distance to the listener in other rooms. However, the changes
among other rooms (maximum of 0.8 Hz) were not as impor-
tant so as to ascribe a signiﬁcant effect to the room. It seems
more likely that the unfamiliarity of talkers with the anechoic
room accentuated some changes in speech production too
much, which are not observed in everyday rooms. Neverthe-
less, F0 is an important measure of vocal effort to show that,
at long communication distances, the number of vocal fold
vibrations (or collisions) increases, which leads to higher
vocal doses that might eventually result in vocal fold trauma.
The talkers had the general remark that the anechoic
room and the reverberation room were the most uncomfort-
able environments to speak in. Both environments were the
two most extreme rooms in terms of T30, STI, and GRG, as
shown in Table I. The anechoic chamber demanded an
increased vocal effort due to lacking support, with a GRG
value of 0.01 dB. On the other hand, it was very unpleasant
and stressing to speak in the reverberation room, which could
be explained by the remarkably lower STI value (only 0.67)
corresponding to the transmission between mouth and ears.
Talkers’ comments suggest that there is a compromise
between STI and GRG, in order for rooms to be comfortable.
The poor vocal comfort rating for the reverberation room can-
not be explained by the measured LW or F0, as the LW and F0
in this room were not higher than the values measured in the
lecture hall and the corridor, the most preferred rooms. This
observation supports the idea that the concepts of vocal effort
and comfort are not exactly opposite.
As shown in Fig. 6 and Table III, the model predicted
signiﬁcant differences in rF0 among the environments for all
distances. The highest rF0 was found in the anechoic room,
followed by those in the lecture hall, the corridor, and the
reverberation room, in reverse order to the reverberation
times: the reverberation room, the corridor, the lecture hall,
and the anechoic chamber (in decreasing order), or in the
same order as the STI. According to this observation, speech
produced in acoustically live rooms is more monotonous
(meaning low variability in F0) than in acoustically dry
rooms. The extreme values of rF0 were obtained in the least
preferred rooms. The highest rF0 in the anechoic room might
be an indication of increased vocal demands (increased LW
and F0), whereas the low rF0 in the reverberant room might
be an observable feature of the speech produced under low
STI conditions. However, this assertion needs to be proved
in a broader range of acoustic conditions.
In Fig. 7, the average PTR was remarkably different
between two groups of environments and correlated well with
the subjective impressions of talkers regarding vocal comfort.
The highest PTR values were measured in the most uncom-
fortable rooms (0.67 in the reverberation room and 0.65 in the
anechoic room), whereas the PTR in the other two rooms was
signiﬁcantly lower (0.55 in the lecture hall and 0.56 in the cor-
ridor). The increased voice levels or vocal efforts explain the
high values obtained for the anechoic chamber, as Lienard
and Di Benedetto18 also reported. However, the high PTR
obtained in the reverberation room might be due to the adapta-
tion of the talker to the environment. It seems that talkers tried
to improve the speech intelligibility in such a reverberant
environment by separating the consonant segments of their
speech, resulting in longer vocalic segments.
V. CONCLUSIONS
The present paper studies the changes in different
speech parameters (voice power level, fundamental fre-
quency, PTR) describing vocal effort when talkers addressed
a single listener at different distances under various room
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acoustic conditions in the absence of background noise. The
main conclusions are as follows:
(1) The decision of using a certain voice level depends on the
visually perceived distance to the listener and varies
between 1.3 and 2.2 dB per double distance to the listener.
(2) The room acoustic conditions modify the auditory feed-
back of the talker’s own voice, inducing signiﬁcant
changes in voice level with an approximately linear de-
pendence on the ampliﬁcation of the room to one’s own
voice, given by the magnitude “room gain,” at a rate of
3.6 dB/dB.
(3) The mean fundamental frequency increases with dis-
tance at a rate of 3.8 Hz per double distance to the lis-
tener and is 4 Hz higher in anechoic conditions.
(4) A room that provides vocal comfort requires a compro-
mise between room gain and STI, supporting the voice
from a talker but not degrading the perceived speech
quality.
(5) The standard deviation of the fundamental frequency
and the relative duration of voiced segments in a running
speech signal might be symptomatic indicators of vocal
comfort in a room.
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The indirect auditory feedback from one’s own voice arises from sound reﬂections at the room
boundaries or from sound reinforcement systems. The relative variations of indirect auditory feed-
back are quantiﬁed through room acoustic parameters such as the room gain and the voice support,
rather than the reverberation time. Fourteen subjects matched the loudness level of their own voice
(the autophonic level) to that of a constant and external reference sound, under different synthe-
sized room acoustics conditions. The matching voice levels are used to build a set of equal auto-
phonic level curves. These curves give an indication of the amount of variation in voice level
induced by the acoustic environment as a consequence of the sidetone compensation or Lombard
effect. In the range of typical rooms for speech, the variations in overall voice level that result in a
constant autophonic level are on the order of 2 dB, and more than 3 dB in the 4 kHz octave band.
By comparison of these curves with previous studies, it is shown that talkers use acoustic cues other
than loudness to adjust their voices when speaking in different rooms.VC 2011 Acoustical Society of
America. [DOI: 10.1121/1.3598429]
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I. INTRODUCTION
The sound that a talker perceives from his own voice-
auditory feedback or sidetone-consists of two main compo-
nents: direct and indirect auditory feedback. The direct audi-
tory feedback can be separated into two other components:
airborne sound and bone-conducted sound. These two last
components are of the same order of magnitude1,2 and are
always present for building up the sound of talkers’ own
voice, as long as the acoustic path between the mouth and
the ears is undisturbed and the talker has normal hearing.
However, the bone-conducted component is not constant in
level and frequency distribution, but varies with different
vocalizations.3 The indirect auditory feedback is essentially
airborne and is generated by the reﬂections of talkers’ own
voice at the room boundaries, or by a sound reinforcement
system when it is used to amplify the voice of the talkers.
The loudness with which talkers perceive their own
voice is called the autophonic rating.4 The autophonic rating
grows at almost twice the rate of the loudness of external
sounds, meaning that the change in voice level (in dB)
required to double the autophonic rating is half of the amount
required for external sounds in order to double the loudness
sensation. The differences between the autophonic scale and
the loudness (sone) scale are most likely due to the different
sensing mechanisms in hearing one’s own voice and external
sounds. The sensation for external sounds is essentially audi-
tory, whereas for one’s own voice, it is also dependent on tac-
tile, proprioceptive, and internal mechanisms.5
According to Lane and Tranel,6 speakers adjust their voi-
ces to maintain a speech-to-noise ratio suitable for communi-
cation. Some factors affecting the speech-to-noise ratio are
linked to the auditory perception, such as noise or alterations
in sidetone. Other factors are not linked to the auditory percep-
tion, but have a clear inﬂuence on the voice levels used, as, for
example, the distance between the talker and the listener.7,8
The variation in voice level due to the presence of noise
is known as the Lombard effect (see a review in Lane and
Tranel6). Lane et al.9 showed that talkers accounted for var-
iations of ambient noise level by varying their voice level at
a rate of 0.5 dB/dB (voice/noise). In the same study, Lane
et al. found an equivalent rate for the so-called sidetone
compensation: talkers lowered their voice by 0.5 dB for each
additional dB of gain applied to the sidetone, while talking
over an interphone. The variations of sidetone can also be
due to a temporary hearing loss; Black found a compensation
rate of 0.57 dB/dB hearing level (HL).10
In the previous cases, the sidetone was altered by damp-
ing the direct auditory feedback, or by reproducing an ampli-
ﬁed replica of one’s own voice through a monitoring device
which had the effect of a single sound reﬂection with a level
high enough to mask the direct auditory feedback compo-
nents. In rooms, the sidetone is altered in a substantially dif-
ferent way, because the indirect auditory feedback is built up
by a number of reﬂections arriving at different delays, with
different amplitudes, and spectral weightings. These reﬂec-
tions may interact with the direct auditory feedback in a dif-
ferent way from a single delay. There are two room acoustic
parameters to measure the sidetone variations caused by a
room. The voice support (STV) is deﬁned as the energy ratio
of the indirect (EI) to the airborne-direct (ED) auditory feed-
back.11 The room gain (GRG) is deﬁned as the ratio of the
total airborne auditory feedback (EI þ ED) to the airborne-
direct auditory feedback,12
STV ¼ 10 log EI
ED
; (1)a)Author to whom correspondence should be addressed. Electronic mail:
dpg@elektro.dtu.dk
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GRG ¼ 10 logEI þ ED
ED
: (2)
Some studies have shown an effect of room acoustics on the
voice levels. Speakers talk louder in highly damped rooms
than in more acoustically “live’’ rooms.13 Brunskog et al.
found that the changes in voice level of talkers in classrooms
were related to the acoustic parameter room gain at a rate of
13.5 dB/dB.11,12 The changes in voice level were partially
due to the distance between teacher and students, and when
the distance factor is removed, the room gain has an effect
on voice level of about 3.6 dB/dB.8 These substantially
different rates of change, compared with the sidetone com-
pensation of 0.5 dB/dB, could be due to a contribution of
the indirect auditory feedback to the autophonic level differ-
ent from the contribution from the ampliﬁcation devices
used in previous research on sidetone compensation.
Pick et al.14 experimentally demonstrated that the Lom-
bard effect is systematically present, so is difﬁcult to inhibit.
Therefore, variations in background noise, sidetone, or hear-
ing loss are expected to induce similar changes in voice lev-
els. It is of particular interest to apply this knowledge to the
teaching situation. Teachers have to use their voice as their
primary working tool.15 The prevalence of voice problems
among teachers is much higher than in the rest of the popula-
tion,16 around a 13% of them have voice problems,17 and
they have to take absence leave, which is both a social and
ﬁnancial problem. In Poland, voice disorders related to ex-
cessive vocal load at work (e.g., for teachers, actors, or sing-
ers) are classiﬁed as an occupational disease.18 If the
acoustic conditions can effectively induce relevant changes
in the voice levels used, occupational health and safety
organizations should take actions in supporting and funding
initiatives that improve classroom acoustics from the point
of view of the talkers, while granting optimal listening con-
ditions for the students in terms of speech intelligibility.
No previous research that the authors are aware of has
related in a quantitative way the room acoustics conditions
to sidetone variations and alterations in autophonic level.
The present paper investigates the extent to which room
acoustics can alter the autophonic level and induce Lombard
effect-related changes in voice, by determining the equal
autophonic level curves. These are deﬁned as the relative
voice levels that keep a constant autophonic level under dif-
ferent room acoustic conditions.
II. METHOD
Fourteen subjects (ten men and four women) with ages
between 20 and 30 yr, without any known problems with
hearing or voice and without previous instruction in vocal
training, took part in the experiment. A reference sound-ei-
ther a tone or a vocalization-at a constant sound pressure
level (SPL) was presented, and the test subjects were asked
to produce a vocalization (either /a/, /i/, or /u/) with the same
loudness as the reference. Each subject produced a total of
60 vocalizations that were stored and analyzed to extract the
results.
A. Experimental setup
The experimental setup is shown in Fig. 1. The experi-
ment took place in an anechoic chamber of dimensions 4.8
m  4.1 m  2.9 m in order to remove all reﬂections from
the room. The indirect auditory feedback was generated by
picking up the voice from the talker, convolving it with a
synthetic impulse response, and playing it back via ear-
phones specially designed to minimize the blocking of direct
sound and preserve the usual bone conduction path.
The voice of the talker was picked up with a micro-
phone DPA (DPA Microphones A/S; Allerød, Denmark)
model 4066 located on the cheek at a position 5 cm from the
edge of the lips in the line between the mouth and the right
ear. This signal was sampled at 44.1 kHz with a resolution of
24 bit using an audio interface RME (Audio AG; Haimhau-
sen, Germany) HDSPe Multiface II, which was connected to
a computer running the convolution software jconvolver
under Linux. The convolution system introduced an overall
delay of 11.5 ms between the arrival of the direct sound at
the ears and the indirect auditory feedback generated in the
convolution process. The resulting signal was again con-
verted into the analog domain and reproduced identically
through the two channels (left and right) of the earphones.
These earphones were a customization of the KOSS
(KOSS corporation; Milwaukee, WI) model PLUG. The
original earphones radiate sound into a short plastic tube and
ﬁt into the ear canal with foam pieces. These foam pieces
were removed and a bent 3.5 cm silicone tube was attached
to the short plastic tubes. At the end of the silicone tube, an
Oticon (Oticon A/S; Smørum, Denmark) open dome was
placed, so it could ﬁt into the ear canal without modifying
the free air transmission and the bone conduction signiﬁ-
cantly. Figure 2 shows the custom earphones used in the
experiment and Fig. 3 shows the insertion loss (IL) intro-
duced by the earphones when used in the ear canal of an arti-
ﬁcial ear, B&K (Bru¨el & Kjær Sound & Vibration
Measurement A/S; Nærum, Denmark) type 4159 mounted
on a Head and Torso Simulator (HATS) B&K type 4128.
The HATS was equipped with a mouth simulator which
was used as the sound source for the measurements. The
peak in IL around 3 kHz and a negative IL value at 8 kHz
indicate that the earphones introduced a displacement in the
FIG. 1. Experimental setup. The subject was placed inside an anechoic
room to remove all the reﬂections at the boundaries. The different room
acoustics conditions were generated by means of software convolution.
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resonance of the ear canal toward higher frequencies, attenu-
ating the resonance peak due to viscous losses. The IL
between 63 Hz and 2 kHz was lower than 1 dB, and the max-
imum attenuation at higher frequencies was 6 dB. These val-
ues were assumed to be acceptable for the present
application.
With the custom earphones, the frequency response
deviated from a ﬂat response (see Fig. 4). They had a poor
low and mid frequency response, with a roll-off below 2
kHz, and remarkable resonance peaks at high frequencies,
between 3 kHz and 8 kHz. A minimum phase ﬁnite impulse
response (FIR) ﬁlter of 128 samples was used in order to
compensate for the frequency response and achieve a rela-
tively ﬂat frequency response, corresponding to the fre-
quency response of the electrostatic headphones STAX
(STAX Ltd.; Miyoshi-machi, Japan) model Lambda. This
target frequency response was chosen instead of an ideal ﬂat
frequency response after realizing–by means of subjective
assessment-that the overall sound quality was better in the
ﬁrst case. The FIR ﬁlter was preconvolved with the synthetic
impulse responses generated for each experimental
condition.
A MATLAB program controlled the experiment, changing
the synthetic impulse response loaded by jconvolver and
reproducing different messages to the talker, indicating be-
ginning and the end of vocalization periods, and which
vowel should be produced.
B. Acoustic conditions
There were nine different synthetic impulse responses
or conditions C1 to C9 (plus an additional condition C10,
namely, the absence of simulated reﬂections), which added
the indirect auditory feedback of talkers’ own voice to the
direct sound and the bone conduction. The acoustic proper-
ties of the different conditions are summarized in Table I.
The synthetic impulse responses were generated artiﬁcially,
and it was not their goal to replicate the acoustic conditions
of actual environments, but to provide well-deﬁned and ad-
justable experimental conditions. Each synthetic impulse
response was obtained in the following manner. First, a
white Gaussian noise signal (of 66150 samples at 44.1 kHz),
common to all impulse responses, was generated. This was
done in order to have the same reﬂection pattern or “ﬁne
structure” in all responses. An exponential decay was
applied to the noise signal. The decay constants were chosen
so that the reverberation time T of the conditions fell into
one of three groups: low (C1 to C3, 0.45 s  T  0.55 s),
medium (C4 to C6, 0.93 s  T  1.12 s), and high (C7 to
C9, 1.40 s T  1.65 s). Finally, different gains were
applied so that the room gain entered in the categories of
low (C1, C4, and C7, 0.07 dB  GRG  0.19 dB), medium
(C2, C5, and C8, 0.31 dB  GRG  1.68 dB), and high (C3,
C6, and C9, 2.95 dB  GRG  8.63 dB).
FIG. 2. Detail of the earphones with the tubes and the open domes to ﬁt into
the ear canal without blocking the direct sound.
FIG. 3. Insertion loss of the custom earphones, measured in the left ear of a
dummy head equipped with a mouth simulator acting as the sound source.
FIG. 4. Equalizer ﬁlter applied to the earphones in order to have a magni-
tude response similar to the one produced by the electrostatic headphones
STAX SR Lambda. The magnitude dB reference is arbitrary.
TABLE I. Experimental conditions and measured acoustic parameters:
reverberation time T, room gain GRG, and voice support STV.
Condition T (s) GRG (dB) STV (dB)
C1 0.55 0.07  17.9
C2 0.50 0.31  11.3
C3 0.45 2.95  0.12
C4 1.12 0.13  15.2
C5 1.00 1.03  5.7
C6 0.93 6.57 5.5
C7 1.65 0.19  13.5
C8 1.50 1.68  3.3
C9 1.40 8.63 8.0
C10 0.01 0.04  20.3
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The reverberation times were chosen to correspond to
usual reverberation times found in rooms for speech (low T:
classrooms, medium T: drama theaters, high T: opera
houses). The room gain/voice support values were chosen to
be representative of real rooms without ampliﬁcation (20
dB  STV  5 dB), although higher values were also cho-
sen to explore the possible effects of electroacoustic ampliﬁ-
cation on the voice production and perception.
For the objective measurements, a HATS B&K type
4128 with right ear simulator B&K type 4158 and left ear
simulator B&K type 4159 was placed at the talker position in
the setup in Fig. 1. The headworn microphone and the ear-
phones were attached to the dummy head as explained in the
experimental setup section. The HATS had a mouth simulator
and microphones at the ears, so it was possible to measure
the impulse response corresponding to the path between the
mouth and the ears. The direct sound was generated by direct
radiation from the mouth to the ears, whereas the reﬂections
were generated artiﬁcially by convolution with a synthetic
impulse response and reproduction through the earphones.
The mouth-to-ears impulse responses were measured with the
MLS module in the 01dB (01dB-Metravib; Limonest Cedex,
France) Symphonie system. The backward-integrated energy-
time curves19 of the measured responses C1 to C9, averaged
between the left and the right ears, are shown in Fig. 5. The
reverberation time was calculated from the slope of these
curves, in a decay of at least 10 dB neither inﬂuenced by the
noise ﬂoor nor the direct sound. The room gain and the voice
support were calculated in the way proposed by Pelegrin-Gar-
cia.11 The corresponding gain introduced by each response on
the direct sound, in one-third octave frequency bands
between 100 Hz and 4 kHz, is shown in Fig. 6.
C. Vocalizations
Each acoustic condition was repeated three times but
using different vowels every time. The three vowels /a/, /i/,
and /u/ were chosen because they are known to be the so-
called corner vowels with the widest spread of the for-
mants.20 The bone conducted acoustic feedback paths for
these vowels are different among them.3 In this way, the
contributions from different bone conduction paths to the
autophonic ratings are averaged, and the results are more
representative of average speech.
D. Procedure
The experiment was carried out using two different sig-
nals as the loudness reference. The ﬁrst one uses recordings
from subjects’ own vocalizations as a reference, and the sec-
ond one uses a 1 kHz tone as a reference. The reason for this
decision was twofold. First, having a human vocalization as
the reference could lead to an imitation of the vocal effort
and not only to a replication of loudness. Second, using a
pure tone could have made the task more difﬁcult because of
the mismatch in the perceived sound quality of the reference
and the vocalization.
The measurements in the ﬁrst test, using subjects’ vocal-
izations as reference sounds, required two steps: (a) record-
ing of references and (b) voice matching test.
1. Recording of references
In the beginning of the test, every subject recorded the
three vowels /a/, /i/, and /u/ with the following protocol [Fig.
7(a)]:
(1) A voice played back through the earphones the vowel to
utter.
(2) After 1.5 s, a beep indicated the beginning of the refer-
ence vocalization.
FIG. 5. Backward-integrated energy-time-curves for the acoustic conditions
C1 to C9 presented in the test. The condition C10 (no additional impulse
response) is not shown in the ﬁgure.
FIG. 6. Gain of the impulse response of each condition C1 to C9 relative to
the energy of the impulse response in the anechoic chamber (condition
C10), analyzed in one-third octave bands.
FIG. 7. Procedure followed in the test. Note: The duration of the events and
its separation is only approximate.
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(3) The subjects were instructed to produce a steady vocal-
ization after the beep signal, using a comfortable voice
level. The voice was recorded.
(4) Another beep, four seconds later, indicated the end of
the utterance.
(5) The recordings were analyzed to check its steadiness,
and they were repeated (from step 1) until the deviation
of 200-ms equivalent overall SPL in consecutive, non-
overlapping periods, was in a 3 dB range for at least 2 s.
The 2 s segment with the lowest deviation was chosen as
the reference for the given vowel and subject.
(6) An equalizer ﬁlter was applied to the references recorded
with the headworn microphone, so as to later reproduce
by the earphones the levels and spectral distributions
present at the ears during the original vocalizations.
2. Voice matching test
This phase is shown in Fig. 7(b).
(1) The three vowels were selected in random order. The 2-s
reference containing the chosen vowel was played back.
(2) After 1.5 s, a beep indicated the beginning of the vocal-
ization and, at the same time, the convolver was acti-
vated with one of the ten conditions C1 to C10 (in
random order).
(3) The subjects had been instructed to produce a steady vocal-
ization after the beep signal, with the same vowel and the
same loudness as the reference. The voice was recorded.
(4) Another beep, three seconds later, indicated the end of
the utterance and the deactivation of the convolver.
The measurements with the tone as a reference—called
“tone matching test” [Fig. 7(c)]—were very similar to the
voice matching test, but the reference in step 1 was substi-
tuted with an audible message of the vowel to produce fol-
lowed by a 1 kHz sinusoid signal of 2 s duration and played
back at a level of 75 dB SPL measured at the eardrum of a
dummy head. The subjects were explicitly instructed to
match the loudness of the pure tone.
At the beginning of the experiment, the subjects made a
training run with ﬁve conditions and one vowel from the
voice matching test to get acquainted to the procedure. The
results of the training measurements were not used for the
posterior analysis. In total, each subject produced 60 vocal-
izations (10 acoustic conditions, 3 vowels, and 2 references)
that were used for the analysis.
E. Postprocessing
Each recording was analyzed for a stability criterion,
looking for a one-second interval in which the deviation of
200 ms equivalent overall SPL in consecutive, non-overlap-
ping periods, was in a 3 dB range. The one-second interval
with the lowest deviation was used in the analysis. The SPL
in the one-octave frequency bands between 125 Hz and 4
kHz (Li), together with the overall unweighted (LZ) and
A-weighted SPL (LA), were extracted from each recording
for building the statistical model. The SPL in condition C10
(anechoic) was used as the reference factor to normalize all
the other levels. The relative level DLi is deﬁned as
DLi;j ¼ Li;j  Li;C10; (3a)
DLZ;j ¼ LZ;j  LZ;C10; (3b)
DLA;j ¼ LA;j  LA;C10; (3c)
where i is the frequency band and j is one of the conditions
C1 to C9.
The spread in SPL among conditions was studied in the
frequency domain. For the spectral analysis of the signals,
one-third octave band ﬁlters were used. Two descriptors
were used, one for low frequencies and another one for high
frequencies. These were the average rms deviation in the
eight one-third octave frequency bands between 100 Hz and
500 Hz, s100500, and the average rms deviation in the nine
one-third octave frequency bands between 630 Hz and 4
kHz, s6304k,
s100500 ¼ 1
8
X8
i¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
9
X9
j¼1
DLi;j  DLi;j
 2
;
vuut (4a)
s6304k ¼ 1
9
X17
i¼9
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
9
X9
j¼1
DLi;j  DLi;j
 2
vuut ; (4b)
where
DLi;j ¼ 1
9
X9
j¼1
DLi;j i ¼ 1;…; 17: (5)
The subindex i refers to the third-octave band center fre-
quency (fi¼1 ¼ 100 Hz to fi¼17 ¼ 4 kHz), whereas the subin-
dex j refers to one of the acoustic conditions C1 to C9.
F. Statistical analysis
An analysis of variance (ANOVA) table, including main
effects and interactions among the acoustic condition (C1 to
C9), the gender (male/female), the vowel (/a/, /i/, or /u/), and
the reference (tone or voice), was obtained to calculate their
relative contribution to the variations of DLZ and DLA. For
the derivation of this table, an additive, ﬁxed-effects model
was assumed. DLZ was the variable of interest in the study,
comparable to other sidetone studies, although DLA was
reported too for being a closer indicator of the loudness
perception.
From the inspection of the data, the mean values of
DLZ, DLA, or all the DLi did not change linearly with the
room gain or the voice support. Instead, they followed a non-
linear trend of the form
DL ¼ AðeBGRG  1Þ  C (6)
as a function of the room gain, or
DL ¼ A 10STV=10 þ 1
 10B=ln 10
1
 
 C (7)
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as a function of the voice support. A, B, and C are the param-
eters of the model (identical in the two previous equations)
and the relation
GRG ¼ 10 log 10STV=10 þ 1
 
(8)
was used.12
The ﬁtting of the nonlinear function to the measured
data, in order to obtain the A, B, and C parameters, was per-
formed with the routine nls of the library stats of the statisti-
cal software R.21
III. RESULTS
Table II shows the results of the four-way ANOVA for
DLZ, considering a ﬁxed-effects, additive model, with
the main effects and all possible interactions. It reveals that
there is a signiﬁcant effect of the acoustic condition
[F(8,594)¼ 90.5, p< 0.0001], responsible for almost the
85% of the explained variance. Gender has also a signiﬁcant
effect [F(1,594)¼ 42.3, p< 0.0001], and is responsible for
another 5% of the explained variance. The variables refer-
ence and vowel do not report signiﬁcant effects. However,
there is a signiﬁcant three-way interaction among reference,
vowel, and gender [F(2,594)¼ 11.3, p< 0.0001] explaining
2.6% of the variance. Two-way interactions including these
variables are also signiﬁcant: reference-vowel interaction
[F(2,594)¼ 5.44, p¼ 0.005] and vowel-gender interaction
[F(2,594)¼ 5.13, p¼ 0.006], responsible however, for less
than 1.5% of the explained variance. There are no signiﬁcant
interactions between the acoustic condition and any other
variable. In the additive model, the average DLZ is 3.3 dB
for females, whereas it is 2.2 dB for males. The average
DLZ for the different combinations of gender, vowel, and ref-
erence signal are shown in Table III.
Table II also shows the results of the four-way ANOVA
for DLA. As with DLZ, the most important effect is due to the
acoustic condition [F(8,594)¼ 98.4, p< 0.0001] which
accounts for 87.7% of the explained variance. This increase
in the explained variance is probably due to the closer rela-
tionship of the A-weighting to the loudness perception. The
gender has also a signiﬁcant effect [F(1,594)¼ 19.1,
p< 0.0001] and accounts for 2.1% of the explained variance.
In the additive model, the average DLA is 3.8 dB for
females and 2.9 dB for males. The effect of the reference
is at the limit of signiﬁcance [F(1,594)¼ 4.1, p¼ 0.042] and
it accounts for barely a 0.5% of the explained variance.
However, a one-way ANOVA model with reference as the
only explanatory variable does not pass a signiﬁcance test.
The vowel has no signiﬁcant effect on DLA. There is a signif-
icant three-way interaction among reference, vowel, and
gender [F(2,594)¼ 10.8, p< 0.0001] accounting for 2.4% of
TABLE II. Four-way analysis of variance table with main effects and interactions applied to the relative overall SPL, unweighted (DLZ) and A-weighted
(DLA). Interactions between factors are indicated by an asterisk.
DLZ DLA
F-value p-value
% Expl.
variance F-value p-value
% Expl.
variance
Main effects
Reference 1.95 NS — 4.14 0.042 0.5
Vowel 1.43 NS — 0.23 NS —
Gender 42.3 < 106 5.0 19.1 2  105 2.1
Acoustic condition 90.5 < 106 84.9 98.4 < 106 87.7
Two-way interactions
Reference*vowel 5.44 0.005 1.3 4.7 0.01 1.0
Reference*gender 2.99 0.08 0.4 4.00 0.046 0.5
Vowel*gender 5.02 0.007 1.2 4.81 0.008 1.1
Reference*acoustic condition 0.47 NS — 0.63 NS —
Vowel*acoustic condition 0.32 NS — 0.39 NS —
Gender*acoustic condition 0.58 NS — 0.40 NS —
Three-way interactions
Reference*vowel*gender 11.3 2  105 2.6 10.8 3  105 2.4
Reference*vowel*acoustic condition 0.46 NS — 0.59 NS —
Reference*gender*acoustic condition 0.26 NS — 0.44 NS —
Vowel*gender*acoustic condition 0.37 NS — 0.50 NS —
Four-way interaction
Reference*vowel*gender*acoustic condition 0.41 NS — 0.45 NS —
TABLE III. Average relative overall SPL, unweighted (DLZ) and
A-weighted (DLA), for the different combinations of genders, vowels, and
reference signals.
DLZ , dB DLA, dB
Female Male Female Male
Tone as reference
/a/  3.34  2.48  4.19  3.58
/i/  3.76  2.66  4.11  3.19
/u/  2.51  2.18  2.85  2.97
Voice as reference
/a/  3.81  1.56  4.59  2.08
/i/  2.06  2.60  2.28  3.25
/u/  4.34  2.08  4.88  2.64
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the explained variance. The three two-way interactions
resulting from pairs of these variables are also signiﬁcant:
between reference and vowel [F(2,594)¼ 4.7, p¼ 0.01],
accounting for 1.0% of the explained variance, between ref-
erence and gender [F(1,594)¼ 4.0, p¼ 0.046], accounting
for 0.5% of the explained variance, and between vowel and
gender [F(1,594)¼ 4.8, p< 0.008], accounting for 1.1% of
the explained variance. The average DLA for the different
combinations of gender, vowel, and reference signal are
shown in Table III.
The values of DLZ are plotted as a function of T in
Fig. 8. No trend relating the two variables can be observed
from the measurements, because the DLZ are scattered
homogeneously.
The average results of DLi in the frequency bands from
125 Hz to 4 kHz, along with the overall unweighted and A-
weighted relative SPL values (DLZ and DLA, respectively)
are shown in Fig. 9. In the top row, the results are shown for
males and females separately. The abscissa shows the room
gain parameter. In the bottom row, the same results are
shown, but plotted against the voice support. Each data point
corresponds to the average of all subjects of one gender,
vowels and reference for the same condition. Different sym-
bols correspond to different measures. The bars around the
data points indicate 61 standard error.
It can be seen that the DL values are arranged in a non-
linear fashion. Observing the data in the room gain plots,
each level DL falls close to a curve given in Eq. (6). This
nonlinear model indicates that all points converge to a con-
stant level –C for GRG ! 0 and that they tend to a limit
value –A–C as GRG approaches 1. The parameter B deﬁnes
the slope of the curve, together with A. The best ﬁtting
curves are overlaid on Fig. 9, and the A, B, and C parameters
for all DL, separately for males and females, are shown in
Table IV.
An average model for males and females together, for
DLZ and DLA is given by
FIG. 8. Relative overall unweighted voice levels as a function of the rever-
beration time under the different experimental conditions. The bars around
the points indicate61 standard error.
FIG. 9. Relative voice levels as a function of the room gain (top row) and the voice support (bottom row), for male (left column) and female subjects (right
column). The reference value for each subject is the voice level produced without simulated reﬂections. The curves are the best ﬁtting models, Eq. (6) for the
top row and Eq. (7) for the bottom row, for each relative voice level descriptor. The bars around the points indicate6 1 standard error.
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DLZ ¼ 8:4 e0:24GRG  8:9 ½dB; (9a)
DLA ¼ 6:4 e0:25GRG  6:9 ½dB (9b)
as a function of the room gain, or alternatively, using the
voice support,
DLZ ¼ 8:4 10STV=10 þ 1
 1:05
8:9 ½dB; (10a)
DLA ¼ 6:4 10STV=10 þ 1
 1:10
6:9 ½dB: (10b)
Figure 10(a) shows the measured spectra in one-third octave
bands for the different vowels (/a/ on the top row, /i/ on the
middle row, and /u/ on the bottom row), under the different
conditions (different line styles), for the female (left column)
and male subjects (right column), averaged for the two refer-
ence signals and the different subjects for each gender. As
shown in Fig. 9, the differences among conditions are greater
at high frequencies. This is also reﬂected in the average rms
deviation s in Table V, which is higher in the frequency
bands between 630 Hz and 4 kHz (s6304k in the range from
2.57 to 3.75 dB) than in the frequency bands between 100
and 500 Hz (s100500 in the range from 1.47 to 2.09 dB).
Figure 10(b) results from adding the gains of each con-
dition in Fig. 6 to the spectra of the vocalizations on those
conditions [plotted in Fig. 10(a)]. As can be seen, the devia-
tions among spectra is greatly reduced, in particular, at high
frequencies, where the average rms deviation s6304k is now
in the range of 1.05 to 1.52 dB, as shown in Table V. By
applying the gain of the IR, the average rms deviation in the
low frequency range, s100500, is lower for the vowels /i/ and
/u/, but not for /a/, and it ranges from 1.28 to 1.68 dB in all
cases. These numbers reﬂect a uniform spread of the spectra
in a broader frequency range for the corrected recordings,
which are a closer approximation to the levels perceived by
the subjects.
IV. DISCUSSION
From the observation of the measured relative voice lev-
els in Figs. 8 and 9 and 10(a), it is possible to state that
TABLE IV. Parameters A, B, and C of the models Eqs. (6) and (7) for the
relative voice levels in each of the frequency bands between 125 Hz and 4
kHz, and the overall unweighted and A-weighted relative levels.
Gender Parameter DL125 DL250 DL500 DL1k DL2k DL4k DLZ DLA
A 2.87 4.83 8.73 8.82 11.11 11.12 6.71 8.18
Females B 0.35 0.22 0.23 0.29 0.27 0.36 0.26 0.26
C 0.65 0.87 0.92 0.8 1.22 1.99 1.05 1.11
A 3.11 6.14 8.89 9.70 11.95 10.49 6.31 8.52
Males B 0.23 0.30 0.20 0.26 0.21 0.24 0.25 0.24
C 0.17  0.07 0.27 0.4 0.58 1.07 0.18 0.22
FIG. 10. (a) One-third octave band spectra of the vocalizations averaged for all subjects in one gender and for the two references (tone and voice). The three
vowels and the two genders are shown separately. (b) One-third octave band spectra of the vocalizations in (a), where each average vocalization has been cor-
rected with the gain introduced by each condition (in Fig. 6). The dB reference is arbitrary.
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different acoustic environments alter the autophonic level
for a talker. However, the reverberation time is not a good
descriptor of the changes in voice level, as seen in Fig. 8,
since it is not directly related to the energy of the indirect au-
ditory feedback. Figure 9 describes the changes in voice
level that make the voice of the talkers sound equally loud at
their ears when the indirect acoustic feedback is changed.
The curves for DLZ show a constant autophonic level under
different room gain conditions (top row), or voice support
conditions (bottom row). The A-weighted and the one-
octave band values follow the same general trend of the non-
linear model in Eq. (6), but with different model parameters.
In normal rooms for speech without ampliﬁcation
(GRG < 1:0dB),
22 the variations in voice level to keep a con-
stant autophonic level are within 2 dB, according to model
Eq. (9a). In the frequency band of 4 kHz, this range increases
to more than 3 dB using the parameters of Table IV.
For the three lowest values of voice support (18.0 dB
 STV  13.5 dB), excluding the anechoic chamber, the
range of DLZ is about 0.3 dB, calculated from the model in
Eq. (10a). There are consistent voice level variations in a
range of less than 0.5 dB, which is considered to be the just
noticeable level difference for broadband noise signals.23
These observations agree with recent ﬁndings, which suggest
that an auditory motor system controls voice intensity in a
non-conscious way and is able to react to level variations
below the conscious detectability threshold.24
The model in Eq. (9a) shows a varying slope in the de-
pendence of voice level with room gain. It is most negative
(or maximum in absolute value) for GRG ! 0 with a value
of 2.0 dB/dB. In the range observed, the least negative
slope is obtained for the highest room gain value
(GRG ¼ 8:6dB). In this case, the slope is 0.26 dB/dB. The
same equation indicates a saturation effect (zero slope) as
GRG !1. This could be an indication that the voice levels
approach the phonation threshold with the given experimen-
tal setup. However, no generalization of the model is
intended for values of GRG higher than the studied range.
In a review of different studies of sidetone, Lane et al.9
showed that the sidetone compensation function is linear
with slopes varying between 0.4 and 0.6 dB/dB. With
the model in Eq. (9a), these slopes are obtained in the range
of 5 dB  GRG  6.7 dB. Using Eq. (2), a GRG of 5 dB is
equivalent to a ratio of indirect to direct airborne sound of
approximately 2. Several studies have stated that the direct
airborne sound and bone conducted sound of one’s own
voice are of a comparable magnitude.1–3 A GRG of 5 dB indi-
cates that the reﬂected sound is of the same importance as
the combination of the direct airborne sound and the bone
conducted sound of one’s own voice. For values of GRG
higher than 5 dB, the indirect auditory feedback component
is dominating, and the slopes are comparable to those found
in traditional sidetone studies.9
Lane and Tranel6 pointed out that the Lombard reﬂex
and the sidetone compensation are two sides of the same
coin. In later experiments, Pick et al.14 showed that the Lom-
bard reﬂex is very difﬁcult to inhibit. Consequently, it is natu-
ral that the sidetone compensation is also difﬁcult to inhibit.
In the absence of background noise, large values of room
gain would make a talker speak softer, as it could happen
when using an electroacoustic reinforcement system. From a
different perspective, it could be possible to consider that a
good room for speech has a certain value of room gain. A
room of drier acoustics and with a lower room gain would
make the talker speak louder. However, in rooms without
electroacoustic ampliﬁcation, the range of room gain is
bounded between 0 and approximately 1 dB, which would
induce changes in voice level of less than 2 dB. At the ﬁrst
glance, this value seems not to be very signiﬁcant compared
to the dynamic range of the human voice (roughly 30 dB,
depending on the person and the fundamental frequency).
The equal autophonic level curve for DLZ, described in
Eq. (9a), is compared to the results of other two studies
(Refs. 12 and 8) in Fig. 11 (Note: the two studies show varia-
tions in voice power level, whereas the equal autophonic
level curves are indicated as variations in SPL, so the com-
parison is approximate). The dataset of Ref. 12 shows the
variations in voice level of teachers lecturing in classrooms
of different sizes and room gains. The slope of the line that
relates voice levels with room gain is 13.5 dB/dB. How-
ever, the changes in voice level are not purely due to the per-
ception of room acoustics, but to other aspects of the
TABLE V. Average rms deviations at low frequencies s100500 and high fre-
quencies s6304k corresponding to the plots in Fig. 10.
Raw levels Corrected levels
Male Female Male Female
s100500
/a/ 1.5 dB 1.5 dB 1.7 dB 1.7 dB
/i/ 1.8 dB 2.0 dB 1.5 dB 1.4 dB
/u/ 1.8 dB 2.1 dB 1.6 dB 1.3 dB
s6304k
/a/ 3.8 dB 3.4 dB 1.4 dB 1.2 dB
/i/ 3.6 dB 3.4 dB 1.3 dB 1.2 dB
/u/ 2.6 dB 3.2 dB 1.5 dB 1.1 dB
FIG. 11. Comparison of the voice power levels used by teachers in different
classrooms [Brunskog et al. (Ref. 12)], talkers speaking to a listener at 6 m
[Pelegrin-Garcı´a et al. (Ref. 8)] and voice levels (SPL) to keep a constant
autophonic level.
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communication scenario, such as the variation in distance
between talker and listeners that occurs naturally in different
rooms of different size. At the same time, the smallest room
is the one with the largest room gain. Therefore, the dataset
of Ref. 12 is representative of typical voice level variations
in rooms without background noise. The dataset of Ref. 8
presents data of a talker addressing a listener at a distance of
6 m in front of him in four different rooms with different
room gain. The average voice level varies with the room
gain at a rate of 3.6 dB/dB. In the same range of GRG, the
equal autophonic level curve approximates a straight line
with a slope of 1.8 dB/dB. The talkers in these two experi-
ments did not follow a communication strategy based on
keeping the autophonic level constant. In case they did, the
voice measurements would have lain on top of the equal
autophonic level curve. Talkers apparently “amplify” the
effect of the Lombard reﬂex. This suggests that they make
use of attributes present in the room impulse response other
than loudness for the adjustment of their voice, probably in
combination with other sensory inputs. One explanation for
the difference in slope is that the talkers in Ref. 8 adjust their
voice level according to some tacit knowledge of sound
attenuation with distance, as suggested by Zahorik and
Kelly,25 although do not completely compensate for that. In
the experiment of Ref. 8, the sound attenuation at 6 m from
the talker differed by more than 15 dB in the two most
extreme cases (with GRG  0 dB and GRG  0:8 dB),
whereas the voice level variation was only about 3 dB at the
source.
The amount of voice level variation to achieve a con-
stant autophonic level is different for the two genders and
for different frequency bands. As shown in Fig. 11, female
vocalizations have an important energy peak at 200 Hz. At
the same time, the gain applied by the acoustic conditions to
the voice, shown in Fig. 6, had a dip at 200 Hz in the present
experiment. Therefore, female voices were slightly less
ampliﬁed than male voices, and females had to use more in-
tensity than males to match the loudness of the reference
sound. Therefore, the reported effects of acoustic conditions
on female voice level variation may be overestimated (or
underestimated for male talkers). The amount of voice level
variation is less important at low frequencies and more im-
portant at higher frequencies. This can be observed in both
Figs. 9 and 10(a). When applying the frequency-dependent
gain introduced by the synthetic IR in Fig. 6 to the voice
recordings, they seem to fall on similar curves, as shown in
Fig. 10(b) and in the reduced average rms deviations in
Table V. This means that the subjects kept the resulting
sound from their vocalizations constant at their ears, in over-
all level and in spectral balance of different frequency bands.
As a consequence, the parameters A, B, and C of Table IV
can be used in connection with the models in Eqs. (6) and
(7) to describe the amount of compensation expected for the
different frequency bands. It may be possible that the com-
pensation at high frequencies is a side-effect of the change in
vocalization level, because the spectral slope decreases with
increasing vocal effort.26 Another possible explanation is
that subjects try to keep the sound quality (loudness and
spectral balance) of the vocalizations constant. This hypothe-
sis is reasonable when using a vocalization as a reference,
but not when using a tone.
The three-way interaction among reference, vowel, and
gender, and the two-way interactions between pairs of the
same variables, shown in Table II, can be understood as a
result of combining different speech spectra with the fre-
quency-dependent gain of the acoustic condition. The inter-
action between gender and reference can be due to the
different ampliﬁcation applied to male voices during the
playback of the reference (vowel). The equalized response
of the earphones has a slight boost at around 100 Hz which
affects differently male and female voices. The interaction
between gender and vowel might arise from the different fre-
quency characteristic of the vowels for males and females,
which have similar formant structure but differ in the region
of the fundamental frequency. The interaction between
vowel and reference can be due to different ampliﬁcations
applied to the vowel when reproducing the reference sound.
The three-way interaction might result from the vocaliza-
tions of particular combinations of gender and vowel that
receive more or less ampliﬁcation than other combinations
when a vocalization is used as the reference sound, due to
the non-ﬂat equalization of the earphones.
The models in Eqs. (9a) and (10a) can be used to predict
the variations in vocal intensity that happen with the use of
electroacoustic ampliﬁcation. As an example, Sapienza
et al.27 found that teachers talked on average 2.4 dB softer in
classrooms when using a sound reinforcement system. The
gain of the system was tuned so that it increased the SPL at a
distant listener position by 10 dB. At these positions, the
reﬂected energy dominates over the direct sound energy.
Making this consideration, and considering that the ampliﬁ-
cation system produces a uniform SPL in the room, the
amount of nondirect energy EI increases by 10 dB when the
system is turned on, also at the talker position. By Eq. (1),
STV would increase about 10 dB when the system is turned
on. A representative value of STV in nonampliﬁed class-
rooms is 13 dB.22 By using Eq. (10a), talkers would speak
2.5 dB softer when the system is on (STV ¼ 3 dB), com-
pared with what they would do when the system is off
(STV ¼ 13 dB). The good agreement of the measured and
predicted variations (2.4 dB and 2.5 dB) are probably due to
the fact that the only variable that was changed in the study
of Sapienza et al. was the sidetone, and not any other varia-
bles like the room or the distance to the listeners, and there-
fore the subjects reacted sympathetically according to the
Lombard reﬂex.
The level of the voice reference recordings was not
monitored, and the test subjects received the instruction to
produce a vocalization at a “comfortable” level. Since the
equal loudness level contours as a function of the frequency
in ISO-226:2003 (Ref. 28) are not parallel, it may be possi-
ble that the amount of compensation was different at differ-
ent voice levels. This could have been studied by repeating
the test with reference tones at different levels, but this was
done only at one level. Since the comfortable and most used
voice level changes from subject to subject, the measured
equal autophonic level curves are an average indicator of
this “most comfortable level.” Because the results of the
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tests using the two references (voice and tone) are similar, as
shown by the low signiﬁcance of the variable “reference” in
the ANOVA of Table II, signiﬁcant differences are not to be
expected among different reference levels.
V. CONCLUSIONS
An experiment was conducted to obtain the relative
voice levels that kept the autophonic level constant under
different room acoustics conditions described by the parame-
ters room gain and voice support. Analyzing the voice levels
in one-octave bands and with different frequency weight-
ings, a set of equal autophonic level curves was generated.
These curves allow us to determine the expected voice level
differences in different rooms which are purely related to the
Lombard-effect or sidetone compensation. The main conclu-
sions of the study are as follows.
(1) Voice level variations under different room acoustics
conditions are primarily related to the room gain or the
voice support, rather than to the reverberation time.
(2) Typical voice level variations in rooms for speech
(GRG < 1:0 dB) to keep a constant autophonic level are
not higher than 2 dB.
(3) By comparison with other studies, talkers use cues other
than loudness to adjust their voice level in rooms, result-
ing in larger voice variations than barely keeping the
autophonic level constant.
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Objective acoustic parameters have been measured in 30 school classrooms. These parameters
include usual descriptors of the acoustic quality from the listeners’ standpoint, such as reverberation
time, speech transmission index, and background noise levels, and two descriptors of the acoustic
properties for a speaker: voice support and room gain. The paper describes the measurement
method for these two parameters and presents a prediction model for voice support and room gain
derived from the diﬀuse ﬁeld theory. The voice support for medium-sized classrooms with volumes
between 100 and 250 m3 and good acoustical quality lies in the range between -14 and -9 dB,
whereas the room gain is in the range between 0.2 and 0.5 dB. The prediction model for voice
support describes the measurements in the classrooms with a coeﬃcient of determination of 0.84
and a standard deviation of 1.2 dB.
PACS numbers: 43.55.Gx, 43.55.Fw
I. INTRODUCTION
Learning spaces or classrooms are environments where
people spend a large amount of their lifetime, mainly ded-
icated to acoustic communication tasks. Students spend
the early part of their lives listening to the teacher in
classrooms in order to learn, and also need to commu-
nicate eﬃciently with fellow students and the teacher.
The success in communication is fundamental to develop
the full potential of every student. At the same time,
school classrooms are the working place of teachers, who
represent an important percentage of the working popu-
lation. Acoustical conditions have to be evaluated both
for teachers and students.
Most of past research in classroom acoustics has been
devoted to the acoustic design for students. The nega-
tive eﬀects of noise on children perception and perfor-
mance have been observed,1–3 the eﬀect of reverberation
on speech intelligibility has been quantiﬁed,4,5 and the
combination of noise and reverberation has been the ob-
ject of a number of studies.6–9 Diﬀerent quantities are
used to predict speech intelligibility: signal-to-noise ra-
tios, useful-to-detrimental ratios, and speech transmis-
sion index (STI).10,11
Acoustic conditions are also important for teachers.
Teachers suﬀer from voice disorders in a higher propor-
tion than in the rest of the population12 (around 13% in
Sweden13 and a similar proportion in the US12), which
is most likely due to the high vocal requirements that
the teaching occupation demands. Noise and bad class-
room acoustics are often reported risk factors for voice
disorders.14 Talking in the presence of high noise levels
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results in the use of higher voice power levels than re-
quired to talk in soft noise conditions. This is known as
the Lombard eﬀect,15 and it is estimated that for each
decibel of noise, a speaker raises his voice power level be-
tween 0.5 and 0.7 dB. In the presence of low background
noise, speakers still modify their voice power under diﬀer-
ent room acoustic conditions,16 even when the distance
between speaker and listener is kept constant.17
The quantity room gain16–18 has a negative correlation
with the voice power levels used by speakers in diﬀerent
rooms. The room gain is deﬁned as the gain applied by
the room to the voice of the speaker at his own ears, rela-
tive to free-ﬁeld. However, this magnitude has a low dy-
namic range, and the use of voice support seems more ap-
propriated in room acoustics.18 The voice support is con-
ceptually equivalent to Gade’s objective support19 used
in the assessment of the acoustic conditions for musicians
in concert halls.
A number of surveys have analyzed the acoustic con-
ditions of school classrooms based on measurements of
reverberation time and background noise,20 many times
reporting measures of speech intelligibility.7,21,22 Despite
the importance of assessing the acoustic conditions for
a speaker, there are no studies that report room gain,
voice support or other speaker-related parameters in
school classrooms. Some studies advise about possible
detrimental eﬀects of poor acoustic conditions on vocal
eﬀort.22,23 The present paper aims at providing some in-
formation in this respect, giving reference values for voice
support and room gain in typical school classrooms. In
addition, the two parameters are explained in more de-
tail than previously reported,18 and a prediction model
based on the diﬀuse-ﬁeld theory is presented.
1
II. THEORY
A. Deﬁnition and calculation of voice support and room
gain
Brunskog et al.16 introduced the parameters room gain
and voice support, and Pelegrin-Garcia18 suggested an
alternative method for the calculation of these two pa-
rameters from a single impulse response. The procedure
followed in the present paper is based on the latter ap-
proach, although it is reﬁned regarding the frequency
weighting. Given the impulse response (IR) measured
with a dummy head between the mouth and the ears,
hME(t), the room gain GRG is deﬁned as the diﬀerence
between the total energy level of the IR Lt and the energy
level of the direct sound Ld. The voice support STV is
deﬁned as the diﬀerence between the energy level of the
reﬂections coming back from the boundaries Lr and the
energy level of the direct sound,
GRG = Lt − Ld, (1)
STV = Lr − Ld. (2)
Assuming that the total energy is the sum of the direct
and reﬂected energies,
GRG = 10 log
(
10
STV
10 + 1
)
. (3)
The practical calculation of the voice support from the
IR is illustrated in the diagram of Fig. 1.
The IR measured between mouth and ears is split into
two branches: the top one is multiplied by a window
wd(t) to extract the direct sound hd(t), and the low
branch is multiplied by a window wr(t) to extract the
reﬂected sound hr(t). The two window functions are de-
ﬁned as
wd(t) =
⎧⎨
⎩
1 t < 4.5 ms
0.5 + 0.5 cos (2π(t− t0)/TW ) 4.5 ms < t < 5.5 ms
0 t > 5.5 ms
(4)
wr(t) = 1− wd(t) (5)
with t0 = 4.5 ms and TW = 2 ms. To separate the
direct and the reﬂected components, the mouth/source
and the ears/receivers must be located at least 1 m away
from reﬂecting surfaces or scattering objects other than
the dummy head and the mounting elements. The time
window for the reﬂected sound is intended to include all
the decaying energy of the IR, because all of it contributes
to increase the loudness of one’s own voice.
The next stage in the diagram of Fig. 1 is the spec-
tral analysis. The direct sound IR hr(t) is decomposed
into narrow band components hr,i(t) by using a ﬁlterbank
composed of six one-octave band ﬁlters with the stan-
dardised center frequencies between 125 Hz (i = 1) and
4 kHz (i = 6). The energies Ed,i and energy levels Ld,i
are calculated for each band. The same spectral analysis
is applied to the reﬂected sound. The energy levels for the
direct sound Ld,i are subtracted from the reﬂected sound
TABLE I. Relevant frequency-dependent quantities used in
the prediction model of voice support.
Band i 1 2 3 4 5 6
Frequency [Hz] 125 250 500 1000 2000 4000
Typical speech SPL on-axis at 1 m
Ld,1m [dB] 44.9 57.3 61.8 58.2 53.7 48.9
Diﬀerence with SPL at eardrum
Ld − Ld,1m [dB] 13.1 11.8 11.7 13.5 15.3 14.1
Typical speech levels at the eardrum
Lref,ears [dB] 58.0 69.1 73.5 71.7 69.0 63.0
Relation between LW and on-axis SPL at 1 m
Ld,1m − LW [dB] -9.5 -8.1 -9.2 -9.5 -7.0 -6.0
Constant K for model Eq. (19)
K [dB] 3.6 3.7 2.5 4.0 8.3 8.1
Directivity of human speech on downward direction
Q∗ 0.95 0.78 0.79 0.60 0.21 0.25
Diﬀuse ﬁeld HRTF
ΔLHRTF [dB] 0 0 2 4 11 13
Lr,i, obtaining the values of voice support in one-octave
bands STV,i. These values are weighted with a typical
speech spectrum at the ears, Lref,ears, shown in Table I.
These levels have been determined from typical anechoic
speech levels on-axis at 1 m24 and the relation between
the SPL on-axis at 1 m Ld,1m and the SPL at the eardrum
measured in anechoic chamber Ld. The overall weighted
reference direct sound level L˜d and reﬂected sound level
L˜r are
L˜d = 10 log
(
6∑
i=1
10
Lref,ears,i
10
)
(6)
L˜r = 10 log
(
6∑
i=1
10
Lref,ears,i+STV,i
10
)
, (7)
from which the overall speech-weighted voice support
S˜TV (or simply, voice support) is ﬁnally calculated as
S˜TV = L˜r − L˜d = 10 log
6∑
i=1
10
Lref,ears,i+STV,i
10
6∑
i=1
10
Lref,ears,i
10
. (8)
B. Prediction model
Using the deﬁnition of STV in Eq. (2), a prediction
model must account for the relation between the direct
and the reﬂected sound at the ears, when the mouth acts
as a source. To build this model, it is assumed that
the measurement equipment is a HATS (head and torso
2
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
FIG. 1. Block diagram for the calculation of voice support.
simulator) B&K (Bru¨el & Kjær Sound & Vibration Mea-
surement A/S; Nærum, Denmark) type 4128.
In general, the sound pressure level (SPL) caused by a
point source with sound power level LW at a distance r
in free-ﬁeld (direct sound level, Ld) is
Ld = LW + 10 log
(
Q
4πr2
Sref
)
, (9)
where Q is the directivity of the source and Sref is the
reference area
Sref =
Wrefρ0c
p2
ref
. (10)
Wref = 1 pW is the reference power, pref = 20 μPa is
the reference pressure, ρ0 is the density of the medium,
and c is the speed of sound. In air and normal conditions
(20oC, 101.3 kPa), ρ0 ≈ 1.204kg · m−3, c ≈ 343 m/s,
and Sref ≈ 1 m2. If the source is radiating into half-
space (e.g., due to the presence of a reﬂective plane, like
a typical ﬂoor) Q becomes 2. When this source is placed
in a room, the SPL increases due to sound reﬂections at
the boundaries. Assuming a diﬀuse sound ﬁeld, the SPL
in a room Lp becomes
Lp = LW + 10 log
[(
Q
4πr2
+
4
R
)
Sref
]
, (11)
where R = Sα¯/(1 − α¯) is sometimes called “room con-
stant”, S is the total surface area of the room and α¯ is the
mean absorption coeﬃcient, which is derived from the
volume V and the reverberation time T measurements
through Sabine’s formula α¯ = 4 ln(106)V/(cST ). There-
fore, the reﬂected sound level, Lr, due to the reﬂections
alone is
Lr = LW + 10 log
(
4
R
Sref
)
. (12)
For predicting STV , it would be enough to substitute
Eqs. (9) and (12) into (2). However, there are three fac-
tors that make the calculation of STV slightly diﬀerent:
1. Modeling of the direct sound
To account for the special propagation between mouth
and ears due to the diﬀraction of sound around the head
and the ﬁltering of the external ear, instead of using
Eq. (9), Ld is related to LW through
Ld = LW + K, (13)
where
K = (Ld − Ld,1m) + (Ld,1m − LW ). (14)
By introducing this pair of terms, the value of K is
decomposed into two quantities. The ﬁrst quantity,
(Ld − Ld,1m), is determined by the simultaneous SPL
measurement at the ears and one meter in front of the
mouth of a HATS B&K 4128 reproducing pink noise in an
anechoic chamber. The second quantity, (Ld,1m − LW ),
is determined from the speech directivity patterns mea-
sured by Chu and Warnock.25 The values of the two
quantities and K in the diﬀerent frequency bands are
shown in Table I.
2. Ground reﬂection
The level of a sound reﬂection from the ground Lreﬂ
would be
Lreﬂ = LW + 10 log
(
Q∗
4π(2d)2
Sref
)
(15)
at the position of the source, which is at a height d from
the ground. Q∗ is the directivity factor of speech in the
downward direction (derived from Chu and Warnock25)
and its frequency-dependent values are shown in Table I.
The height d can be regarded as 1.5 m, which corresponds
to the mouth position of a standing female speaker.
Under these conditions, the expected reﬂected SPL at
the position of the dummy head (without it disturbing
the sound ﬁeld) would be
Lr = LW + 10 log
[(
4
R
+
Q∗
4π(2d)2
)
Sref
]
. (16)
3. HRTF correction
Actually, the artiﬁcial head used for measurements dis-
turbs the sound ﬁeld. Therefore, it is necessary to apply a
3
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FIG. 2. Voice support versus room volume for a room of
proportions 2.8:1.6:1 according to the predictions of the model
in Eq. (19), for diﬀerent values of reverberation time.
correction term that relates the SPL at the measurement
position when the equipment is present to the SPL at
the same position in the absence of the equipment. In the
case of the HATS, this correction corresponds to the deﬁ-
nition of the head related transfer function (HRTF) and is
notated as ΔLHRTF. This magnitude is usually direction
dependent. As the reﬂected sound can arrive from many
diﬀerent directions, a direction averaged quantity—the
diﬀuse ﬁeld ΔLHRTF—given by the manufacturer26 is
used (see Table I).
Therefore, the reﬂected sound measured with the
HATS is
Lr = LW + 10 log
[(
4
R
+
Q∗
4π(2d)2
)
Sref
]
+ ΔLHRTF.
(17)
Finally, combining Eqs. (13) and (17) into (2), the
frequency-dependent model for voice support is
STV = 10 log
[(
4
R
+
Q∗
4π(2d)2
)
Sref
]
+ ΔLHRTF −K,
(18)
or in terms of directly measurable variables
STV = 10 log
[(
cT
ln(106)V
− 4
S
+
Q∗
4π(2d)2
)
Sref
]
+ ΔLHRTF −K. (19)
The results from the individual bands should be weighted
to obtain a single value by means of Eq. (8). Fig-
ure 2 shows an example set of curves for calculating STV
from V and T , assuming that the room has proportions
2.8:1.6:1 and the reverberation time has a ﬂat frequency
characteristic.
III. MATERIAL AND METHOD
Acoustic measurements of the objective parameters
background noise level , T , STI, STV , and GRG have been
performed in 30 unoccupied but totally furnished school
classrooms. The physical dimensions of the rooms are
shown in Table II. According to the volume, the rooms
were classiﬁed into three groups: small (V < 100m3),
medium (100 < V < 500m3), and large (V > 3500m3)
classrooms. The rooms in the last group were sports halls
where gymnastic lessons took place.
A. Background noise level measurements
The A-weighted, 10-second equivalent background
noise levels (LN,Aeq) were measured in the empty class-
rooms using the 01dB (01dB-Metravib; Limonest Cedex,
France) Symphonie system with two microphones B&K
type 4192 at a height of 1.2 m. For each classroom, the
measurements across four points at representative stu-
dent seats were averaged.
B. Measurements with an omnidirectional sound source
The reverberation time and STI were derived from the
measurements of the room IR hRIR(t) using an omni-
directional sound source B&K type 4295 “Omnisource”.
The source was placed at two diﬀerent teaching positions
and with the radiating opening at a height of 1.6 m point-
ing upwards. Two 1/2” pressure-ﬁeld microphones B&K
type 4192 were used as receivers and were placed close
to student seats at a height of 1.2 m. The 01dB Sym-
phonie system, incorporating the MLS software module,
was used to produce the measurement signal and send
it to the loudspeaker via a power ampliﬁer, acquire the
signal from the microphones, calculate the IR, and derive
the parameters T and STI. The reverberation time was
obtained by evaluating the backwards integrated curve27
of the room IR in the decay interval from -5 to -25 dB.
A single value descriptor corresponding to the average of
the frequency bands between 500 Hz and 2 kHz T500−2k
is given. The average (SD) values of the signal-to-noise
ratio of the IR measurements in the diﬀerent classroom
groups were 52 dB (4.1 dB) in small classrooms, 46 dB
(5.4 dB) in mid-size classrooms, and 34 dB (5.4 dB) in
large classrooms.
C. Measurements with a dummy head
The voice support was determined from the measure-
ment of an IR corresponding to the airborne sound trans-
mission path between the mouth and the ears in the
empty classrooms. For this purpose, a HATS B&K type
4128 was used. The HATS included a loudspeaker at its
mouth, and microphones at its ears. The HATS was
placed at a representative teaching position, with the
mouth at a height of 1.5 m, and more than 1 m away
from reﬂecting surfaces. The 01dB Symphonie system
was used to produce the excitation signal and determine
the mouth-to-ears impulse response from the measured
signal at the microphones. For each classroom, the STV
values of the two ears at two diﬀerent positions were aver-
aged. The room gain was calculated by applying Eq. (3)
on the STV values.
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TABLE II. Average (standard deviation) dimensions and volumes of the measured school classrooms
Number
Group size of rooms W (m) L (m) H (m) Volume (m3)
Small 3 4.5 (0.8) 3.3 (0.8) 2.7 (0.2) 40.6 (18.3)
Medium 24 8.9 (1.7) 7.0 (1.0) 2.8 (0.2) 180.2 (61.6)
Large 3 23.6 (2.4) 20.8 (0.2) 7.4 (0.7) 3614.3 (77.0)
D. Prediction model for voice support
The prediction model for STV in Eq. (19) was evalu-
ated in octave bands by using the frequency-dependent
measured values of T , along with the volume and total
surface area of the classrooms. In addition, a broad-
band value (speech-weighted STV ) was calculated from
the frequency-band values using Eq. (8).
The prediction model was assessed by comparing the
measured and the predicted STV values. In each fre-
quency band (or overall speech-weighted), a regression
line of the type STV,pred = a · STV,meas + b was calcu-
lated, where STV,pred is the regressor for the predicted
values of voice support (notated as STV,pred), STV,meas
are the measured values, and a and b are the coeﬃcients
of the regression line. Ideally, a perfect model would re-
sult if the predicted and the measured values were equal
(STV,pred = STV,meas). An unbiased model would result
if a = 1 and b = 0, i.e. STV,pred = STV,meas.
The goodness of ﬁt of the prediction model was eval-
uated with three parameters: a) the coeﬃcient of deter-
mination R2 of the linear regression model for the mea-
sured versus predicted values, b) the residual deviation
σ of the predicted values from this regression line, and
c) the deviation σT of the predicted values from an un-
biased prediction, which is a measure of the bias in the
prediction.
σ2 =
1
N − 2
N∑
i=1
(STV,pred − STV,pred)2 (20)
σ2T =
1
N
N∑
i=1
(STV,pred − STV,meas)2 (21)
IV. RESULTS
A. Correlation between parameters
The correlation coeﬃcients between the measurements
of the magnitudes V , log(V ), LN,Aeq, T500−2k, STI, GRG,
and STV are shown in Table III. LN,Aeq has very low cor-
relation with all the other parameters, because it is not
determined from physical properties of the room, but de-
pends on diﬀerent noise sources from installations inside
the room, and from other external noise sources (traf-
ﬁc noise, students in neighboring classrooms, corridors,
or playground). The reverberation time is correlated to
the volume and negatively correlated to the STI. The
voice support is strongly correlated to the logarithm of
the volume, as expected from the prediction model in
Eq. (19). The presence of some high correlation coeﬃ-
cients is largely caused by the large measured range of
volumes and most of the other parameters of the class-
rooms. The correlation between V and T500−2k is 0.97,
due to the large diﬀerence between the volumes in the
sports halls and the rest of the classrooms (see Table II)
and the similarity of reverberation times and absorption
characteristics of the materials within each group.
B. Background noise levels
The mean and maximum background noise levels (A-
weighted and in one octave frequency bands) are shown
in Table IV. Although it is not explicitly shown, 73.3%
of the classrooms had LN,Aeq lower than 35 dB, another
13.3% between 35 and 40 dB, and the remaining 13.3%
of the measurements were between 40 and 45 dB. In most
of the cases, the noise sources corresponded to the venti-
lation systems, although in a few cases, the background
noise was aﬀected by external sources, such as neighbor-
ing activities, playground, and traﬃc. The background
noise levels were similar for all room sizes, although the
overall level in the large rooms was slightly higher than
in smaller rooms. In all cases, low frequency noise was
markedly dominating. This is an indication that the
sources, in most of the cases, were in fact the machinery
of the ventilation systems, or external noise that leaks
into the room due to the usually low insulation perfor-
mance of walls, doors, and windows at low frequencies.
C. Reverberation time
The mean reverberation times (in octave bands and
500 Hz-2 kHz average) and their standard deviation are
shown in Table V. 81.5% (22 out of 27) of the small and
medium classrooms had reverberation times lower than
0.5 s, and the remaining 18.5% were between 0.5 and 0.6
s. In the sports halls, T was between 1.4 s and 1.8 s.
D. Speech transmission index
The average (standard deviation) measured STI with
a negligible eﬀect of background noise was 0.80 (0.02) in
small classrooms, 0.75 (0.03) in medium classrooms and
0.63 (0.02) in large classrooms. The spread of STI among
rooms, indicated by the standard deviation, was similar
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TABLE III. Correlation coeﬃcient indicating the strength of the linear dependence between pairs of variables. Only coeﬃcients
with absolute value of at least 0.5 are shown. Correlation coeﬃcients larger than 0.80 in absolute value are marked as bold.
V log V LN,Aeq T500−2k STI GRG STV
V 1.00 0.91 — 0.97 -0.81 -0.50 -0.75
log V 1.00 — 0.91 -0.57 -0.75 -0.87
LN,Aeq 1.00 — — — —
T500−2k 1.00 -0.89 — -0.70
STI 1.00 0.55 0.68
GRG 1.00 0.94
STV 1.00
TABLE IV. Frequency band values and overall A-weighted background noise levels (LN ) measured in the classrooms.
Octave band center frequency (Hz) 125 250 500 1000 2000 4000 A-weighted
Small classrooms
Mean LN (dB) 38.3 32.4 28.2 26.1 22.3 19.4 32.3
Maximum LN (dB) 48.8 39.3 34.5 32.6 27.5 21.3 38.5
Medium classrooms
Mean LN (dB) 40.2 33.7 27.8 24.4 22.7 19.9 32.7
Maximum LN (dB) 53.4 43.6 43.7 40.1 37.3 32.4 43.5
Large classrooms
Mean LN (dB) 45.1 37.9 33.5 32.0 28.3 21.9 37.6
Maximum LN (dB) 51.5 46.2 41.1 37.4 30.1 23.2 43.5
in all of the three classroom groups. The small class-
rooms had the highest STI, which falls in the category
of “excellent”.28 The medium classrooms had an aver-
age STI rating which is between “good” and “excellent”,
and the sports halls had an STI rating of “good”, which
is most likely to decrease in the presence of activity noise.
E. Voice support and room gain
1. Measurements
The mean and standard deviation of STV and GRG in
the octave bands between 125 Hz and 4 kHz measured
in the classrooms are shown in Table VI. The frequency
characteristics of STV and GRG are similar for small and
medium classrooms, with an increase of the values at high
frequencies. The only diﬀerence between the two class-
room groups is that the small classrooms have a slightly
higher overall value. The large classrooms (sports halls)
have an overall lower value and, in addition, the fre-
quency characteristic is qualitatively diﬀerent, because
the low frequencies are predominant. This indicates that
these large rooms do not reﬂect eﬃciently the high fre-
quencies of a speaker. The spread of STV among rooms
does not depend on the frequency band, because the stan-
dard deviation does not present a frequency-dependent
pattern in the diﬀerent classroom groups. However, the
standard deviation of GRG is proportional to its absolute
value.
2. Prediction model
The values of V and S of each classroom, together
with the frequency-dependent average measurements of
T , were used in connection with Eq. (19) to predict the
STV values. The comparison between the measured and
the predicted values of STV in the octave bands between
125 Hz and 4 kHz is shown in Fig. 3. The most accurate
predictions are found in the most important bands for
speech (between 500 Hz and 2 kHz). In these bands, R2
was at least 0.8, the residual deviation was not higher
than 1.2 dB, and the bias or deviation from the unbiased
prediction was lower than 2 dB. The prediction for the
125 Hz band had a large uncertainty, shown by the low
value of R2 (0.18), and large residual deviation (3.3 dB)
and bias (4.3 dB).
The speech-weighted STV predictions are plotted in
Fig. 4 as a function of the measured STV values. The re-
gression line relating measurements and predictions had
a slope of 1 and an oﬀset of 0.36 dB. The R2 was 0.84,
the residual error was 1.1 dB and the bias was 1.2 dB.
V. DISCUSSION
The acoustic properties of school classrooms described
in the results section correspond to typical primary and
secondary schools in southern Sweden built during the
1970s. The background noise levels in almost three
fourths of the small and medium sized classrooms were
below 35 dBA—which is the maximum acceptable value
of diﬀerent guidelines, e.g., the standard ANSI S12.60-
200229 in the US, the Building Bulletin 9330 in the UK,
or the guidelines from the World Health Organisation
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TABLE V. Reverberation times (T ) measured in the classrooms.
Average
Octave band center frequency (Hz) 125 250 500 1000 2000 4000 500–2000
Small classrooms
Mean T (s) 0.59 0.39 0.32 0.34 0.35 0.34 0.33
s.d. 0.42 0.14 0.04 0.05 0.05 0.02 0.05
Medium classrooms
Mean T (s) 0.72 0.53 0.45 0.47 0.47 0.44 0.46
s.d. 0.33 0.17 0.08 0.08 0.07 0.07 0.08
Large classrooms
Mean T (s) 1.46 1.58 1.59 1.55 1.35 1.04 1.57
s.d. 0.24 0.35 0.29 0.18 0.07 0.07 0.23
TABLE VI. Frequency band values and overall speech-weighted voice support (STV ) and room gain (GRG) measured in the
classrooms.
Speech-
Octave band center frequency (Hz) 125 250 500 1000 2000 4000 weighted
Small classrooms
Mean STV (dB) -9.4 -11.1 -9.5 -7.6 -6.4 -4.6 -5.6
s.d. 0.46 0.81 0.91 0.38 0.72 1.04 0.78
Mean GRG (dB) 0.50 0.33 0.47 0.70 0.91 1.31 1.06
s.d. 0.02 0.06 0.09 0.06 0.13 0.25 0.16
Medium classrooms
Mean STV (dB) -12.1 -13.9 -13.5 -11.6 -10.9 -9.1 -10.2
s.d. 1.46 1.27 1.43 1.68 1.75 1.52 1.58
Mean GRG (dB) 0.28 0.18 0.20 0.32 0.37 0.54 0.42
s.d. 0.10 0.06 0.07 0.13 0.16 0.19 0.16
Large classrooms
Mean STV (dB) -10.8 -16.0 -18.2 -19.1 -19.5 -19.4 -18.8
s.d. 1.56 1.91 0.92 1.31 1.40 1.31 1.01
Mean GRG (dB) 0.36 0.12 0.07 0.06 0.05 0.06 0.058
s.d. 0.14 0.06 0.01 0.02 0.02 0.02 0.01
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FIG. 3. Expected versus measured values of voice support in frequency bands. The solid lines show the regression lines for the
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(WHO).31 The background noise levels in the remain-
ing fourth of classrooms were half below 40 dB and half
between 40 and 45 dB. The average value was 32.6 dB,
which is lower than the 45 to 48 dB reported by Shield
and Dockrell1 in their review from several surveys on
empty classrooms (without acoustical treatment).
In small and medium-sized classrooms, T did not ex-
ceed 0.6 s, in fulﬁlment of diﬀerent guidelines of class-
room acoustic design.29–31 Reverberation times and back-
ground noise levels are within the recommended values in
most of the cases. This seems to be reﬂected in the non-
problematic perception of classroom acoustics by teach-
ers without voice problems in schools of the same region
in Sweden.13 The Swedish standard for acoustic condi-
tions in classrooms32 is more strict, requiring reverber-
ation times below 0.5 s for the octave frequency bands
above 250 Hz and below 0.6 s at 125 Hz, which only a
few of the classrooms fulﬁll.
The STI measured in classrooms with high signal-to-
noise ratios was higher than 0.6 in all cases, even in the
sports halls. However, the subjective speech intelligibility
with ongoing activity, specially in the sports halls, will
be lower than predicted, due to an actual lower signal-to-
noise ratio under these conditions. Unfortunately, none
of the current guidelines specify the signal-to-noise ratio
that should be used for the assessment of STI.
The prediction model for STV has been derived theo-
retically and it has been assessed by comparing its pre-
dictions with actual STV measurements. There is a slight
bias in the prediction, as the regression line of measured
versus predicted STV is not STV,pred = STV,meas but
STV,pred = 1.0 · STV,meas − 0.36 (see Fig. 4). This bias
results in a deviation of 1.2 dB from the actual values,
slightly higher than the residual deviation (1.1 dB). Tak-
ing into account that the measurement dataset has not
been used to derive the model, the predictions are rea-
sonably accurate.
In the range of medium-sized classrooms (with volumes
100 < V < 250 m3), GRG is in the range between 0.2 and
0.5 dB, whereas STV is in the range between -14 and -
9 dB. There is some spread of data in this range, as seen
in Fig. 4. Measured STV values can deviate as much as
3 dB from the predicted value. STV is inﬂuenced by the
early reﬂections which can not be accurately represented
with a statistical model such as the one in Eq. (19).
The voice support, analogously to the objective sup-
port in concert halls, is not a stand-alone parameter to
design classroom acoustics. It is a magnitude related to
the additional vocal load that teachers experience while
speaking in a classroom due to the acoustic conditions.
Other magnitudes, like T , STI, sound strength, and back-
ground noise levels, should be taken into account as well.
There is not enough scientiﬁc evidence to establish a def-
inite range of recommended values of STV , but the range
between -14 and -9 dB obtained in most of the medium-
sized classrooms seems adequate, since T and STI ful-
ﬁlled the recommendations without the rooms being too
damped. Using the graph in Fig. 2, for a room of 100 m3,
the range of −14 < STV < −9 dB corresponds to rever-
beration times in the range 0.25 < T < 0.6 s. For a room
of 300 m3, the same range of STV corresponds to the
range 0.55 < T < 1.4 s. In this last case, the design cri-
teria should be to aim at the highest reverberation time
that does not compromise speech intelligibility, because
too high values of reverberation are detrimental to speech
intelligibility. For the same reason, it is not adviceable
to aim at values of STV higher than -9 dB. However, in
very small classrooms, STV may be higher than -9 dB
without compromising speech intelligibility.
VI. CONCLUSIONS
The present paper has measured and provided a refer-
ence set for voice support and room gain values, which are
important parameters to assess the vocal eﬀort required
to speak in a room. The voice support in classrooms of
good acoustical quality, with volumes between 100 and
250 m3, has been found to be in the range between -14
and -9 dB, and the room gain in the range between 0.2
and 0.5 dB.
A model, derived from the diﬀuse ﬁeld theory, has been
developed to predict average values of voice support in
classrooms. The model is based on geometrical room
properties of volume, total surface area, and reverbera-
tion time. It points out necessary geometrical restrictions
in rooms to obtain good acoustic conditions both for a lis-
tener (in terms of reverberation time) and for a speaker
(in terms of voice support). The model describes the
present voice support measurements in classrooms with
a coeﬃcient of determination of 0.84 and a standard de-
viation of 1.2 dB.
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INTRODUCTION
Voice is the primary working tool of teachers, and a good voice is essential for communicating with students.
Nowadays, many teachers suffer from voice problems. A recent study reported that around 13% of the active school
teachers in southern Sweden self-reported voice problems [1]. Voice health problems are a major concern, not only due
to the required clinical assistance and the personal consequences in job dissatisfaction and lack of self-esteem, but also
due to the ﬁnancial impact that the teachers’ absence produces in the global budget of the country [2]. Investigating
possible causes for voice disorders from the testimonies of affected teachers, Vilkman points out “bad classroom
acoustics” as one of the hazards for voice health [3].
The present study analyzed the average voice levels used at work by teachers with and without voice problems as
a function of relevant environmental acoustic parameters. Two acoustic parameters were considered important: the
activity noise level, due to the presence of students and other noise sources during teaching, and the voice support
offered by the classroom. Three steps were necessary in the study: ﬁrst, the choice of teachers and the assessment of
voice problems. Second, the monitoring of the teacher’s voice levels and the activity noise levels during teaching, and
last, the measurement of objective acoustic parameters in the empty classrooms.
METHOD
Choice of teachers
A total of 27 teachers in 5 different schools in the south of Sweden, at educational levels ranging from primary school
to high school, were considered for this study. The participants were selected as a follow-up to an epidemiological
study[1].
The teachers were classiﬁed into two groups: one group (test; NT = 13, 2 male/11 female) containing the teachers
with voice problems and another group (control, NC = 14; 2 male/12 female) with those teachers having no remarkable
voice problems. The assessment of voice problems was made by means of the VHI-T (Voice Handicap Index with
Throat subscale) questionnaire [4] and a laryngological examination.
Measurements during teaching
The teachers were equipped with an IEC 61672-compliant, type 2, sound level meter SVANTEK SV-102. This
device measured and stored the A-weighted sound pressure level (SPL), using an exponential averaging with “fast”
time constant, sampled at 1 s intervals. The microphone capsule was attached to the teachers’ clothing neck, as a lapel
microphone, at a distance of about 15 cm from the mouth.
The sound level meter operated for one working day. For each teacher, two SPL sequences were studied. One of
them corresponded to a lesson at the beginning of the day and another one to a lesson at the last hour. The duration of
the lessons was between 30 and 45 minutes. An example sequence is shown in Fig. 1 and the corresponding histogram
is shown as gray bars in Fig. 2.
In these SPL sequences, it was assumed that the SPL from the teacher’s voice was several dB higher than the SPL
from activity (originated from students, ventilation noise and other external sources), because of the closer placement
of the microphone to the teacher’s mouth (around 15 cm). The time fraction while the teacher was talking was noted
as α . The activity levels were obtained while the teacher was silent, during a time fraction 1−α .
The teacher’s voice (S) and activity noise (N) levels were assumed to be random processes coming from normal
distributions, with probability density functions fS(L) and fN(L), respectively, where L indicates the A-weighted SPL.
The means of these distributions are notated L50,S and L50,N (the symbol L50 indicates the level that is exceeded during
50% of the time, also referred to as median level), and their standard deviations σS and σN . As an example, these
distributions are indicated in Fig. 2 with dash-dot and dashed lines, respectively. Thus,
S∼N (L50,S;σS)→ fS(L), (1)
N ∼N (L50,N ;σN)→ fN(L). (2)
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FIGURE 1. A-weighted SPL at the lapel microphone worn by the teacher during one lesson
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FIGURE 2. In gray, histogram computed from the A-weighted SPL values in Fig. 1. On top, scaled normal probability density
functions corresponding to the activity noise (dashed line), the teacher’s voice (dash/dot line), and the addition of both processes
(solid line).
The joint process corresponding to the observed A-weighted SPL values was regarded as having a probability
density function fS+N(L), obtained by overlapping the two normal distributions fS(L) and fN(L), scaled by their
probability of occurrence in time (α and 1−α , respectively):
fS+N(L) = α fS(L)+(1+α) fN(L). (3)
According to this principle, a linear combination of two normal distributions was ﬁtted to the A-weighted SPL
histogram, by minimizing the squared error with the simplex algorithm implemented in the function fminsearch of
MATLAB. In this way, there were 5 estimated parameters (L50,S, L50,N , σS, σN , and α) for each sequence, although only
the A-weighted median levels for the teacher’s voice (L50,S) and the activity noise (L50,N) were used in the analysis.
As an example, the probability density function ﬁtted to the measured A-weighted SPL is shown with a solid line in
Fig. 2. A similar approach to determine speech and noise levels in classrooms has been previously used [5].
Classroom acoustic measurements
Acoustic measurements were performed in the 30 classrooms where the teachers held their lessons, while they were
empty.
Reverberation time. The reverberation time (RT) was calculated according to the standard ISO 3382-2 [6]. The
sound source was a B&K Omnisource type 4295, placed at the teacher’s position and with the radiating opening at a
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FIGURE 4. Setup used to measure the mouth-to-ears impulse response in the classrooms
height of 1.6 m. Two 1/2” pressure-ﬁeld microphones B&K type 4192 were used as receivers and were placed close
to students’ seats at a height of 1.2 m. The 01dB Symphonie system, incorporating the MLS software module, was
used to produce the measurement signal and send it to the loudspeaker via a power ampliﬁer, acquire the signal from
the microphones, calculate the impulse responses, and derive the RT20. The measured RT values in the classrooms,
corresponding to the average of the 500 Hz and 1 kHz octave frequency bands, are shown in Fig. 3. However, the
RT was not used in the empirical model due to the lack of normality in the measured values. The three ’outliers’ in
reverberation time correspond to three sports hall that were used for gymnastics lessons.
Voice support. Instead, the focus in this research was on characterizing the acoustic conditions of classrooms
as perceived by the teachers while talking. A parameter called Voice Support (STV ) is introduced in this paper as a
measure of how much the sound reﬂections at the room boundaries amplify the voice of the teacher at his/her ears
(NOTE: The exact deﬁnition of STV is given below).
The voice support is calculated from an impulse response corresponding to the airborne sound transmission between
the mouth and the ears (or simply, mouth-to-ears impulse response). For this purpose, a Head and Torso Simulator
(HaTS) B&K type 4128 was used. The HaTS included a loudspeaker at its mouth, and microphones at its ears. The
HaTS was placed at a representative teaching position, with the mouth at a height of 1.5 m. The 01dB Symphonie
system was used to produce the excitation signal and determine the mouth-to-ears impulse response from the measured
signal at the microphones. The setup used to measure the mouth-to-ears impulse response is shown in Fig. 4.
From the measured mouth-to-ears impulse response h(t) (example shown in Fig. 5), the direct sound hd(t) is
obtained by applying a window w(t) to the measured impulse response h(t),
hd(t) = h(t)×w(t), (4)
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FIGURE 5. Example of a measured mouth-to-ears impulse response, with the windowing applied in order to calculate the direct
and the reﬂected airborne sound components of one’s own voice.
where w(t) is
w(t) =
⎧⎨
⎩
1 t < 4.5 ms
0.5+0.5cos(2π(t− t0)/T ) 4.5 ms < t < 5.5 ms
0 t > 5.5 ms
(5)
with t0 = 4.5 ms and T = 2 ms. The reﬂected sound hr(t) is the complementary signal
hr(t) = h(t)× (1−w(t)) = h(t)−hd(t) (6)
From the above signals, the energy levels corresponding to the direct sound (LE,d) and the reﬂected sound (LE,r) are
calculated as
LE,d = 10log
∫ ∞
0 h
2
d(t) dt
E0
, (7)
LE,r = 10log
∫ ∞
0 h
2
r (t) dt
E0
. (8)
From these two equations, the voice support STV , in analogy to Gade’s objective support [7], is deﬁned as the
difference between the reﬂected sound and the direct sound from the mouth-to-ears impulse response,
STV = LE,r−LE,d , (9)
The STV values measured in the 30 classrooms of the study, averaged for two HaTS positions and the two ears,
without applying any ﬁltering, are shown in Fig. 6. The average value is indicated with a solid line, whereas one
standard deviation above and below the mean is indicated with dashed lines.
Statistical method
We used a multiple regression to analyze the combined inﬂuence of the covariates voice support (STV ) and median
activity noise (L50,N) on the teachers’ median voice levels (L50,S). The two covariates STV and L50,N were fairly
uncorrelated (ρ = −0.07). Additionally, we accounted for possible differences in voice use between the teachers
of the test and control groups (with and without voice problems) by including a binary variable named Test/Control
which indicated which group the teacher belonged to.
Since we considered the effect of STV and L50,N to be potentially different for the teachers of the test and control
groups, we included also the interaction between the Test/Control variable and the two covariates. Nevertheless, the
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FIGURE 6. Voice support values measured in the 30 classrooms, by averaging the results of two positions and the two ears in
each room.
interaction between L50,N and Test/Control was found to be non-signiﬁcant (F1,48 = 0.15,P = 0.70) and was left out
from the ﬁnal model.
We ﬁtted the model in R [8] using the function lm. Prior to running the model, we applied the square root, afﬁne
transformation to the activity noise levels
√
75−L50,N , in order to obtain an approximately normal distribution of the
observed values of the covariate. None of the measured noise levels was higher than 75 dB.
This transformed variable, and STV , which already presented an absence of outliers and skew, were further z-
transformed. We checked various diagnostics of model validity and stability (Cook’s distance, dﬁts, distribution of
residuals, residuals plotted against predicted values) and none of these indicated obvious inﬂuential cases or outliers,
nor obvious deviations from the assumptions of normality and homogeneity of residuals [9]. The signiﬁcance of each
variable in the model was assessed by means of F-tests resulting from an analysis of variance.
RESULTS
Overall, the median voice levels were clearly inﬂuenced by the combination of predictor variables in the proposed
statistical model (R2 = 0.69, F4,49 = 27.8, p < 0.001):
L50,S(test) = 81.3−3.87×
√
75−L50,N−0.72×STV [dB], (10a)
L50,S(control) = 102.9−3.87×
√
75−L50,N +0.84×STV [dB]. (10b)
The effect of the transformed noise levels on the voice levels (F1,49 = 92.2, p < 0.001) was highly signiﬁcant. The
overall effect of the covariate voice support STV (F1,49 = 0.65, p = 0.43) and the factor Test/Control (F1,49 = 2.12,
p = 0.15) were not signiﬁcant at the 5% level. However, the interaction between the STV and the Test/Control variable
was found to be highly signiﬁcant (F1,49 = 16.5, p < 0.001).
The measured L50,S values as a function of STV are shown in Fig. 7. For the average observed noise levels
(L50,N = L50,N), the model (10) is:
L50,S(test) = 69.8−0.72×STV [dB], (11a)
L50,S(control) = 91.4+0.84×STV [dB]. (11b)
For teachers without voice problems (control group), the median voice levels increased with the measured voice
support at a rate of 0.8 dB/dB. On the other hand, teachers with voice problems (test group) lowered their voice levels
the higher the voice support, at a rate of -0.7 dB/dB.
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FIGURE 7. Median voice SPL used by teachers versus voice support measured in the empty classrooms. The solid lines show
the regression model in (11). The two teacher groups make use of the voice support in signiﬁcantly different ways.
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FIGURE 8. Median voice SPL used by teachers versus median activity noise SPL. The solid lines show the regression model
(12). As a consequence of the Lombard effect, the voice levels increase with the noise levels, equally for teachers with and without
voice problems. However, teachers in the control group use higher voice levels than those in the test group.
The measured L50,S values as a function of L50,N are shown in Fig. 8. For the average observed voice support
(STV = STV ), the model (10) is:
L50,S(test) = 90.6−3.87×
√
75−L50,N [dB], (12a)
L50,S(control) = 92.0−3.87×
√
75−L50,N [dB]. (12b)
For all teachers, There was an increase of median voice level with the activity noise present during teaching. This
increase was non-linear in the observed range of levels, being more relevant for the highest noise levels. Additionally,
the teachers from the test group talked 1.4 dB on average softer than the teachers in the control group. However, this
difference was not statistically signiﬁcant with the number of teachers considered in this study.
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DISCUSSION
Teachers from the test group (with voice problems) decreased their voice levels with increasing voice support (-
0.7 dB/dB) in the classrooms, as opposed to the control group (without voice problems, 0.8 dB/dB). The behavior of
the test group would be desirable for the prevention of voice problems. The measurements suggest that teachers from
the test group made good use of the voice support as an adaptive mechanism to preserve their vocal health. This ﬁnding
supports the results from a study by Kob et al. [10], who found that teachers with voice problems were more affected
by poor classroom acoustics than their healthy colleagues. The behavior of the teachers in the test group follows the
results of Brunskog et al. [11], who found that teachers lowered their voice levels as a function of the ampliﬁcation
offered by the room to their own voice. However, the behavior of teachers in the control group does not follow a logical
pattern. A hypothetical answer would be that the voice support increases in rooms with sound reﬂecting boundaries,
and the activity noise levels would increase in this case. Due to the Lombard effect, the talkers (students and teacher)
would perceive increased noise levels and automatically raise their voices. However, the lack of correlation between
voice support and activity noise invalidates this hypothesis.
Teachers from the test and control groups were equally affected by noise. Both groups increased their vocal intensity
with increasing activity noise, in accordance with the Lombard effect. If the curves are approximated by straight lines
for L50,N above 55 dB, the slope is 0.6 dB/dB, in good agreement with the literature (for example, Lazarus reports
slopes between 0.5 dB/dB and 0.7 dB/dB [12]). The teachers from the test group talked on average 1.4 dB softer than
the control group, although this difference was not signiﬁcant. Nevertheless, this might be an additional indication that
teachers with voice problems tried to limit their vocal effort in terms of vocal intensity.
CONCLUSIONS
The main conclusions from the ﬁeld study are the following:
• Teachers with voice problems make a more efﬁcient use of the voice support in classrooms than their healthy
colleagues, probably as an adaptive mechanism to preserve their voice health.
• Teachers with and without voice problems react identically to changes in activity noise, according to the Lombard
effect.
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Loudspeaker-based system for real-time own-voice auralization
David Pelegr´ın-Garc´ıaa) and Jonas Brunskog
Acoustic Technology, Department of Electrical Engineering, Technical University of Denmark, Kongens Lyngby
DK-2800, Denmark
(Dated: March 30, 2011)
In order to investigate the inﬂuence of room acoustic conditions on voice production, a system for
the real-time auralization of one’s own voice has been designed. This system combines computerized
room acoustic models, psychoacoustic processing, short-delay convolution techniques, mixed-order
Ambisonics encoding/decoding, and loudspeaker reproduction. Equalization ﬁlters are used on an
individual basis to adjust the performance of the system to each particular talker, including the ratio
between direct and reﬂected sound. The auditory cues of delay, amplitude, frequency response, and
directionality corresponding to each sound reﬂection are preserved. Thus, this system is suitable
for psychoacoustics and cross-modality research, integration in multimodal virtual reality systems
or room acoustics enhancement.
PACS numbers: 43.55.Lb
I. INTRODUCTION
Recently, the ﬁeld of voice ergonomics, which is deﬁned
as the study and action on all the factors that enhance
performance in speech communication, decrease risks for
voice disorders and enable recovery from a voice disor-
der1, has received some attention. One of the topics of
research in this ﬁeld is the study of the interaction be-
tween room acoustics, noise, and voice production. This
is of special relevance in the case of teachers, for whom
the prevalence of voice problems is signiﬁcantly higher
than in the rest of the population2? .
In a recent investigation, Brunskog et al. studied the
eﬀect of the classroom acoustic conditions on the voice
levels of a number of teachers3. The same teacher had to
move to a number of diﬀerent rooms, which were some-
times located far away from each other. This method-
ology may have introduced some bias in the results by
making comparisons among rooms or judgments about
them slightly diﬃcult. In addition, the acoustic con-
ditions of the rooms were given beforehand, with very
limited possibilities of adjusting them.
The present paper describes a tool to accurately recre-
ate the acoustics of diﬀerent rooms in a controllable way
inside a loudspeaker array, located in a highly damped
room. This will enable a more careful and ﬂexible design
of experimental conditions in research. The recreation of
diﬀerent room acoustic conditions is based on the recon-
struction of the sound ﬁeld of the simulated room using
the method proposed by Favrot and Buchholz4, although
introducing slight modiﬁcations for the requirements of
real-time performance. The reconstruction of the sound
ﬁeld is focused mainly on the voice of a talker at his own
ears, so he/she has the experience of being in an acous-
tic environment diﬀerent from the actual room. Accord-
ing to Kleiner et al.5, this system aims to ”auralize” the
talker’s voice in real time.
a)Electronic address: dpg@elektro.dtu.dk
Previous auralization systems with the same aim have
been reported in the literature. Kleiner and Bertson6
used a system with nine loudspeakers that could pro-
vide up to 50 early reﬂections obtained from delay lines.
Shearer and Torres7 used a two-channel, headphone-
based auralization system able to convolve in real time
the voice of a talker with an impulse response calculated
with a room acoustic simulation software8. In a more
recent work, Cabrera et al.9 used a pair of earspeakers to
render a binaurally recorded sound-ﬁeld, with the possi-
bility of accounting for head rotations by means of head-
tracking in the horizontal plane.
Similar systems have been built to investigate the im-
portance of room acoustic conditions for singers. Mar-
shall and Meyer10 used a system with 7 loudspeakers
and 4 microphones that simulated 4 early reﬂections and
late reverberation, with the particularity of allowing the
presence of several performers at the same time. No-
son et al.11 studied the preference of singers after intro-
ducing an additional reﬂection in realistic environments,
with the aid of a microphone, a delay line and a loud-
speaker. In more recent works, Yuen et al.12 and Stetson
and Braasch13 used a two-channel convolution system
able to recreate binaural sound ﬁelds through binaural
impulse response measurements in real halls.
Other investigations, not focused on the talker’s voice,
but on the eﬀect of room acoustics on musical perfor-
mance and subjective preference of musicians in stage,
have used similar setups. Gade14 used a system with
ﬁve loudspeakers and a microphone to generate sound
ﬁelds consisting of a single reﬂection and a reverberation
tail. Ueno and Tachibana15 designed a 6-loudspeaker sys-
tem to simulate sound ﬁelds obtained through the mea-
surement of the corresponding impulse responses in real
rooms.
During the past few years, many technological ad-
vances have made it possible to implement techniques
which were previously known but not technically possi-
ble. As an example, state-of-the-art PCs have suﬃcient
processing capability to perform a number of simultane-
ous convolutions eﬃciently, without expensive and dedi-
1
cated DSP, as required one decade ago16. There are sev-
eral free software open source solutions available to per-
form eﬃcient multiple channel convolutions with very low
delay17,18. The release of new multi-channel digital audio
standards such as MADI? , in combination with multi-
channel sound cards, has simpliﬁed the connections from
the system, expanded the possibilities of centralized con-
volution systems, and made the technology aﬀordable for
a larger number of people. In addition, state-of-the-art
room acoustics simulation software provides fairly accu-
rate predictions of the sound-ﬁelds in rooms19,20. The
system presented in this paper takes advantage of all
these innovations to perform the real-time convolution
of the own voice with a 29-channel simulated impulse
response that, reproduced through 29 loudspeakers, gen-
erates the reﬂected 3D sound ﬁeld of one’s own voice.
These components is added to the sound of one’s own
voice propagated directly through the air or through the
body. The reconstruction of the reﬂected sound ﬁeld is
made according to a realistic approach. It combines the
output of a room acoustics simulation program21 with the
spatial and psychoacoustic decoding scheme proposed by
Favrot and Buchholz4, thus preserving delay, amplitude,
spectrum, and directional cues of the simulated reﬂec-
tions. Very long impulse responses can be used, so the
system does not put a restriction of the maximum length
for practical use in room acoustics.
II. SYSTEM DESCRIPTION
A. Overview
A block diagram illustrating the overall real-time au-
ralization system is shown in Fig. 1. As can be seen,
there are two main parts, namely the pre-processing stage
and the real-time processing, acquisition, and reproduc-
tion stage. The ﬁrst part includes all the necessary steps
to obtain the impulse responses of the environment that
will be used in the auralization. This includes the design
of a computerized room acoustic model, the calculation
of an impulse response with room acoustics software and
its encoding and decoding with mixed-order Ambisonics
techniques for the given layout of the loudspeaker repro-
duction system. The second part contains all the ele-
ments of the system that apply the desired room impulse
response to a talker’s speech signal in real time. These
are: an acquisition part with a microphone and a sound
card, a real-time section with a software convolver and
an equalizer ﬁlter, and a reproduction system based on
29 loudspeakers.
B. Pre-processing
A very important part of the auralization system is the
oﬄine calculation, decoding, and storage of an accurate
set of impulse responses ready to be used in the second
block, which applies the room eﬀect to a talker’s voice
in real-time. This part of the system is an adaptation
of the LoRA toolbox designed by Favrot and Buchholz4.
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FIG. 1. Block diagram of the real-time convolution system.
The LoRA toolbox is a software application that uses
the output (impulse response with directional informa-
tion) of an acoustics simulation program to encode it in
Ambisonics and decode it to a particular reproduction
layout, producing an IR for each loudspeaker. However,
some modiﬁcations in the procedure and calculation are
needed in order to match the requirements for self-voice
auralization.
First, a computer-based room acoustic model is
needed, which is then loaded into an acoustic simula-
tion program. In the proposed system, Odeon is used21,
although other alternative solutions may also be used,
as long as the interface with the LoRA toolbox is im-
plemented satisfactorily. In the acoustic simulation, the
source is located at the talker’s position, avoiding posi-
tions too close to the boundaries that could not be sat-
isfactorily reproduced by the system due to the inherent
latency (analyzed in section III.B). The receiver point is
located 1 m in front of the source. Note that this position
does not correspond to the position of the ears relative
to the mouth (sound source). However, the reﬂection
pattern is reasonably similar to the reﬂection pattern ex-
perienced at the position of the ears. In addition, the
proposed calibration method takes advantage of this ap-
proximation, as will be discussed in section III.C. The
source is oriented toward the audience and has a direc-
tivity pattern similar to the average human speech22,23.
For rooms in a volume range of approximately
100 m3 < V < 1000 m3, the used simulation parame-
ters are 5000 rays, a maximum reﬂection order of 2000, a
transition order of 3 reﬂections between early reﬂections
and late reverberation, and a histogram resolution of 10
ms for the late reverberation. The length of the response
is adjusted to correspond at least to the largest rever-
beration time among all frequency bands for the simu-
lated room. The early part of the response is calculated
through the image source method and the late part by
ray-tracing. Although 5000 rays are usually a low number
in this kind of simulations, it is not of critical importance
here, since the ﬁne structure of the late reverberation is
not of interest, but only the envelope of the energy-time
curve.
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The acoustic simulation program exports the discrete
early reﬂections separately, each one with its delay, di-
rection of incidence, and attenuation per frequency band.
The late reverberation is exported as vectorial intensity
(i.e., in ﬁrst order Ambisonics format WXYZ) in each of
the standard octave frequency bands from 63 Hz to 8 kHz
at the deﬁned time intervals. The combination of these
two components is referred to as the Directional IR in
Fig. 1. The LoRA toolbox is adapted to omit the direct
sound from these ﬁles, because it will be produced by
the talker himself during the real-time auralization. The
early reﬂections are then encoded in fourth order Am-
bisonics and decoded into the corresponding loudspeaker
layout for reproduction (see Fig. 6 in4). The envelope
of the reverberation tail is decoded with a lower direc-
tional accuracy (ﬁrst order Ambisonics) than the early
reﬂections, which leads to a higher degree of diﬀuseness
in the resulting multichannel IR. The decoded envelopes
are ﬁlled with noise sequences uncorrelated among the
diﬀerent channels, in order to avoid coherent interference
eﬀects and coloration of the sound. The late reverbera-
tion is added to the early reﬂections and the resulting
impulse responses for each loudspeaker are stored as sep-
arate WAV ﬁles with a 32 bit precision and a sampling
frequency of 44.1 kHz.
C. Real-time acquisition, processing, and reproduction
The real-time operations in the system can be sep-
arated into signal acquisition, processing (convolution),
and reproduction.
1. Signal acquisition
The talker’s speech signal is picked with a headworn
microphone DPA 4066-F, placed on the talker’s cheek,
then digitalized at 44.1 kHz/24 bit with a Behringer
ADA8000 and sent into a PC with a RME HDSP
MADI audio interface connected to a RME ADI648
(MADI/ADAT converter). Although other placements
of the microphone could be more suitable for research,
as e.g. in Cabrera et al.9, the built-in ﬁtting accessory
was quite ergonomic and well adapted to the placement
on the cheek. The microphone capsule is close enough to
the mouth to avoid any severe inﬂuence of feedback (see
analysis later in the paper). As in Po¨rschmann24, the
spectral distortion introduced by this placement of the
microphone is corrected with an equalizer ﬁlter hEQ(t),
which adjusts the spectrum of the speech signal to match
the spectrum of the on-axis speech signal at 1 m in front
of the mouth. The calculation of the equalizer ﬁlter is
done on an individual basis, as the placement of the mi-
crophone in relation to the mouth of the speaker diﬀers
among users. The measurement of the equalizer ﬁlter
is used also to calibrate the system, as detailed in the
next section. The justiﬁcation for applying the equalizer
ﬁlter is that the calculation of the impulse response in
the simulation program assumes an on-axis source sig-
nal to provide a spectrally correct output. For practi-
cal reasons, the equalizer ﬁlter was pre-convolved with
the stored multichannel room impulse responses, reduc-
ing the overall delay in the system during run-time op-
eration. Nevertheless, the conceptual representation of
Fig. 1 is still valid.
2. Convolution
The convolver is the most technically demanding ele-
ment of the system. It should provide high quality audio,
both regarding bit depth and sampling frequency, intro-
duce the lowest possible delay between input and out-
put, and convolve a number of long impulse responses.
Lengths of hundreds of thousands of taps are typical for
room impulse responses. In the present system, 29 si-
multaneous convolutions are required (one for each loud-
speaker).
To perform the convolutions, a free software
convolver—jconvolver—is used18. Jconvolver is a mul-
tichannel software implementation of the variable block-
size convolution scheme proposed by Gardner25. It runs
in a four-core PC under Fedora 8 Linux, patched with the
real-time kernel module from Planet CCRMA and uses
JACK audio server with ALSA sound driver architecture.
The convolver is conﬁgured with a simple script that de-
ﬁnes the input (the speech signal from the microphone),
the 29 impulse responses, and adjustments of gain and
delay to account for the position of the loudspeakers in
the actual arrangement, which are at diﬀerent distances
from the center of the layout. With JACK, each of the
outputs of the convolver are assigned to physical outputs
of the audio interface.
In order to investigate the demands of the DSP soft-
ware in relation to the process capability of the hardware
(Quad core Intel PC with 8 GB of RAM), a small bench-
mark study was carried out. In Table I, the CPU load is
measured as a function of the minimum block size (iden-
tical for JACK and jconvolver) and length of the impulse
response, while calculating 29 impulse responses. In Ta-
ble II, the CPU load is indicated for each combination of
number of channels and minimum block size, for an im-
pulse response of 65536 samples. The CPU load increases
with the number of channels and the length of the im-
pulse response, whereas it decreases with the block size.
The drawback of the decrease in CPU load is an increase
in latency, which is not desirable for real-time convolu-
tion. The measured low values of CPU load show that
it is possible to run in parallel alternative processes to
record or monitor an input or output signal, or also to
run multiple instances of jconvolver in the same com-
puter, so as to simulate more complex auditory environ-
ments, for example, adding a second sound source at a
diﬀerent position in the simulated room.
3. Reproduction
The output signals are converted into the analog do-
main with a MADI/ADAT converter RME ADI-648 and
four Behringer ADA8000 devices, ampliﬁed, and sent to
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TABLE I. Benchmarking. CPU load versus diﬀerent combina-
tions of minimum convolution block size and impulse response
length, for 29 parallel convolutions and a 44.1 kHz sampling
frequency. The latency introduced by jconvolver is indicated
in parentheses.
IR length Block size (latency)
64 (2.9 ms) 128 (5.8 ms) 256 (11.6 ms)
22050 8.7 % 7.3 % 6.6 %
44100 9.2 % 7.9 % 7.2 %
88200 10.2 % 9.0 % 8.2 %
176400 13.4 % 11.8 % 11.0 %
TABLE II. Benchmarking. CPU load versus diﬀerent com-
binations of minimum convolution block size and number of
channels, for an impulse response of 65536 samples and a
44.1 kHz sampling frequency. The latency introduced by jcon-
volver is indicated in parentheses.
Number of channels Block size (latency)
64 (2.9 ms) 128 (5.8 ms) 256 (11.6 ms)
4 2.1 % 1.6 % 1.5 %
8 3.1 % 2.7 % 2.4 %
16 6.0 % 5.0 % 4.4 %
32 10.8 % 9.3 % 8.6 %
29 DYNAUDIO BM6 loudspeakers. The loudspeakers
are arranged on the surface of a quasi-sphere with dis-
tances in the range 1.5 m–2.0 m from the center of the
arrangement (see Fig. 2 for speciﬁc details of this lay-
out). As the frequency response of the loudspeakers is
fairly ﬂat in the frequency range of interest for voice
(100 Hz–10 kHz), no equalizers are introduced, as these
could be detrimental for the audio quality with small dis-
placements from the equalized position26.
III. PRACTICAL CONSIDERATIONS
There are some practical issues that should be ad-
dressed so that this auralization system works as in-
tended.
A. Acoustic conditions of the reproduction room
In the ﬁrst place, the real-time auralization system
requires an acoustically dry environment, ideally ane-
choic, so that the loudspeakers reproduce what they
are meant to and not a combination of the simulated
room and the test room itself (due to the sound reﬂec-
tions). The physical reproduction room, with dimensions
4.7m×4.6m×3.4m, is covered in its whole majority with
sound absorbing materials, and its reverberation time,
measured according to the standard ISO-338227, is shown
in Table III. The value of 0.16 s at 125 Hz could seem a
bit high for this application, but due to the fact that the
FIG. 2. Position of the 29 loudspeakers in the array used for
reproduction (from Favrot and Buchholz4).
TABLE III. Reverberation time T30 of the test room.
Frequency [Hz] 125 250 500 1000 2000 4000
T30 [s] 0.16 0.09 0.08 0.07 0.07 0.07
reﬂected component of one’s own voice in this frequency
band is much lower than the sound transmitted directly
through the air or through the body, the inﬂuence is neg-
ligible. As with the loudspeakers, no inverse ﬁltering of
room acoustics is applied.
B. Delay / Latency
The term real-time applied to this system can lead to
some confusion or misunderstanding, as there is actually
a certain latency or delay in the system. In a room im-
pulse response, there is usually a time gap between the
arrival of the direct sound and the ﬁrst reﬂection. If the
latency of the system is shorter than this gap, then it
is possible to remove a number of samples correspond-
ing to the latency, compensating for this delay without
missing any reﬂection. In our system, the measured la-
tency was 11.5 ms. This delay included the block size
used in JACK (64 samples) at the input and the output,
the block processing in jconvolver (64 samples), the time
of sound propagation from the loudspeakers to the ears,
and smaller delays in other processes (A/D, D/A, etc).
Considering the sound propagation between the mouth
and the ears, a time gap of 11.5 ms between the arrival
of the direct sound and the ﬁrst reﬂection corresponds
to a reﬂection coming from a boundary at a distance of
2 m. Thus, reﬂections coming from walls closer than this
distance cannot be simulated properly, with precise tim-
ing, level, and direction. As a consequence, the smallest
volume of a box-shaped room with the source at its cen-
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ter that can be accurately simulated is (2× 2)3 = 64m3.
However, smaller rooms are highly dominated by modal
eﬀects in a broad frequency range and acoustic simula-
tions with ray-tracing and image-source methods do not
perform very accurately for these situations. As a rule
of thumb, one limitation of the system is that it cannot
simulate rooms smaller than the laboratory room.
Shorter latencies would be desired in this system, al-
though a very obvious limit in our system is imposed by
the distance to the loudspeakers. Reducing the distance
to the loudspeakers might not be a good solution, because
the number of loudspeaker would need to be reduced, re-
ducing the accuracy on directional reproduction, or the
loudspeaker would produce much more noticeable physi-
cal sound reﬂections, which should be avoided.
C. Calibration
A correct calibration is crucial for providing a convinc-
ing experience while using the system. The calibration
of this system has two goals: on the one hand, adjust-
ing the frequency response in order to compensate for
the location of the acquisition microphone in relation to
the talker’s mouth, and on the other hand, adjusting the
direct-to-reﬂected energy level diﬀerence to match that
of a realistic situation.
Given a human speaker, the level diﬀerence between
the direct sound at a distance of 1 m in front of him
and the reﬂected sound (direct-to-reﬂected ratio) is noted
as ΔL. This diﬀerence must be the same, regardless of
the fact that it is obtained by simulation or in a real
scenario. The proposed calibration method, summarized
in Fig. 3 aims at replicating the level diﬀerence obtained
by simulation in the real-time auralization system.
The ﬁrst step, only performed once, is the calculation
of an impulse response h(t) produced by a single reﬂect-
ing plane in front of a human speaker by means of acous-
tic simulation,
h(t) ≈ δ(t− td) + 10ΔL/20δ(t− tr), (1)
where h(t) is calculated with the same calculation pa-
rameters as for an arbitrary room. That is, the source
has the directivity features of a human speaker, and the
receiver is located 1 m in front of it. The reﬂecting plane
is in this case located 1.5 m in front of the receiver point.
The plane is orientated normally to the line that connects
source and receiver. In this way, the direct sound (with
delay td and level L1, regarded as the reference) and the
reﬂection (with delay tr and level L2) originate from the
same direction and have the same spectral distribution,
ignoring the eﬀect of air absorption and the ﬁnite size of
the plane. The level diﬀerence between the two compo-
nents is ΔL = L2 −L1 dB. The IR corresponding to the
single reﬂection, excluding the direct sound, is noted as
href(t), processed with the LoRA toolbox, and stored,
href(t) ≈ 10ΔL/20δ(t− tr), (2)
and the corresponding Fourier transformed version:
20 log
10
|Href(f)| = ΔL dB. (3)
The second step requires the presence of a human talker
in the loudspeaker room. The talker is equipped with
the headworn microphone, which requires a careful ﬁx-
ing to the talker’s head in order to preserve the relative
position to the mouth throughout the operation. A mea-
surement microphone B&K type 4192 is placed 1 m in
front of the mouth. Next, the talker is asked to speak
continuously during 30 s, staring at a reference sign so
that the mouth is aligned with the measurement micro-
phone. Both signals from the measurement microphone
xf (t) and the headworn microphone xn(t) are recorded
simultaneously. The goal of the calibration procedure is
to obtain an ideal equalizer ﬁlter h˜EQ(t) that applied to
xn(t) and reproduced through the system (with a gain
symbolized Gpb, where ”pb” stands for ”playback”) pro-
duces xf (t) at the center position,
Gpbxn(t) ∗ h˜EQ(t) = xf (t), (4)
or in the frequency domain,
GpbXn(f)H˜EQ(f) = Xf (f), (5)
from which the ideal ﬁlter results,
H˜EQ(f) =
Xf (f)
GpbXn(f)
. (6)
The gain of the system Gpb is still unknown and requires
another measurement. The room should be empty and
the measurement microphone has to be moved to the
center of the laboratory room, so that its position corre-
sponds to the point between the two ears when a talker
would be present. The previously recorded signal from
the headworn microphone xn(t) is routed to the input
of the convolver, which is loaded with the single reﬂec-
tion, href(t). The output of the convolver is sent to the
ampliﬁers and reproduced through the loudspeakers. At
the same time, the measurement microphone records the
resulting signal, x˜ref(t),
x˜ref(t) = Gpbxn(t) ∗ href(t), (7)
and the corresponding Fourier transform:
X˜ref(f) = GpbXn(f)Href(f). (8)
From the previous signals, it is possible to calculate the
ﬁlter H˜EQ:
H˜EQ(f) =
Xf (f)Href(f)
X˜ref(f)
. (9)
Making use of eq. (3) and using logarithms:
20 log
10
|H˜EQ(f)| = 20 log10 |Xf (f)|−20 log10 |X˜ref(f)|+ΔL.
(10)
The fourth step is a practical implementation of eq. (10).
It uses the signals corresponding to the on-axis direct
sound, xf (t), and the reﬂection, x˜ref(t), as inputs. The
signals xf (t) and x˜ref(t) are processed with a spectral
analyzer that calculates the energy level of the signals in
5
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FIG. 3. Steps involved in the calibration process. Step 1: calculation, by means of simulation, of a reference impulse response
consisting of the direct sound and a single reﬂection. Step 2: Measurement of the on-axis speech signal at 1 m. Step 3:
Playback, processing, and recording of the reﬂection. Step 4: Comparison of the direct sound and the reﬂection to obtain the
personalized equalizer ﬁlter.
one-third octave frequency bands between 31.5 Hz and
16 kHz. The level diﬀerence between the two compo-
nents is calculated and the target level diﬀerence ΔL is
added. The result is the magnitude frequency response
(in one-third octave bands) of the equalizer ﬁlter. The
magnitude frequency response at frequencies other than
the standardized one-third octave center frequencies are
obtained by interpolation. The response is band-pass ﬁl-
tered to eliminate frequencies lower than 50 Hz, which are
not likely to have been produced by the human voice, and
frequencies higher than 10 kHz, to prevent unstable feed-
back in the system. The resulting ﬁlter hEQ(t) (slightly
diﬀerent from the ideal h˜EQ(t)) is a 2048-tap FIR ﬁlter
obtained by minimum phase reconstruction of the magni-
tude frequency response described in the previous steps.
As an example, Fig. 4 shows the magnitude frequency
response of the equalizer ﬁlter hEQ(t) calculated for the
same talker with slightly diﬀerent microphone positions.
As can be seen, these ﬁlters are fairly consistant, with
a standard deviation of about 1.8 dB (averaged across
frequency).
D. Feedback
The presence of the acquisition microphone and the
loudspeakers in the same room generates a closed loop
which introduces some feedback (unstable or not) in the
system. Inspired by the method of Rokutanda et al.28,
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FIG. 4. Magnitude response of the equalizer ﬁlters hEQ(t)
calculated in repeated measurements with diﬀerent placement
of the headworn microphone on the same talker.
the feedback is derived from an IR measurement hfbx(t)
at the headworn microphone using a Head And Torso
Simulator B&K type 4128 (HATS) while the auralization
system is running an arbitrary room simulation (see the
complete system in Fig.5). The mouth-loudspeaker of the
HATS is driven with an ampliﬁed pseudo-random noise
signal (MLS). By calculating the cross-correlation of this
signal and the signal at the headworn microphone, hfbx(t)
is obtained. It also contains the eﬀect of the mouth radi-
ator. The early part of hfbx(t), in this case, contains the
direct sound plus some reﬂections from the loudspeaker
room and the torso, and the rest of hfbx(t) is the feedback
6
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FIG. 5. Setup used to measure the impulse response hfbx(t)
between the mouth and the headworn microphone, from
which the feedback in the system is evaluated.
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FIG. 6. Feedback impulse response hfbx(t)
component. Figure 6 provides an example measured re-
sponse. Comparing the early (direct) part with the feed-
back, the feedback-to-direct ratio (FDR) is calculated.
The FDR, calculated for the same simulated room im-
pulse response at diﬀerent gains, and for diﬀerent fre-
quency bands, is shown in Fig. 7. As can be seen, when
the gain of the system is increased more than 6 dB, the
feedback component increases non-linearly at frequencies
around 1.25 kHz. This non-linear increase of the feed-
back component results in instability and oscillation. In
normal operation of the system (a gain of 0 dB), the
feedback is 15 to 25 dB lower than the direct sound, de-
pending on the frequency band. These curves have been
calculated for a central position of the talker, facing to
the front, and a particular simulated room IR. For other
simulated room IR, orientations or positions of the talker,
the curves of Fig. 7 would appear diﬀerent.
E. Misalignment error
The system for the real-time auralization of one’s own
voice assumes a speaker at the exact center of the loud-
speaker array facing to the front. In this case, the direc-
tivity of the human talker matches the simulated directiv-
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FIG. 7. Feedback-to-direct as a function of the frequency for
diﬀerent gains of the simulated room impulse responses
ity pattern, which has been chosen with this orientation.
When the human talker turns around, the directivity pat-
tern which is simulated by the system is still facing to
the front. There is a mismatch between the actual and
the simulated directivity pattern which emphasizes re-
ﬂections from some directions and attenuates reﬂections
from other directions. As a result, the simulated sound
ﬁeld is wrong. However, slight movements of the head do
not give rise to a serious error. A measure of the error 
produced by head rotations in azimuth φ0 and elevation
θ0, could be quantiﬁed by the following formula:
(φ0, θ0) = 1−
∫∫
4π
D(φ, θ)D(φ− φ0, θ − θ0) dΩ∫∫
4π
D2(φ, θ) dΩ
, (11)
where D is the linear directivity pattern of the simulated
human head (assumed to be equal to an average talker
long term speech directivity), φ and θ are the spheri-
cal coordinates (see Fig. 8), φ = 0, θ = 0 is the design
orientation of the talker, and Ω indicates the solid an-
gle. The head rotations in the radial direction are ig-
nored in this analysis. Figure 9 shows the error graphi-
cally on a logarithmic scale: 10 log(1 − ). As expected,
the accuracy decreases with frequency, as the voice be-
comes more directive. It is worthwhile to point out that
the error produced by azimuthal rotations is lower than
the error that would be produced by the same rotations
in elevation. Azimuthal head rotations are more likely
to occur than elevational ones. The contour lines at
−3 dB show that azimuthal head rotations in the range
−30o ≤ φ0 ≤ 30o do not introduce severe inaccuracy
of the simulated sound ﬁeld. However, this error could
be minimized, and the accuracy drastically improved by
introducing a head tracking system that used the infor-
mation about the head orientation to dynamically update
the multichannel impulse response.
F. Summary of assumptions
The real-time auralization system for the own voice
has been built-up on a number of assumptions which are
worthwhile summarizing:
7
FIG. 8. Deﬁnition of angles in spherical coordinates.
• Only the reﬂected corresponding to the own voice
is simulated, as the direct airborne sound and the
body-conducted sound are present in our voice
when the ears are not blocked.
• The directivity of the human voice is kept ﬁxed,
independently of the phoneme, the phonation mode
and the subject. In reality, the directivity pattern
changes noticeably with these variables.
• The reﬂected sound ﬁeld at 1 m in front of the
mouth is fairly similar (in the statistical sense) to
the sound ﬁeld at the ears. This assumption, al-
though questionable, is necessary in order to apply
the proposed calibration method.
• The eﬀect of room acoustics in the physical room
is ignored. It would be better, however, to install
this system in a completely anechoic chamber.
• Feedback during operation (closed loop) has not
been taken into account during calibration (open
loop).
• The misalignment error is acceptable for use in
±30o around the front direction.
IV. APPLICATIONS
The ﬁrst experiences trying the system have been very
positive, in the sense that it generates a convincing im-
pression of being in environments diﬀerent from the re-
production room, matching the expectations that talkers
have about the simulated environments.
The system for real-time auralization of one’s own
voice ﬁnds one of its main applications in psychophysics
or cross-modality research. It is possible to investigate
how people perceive environments by using exclusively
aural cues produced with their own voices, study the
subjective eﬀects of the acoustic environment on voice
production, or study the preference of theater actors in
diﬀerent acoustical settings. The system described in
this article is being used at the time of publication in
a research project where the relation between classroom
acoustical conditions and the vocal behavior of a teacher
is investigated.
The system could easily be adapted for use with mu-
sic instruments. In this case, it would be necessary to
make the computer acoustic simulation with the directiv-
ity pattern of the desired musical instrument, and per-
form the calibration exactly described in this paper, but
replacing the headworn microphone with a microphone
to pick the sound from the instrument. However, this
microphone needs to be mounted on the instrument to
reject feedback and avoid the variation of the acoustic
path between source and acquisition microphone during
operation.
Furthermore, this system could be used as a part of
larger virtual reality systems, in order to achieve a more
immersive experience24. Applying some of the techniques
here described and simplifying the reproduction method,
this kind of system might also ﬁnd place in digital enter-
tainment.
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Speakers’ comfort and voice level variation in classrooms: laboratory
research
David Pelegr´ın-Garc´ıaa) and Jonas Brunskog
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DK-2800, Denmark
(Dated: September 12, 2011)
Teachers adjust their voice levels under diﬀerent classroom acoustics conditions, even in the absence
of background noise. Laboratory experiments have been conducted in order to understand further
this relationship and to determine optimum room acoustic conditions for speaking. Under simulated
acoustic environments, talkers do modify their voice levels linearly with the measure voice support,
and the slope of this relationship is referred to as room eﬀect. The magnitude of the room eﬀect
depends highly on the instruction used and on the individuals. Group-wise, the average room eﬀect
ranges from -0.93 dB/dB, with free speech, to -0.1 dB/dB with other less demanding communication
tasks as reading and talking at short distances. The room eﬀect for some individuals can be as
strong as -1.7 dB/dB. A questionnaire investigation showed that the preferred acoustic conditions
for talking in classrooms, in the absence of background noise, are indicated by reverberation times
around 0.5 s, measured from an impulse response between the mouth and the ears of a talker.
Teachers with self-reported voice problems prefer higher reverberation times and more supportive
rooms to speak in than their healthy colleagues.
PACS numbers: 43.55.Hy, 43.55.Mn
I. INTRODUCTION
The adjustment of vocal intensity (or voice level, in-
dicated by the on-axis, free-ﬁeld at 1 m SPLff,1m, or
the sound power level) is regulated by a number of sen-
sory inputs, including auditory feedback.1 In a review
paper, Lane and Tranel2 point out a number of elements
that contribute to alter auditory feedback, and in conse-
quence, the voice levels. These elements are background
noise, altered sidetone (ampliﬁed playback of one’s own
voice), hearing loss, and room acoustics. The modiﬁ-
cation of voice levels as a result of an altered auditory
feedback is generally called the Lombard eﬀect. Lane
and Tranel cited two works that reported observations
of talkers speaking louder in acoustically “dead” rooms
than in acoustically “live” rooms,3,4 arguing that this ef-
fect is a consequence of a psychological public loop used
by talkers to adjust their voice level to the requirements
of a given communication situation.
In recent investigations,5,6 the authors reported talk-
ers’ voice level variations in rooms of -13.5 dB per each
dB of change in the objective measure room gain GRG.
The room gain5 is a measure of the degree of ampliﬁca-
tion oﬀered by the room to the voice of a talker at his
ears, compared to anechoic conditions. Alternatively, the
reported voice level variations were of -0.78 dB per each
dB of change in the voice support STV (named in anal-
ogy to Gade’s objective support,7 commonly used in the
design of stages in concert halls). The voice support6 is
a measure of the strength of the reﬂections of a talker’s
voice at his ears relative to the strength of the direct
sound.
a)Electronic address: dpg@elektro.dtu.dk
The slope of the linear relationship between room gain
or voice support and voice level is referred to as room
eﬀect in this paper. In the previous example, the room
eﬀect was -13.5 dB/dBG (dB of voice level over dB of
room gain, denoted by the subscript G) or -0.78 dB/dBS
(dB of voice level over dB of voice support, denoted by
the subscript S). The voice support and the room gain
are linked to each other through
STV = 10 log(10GRG/10 − 1). (1)
However, these quantities are strongly dependent on the
physical room volume. In rooms of similar proportions,
the volume and the average communication distance be-
tween a talker and a group of listeners are correlated
(i.e., in small rooms, listeners tend to be closer to the
talker than in larger rooms). Talkers increase their voice
level linearly with the logarithm of the distance to the
listener.8,9 In a later study, Pelegrin-Garcia et al.10 quan-
tiﬁed the room eﬀect on talkers addressing listeners at
diﬀerent distances. In the original study, only the room
eﬀect at 6 m was reported. Figure 1 shows the linear
regressions for the voice levels as a function of the room
gain for diﬀerent talker-to-listener distances (as a replot
of the data of Fig. 4 in Pelegrin-Garcia et al.10). The
measured room eﬀect was -1.6 dB/dBG for a communica-
tion distance of 1.5 m, -2.6 dB/dBG for 3 m, -3.6 dB/dBG
for 6 m and -3.7 dB/dBG for a distance of 12 m. Not only
the absolute voice level, but also the absolute value of the
room eﬀect increased with communication distance. Nev-
ertheless, only four acoustic environments—including an
anechoic chamber and a reverberation room, thus non-
representative of real-world conditions—were tested and
the communication task (describing a map) was diﬀerent
from that used by Brunskog et al,5 who instructed talkers
to give an oral presentation. The much higher value of
room eﬀect found by Brunskog et al.5,6 (-13.5 dB/dBG)
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FIG. 1. Voice power level as a function of room gain measured
by Brunskog et al.5 and measured by Pelegrin-Garcia et al.10
for diﬀerent talker-to-listener distances varying from 1.5 to 12
m
included the eﬀect of rising the voice level to address lis-
teners at longer distances in the largest rooms (which had
the lowest room gain values), corresponding therefore to
an ecological location of the listeners.
Pelegrin-Garcia et al.11 determined the variations in
voice level that would cause the loudness level of a talker’s
own voice (i.e., the autophonic level) to be constant un-
der diﬀerent room acoustic conditions, characterized by
the room gain or the voice support. The magnitude of the
room eﬀect for a talker addressing a listener at 1.5 m (-
1.6 dB/dBG) is comparable to the variations in voice level
that keep the autophonic level constant (-1.5 dB/dBG for
a range of room gain between 0 and 0.8 dB), indicating
that, in situations of low vocal demands, talkers just ad-
just their voice level to hear themselves equally loud.
Determining the magnitude of the room eﬀect in more
representative acoustic conditions would give a better un-
derstanding of the interaction between a talker and the
physical environment, and would be a useful guideline
to assess the consequences of diﬀerent acoustics designs
in rooms for speech. This is of special interest regard-
ing teachers, who are one of the work forces with higher
voice demands,12 who suﬀer from voice problems much
more often than the rest of the population,13,14 and who
consider bad classroom acoustics as a potential hazard.12
The present study aims at determining the room eﬀect
under simulated acoustic conditions, without the inﬂu-
ence of visual cues. The experiments reported here have
similarities to the ones conducted by Ueno et al.15 to an-
alyze objective changes in musicians’ performance under
diﬀerent simulated acoustic conditions.
The present study has a secondary aim: to ﬁnd out the
preferred acoustic conditions for speaking in classrooms
by means of questionnaires. In a similar research, Shearer
and Torres16 observed that talkers have a preference for
acoustic settings that naturally amplify their voices but
dislike too long reverberation times because of the loss in
clarity.
II. EXPERIMENTAL METHOD
Four laboratory experiments in connection with the
research project were carried out. The primary goal in
all of them was to determine the relationship between
objective acoustic parameters and the voice level adjust-
ment. Secondary goals were to determine optimal acous-
tic conditions for speech. Two of the experiments (PRE1
and PRE2) were considered pilot studies, another one
(A) aimed at analyzing diﬀerences in performance due
to teaching experience. Hence, there were two groups:
teachers (A1) and students (A2). The last experiment
(B) aimed at detecting diﬀerences between a group of
teachers with healthy voices (B1) and a group of teach-
ers with self-reported voice problems (B2). A summary of
the experiments, with the corresponding subject groups,
number of subjects and conditions, methods, and setups
used, is shown in Table I.
A. Setup
As shown in Table I, there were two diﬀerent setups
in the experiments: a loudspeaker-based system and an
earphone-based system. Both systems generated simu-
lated acoustic sound ﬁelds with the voice of a talker in
real time.
The ﬁrst system was especially designed for the experi-
ments PRE1, PRE2, and A. It consisted of 29 loudspeak-
ers placed on the surface of an imaginary sphere (with a
radius of 2 m) around a subject in a highly damped room.
The speech signal from a talker (subject) in the center
was picked with a headworn microphone, convolved in
real time with a room impulse response (RIR)—which
deﬁned the acoustic condition—and recorded for analy-
sis.
A block diagram of the system is shown in Fig. 2. In a
pre-processing stage, computer room models correspond-
ing to the desired acoustic conditions were built with
a CAD program. These models were imported into an
acoustical simulation software [Odeon (Odeon A/S; Kon-
gens Lyngby, Denmark)], which computed the airborne
acoustic path from the mouth to the ears of a talker.
The output of the acoustic simulation software was a
RIR containing information about the arrival time, level,
and direction of sound reﬂections. The direct sound was
excluded from the RIR because it was always present
during the experiments (i.e., a talker can hear himself
without the presence of a loudspeaker auralization sys-
tem). The RIR from the acoustic simulation software was
processed with the so-called LoRA (Loudspeaker Room
Auralization) toolbox17 in order to obtain an approppri-
ate format of the RIR consisting of 29 impulse responses
(one for each loudspeaker). With the LoRA toolbox, the
early reﬂections in the RIR were initially encoded with
fourth order Ambisonics, whereas the envelope of the vec-
tor intensity histograms from the late reﬂections in the
RIR was used to generate Gaussian noise encoded with
ﬁrst order Ambisonics. Afterwards, the LoRA toolbox
decoded the Ambisonics format RIRs into 29 impulse re-
sponses (in WAV-format) suitable for the actual loud-
2
TABLE I. Summary of the experiments, identifying the group of subjects and its number, the number of conditions, whether
there was a questionnaire study, the kind of instruction used, and the technical setup.
Experiment Subjects # Subjects # Conditions Questionnaire? Instruction Setup
Pilot PRE1 Mixed teachers-students 5 5 NO Simulated lecture Loudspeaker
Pilot PRE2 Teachers 5 10 NO Simulated lecture Loudspeaker
A
A1 Teachers 13 10 YES Reading a text Loudspeaker
A2 Students 13 10 YES Reading a text Loudspeaker
B
B1 Teachers (healthy voice) 11 10 YES Describing a map Earphones
B2 Teachers (non-healthy voice) 10 10 YES Describing a map Earphones
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FIG. 2. Loudspeaker based setup for experiments PRE1,
PRE2, and A, which added the acoustic eﬀect of a room to
the voice of a talker by means of convolution in real time.
speaker layout.
The real-time part of the system consisted of process-
ing, acquisition, and reproduction. The acquisition of the
voice from the talker was done with a headworn micro-
phone DPA (DPA Microphones A/S; Allerød, Denmark)
model 4066 located at 6 cm from the edge of the lips
in the line between the mouth and the right ear. The
signal was digitalized and processed with an equalizer
(EQ) ﬁlter, which adjusted the spectrum of the voice to
be identical to the free-ﬁeld, on-axis speech signal. The
acoustic eﬀect of the room was obtained by convolution
of the voice of a talker with the RIR using the open-
source convolution software jconvolver. Finally, the re-
sulting signals were ampliﬁed and reproduced through
the 29 loudspeakers. The acquisition and reproduction
took place in a highly damped room to minimize the ef-
fect of natural sound reﬂections.
The second system was the same as used in previous
research11 and had the same eﬀect as the loudspeaker-
based system on adding to the voice of the talker an
auditory sensation of being in a room. Instead of using
loudspeakers to add the simulated sound reﬂections to
the voice of a talker, it used earphones, specially designed
not to block the airborne direct sound. The generation
of the acoustic conditions was similar to the process de-
scribed before: a computer room model was inserted into
an acoustic simulation software, which calculated the bin-
aural RIR from the mouth to the ears, from which the
direct sound was excluded by cropping.
B. Conditions
The diﬀerent room acoustic conditions were deﬁned
by the RIRs loaded into the convolution software. The
objective acoustic parameters of voice support6 (STV ),
reverberation time at the ears (T30,ears, deﬁned later on
in this section), and reverberation time (T20) correspond-
ing to the diﬀerent conditions are summarized in Table II
for the diﬀerent experiments. These parameters were de-
rived from objective IR measurements in the laboratory
facility, while an acoustic condition was active, using a
dummy head B&K (Bru¨el & Kjær Sound & Vibration
Measurement A/S; Nærum, Denmark) Head And Torso
Simulator (HATS) type 4128 at the position of the talker,
with a loudspeaker at its mouth and microphones at the
eardrums. The T20 was calculated after removing the
ﬁrst 5 ms of the IR, in order to avoid the strong inﬂu-
ence of the direct sound. The T30,ears was calculated as
the decay from -5 to -35 dB in the backwards integrated
energy curve from the IR measured between the mouth
and the ears of the dummy head, as shown in Fig. 3.
The conditions under which T30,ears is determined, with
a strong inﬂuence of the direct sound, result in a depen-
dence of both the decay time of the sound in the room
and the direct-to-reverberant sound level diﬀerence. All
the parameters were averaged for the left and the right
ear. The conditions were presented in random order for
each subject. (NOTE: The reverberation time at the ears
T30,ears is not intended to be a new measure of reverber-
ation time, but a speciﬁcation of the conditions used to
determine the reverberation time. A prediction model
showing the dependence of T30,ears with the “standard”
reverberation time and the room volume is described in
the Appendix.)
The conditions in experiments PRE1, A, and B were
obtained by acoustic simulation of classrooms with dif-
ferent geometries and absorption layouts. The ﬁve con-
ditions in the pilot experiment PRE1 were a subset of
the ten conditions in experiment A. The goal of the pilot
experiment PRE2 was to study the response to artiﬁcial
RIRs. For this reason, all conditions were generated by
applying diﬀerent overall gains to a single RIR, and there-
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TABLE II. Objective parameters of voice support (STV ), reverberation time at the ears (T30,ears), and reverberation time (T20)
characterizing the acoustic conditions of the diﬀerent experiments
Condition 1 2 3 4 5 6 7 8 9 10
STV , dB -12.2 -15.1 -14.6 -14.6 -15.9
PRE1 T30,ears, s 0.73 0.20 0.41 0.88 0.05
T20, s 0.96 0.36 0.67 1.51 0.08
STV , dB -15.8 -15.8 -15.6 -15.3 -14.8 -14.1 -13.3 -12.5 -11.7 -10.9
PRE2 T30,ears, s 0.05 0.11 0.32 0.47 0.60 0.69 0.77 0.83 0.87 0.90
T20, s 0.07 0.52 0.84 0.99 1.15 1.09 1.10 1.09 1.09 1.09
STV , dB -12.2 -14.0 -14.6 -15.1 -14.8 -15.6 -12.8 -14.6 -14.7 -15.9
A T30,ears, s 0.73 0.65 0.88 0.20 0.34 0.23 0.45 0.41 0.83 0.05
T20, s 0.96 0.98 1.51 0.36 0.51 0.52 0.68 0.67 1.16 0.08
STV , dB -6.1 -10.5 -11.3 -16.8 -14.7 -19.3 -7.2 -11.1 -11.6 -23.2
B T30,ears, s 0.68 0.62 0.85 0.17 0.32 0.22 0.43 0.41 0.79 0.03
T20, s 0.77 0.78 1.02 0.29 0.41 0.42 0.53 0.55 0.92 0.06
FIG. 3. Example of an impulse response measured between
the mouth and the ears of a dummy head (in gray). The cor-
responding backwards integrated decay curve is shown as a
solid line. The reverberation time at ears T30,ears is deﬁned as
twice the time between the decays at -5 dB and -35 dB and is
indicated with the dashed line. A more representative mea-
sure of the “traditional” reverberation time T20 is obtained
by evaluating the slope of the decay curve after excluding the
ﬁrst 5 ms of the impulse response (shown with a dash-dot
line).
fore the reverberation times T20 were similar (except for
very low gains, in which the acoustics of the laboratory
room had a strong inﬂuence).
The larger dynamic range of STV in experiment B,
compared to the other ones, was a consequence of carry-
ing out the experiment in an anechoic chamber (explain-
ing lower STV values) and of a diﬀerent gain adjustment
in the simulations.
C. Subjects
There were diﬀerent number of subjects in each ex-
periment (see Table I). In the pilot experiment PRE1,
there were ﬁve subjects with ages 23 to 35 yr. They were
three fellow students and two teachers from the research
group in acoustics who had good hearing (no hearing loss
greater than 25 dB HL below 4 kHz) and vocal health (no
self-reported voice problems) at the time of the experi-
ments.
In the pilot PRE2, the subjects were ﬁve male teachers
with ages 29 to 65 yr, from secondary school to university
levels. The subjects had good hearing and voice health,
with the same criteria as in PRE1.
In the experiment A, there were 13 teachers (group
A1: four females, nine males) of secondary school, high
school, and university, with ages 30 to 67 yr. There were
also 13 students (group A2: 12 males, one female) with
ages 24 to 28 yr. None of the subjects had self-reported
voice problems or hearing loss greater than 25 dB HL
below 4 kHz.
In the experiment B, there were a total of 21 teachers
divided into two groups according to their vocal health: a
group of 11 teachers with healthy voices (group B1: two
males, nine females) and ages 26 to 63 yr and a group
of 10 teachers with self-reported voice problems (group
B2: one male, nine females) and ages 29 to 62 yr. These
teachers were selected from a questionnaire study18 and
participated in previous clinical19 and ﬁeld20 research.
D. Instruction
In the pilot experiments PRE1 and PRE2, the subjects
were instructed to give a lecture of 3 minutes in their
mother tongue to an imaginary group of 30 students un-
der each condition. The subjects were instructed about
this beforehand, and they could repeat the lecture on
each condition.
In experiment A, the subjects were instructed to read a
text (Goldilocks’ passage21) in English—although it was
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not the mother tongue of most of them—during 2.5 min-
utes at each condition, addressing a listener located at a
distance of 2 m, simulated with a dummy head to pro-
vide a visual reference distance cue. At each condition,
the subjects had to start reading the text from the be-
ginning.
In experiment B, the subjects were given a map which
contained a number of labelled items and a path con-
necting two points (the maps have been used in previous
research10,22). They were instructed to describe the route
between the starting point and the ﬁnish point, indicat-
ing the items along the path (e.g. “go to the west until
you ﬁnd the harbor”), while trying to enable eye-contact
with the experimenter, seated at 3 m distance in front
of them. A diﬀerent map (out of ten) was used at each
condition. The order of the maps was randomized diﬀer-
ently for each subject. All teachers performed the task
in Swedish, their mother tongue. However, the experi-
menter did not understand this language.
In all experiments, the start and the end of a condition
was indicated by means of acoustic signals.
E. Questionnaires
In experiments A and B, the subjects had to rate a
set of questions or statements regarding the experience
of talking under a certain acoustic condition, by mak-
ing a vertical tick in a continuous horizontal line of 100
mm length, after every experimental condition. These
statements were the following:
1. I would feel exhausted if I were talking in this class-
room for a whole lesson
2. The classroom is good to speak in
3. The classroom enhances and supports my speech
4. I must raise my voice in order to be heard in the
classroom
5. The sound system makes my voice sound unnatural
6. I noticed echo phenomena in the classroom
7. Rate the degree of reverberance that you perceived
in the classroom
8. Rate how you perceive your voice now
In questions 1 to 6, the extremes of the lines were totally
disagree (left) and strongly agree (right). In question 7,
the extremes were very low (left) and very high (right).
Question 8 had extremes no voice problems (left) and ex-
tremelly severe problems (right). This last question had
the aim of detecting anomalous performance in certain
conditions.
F. Post-processing of the speech signals
The voice recordings were processed to determine the
phonated or voiced segments in speech with the average
magnitude diﬀerence function method23 implemented in
Matlab. The length of the segments was 50 ms. In
these segments, the fundamental frequency F0 was de-
termined. The segments with too high or too low F0
(due to erroneous detection in the algorithm) were con-
sidered unvoiced in the analysis. Next, the equivalent
Sound Pressure Level (SPL) of the phonated segments at
the position of the headworn microphone was calculated.
In separated measurements in an anechoic chamber, the
SPL of a talker was measured simultaneously with the
headworn microphone and a free-ﬁeld microphone at 1 m
in front of the talker. The diﬀerence between the SPL at
the two positions was determined, and this quantity was
used to report all the SPL values in the investigation as
on-axis, free ﬁeld SPLff,1m at 1 m in front of the talker,
simply referred to as voice level. Other parameters, like
mean F0, standard deviation of F0, or relative phonation
time, were calculated but led to non-signiﬁcant results,
and are therefore not reported here.
G. Statistical Analysis
The statistical analysis was carried out in the open-
source statistics software R.24
1. Voice level
In all cases, the focus of the experiments was to char-
acterize the dependence of the voice level with the room
acoustic conditions. The room acoustic conditions were
described by only one variable at a time (objective acous-
tic parameters STV , T20, or T30,ears). An initial correla-
tion analysis was performed, comparing the voice level
with each of the objective acoustic parameters. The
strongest correlations were found between the voice level
and STV in most of the experiments, therefore STV was
used as the main predictor for the voice level.
In order to evaluate the ﬁxed eﬀects, an ANCOVA
(ANalysis of COVAriance)25 model was used, with STV
as the only explanatory variable, and subject as a factor.
The interaction between the subject and the explana-
tory variable was allowed. The signiﬁcance of variables
and interactions is shown by means of an ANOVA table
(Analysis Of VAriance) in the results section.
In a next step, mixed-eﬀects model with random slopes
were ﬁtted to the data. However, assumptions of normal-
ity of the random eﬀects were not fulﬁlled. Therefore, no
generalization of the eﬀects observed in this study to a
greater population is aimed for.
The voice level measurements of each subject were used
together to ﬁt a line with a certain slope. The slopes from
all subjects in any of the experiments were a sample of
the ideal slope distribution expected from that particular
experiment. The comparisons between experiments were
done with an ANOVA on the slope samples derived from
the individuals and post-hoc Tukey HSD tests.
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2. Subjective data
In order to reduce the diﬀerences across subjects due
to criteria and scale, z-scores26 were obtained from the
answers to the questions. I.e., for a speciﬁc subject and
question, the z-score was calculated as the diﬀerence from
the average value and divided by the sample standard
deviation.
The answers to diﬀerent questions were very inter-
related among them. A principal component analysis
(PCA)27 was used to reduce the redundancy in the set
of answers to the questions. Prior to this, a linear re-
lation between responses was observed (if there was a
relation at all). Initial PCAs revealed question 8 not to
load strongly any principal component (PC) with eigen-
values higher than 1. Since question 8 was only weakly
correlated with other questions, it was excluded from the
PCAs.
The PCAs revealed two PCs with eigenvalues higher
than 1 in the analysis of all experiments. After varimax
rotation, performed with the function factanal() in R,
the loadings of the diﬀerent questions on the two PCs
with eigenvalues higher than one are shown in Table III.
One of the PCs (PC1 in experimental groups A1, B1,
and B2; PC2 in group A2) was related mainly to the
questions 1 to 4, whereas the other PC was related to
questions 5 to 7. The ﬁrst one can be interpreted as the
overall quality of the room, whereas the second one can
be linked to the reverberance.
It is important to remark that the score of the ﬁrst
PC decreased with the perception of exhaustiveness of
speaking in a classroom during a lesson, increased with
the perception of the classroom as being good to speak in,
increased with the perceived support and enhancement,
and decreased with the sensation of having to increase
the voice level.
The scores of the two PCs were used in regression anal-
yses with objective acoustic parameters as explanatory
variables. After initial inspection of the relation between
the PCs and the objective parameters, it was observed
that T30,ears deﬁned the main trends in the PCs (instead
of STV ) and it was the only variable used.
III. RESULTS
A. Voice level
Statistical models for the voice level in the diﬀerent
experiments, with STV as a linear predictor, subject as
a factor, and an interaction between subject and STV ,
were assessed by means of ANOVAs (Table IV). In all
cases, the eﬀect of the factor subject was highly signiﬁ-
cant, pointing out the importance of the individual dif-
ferences in voice level. This is better observed in the
sum of squares (see Table IV), which is about an or-
der of magnitude higher for subject compared to other
sources of variability. In all cases but for group A2
(F1,104 = 1.2; p = 0.274), the eﬀect of STV on voice
level (or room eﬀect) was highly signiﬁcant. The interac-
tion between subject and STV was highly signiﬁcant in
group A1 (F12,104 = 3.86; p < 0.001), signiﬁcant in pilot
experiment PRE2 (F4,40 = 3.20; p = 0.023), nearly non-
signiﬁcant in groups A2 (F12,103 = 1.8; p = 0.054) and
B2 (F9,79 = 1.8; p = 0.09), and non-signiﬁcant at all for
pilot experiment PRE1 (F4,15 = 1.0; p = 0.43) and group
B1 (F10,87 = 0.86; p = 0.57).
The estimates of the average intercepts and slopes
(room eﬀect) in the linear models, together with their
standard error, the residual standard error, and the coe-
ﬁcient of determination R2, are shown in Table V. The
coeﬃcients of determination R2 were very high (higher
than 0.87 in all cases), which is explained by the high
diﬀerences in voice level across subjects and the large
amount of variability explained by taking into account
the factor subject in the analysis. All the average room
eﬀects were negative, indicating a tendency of the talkers
to lower their voice levels as the voice support in a room
increased. The average room eﬀect for the pilot exper-
iments PRE1 and PRE2 was -0.89 and -0.96 dB/dBS ,
respectively. For experiment A, the average room eﬀect
was -0.35 dB/dBS in group A1 and -0.11 dB/dBS (non-
signiﬁcant eﬀect) in group A2. For experiment B, the
average slopes were -0.12 dB/dBS for group B1 and -
0.07 dB/dBS for group B2.
The average relationship between voice level and STV
is shown in Fig. 4 as straight solid lines. The conﬁ-
dence intervals, calculated from a simple linear regression
model (without taking into account the eﬀect of subject)
are shown in the same ﬁgure as dashed curves. On the
left plot, the conﬁdence intervals are further away from
the regression line due to the low number of subjects
participating in the experiments.
The slopes in the relationship between voice level and
STV (the room eﬀect) were the most important quanti-
ties in the analysis. For each subject, a regression line
was ﬁt to the data, and the room eﬀects from all indi-
viduals are summarized in Fig. 5 in the form of a his-
togram, identifying to which experiments the room ef-
fect belonged to. The shape of the histogram was non-
symetric, with a larger presence of values in the negative
tail than in the positive tail. In general, it can be seen
that the room eﬀects from the pilot experiments were
more negative than other experiments (also seen from
the more negative average room eﬀects in Table V). The
room eﬀects from group A2 were indiﬀerently positive
and negative, and there was a high concentration of room
eﬀects from experiment B around 0—though slightly neg-
ative. Because the room eﬀects were not following a nor-
mal distribution, it would not have been approppriate
to use random slopes mixed-eﬀects model to characterize
the data.
An ANOVA revealed signiﬁcant diﬀerences (F5,51 =
7.43; p < 0.001) in room eﬀect across experimental
groups. A Tukey HSD post-hoc analysis was applied to
determine which experimental pairs of groups produced
the diﬀerences (Table VI). There were signiﬁcant diﬀer-
ences between the pilot tests PRE1, PRE2 and all the
other experimental groups (A1, A2, B1, and B2), al-
though the diﬀerence between PRE1 and A1 was only
signiﬁcant at the 10% level (p = 0.093). Diﬀerences
among experimental groups A1, A2, B1, and B2 were
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TABLE III. Loadings of the principal components (PC) of the questions 1 to 7 with eigenvalues larger than 1, after a varimax
rotation.
Eigen- % variance
Question 1 2 3 4 5 6 7 value explained
A1
PC1 -0.80 0.86 0.84 -0.63 -0.12 -0.01 0.24 1.71 42
PC2 0.05 -0.19 0.08 -0.23 0.64 0.81 0.75 1.46 30
A2
PC1 0.29 -0.30 0.13 -0.15 0.68 0.82 0.97 1.70 41
PC2 -0.73 0.82 0.79 -0.61 -0.05 -0.06 0.02 1.51 32
B1
PC1 -0.87 0.66 0.61 -0.65 -0.33 -0.02 0.10 1.65 39
PC2 0.20 -0.13 0.05 -0.03 0.58 0.79 0.74 1.36 26
B2
PC1 -0.70 0.65 0.78 -0.71 -0.30 0.11 0.15 1.62 38
PC2 0.09 -0.12 0.07 -0.23 0.59 0.84 0.88 1.49 32
TABLE IV. Analysis of variance table for the voice level of the diﬀerent experiments and subject groups, according to an
ANCOVA model with STV as the explanatory variable, interacting with the subjects. Signiﬁcance levels: *** (p < 0.001), **
(0.001 < p < 0.01), * (0.01 < p < 0.05), . (0.05 < p < 0.1), — not signiﬁcant (p > 0.1)
Degrees of Sum of Mean F Signiﬁcance
freedom Squares Square value p-value level
PRE1
STV 1 31 30.5 40.1 1.30E-05 ***
Subject 4 370 92.5 121.6 3.10E-11 ***
STV *Subject 4 3 0.80 1.0 0.43 —
Residuals 15 11 0.80
PRE2
STV 1 84 84 49.0 1.90E-08 ***
Subject 4 2065 516 301.90 < 2E-16 ***
STV *Subject 4 22 5 3.20 0.0230 *
Residuals 40 68 2
A1
STV 1 19 19.4 25.99 1.50E-06 ***
Subject 12 1580 131.7 176.23 < 2E-16 ***
STV *Subject 12 35 2.9 3.86 6.9E-05 ***
Residuals 104 78 0.7
A2
STV 1 2 1.8 1.2 0.274 —
Subject 12 1852 154.4 101.2 < 2E-16 ***
STV *Subject 12 33 2.8 1.8 0.0540 .
Residuals 103 157 1.5
B1
STV 1 39 39.0 34.21 8.50E-08 ***
Subject 10 1127 112.7 98.96 < 2E-16 ***
STV *Subject 10 10 1 0.86 0.57 —
Residuals 87 99 1.1
B2
STV 1 11 10.8 7.4 0.0079 **
Subject 9 753 83.7 57.5 < 2E-16 ***
STV *Subject 9 23 2.6 1.8 0.0901 .
Residuals 79 115 1.5
not signiﬁcant. B. Subjective data
The plots of the PC deﬁning overall quality for speak-
ing is shown in the top row of Fig. 6. The average value
of the PC followed a non-linear relationship with T30,ears
for experimental groups A1, A2, and B1, which was mod-
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FIG. 4. Average regression lines for voice level versus voice support (solid lines). The dashed curves indicate the conﬁdence
intervals considering a simple linear regression model from the individual measurements.
TABLE V. Parameter estimates of linear regression models
relating voice level to STV in each of the experiments, con-
sidering subject a blocking factor and interaction between sub-
ject and STV . The residual standard error and the coeﬃcient
of determination R2 are also shown.
Intercept [dB] Slope [dB/dBS ] Residual [dB]
Mean Std. Error Mean Std. Error Std. Error R2
PRE1 46.2 2.63 -0.89 0.14 0.87 0.97
PRE2 44.0 4.14 -0.96 0.25 1.31 0.97
A1 54.8 1.96 -0.35 0.14 0.86 0.96
A2 60.0 1.87 -0.11 0.13 1.24 0.92
B1 58.1 0.99 -0.12 0.02 1.07 0.92
B2 60.2 1.00 -0.07 0.03 1.21 0.87
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FIG. 5. Histograms of the individual room eﬀects, i.e., the
slopes of the individual regression lines ﬁtting voice level to
STV .
TABLE VI. Tukey HSD p-values for determining signiﬁcant
diﬀerences in room eﬀect across diﬀerent experiments and
subject groups.
PRE2 A1 A2 B1 B2
PRE1 1.000 0.093 0.004 0.006 0.003
PRE2 0.041 0.001 0.002 0.001
A1 0.594 0.683 0.485
A2 1.000 1.000
B1 0.999
eled with second order polynomials. The maximum value
of this function (indicating preferred quality) was found
for T30,ears = 0.55s for group A1, 0.45 s for group A2,
and 0.5 s for group B1. Thus, the optimum T30,ears pre-
ferred for speaking in a room was around 0.5 s. However,
the PC in the last experimental group followed a lin-
ear function, with preference growing with T30,ears. The
sensation of reverberance, indicated in the other PC, is
shown in the lower row of Fig. 6. In all cases, the sen-
sation of reverberance was directly and linearly related
to the reverberation time at the ears T30,ears, with nearly
identical growths.
Question 8 was only correlated with the experimental
presentation order, indicating an increase of tiredness in
the course of the experiment. However, no anomalous
situations were detected with this indicator.
IV. DISCUSSION
The results from the laboratory experiments have
shown that there is a tendency of speakers to lower their
voice level as a function of STV , i.e., there is a room ef-
fect on speakers’ voices, although it varies in magnitude
in diﬀerent experiments. The extent to which it varies is
both individual and communication scenario-based. The
proof that it is an individual attribute, is that only a few
room eﬀect values were measured at the lower tail of the
histogram in Fig. 5.
The individual characteristic of the room eﬀect might
be due to the sensitivity of the speaker toward chang-
ing acoustic conditions, acquired through knowledge in
acoustics or experience. No further investigation has
been done to determine the causes for this eﬀect, but
it could be potentially developed on the rest of the indi-
viduals by training for adjusting their voices as a function
of the room acoustics conditions.
A. Eﬀect of experience
If teaching experience was a decissive factor contribut-
ing to the room eﬀect, it would be expected that the
teacher group A1 would have more negative room eﬀect
than the students group A2. The average room eﬀect
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FIG. 6. Top row: principal component related to the overall quality of the room for speaking, as a function of the reverberation
time at the ears. Bottom row: principal component related to the reverberance of the room, as a function of the reverberation
time at the ears. Each column shows a diﬀerent dataset (experiment or subject group). Individual answers are shown in gray,
average values at each condition shown with black dots. Best ﬁtting ﬁrst or second order polynomials are overlaid on the plots.
for teachers in group A1 was -0.35 dB/dBS , whereas for
students in group A2 it was -0.11 dB/dBS (see Table V).
The diﬀerence in room eﬀect between the two groups
was non-signiﬁcant (t-test: t24 = −1.26; p = 0.59, see
Table VI). The lower mean value for the teacher group
could be due to extreme individual diﬀerences: one of
the individual room eﬀects in the teacher group was -
1.45 dB/dBS , whereas one of the individual room eﬀects
in the student group was +0.75 dB/dBS . A possible rea-
son for the non-signiﬁcant diﬀerence between groups is
that reading a text does not point out diﬀerences be-
tween the two groups, because teachers do not base their
teaching activity on reading texts. Another explanation
could be due that all students were specialized in acous-
tics and many of them had heard about the aims of the
research beforehand. Thus, experiment A cannot tell
whether there are actual diﬀerences in room eﬀect be-
tween teachers and students in a realistic teaching sce-
nario.
B. Eﬀect of voice health
The average room eﬀect for teachers with healthy
voices (group B1) was -0.12 dB/dBS , whereas for teach-
ers with self-reported non-healthy voices (group B2) it
was -0.07 dB/dBS . The diﬀerence between the two
groups was non-signiﬁcant (t14.7 = −1.52; p = 0.15).
In a previous investigation, the same teachers were stud-
ied in a real teaching scenario.20 Although the results
of that study were problematic from the methodologi-
cal perspective, because most of the individuals talked
in just one environment, the group-wise diﬀerences were
statistically signiﬁcant. It is possible that teachers per-
ceived the laboratory scenario as non-demanding and did
not stress their voices as if it was a real teaching situa-
tion. The low communication demands in the laboratory
scenario were given by the absence of noise in the simu-
lations and by the presence of one single listener at three
meters distance who did not understand the language of
the talkers.
On the other hand, subjective preference was slightly
diﬀerent for the two groups of teachers. As can be
seen in Fig. 6, the PC related to the overall quality of
the room for speaking followed a non-linear trend—as a
function of the reverberation time at ears—in the voice-
healthy group, whereas it followed a linear trend for the
voice-unhealthy group. The non-linear trend was also
observed for the other healthy groups (A1 and A2), in-
dicating an optimum/most preferred reverberation time
at the ears T30,ears of about 0.5 s. The teachers with
non-healthy voices preferred classrooms with higher re-
verberation time at the ears, trading intelligibility for
ampliﬁcation of their voices. This is in good agreement
with the results of the study in a real teaching scenario,
where teachers with voice problems made a more eﬃcient
use of their voices, lowering them with increasing voice
support.20
C. Eﬀect of instruction
The average room eﬀect under the three diﬀerent in-
structions was -0.93 dB/dBS for free speech in the pilot
tests, -0.23 dB/dBS for reading a text aloud in experi-
ment A, and -0.10 dB/dBS describing a map in experi-
ment B. The spread around these values is summarized
in the boxplot of Fig. 7. The room eﬀect values were
signiﬁcantly diﬀerent between the free speech and read-
ing a text aloud (t18.8 = −4.2; p < 0.001), between free
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FIG. 7. Room eﬀects obtained with the diﬀerent methods:
free speech in the pilot tests, describing a map in experiment
B, and reading in experiment A. The room eﬀects with free
speech were signiﬁcantly lower than with the map task and
with reading. The variance in the map task was signiﬁcantly
lower than in reading.
speech and describing a map (t9.3 = −6.1; p < 0.001),
but not between reading a text aloud and describing a
map (t26.8 = −1.39; p = 0.18). The variance of the
measured room eﬀects in the case of describing a map
was signiﬁcantly lower than in the case of reading a text
(F -test, F25,20 = 33.3; p < 0.001).
The fact that the room eﬀect was signiﬁcantly higher
(in absolute terms) for free speech than for reading a text
or describing a map seems related to the demands of the
communication scenario. In the case of free speech, talk-
ers had to address an imaginary group of 30 students.
It is possible that the talkers imagined the group of stu-
dents being located according to the perceived size of
the room, and thus varied their voice levels to reach au-
diences at diﬀerent distances. However, the imaginary
location of the audience was a non-controlled variable.
This cue could be controlled by including a visual refer-
ence in the experimental setup, e.g. by means of three-
dimensional images or a virtual reality system. On the
other hand, the room eﬀect values of -0.89 dB/dBS in the
pilot experiment PRE1 and -0.96 dB/dBS in PRE2 are
not signiﬁcantly diﬀerent from the value of -0.78 dB/dBS
measured in real classrooms5,6 with an ecological distri-
bution of listeners.
In the case of reading a text, addressing a one-person-
audience at a distance of 2 m is not a challenge. In pre-
vious works,10,11 the authors found that the voice level
variation addressing a listener at 1.5 m under diﬀerent
room acoustics conditions was equivalent to keeping the
autophonic level constant under the same conditions. For
a range of STV between -16 and -12 dB (for experiment
A, see Table II), Pelegrin-Garcia et al.11 predict a room
eﬀect of -0.08 dB/dBS that keeps the autophonic level
constant, comparable to the -0.11 dB/dBS measured for
the student group A2. The high variance of the read-
ing task might have been caused by diﬀerent attitudes
of the subjects toward the task. For example, some
teachers read the text as a story for small kids, changing
their voice quality with the characters in the dialogues,
whereas other teachers read the text through, totally dis-
passionate.
The instruction of describing a map was given in or-
der to achieve a more realistic communication scenario.
For the range of STV in experiment B (between -23.2
and -6.1 dB), the average slope that would keep the au-
tophonic level constant is -0.1 dB/dBS , which is almost
identical to the average slope in experiment B. Appar-
ently, the talkers in experiment B just kept their auto-
phonic level constant. There was no room eﬀect beyond
the Lombard eﬀect, in opposition with the ﬁndings of
Pelegrin-Garcia et al.10 in real rooms, who found higher
room eﬀects at a communication distance of 3 m. This
observation questions the realism of the communication
scenario in laboratory. Moreover, there was no premium
on understanding what the talkers said, because the ex-
perimenter did not understand the language of the talk-
ers, and because of the awareness of being in a laboratory.
D. Subjective preference
Two main PCs appeared after the analysis of the ques-
tionnaires. One of them was related to the sensation of
reverberance, and was highly correlated in a linear fash-
ion with the reverberation time measured between the
mouth and the ears of a talker.
The other PC was related to the overall quality of the
room for speaking in. For all subjects with healthy voices
(experimental groups A1, A2, and B1), the relationship
between this component and the reverberation time at
the ears was non-linear, with a maximum point located
at an abscissa of about 0.5 s (range 0.45 to 0.55 s). Lower
reverberation times at ears are perceived as uncomfort-
able because they correspond to acoustically dry envi-
ronments which do not support the voice. Higher re-
verberation times are not preferred because one of the
consequences of reverberation is the decrease in speech
intelligibility (note that the reverberation times referred
to in this paper are measured from the mouth to the
ears of a dummy head—which are strongly inﬂuenced by
the direct sound—and represent a combined measure of
reverberation time and direct-to-reverberant ratio. Stan-
dard measures of reverberation are related to the values
presented here through the prediction model described
in the Appendix). These results point in the same direc-
tion as found by Shearer and Torres,16 who also found a
preference for reverberation times neither too short nor
too long.
Some teachers rated poorer the acoustics conditions
with the highest reverberation times, because they imag-
ined that an audience of children in that condition would
become very noisy. Although that aspect was not desired
for the evaluation of the questionnaire, it is nevertheless
a factor to take into account during the classroom acous-
tics design. In fact, preferred reverberation times at ears
in real settings might be lower than measured in labo-
ratory (0.5 s) due to the increase of activity noise levels
with reverberation time in a multitalker situation,28 con-
sequence of the Lombard eﬀect.2
Teachers with non-healthy voices apparently prefer
higher reverberation times because their autophonic lev-
els are increased. It is not known whether this opinion
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would be held in the presence of activity noise from stu-
dents, but it is likely that the increase in noise would
reduce their preference scores.
V. CONCLUSIONS
Laboratory experiments have been conducted in order
to determine whether talkers modify their voice levels as
a function of the room acoustics conditions and to deter-
mine optimum room acoustics conditions for speaking.
Under simulated acoustics conditions, talkers do mod-
ify their voice levels linearly with the quantity voice
support, and the slope of this relationship is referred
to as room eﬀect. The room eﬀect depends highly
on the instruction used and on individuals. With
free speech, it had an average value of -0.93 dB/dBS ,
whereas with other tasks it had average values between
-0.35 dB/dBS and -0.07 dB/dBS . Typical values were
around -0.1 dB/dBS , which is approximately the value
of the room eﬀect that keeps the loudness of a talker’s
voice constant.
The preferred acoustic condition for talking in a class-
room, in the absence of background noise, is indicated
by a reverberation time of around 0.5 s, measured from
an impulse response between the mouth and the ears of
a dummy head, evaluating the decay levels from -5 to
-35 dB.
Teachers with voice problems perceive their environ-
ment diﬀerently than teachers without voice problems,
preferring higher reverberation times and more support-
ive rooms to speak in.
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APPENDIX: A MODEL FOR REVERBERATION TIME AT
THE EARS
The suggested quantity of reverberation time at the
ears T30,ears is derived from an impulse response charac-
terizing the airborne acoustic path between the mouth
and the ears h(t). A model of h(t) corresponding to an
average of impulse responses at diﬀerent positions in a
FIG. 8. Energy density time curve assumed for the predic-
tion of T30,ears, showing the main components in the airborne
acoustic path between the mouth to the ears: the direct
sound, the ﬂoor reﬂection, and the reverberation tail
room has three components: ﬁrst, the direct sound prop-
agating from the mouth to the ears. Second, a reﬂection
from the ﬂoor, considering that the mouth and the ears
of the speaker are at a height d = 1.5 m above the ﬂoor.
Third, an exponential decay or reverberation tail. The
discrete early reﬂections other than the ﬂoor reﬂection
are assumed to vary in intensity and in time and direc-
tion of arrival with diﬀerent positions and are considered
part of the reverberation tail after averaging. It is as-
sumed that the direct sound and the ﬂoor reﬂection are
Dirac delta functions arriving at t = 0 and t = t0, re-
spectively. The reverberation process is assumed to start
at t = 0. Furthermore, it is assumed that the energy
of these components sums directly. The energy density
time curve E(t) = h2(t) is illustrated in Fig. 8.
As in the prediction model for voice support proposed
by Pelegrin-Garcia et al.,29 the diﬀerent quantities are
based on the physical eﬀects of a head and torso simulator
Bru¨el & Kjær type 4128, also used in section II. The
direct sound has an energy level
Ld = LW + K, (A.1)
where LW is the voice power level and K is the measured
diﬀerence between the voice power level and the sound
pressure level at the ears in free ﬁeld. As the choice of
LW is rather arbitrary, LW = −K is chosen. Therefore
the energy density of the direct sound Ed(t) is
Ed(t) = δ(t) (A.2)
so that the energy is 1 and Ld = 0. The energy level
from the ﬂoor reﬂection at the point of the ears LFR is
LFR = LW + 10 log
(
Q∗
4π(2d)2
)
+ ΔLHRTF, (A.3)
where the middle term is the propagation factor, assum-
ing no sound absorption at the ﬂoor, Q∗ is the directiv-
ity factor of speech in the downward direction (derived
from Chu and Warnock30), and ΔLHRTF is the HRTF
correction factor (for using ears-like receiver instead of
an omnidirectional microphone). As an approximation,
ΔLHRTF is assumed to correspond to a diﬀuse-ﬁeld situ-
ation. The energy density of the ﬂoor reﬂection EFR(t)
is
EFR(t) = Aδ(t− t0), (A.4)
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with parameters
10 logA = 10 log
(
Q∗
4π(2d)2
)
+ ΔLHRTF −K (A.5)
and
t0 =
2d
c
, (A.6)
where c is the speed of sound in the air. The energy level
of the reverberant tail measured at the ears Lrev is
Lrev = LW + 10 log
(
4
R
)
+ ΔLHRTF, (A.7)
with R = Sα¯/(1−α¯) being the so-called “room constant”,
S the total surface area of the room, and α¯ the mean
absorption coeﬃcient, which is derived from the volume
V and the reverberation time T through Sabine’s formula
α¯ = 4 ln(106)V/(cST ). The energy density curve for the
reverberant tail Erev(t) is
Erev(t) = Be−t/τ t > 0, (A.8)
with parameters
τ =
T log e
3
, (A.9)
10 logB = 10 log
(
4
R
)
+ ΔLHRTF −K − 10 log τ,
(A.10)
which ensure that
10 log
[∫ ∞
0
Erev(t) dt
]
= Lrev. (A.11)
The total energy density E(t) is therefore E(t) = Ed(t)+
EFR(t) + Erev(t) (see Fig. 8)
E(t) = δ(t) + Aδ(t− t0) + Be−t/τ t > 0. (A.12)
By applying Schroeder’s backward integration,31 the
backward integrated energy curve R(t) =
∫∞
t
E(t) dt is
R(t) =
⎧⎪⎨
⎪⎩
1 + A + τB, t = 0
A + τBe−t/τ , 0 < t < t0
τBe−t/τ , t > t0.
(A.13)
Introducing the level of the backward integrated energy
curve LR(t) = 10 logR(t)/R(0), the quantity T30,ears is
ﬁnally found as
T30,ears = 2(tLR=−35 − tLR=−5). (A.14)
The time values at which the level of the backward in-
tegrated energy curve are -5 dB (tLR=−5) and -35 dB
(tLR=−35) do not have closed mathematical expressions
and are obtained with a search algorithm in Matlab.
Considering the octave band of 1 kHz, Q∗ = 0.60, K =
4.0 dB, ΔLHRTF = 4 dB. The T30,ears as a function of the
room volume and the diﬀuse-ﬁeld reverberation time T
in the 1 kHz octave band is shown in Fig. 9. Although
other values of the parameters can be used for diﬀerent
frequency bands, the model is not intended to generalize
to a combination of frequency bands.
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FIG. 9. Reverberation time at ears as a function of the room
volume and the diﬀuse-ﬁeld reverberation time in the 1 kHz
octave band, as predicted with the model of Eq. (A.14)
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