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|f ′′(x)Th(f(x))| · h(f(x))
)
dx
with a constant C(M,h) independent of f , where f belongs locally to
the Sobolev space W 2,1(R) and f
′
has compact support. Here M is an
arbitrary N -function satisfying certain assumptions, h is a given func-
tion and Th(·) is its given transform independent of M . When M(λ) =









|f ′′(x)f(x)|)pdx. We apply our inequality to obtain some
generalizations of capacitary estimates and isoperimetric inequalities
due to Maz’ya (1985).
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1. Introduction
The following interesting inequality is well known:∫
R









where f ∈ C∞0 (R), p ≥ 2. To prove it, one simply needs to integrate by parts
and to note that |f ′ |p = |f ′ |p−2f ′ · f ′ (when p = 2 then the proof can be
found in the classic book [6, Theorem 261, Section 7.9]). On the other hand,
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where f ∈ C∞0 (R) is nonnegative.
Motivated by both, one may ask if there is an interplay between (1.1)
and (1.2), some general inequality yielding these inequalities as a special case.
In [8] we gave an aﬃrmative answer to that question, obtaining the inequality∫
R










where f belongs locally to the Sobolev space W 2,1(R) and f
′
has bounded
support, h(·) is a given function and Th(·) is its certain transform, indepen-
dent of p. When h ≡ 1 we retrieve (1.1), while if h(λ) = λ− 12 we retrieve (1.2).


















linking (1.1) and (1.2); see [8, Proposition 6.1] for details.
It appears that inequality (1.3) can be applied to the regularity theory
in nonlinear boundary value problems; see [8, Section 7].
In this paper, we are inspired by the original motivation of inequality
(1.2) due to Maz’ya. Namely, Maz’ya applied (1.2) as a key tool to obtain
the capacitary inequality∫
Ω




where Nt = {x ∈ Ω : u(x) ≥ t},
cap+p (E,Ω) := inf
{∫
Ω
|∇(2)u|pdx : u ∈ C∞0 (Ω), u ≥ 0 on Ω,
u ≡ 1 in a neighborhood of E
}
,
whenever E is compactly included in Ω.
Let μ be a given Borel measure deﬁned on an open set Ω, N the given
N -function, N∗ the Legendre transform of N and LN (Ω, μ) an Orlicz space
related to N (see Section 2). It is proven in [10, Theorem 8.3.1] (the original
statement is given for Rn, but the presented proof applies to the situation
described below almost without changes) that the following statements (a)
and (b) are equivalent.
(a) The embedding
‖|u|p‖LN (Ω,μ) ≤ A‖∇(2)u‖pLp(Ω) (1.6)
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holds for every nonnegative u ∈ C∞0 (Ω), with a u-independent ﬁnite
constant A.






≤ B cap+p (E,Ω) (1.7)
holds for every compact E ⊂ Ω such that cap+M (E,Ω) > 0.
Moreover, if A and B are the best constants in (1.6) and (1.7), respec-
tively, then B ≤ A ≤ pBC, where C is the same as in (1.5).
One could ask about the validity of a more general embedding:




where u ∈ C∞0 (Ω) is nonnegative, with some u-independent constant A, with
a (possibly) general convex function M instead of λp. It appears that, under






≤ B cap+M (E,Ω), (1.9)
holding over all compact sets E ⊂ Ω such that cap+M (E,Ω) > 0, where
cap+M (E,Ω) := inf
{∫
Ω
M(|∇(2)u|) dx : u ∈ C∞0 (Ω), u ≥ 0 on Ω,
u ≡ 1 in a neighborhood of E
}
.
The precise statement is given in Section 4, Proposition 4.2.
Among these conditions on M , one requires the capacitary inequality∫ ∞
0








holding for all nonnegative u ∈ C∞0 (Ω), with a constant C˜ independent of u.
As we show (see Proposition 4.1), inequality (1.10) follows from the following















holding for smooth, nonnegative, compactly supported functions f . With this
in mind, we ﬁrst derive the generalization of inequality (1.3) (see Proposi-
tion 3.1 for the precise statement):∫
R





|f ′′Th(f)| · h(f)
)
dx, (1.12)
then we apply its special variant (1.11) to prove inequality (1.10) and con-
sequently the equivalence of (1.8) and (1.9). The precise arguments are pro-
vided in Section 4. To the best of our knowledge, such Orlicz generalizations
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of Maz’ya’s capacitary estimates and isoperimetric inequalities are missing
in the literature.
Let us mention that the Orlicz variant of inequality (1.1), i.e., the in-
equality ∫
R








was obtained in [7] as a special case of the related inequality in n dimensions.
In particular, inequality (1.12), generalizing (1.3), links together inequalities
(1.13) and (1.11), which are Orlicz extensions of inequalities (1.1) and (1.2).
Apart from the purely theoretical approach, we hope that inequality
(1.12) can serve as a tool to derive a priori estimates. For example, it can
possibly play a similar role in nonlinear eigenvalue problems as that played
by M(λ) = λp; see [8].
We also hope to contribute to the investigation of the theory of Sobolev
spaces, with particular emphasis on embedding theorems; see, e.g., [1], [2]
and [10].
2. Notation and preliminaries
2.1. General notation
In general we assume that Ω is an open subset of Rn, n ≥ 1, and we use the
standard notation: C∞0 (Ω), W
m,p(Ω) and Wm,ploc (Ω) for smooth compactly
supported functions and global and local Sobolev functions deﬁned on Ω,
respectively. By ∇(2)u(x) we denote the Hesse matrix of the function u at the
point x. We will also be dealing with the special situation when Ω = I ⊆ R
is an interval (ﬁnite or not). If A ⊆ R and f is deﬁned on A, by fχA we
denote the extension of f by zero outside the set A. More generally, if f is
deﬁned on A and g : R → R is zero outside A, by fg we denote the extension
of fg by zero outside A. In what follows, M : [0,∞) → [0,∞) is continuous
and locally absolutely continuous on (0,∞). By dM we denote the measure
M
′
(t)dt deﬁned on [0,∞).
We will be dealing with integrals of the form
∫
R
M(|f ′ |c(f)) dx and∫
R
M(
√|f ′′ |c(f)) dx, where f is nonnegative and M(0) = 0, c : (0,∞) →
(0,∞) is a continuous function and it might not be deﬁned at zero. In all
such cases we note that on the set A = {x : f(x) = 0} we have f ′ = 0 and
f
′′
= 0 almost everywhere, so that the functions |f ′ |c(f) and √|f ′′ |c(f) are,
by our earlier deﬁnition, equal to zero almost everywhere on A. In particular,
such integrals are interpreted, respectively, as∫
{x:f(x)>0}








2.2. The special transform
The following deﬁnition will be crucial for our considerations.
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Deﬁnition 2.1. Let h : (0,∞) → (0,∞) be a given continuous function and
let H be a primitive of h which is locally absolutely continuous on (0,∞).
We deﬁne the transform of h:
Th(λ) := H(λ)
h(λ)
for all λ ∈ (0,∞).
2.3. N -functions
By an N -function we call any function M : [0,∞) → [0,∞) which is convex
and satisﬁes the conditions: M(λ)/λ → 0 as λ → 0 and M(λ)/λ → ∞ as
λ → ∞. In what follows, we use the following assumptions.





≤ M ′(λ) ≤ DM M(λ)
λ
for every λ > 0, (2.1)
where DM ≥ dM ≥ 2.
(M1) M : [0,∞) → [0,∞) is a diﬀerentiable N -function and M satisﬁes in-
equality (2.1) with DM ≥ dM > 1.
(h) h : (0,∞) → (0,∞) is locally Lipschitz and H : (0,∞) → R is its locally
absolutely continuous primitive.
Remark 2.1.
(1) The latter inequality in (2.1) implies that M satisﬁes the Δ2-condition:
M(2λ) ≤ CM(λ), with constant C independent of λ (see, e.g., [9, The-
orem 4.1]).
(2) The condition dM > 1 in (2.1) is equivalent to the Δ2-condition for
M∗, where M∗(x) = sup{xy−M(y) : y > 0} is the Legendre transform
of f (see, e.g., [9, Theorem 4.3]). Moreover, for any N -function M , the
left-hand side in (2.1) holds with dM = 1.
(3) The condition dM
M(λ)
λ ≤ M ′(λ) is equivalent to the fact that M(λ)λdM
is nondecreasing. To verify this it suﬃces to compute (M(λ)λ−dM )
′
.
Analogously, the condition DM
M(λ)




(4) If dM and DM are the best possible constants in (2.1), they obey the
deﬁnition of Simonenko lower and upper index of M and are related to
Boyd indices of LM (Rn, μ) (see [3], [11] for deﬁnitions and [4], [5], [12]
for discussion on those and other indices of Orlicz spaces).
(5) If M is a diﬀerentiable N -function which satisﬁes (M) and M(λ)λ2 is non-





deﬁned on R, is locally Lipschitz. To verify this we note that when λ > 0,
we have





≤ (DM − 1) M(λ)
λ2
,
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so M
′
1 is bounded in every neighborhood of zero.
We will use the following lemmas.
Lemma 2.1. Suppose that M is an N -function such that M(λ)λ2 is nondecreas-
ing. Then for all a, b > 0 we have
M(a)
a2
b2 ≤ M(a) +M(b). (2.3)
Proof. If a ≥ b, then M(a)a2 b2 ≤ M(a)a2 a2 = M(a). If b > a, then M(a)a2 ≤ M(b)b2
and M(a)a2 b
2 ≤ M(b)b2 b2 = M(b). 
Lemma 2.2 (See [9]). Suppose that M is an N -function satisfying (M). Then





M(r) ≤ M(λr) ≤ max (λdM , λDM )M(r).
2.4. Orlicz spaces
Let M be an N -function. By LM (Ω, μ) we denote the space of all real, μ-
measurable functions, for which








M∗(v) dμ ≤ 1
}
< ∞,
where μ is an arbitrary measure. It is known that LM (Ω, μ) is a Banach space
with the norm ‖ · ‖LM (Ω,μ), and we have
















where Nt = {x ∈ Ω : u(x) ≥ t}.
Proofs of (2.4) and (2.5) can be found in [10, Sections 2.3.2 and 1.2.3].
2.5. Capacities
We will be using the following notion of capacity.
Deﬁnition 2.2. Let E,F ⊂ Ω and suppose that E is compactly included in F .
Assume further that M is an N -function. We deﬁne the capacity of E with
respect to F as follows:











G := {u ∈ C∞0 (F ), u ≥ 0 on F, u ≡ 1 in a neighborhood of E}.
We recall some well-known properties of the capacities (see [10]).
Proposition 2.1. Let E1 ⊂ E2 ⊂ F1 ⊂ F2 be subsets of Ω such that E1 and
E2 are compactly included in F1. Then we have
(1) cap+M (E1, F1) ≤ cap+M (E2, F1),
(2) cap+M (E1, F1) ≥ cap+M (E1, F2).
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2.6. Useful lemma
In what follows, we will use the following simple observation.
Lemma 2.3 (See [10]). If 0 < R ≤ +∞, f : [−R,R] → [α, β] is absolutely
continuous and L : [α, β] → R is Lipschitz, then the function (L ◦ f)(x) :=
L(f(x)) is absolutely continuous on [−R,R].
3. Interpolation inequality
Our goal is to obtain the following result.







2 , ( 1δ )
dM
2 }
y − δ : 0 < δ < y
}
, y > 0, (3.1)
and moreover, we have either (i), (ii) or (iii), where
(i) (a) |h′H| ≤ Eh2 and (DM − 1)E < 1,
(b) the function h is either nonincreasing or locally bounded in a neigh-
borhood of zero,
(c) for every a > 0, the function (0,∞)  λ → M(√aTh(λ)h(λ)) is
either nonincreasing or locally bounded in a neighborhood of zero,
(d) y := 1DM−1 − E;
(ii) (a) |h′H| ≥ eh2, e(dM − 1) > 1,
(b) h is nonincreasing,
(c) for every a > 0, the function (0,∞)  λ → M(√aTh(λ)h(λ)) is
either nonincreasing or locally bounded in a neighborhood of zero,
(d) y := e(dM−1)−1DM−1 ;
(iii) (a) |h′H| ≥ eh2,
(b) h is nondecreasing,
(c) for every a > 0, the function (0,∞)  λ → M(√aTh(λ)h(λ)) is
either nonincreasing or locally bounded in a neighborhood of zero,
(d) y := (dM−1)e+1DM−1 .
Then for every nonnegative f ∈ W 2,1(R) such that f ′ is compactly supported,
we have∫
R





|f ′′(x)Th(f(x))| · h(f(x))
)
dx.
Proof. Let f ∈ W 2,1loc (R) be a given nonnegative function and










|f ′′Th(f)| · h(f)
)
dx.







· f ′h(f)χ{x:f ′(x) =0}dx.
As dm ≥ 2, the function M1(λ) is locally Lipschitz (see Remark 2.1, parts
(3), (5) and assumption (M)). Moreover, f
′
h(f) belongs to W
1,1(R) and is
compactly supported and bounded, in particular f
′
h(f) is absolutely con-
tinuous on R. Therefore, M1(|f ′ |h(f)) is absolutely continuous on R and is
compactly supported (see Lemma 2.3). By similar arguments, the function





(in sense of distributions and almost everywhere on R). This allows us to


















From now the proof follows under assumptions (i), (ii) and (iii) considered
separately.
(i) Note that
0 ≤ M ′1(λ) =
|λ|M ′(|λ|)−M(|λ|)
λ2

















































We apply Lemma 2.1 to estimate













≤ (DM − 1)δ
∫
R
M(|f ′ |h(f)) dx









The ﬁrst integral equals (DM − 1)δI(). To estimate the second one, we note
that ∣∣f ′′H(f)h(f)∣∣ = ∣∣f ′′Th(f)∣∣h2(f)
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|f ′′Th(f)| · h(f)
)
dx

















On the other hand, we have











= (DM − 1)EI().
(3.5)
Combining estimations (3.4) and (3.5) we obtain
















Consequently, when (DM − 1)(δ + E) < 1, we have δ < y ≤ 1 and
I() ≤ C(δ, y)J(), (3.6)
where in our case
C(δ, y) :=
δα
y − δ , α = 1−
DM
2
≤ 0, y = 1
DM − 1 − E > 0.
The minimization of C(δ, y) with respect to δ < y gives the inequality with



















M(|f ′ |h(f)) dx+
∫
R∩{x:|f(x)|≥δ¯}
M(|f ′ |h(f)) dx
=: C() +D().
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When  < δ¯ for |f(x)| ≥ δ¯, we have δ¯ ≤ f(x) ≤ f(x) + δ¯ ≤ ‖f‖∞ + δ¯.
Therefore,
M(|f ′ |h(f)) ≤ sup
{
M(‖f ′‖∞ · h(λ)) : λ ∈
[
δ¯, ‖f‖∞ + δ¯
]}
< ∞
and by Lebesgue’s dominated convergence theorem we obtain
D() → D =
∫
R∩{x:|f(x)|≥δ¯}
M(|f ′ |h(f)) dx.
On the other hand, when  < δ¯, for the suﬃciently small δ¯ and |f(x)| < δ¯, we
can assume that  → h(f(x)) either increases when  converges to zero or it is
bounded by a constant independent of x. Therefore, by Lebesgue’s monotonic
convergence theorem or by Lebesgue’s dominated convergence theorem we
obtain
C() → C =
∫
R∩{x:|f(x)|<δ¯}
M(|f ′ |h(f)) dx.
This implies I() → ∫
R
M(|f ′ |h(f)) dx.
Similar arguments applied to the right-hand side in (3.6) give





|f ′′Th(f)| · h(f)
)
dx.
This ﬁnishes the proof of part (i).






























































where A is the same as in (3.3). On the other hand, by our assumption (M)
and by (iia), we have
|λf |M ′(|λf |)−M(|λf |) ≥ (dM − 1)M(|λf |),
|h′(s)H(s)|
h2(s)
≥ e for every s.
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This gives
L ≥ [e(dM − 1)− 1]
∫
R
M(|λf |) dx = [e(dM − 1)− 1]I().
This, combined with (3.8) and (3.4), gives[
e(dM − 1)− 1
]
I()
















Now it suﬃces to rearrange to get (3.6), where
δ < y =
e(dM − 1)− 1
DM − 1 , y > 0.
This assumption does not necessarily force the condition δ < 1. Minimization
with respect to y > δ > 0 gives inequality (3.6) with constant C(y). Finally,
we let  converge to zero and complete the proof in the same way as we have
ﬁnished the proof of part (i).
(iii) Now h
























under the same notation. This, our assumptions and (3.4) imply
((dM − 1)e+ 1)I() ≤ L
≤ (DM − 1)δI()
















This implies (3.6) with y = (dM−1)e+1DM−1 . Minimization of constants, then the
ﬁnal step, letting  converge to zero and ﬁnal conclusion follows by almost
the same arguments. 
Remark 3.1. As presented in the proof, in case of assumption (i) in Proposi-












(where we interpret 00 as 1). We omit the presentation of other constants as
they are rather complicated.
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in case −1 < α < 0. Then there exists a constant C = C(α) > 0 such that
for every nonnegative f ∈ W 2,1(R) such that f ′ is compactly supported, we
have ∫
R





|α+ 1|−1|f ′′f | · fα
)
dx. (3.10)
Moreover, C(α) ≤ C(yα), where C(y) is deﬁned by (3.1), yα = e(α)(dM−1)+1DM−1
in case α > 0, xα =
e(α)(dM−1)−1
DM−1 in case α < 0.
Proof. For α > 0 we easily verify condition (iii), while if α < −1, we have
condition (ii), as then
e = E =
|α|
|α+ 1| > 1 >
1
dM − 1 .






must be assumed and then again we can use condition (ii). 
Remark 3.2. In case α > 0, under the assumption E(α) := αα+1 <
1
DM−1 , es-
timation (3.10) follows also from assumption (i) in Proposition 3.1 (obtained
with a diﬀerent constant).
Remark 3.3. Of special interest is the case α = − 12 , dM > 2. Then e = E = 1,
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· (pp(p− 1)1−p) .








which is better than ours. Note that(
pp(p− 1)1−p) = (1 + 1
p− 1
)p−1
· p ≤ ep.
We obtain the estimation with a bigger constant because in our general proof
we cannot use the property M(ab) = M(a)M(b), which is the case of M(λ) =
λ2p but does not hold in general.
Remark 3.4. Let M(λ) = λp, p ≥ 2, h : (0,∞) → (0,∞) be as in Proposi-








|f ′′Th(f)|ph˜(f) dx, (3.12)
where f ∈ W 2,1(R) is nonnegative, f ′ is compactly supported and C is a
constant dependent on h˜ and p. Inequalities like (3.12) were obtained earlier
in [8, Propositions 4.1, 4.2 and 4.3] under more general assumptions on h˜
and f , with the constant C = (
√
p− 1)p independent of h˜.
4. Capacitary estimates and isoperimetric inequalities
As a direct application of Proposition 3.1 we obtain the following capacitary
estimate. When M(λ) = λp this result was obtained by Maz’ya in [10, Sec-
tion 8]. To our best knowledge the presented below Orlicz variant of Maz’ya’s
results is missing in the literature.
Proposition 4.1. Let M be an N -function satisfying (M1). Assume further













Then for all nonnegative u ∈ C∞0 (Ω), we have∫ ∞
0
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for some positive constant C˜ not depending on u, where Nt := {x ∈ Ω :
|u(x)| ≥ t}.
Remark 4.1. The proof of Proposition 4.1 is based on similar arguments as
that given in [10, Section 8] dealing with the p-homogeneous case M(λ) = λp,
p > 1. In our more general case we additionally assume (4.1). Obviously this
assumption is satisﬁed with L = 1 in the p-homogeneous case. Moreover,
according to Lemma 2.2 we have
M(1) ≤ M(λ)
λDM
≤ λdM−DMM(1) for λ ≤ 1,
M(1) ≤ M(λ)
λdM
≤ λDM−dMM(1) for λ ≥ 1,
in particular L ≥ M(1).
The proof will be based on the following lemma.
Lemma 4.1. Let M be an N -function satisfying condition (M1), n ∈ N and































the proof reduces to the case n = 1 (when we substitute u by nu). Consider




(λ2) and we easily check
that M˜ is an N -function satisfying (M), where dM˜ = 2dM , DM˜ = 2DM .















































(DM − 1)1−DMDDMM .
The last inequality follows from Lemma 2.2. This ﬁnishes the proof. 
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Proof of Proposition 4.1. Throughout the proof we will denote
τj := max
(
2dM j , 2DM j
)
, aj := cap
+









(|∇(2)f(u)|) dx, L := ∫ ∞
0
cap+M (Nt,Ω) dM(t),
where j ∈ Z are integer numbers.
From now the proof follows in three steps.












Proposition 2.1 implies that the function t → cap+M (Nt,Ω) is nonincreasing






M(2−j+1)−M (2−j)) ≤ +∞∑
j=−∞
ajbj . (4.3)
This ends the proof of Step 1.
























and f to be speciﬁed below. To do so, we shall use the smooth truncation
procedure. Let α ∈ C∞[0, 1] be a nondecreasing function, which is equal to
zero in a neighborhood of t = 0 and α ≡ 1 in a neighborhood of t = 1.
Suppose further that f ∈ C∞(0,+∞) is deﬁned on each interval [2−j−1, 2−j ]
as follows:
















= α(2j+1u− 1) for x ∈ N2−j−1 \ N2−j ,
1 for x ∈ N2−j ,
0 for x /∈ N2−j−1
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is admissible in the deﬁnition of cap+M (N2−j ,N2−j−1), moreover ∇(2)v =











































An easy computation gives that supj∈Z(τj+1bj) ≤ C1. This ﬁnishes the proof
of Step 2.



























(DM − 1)1−DMDDMM .
By the very deﬁnition of the function f we have















(∣∣∣∇u⊗∇u · f ′′(u) +∇(2)u · f ′(u)∣∣∣) dx,
where the symbol a ⊗ b denotes the tensor product of vectors a, b ∈ Rn,
i.e., the n× n matrix with aibj on place (i, j). By the monotonicity and the
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where B1 = 2
2DM−1‖α′′‖DM∞ , B2 = 2DM−1‖α
′‖DM∞ . To calculate B1 and B2
we used the fact that 1 ≤ ‖α′‖∞ and 1 ≤ ‖α′′‖∞. This follows from the
following estimations:
1 = |α(1)− α(0)| ≤ ‖α′‖∞,






















and this ﬁnishes the proof of Step 3. Inequality (4.2) holds with C˜ = C1C2.
















































where we apply the mean value theorem and the fact that M(λ)λ is non-
decreasing. This gives us a better estimation in case 1 < DM < 2—here
C˜ = DM2 C1C2.
Remark 4.3. Obviously our constant C˜ cannot be optimal. Following the
proof of Proposition 4.1 one obtains the estimation C˜ ≤ AMnDM + BM ,
where AM and BM are ceratin constants independent of the dimension.
Remark 4.4. We are now to discuss conditions (4.1) and (M1).
(1) As already noticed in Remark 4.1, the function M(λ) = λp satisﬁes
assumptions (4.1) and (M1), whenever p > 1.
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is an N -function diﬀerent from p-homogeneous and it satisﬁes condi-



















Therefore M also satisﬁes (4.1).
(3) When p > q > 1, the function M(λ) := λp + λq satisﬁes (M1) with
dM = q and DM = p, but it does not satisfy assumption (4.1).
We are now to present the last result of this section. Its proof is taken
from [10, Section 8.3] after a minor modiﬁcation. We present it for reader’s
convenience.
Proposition 4.2. Let Ω be an open subset of Rn, equipped with the Borel
measure μ, and let M and N be N -functions such that
(a) M satisﬁes conditions (M1) and (4.1),
(b) the inequality



















: E ⊂ Ω, E-compact, cap+M (E,Ω) > 0
}
.
Then M(1)B ≤ A ≤ BC˜, where C˜ is the constant from Proposition 4.1.
Proof. We ﬁrst show that A ≤ BC˜. Using the notation from (2.5):
Nt = {x ∈ Ω : |u(x)| ≥ 0}
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and the very deﬁnition of norm in LN (Ω, μ), we obtain













(t)(v · μ)(Nt) dt :
∫
Ω








































The deﬁnition of B and Proposition 4.1 imply that
‖M(|u|)‖LN (μ) ≤ B
∫ ∞
0








Hence A ≤ BC˜.
Now we prove that M(1)B ≤ A. Let the function u ∈ C∞0 (Ω) be non-
negative on Ω and equal to 1 in a neighborhood of a compact E ⊂ Ω. Then
by the deﬁnition of A,
M(1)‖χE‖LN (Ω,μ) = ‖M(χE)‖LN (Ω,μ)














≤ A cap+M (E,Ω).
This ﬁnishes the proof. 
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