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Unlike module theory, not much is known about the projective objects in 
the category of commutative R-algebras, where R is a fixed commutative 
ground ring. The similarity between projective R-modules and projective R- 
algebras does not extend much farther (to our knowledge) than to the 
following simple facts : the free commutative R-algebras, namely, R [ Ti] is T, 
are projective, and all projectives are retracts of free objects. Indeed, this 
characterizes the projective R-algebras. (In the definition of projectivity for 
algebras, one must be sure to specify which epimorphisms one wants to 
admit. If all epimorphisms of R-alg, the category of commutative R-algebras, 
are admitted, one can show that only R itself is projective. It is very 
reasonable to admit just the surjections, which is what we are doing.) 
Examples nearly as obvious as the free algebras can be found by taking the 
symmetric R-algebra S,(R) over a projective R-module P, and this algebra is 
obviously projective, but free only if P is a free R-module [3, Lemma 4.61. 
Besides these, there are not many known examples. 
Abhyankar, Eakin, and Heinzer [ 1,4.1], and Costa [5,3.5] proved some 
affirmative results: if R is a field, or, more generally, a UFD, then every 
projective R-algebra in one variable is a symmetric algebra of some R- 
module P, which must be a rank one projective module. (In this paper, we 
call a domain A over a domain R an algebra in one variable over R if A is of 
finite type over R and Quot(A) has transcendency degree < 1 over Quot(R). 
For our definition in case R is not a domain, see Definition 1.11 below.) As 
to the case of two variables, we can say something for R a perfect field, due 
to the recent general solution of the Cancellation Problem: any projective k- 
algebra A of finite type over the perfect field k with tr.deg, A = 2 is 
isomorphic to k[X, Y]. For a proof, we refer to [ 10, Theorems 3 and 41; a 
slight change is needed in that author’s Theorem 4. We do not go into the 
details here. 
* Present address: Mathematisches Institut, Theresienstr. 39, 8 Miinchen 2, West Germany. 
316 
002 l-8693/8 l/O603 16-23$02.00/O 
Copyright 0 1981 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
PROJECTIVE AND INVERTIBLE ALGEBRAS 317 
Nothing, even for base fields, is known for more than two variables. On 
the other hand, E. Hamann [7, p. 141 gave an example of a nonnormal 
(local) domain R and a projective R-algebra in one variable which is not 
9,(P) for any P. 
In this paper, we characterize the reduced commutative rings R with the 
property that every projective R-algebra in one variable is a symmetric 
algebra up to isomorphism. The characterizing property that we give is 
seminormality. This notion was introduced by Traverso [ 121; we employ a 
slightly stronger notion due to Swan (see the paper [ 1 I]). It is interesting to 
note that seminormality also characterizes the property that 
Pic(R)%Pic(R [T]). Loosely speaking, this is also “the nonexistence of 
certain mysterious things,” namely, invertible R [ T]-modules which are not 
extended from R. 
The first section of the paper introduces the notions of seminormality and 
discusses algebras in one variable. The second proves one half of the charac- 
terization theorem, and the third section the other, involving the construction 
of nonsymmetric projective algebras. In doing this, we mimick the 
Mayer-Vietoris glueing construction of projective modules. 
Hamann’s example A is not only projective, it is even invertible. This 
means : There is another R-algebra B such that A & B E R[T, ,,.., T,]. 
(Actually, A OR R[T] gA[T] z R[T,, T,].) Th e notion of invertible algebras 
can be found in [6] or [3], and there are some papers by Bass and Connell 
on a K-theory for these algebras. The obvious question “Is every projective 
algebra invertible?” (it is true for symmetric algebras, and the reverse is well 
known and easy to see in general) is answered in the negative in Section 4. 
We also show there that if R is an algebra over the rational numbers, every 
invertible R-algebra in 1 variable is symmetric, whether R is seminormal or 
not. 
1. PRELIMINARIES 
To begin with, we give an explicit definition of projective algebras. R will 
always be a fixed commutative base ring, and R-alg the category of 
commutative R-algebras. Everything is unitary. 
DEFINITION 1.1. An R-algebra A is projective if for any surjective R- 
algebra morphism b : B -+ C and for any R-algebra morphism a : A + C there 
is an R-algebra morphism c: A + B with bc = a. 
PROPOSITION 1.2. Polynomial algebras over R are projective, and the 
projective algebras A are precisely the retracts of polynomial algebras 
F=R[Ti]ie,, i.e.,thereisani:A-+Fandap:F+Asuchthatpi=id,.In 
this case, F = A’ 0 J, where A’ is a subalgebra isomorphic to A and J an 
ideal. 
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The proof is similar to that for modules. Compare the seven conditions 
discussed at the beginning of [6]. 
DEFINITION 1.3. An R-algebra A is invertible if there is some R-algebra 
B such that A OR B is R-algebra-isomorphic to some polynomial algebra over 
R. 
Remarks 1.4. Every invertible algebra is projective (this is well known, 
cf. [6]). Symmetric algebras of projective modules are invertible, because 
projective modules are invertible in the sense of modules: one can find 
another module such that the direct sum of both is a free module. Generally, 
in concrete abelian categories with enough free objects, the appropriate 
notions of projectivity and invertibility are equivalent. Needless to say, R-alg 
is far from abelian. 
Now we turn to seminormal rings. For this discussion, all rings are 
supposed to be reduced (and commutative, as always). 
DEFINITION 1.5. A ring R is called T-seminormal (T standing for 
Traverso) if R = npESpecCR) (RP + Ra(R’,)), where Ra stands for the Jacobson 
radical and R’ for the integral closure of R in its full ring of quotients. 
This notion was first introduced in [ 121. For the next definition due to R. 
Swan, we refer to [ 111. 
DEFINITION 1.6. A ring R is called S-seminormal (S standing for Swan) 
if for each a, b in R with a3 = b*, there is an element c of R such that a = c* 
and b = c’. 
(Equivalently: Every scheme morphism from Spec(R) into the Neil 
parabola Spec(Z [ T*, T3]) z Spec(Z [X, Y]/(X3 - Y’)) factors through the 
normalization Spec(Z [T]) of the Neil parabola.) 
Both definitions look like weakened versions of normality. We list some 
properties and try to compare both definitions. 
THEOREM 1.7 [Swan]. R is S-seminormal t$ NPic(R) = 0, i.e., t$ the 
canonical split injection Pit(R) --) Pic(R [T]) is an isomorphism. 
THEOREM 1.8 [Traverso]. If R is noetherian, with Jinite normalization, 
then Theorem 1.7 holds for S- replaced by T-. 
EASY COROLLARY. For noetherian rings, with finite normalization, S- 
and T-seminormality are equivalent. 
The obvious question arising from this corollary can partly be answered: 
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PROPOSITION 1.9. (a) For every R, S-seminormality implies T- 
seminormality. 
(b) The reverse holds ifR is a domain. 
(c) In general, the reverse does not hold. (Cf. Swan’s paper.) 
Proof: (a) Assume R is S-seminormal. By [4, Theorem 11, and in the 
notation of that paper, it is enough to check that R is (2,3)-closed. This 
means: If x is an element of the total ring of quotients R’ of R, and x2, x3 
both lie in R, the already x E R. But a :=x2, b :=x3 fulfill the relation 
a3 = b’. By hypothesis, there is a c in R such that c2 = a =x2; c3 = b =x3. 
We want x in R, so we show x = c. As R is reduced, it is allowed to test this 
modulo all minimal primes p of R. But in the domain R/p the equations 
c* =x2 and c3 =x3 clearly imply c*x = c3 and thus x = c. 
(b) Assume R is T-seminormal, and a, b E R with a3 = b*. If a = 0, 
then b = 0 and we may take c = 0. If a # 0, we look at x := b/a in Quot(R). 
x2 = b*/a* = ‘/ a a2 = a; x3 = b3/a3 = b3/b2 = b. So we only need x in R. But 
R is (2,3)-closed, again by [4] and by hypothesis. Thus, x2 E R and x3 E R 
imply together x E R. 
(c) We exhibit an example S, which, of course, must be neither as in 
Theorem 1.8 nor a domain. Let k be a field, and S the subalgebra of the 
product kit*, t3j” which consists of all sequences (xi)ielhl fulfilling: 
(i) all constant terms x,(O), i = 1, 2, 3,..., are equal; 
(ii) almost all Xi consist only of a constant term. 
S is a reduced k-algebra in which every nonzero divisor is already a unit; 
for every nonunit (xi) has the property x,(O) = 0 for all i, so it is 0 almost 
everywhere by (ii), and therefore it is killed by the element (O,..., 0, 
t*, O,...) E S, t* at the Nth position with N large enough. So S equals its own 
full ring of quotients, and therefore S is trivially T-seminormal. It is not S- 
seminormal, though (take a = (t*, 0 ,... ), b = (t3, 0 ,... )). 
For both * = S and * = T there is a * -seminormalization of every reduced 
ring. But the S-normalization has the advantage of being functorial. This fact 
(due to Swan), and the fact that the seminormalization of a reduced R is 
always an integral extension of R, will follow from Lemma 3.1 below. 
We find it convenient to insert some general facts about the behavior of 
projective algebras under base change. 
LEMMA 1.10. Let A be a projective algebra over the ring R (which need 
not be reduced any more). 
(a) For any ring homomorphism R + S, S Ox A is a projective algebra 
over S. 
320 CORNELIUS GREITHER 
(b) If e: A + R is an augmentation, and e, = S @ e the induced 
augmentation of SC&A, then S OR Ker(e) E Ker(e,) and 
S OR (Ker(e)/Ker(e)*) z Ker(e,)/Ker(e,)‘, both isomorphisms being 
canonical. 
Proof: (a) is immediate from Proposition 1.2. 
(b) First we claim: (A, e) is a retract of some polynomial algebra 
F = R [Xiliel equipped with the augmentation which sends all Xi to zero, in 
the category of augmented R-algebras. This means for us: We are always 
allowed to operate with well-behaved augmentations, even if our projective 
algebra did not originally come with such. Furthermore, it is obvious that a 
projective algebra has at least one augmentation. To prove the claim, we 
write A @J = F (identifying A with A’ in Proposition 1.2). We extend e to e’ 
on F by setting e’(J) = 0. Then the maps i: A + F and p: F + A preserve 
augmentations. By an appropriate change of variables in the polynomial 
algebra F we can achieve e’ = the augmentation which maps all variables to 
0. 
Now we have immediately A = R @ Ker(e). We have a functor(!) T from 
augmented R-algebras (B, eB) to R-modules which is Ker(e,)/Ker(e,)* on B. 
T(F, eF) is obviously free (eF as above defined), and T preserves retracts. 
Thus, T(A) = Ker(e)/Ker(e)* is a projective module. Consequently, the 
inclusion of modules Ker(e)* c Ker(e) splits. The well-defined map 
S @ Ker(e) + Ker(e,) is a direct summand of the isomorphism 
S @ R @ S @ Ker(e) + S @ Ker(e,) = S OR A, so it is an isomorphism. A 
similar statement holds for Ker(e)*, because this module is a direct summand 
of A, too. Furthermore, S OR (Ker(e)/Ker(e)*) E S @ Ker(e)/S 0 Ker(e)’ 
because Ker(e2) c Ker(e) is split. Thus we get the claimed canonical 
isomorphism. 
Finally, we want now to define the term “algebra in one variable over R.” 
We know already how to do it if R is a domain (see introduction). For 
technical reasons we always want the algebra in question to be of finite type 
over R. 
DEFINITION 1.11. For any R-algebra A we say that A is an R-algebra in 
one variable iff the following condition is met: There is a finite set 
IX , ,..., x,} c A such that: 
(i) A = R [x1 ,..., x,]; 
(ii) For 1 < i < j < n there is a polynomial relation F(x,, xj) = 0, 
where FE R [X, Y] and the ideal generated by the coefficients of F has zero 
annihilator in R. 
(This definition allows R itself to be an algebra in one variable by taking 
x1 =x2 = 0 and n = 2.) 
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This definition is justified by the following: 
PROPOSITION 1.12. Assume R noetherian reduced. According to Goldie, 
R’ = full ring of quotients of R is a finite product of fields ny!, Ki. Let A 
be of finite type over R such that A imbeds into R’ OR A. Then A is an R- 
algebra in one variable iff in the canonical decomposition R’ OR A = 
n~=,Ai,AiEK,- 1 a g, each Ai has transcendency degree at most one over Ki. 
We are making the additional assumption that all Ai are domains. (This 
comes for free if A is projective, as well as the injectivity of A + R’ G& A. By 
tr.deg Ai we mean tr.deg Quot(Ai).) 
ProoJ: The hypothesis for A with generating set {xL,...,xn} yields the 
same for R’ OR A with generating set (xi/l,...,x,/l], because the property of 
having zero annihilator carries over from an R-ideal to its extension in R’. It 
is straightforward that Definition 1.11 behaves well with products, and that it 
coincides with “transcendency degree at most one” for a field R. 
To prove the other direction, take any set {x,,..., xn} generating the 
algebra A. Fix 1 < I < j < n, and look for a relation between xi and xj. As 
every A, has transcendency degree at most one over Ki, there is a nontrivial 
relation Fi E K,[X, Y] between the ith components of xr/l and xj/l. Putting 
these together, we get a relation FE (ni K,)[X, Y] between x1/l and Xj/l, 
whose coefficient ideal has zero annihilator in ni Ki = R’. By clearing of 
denominators (which are nonzero divisors of R), we get the sought relation 
in R[X, Y]. 
LEMMA 1.13. Let R be noetherian and reduced, and A a Jnite type 
projective R-algebra endowed with an augmentation e. Let T= T(A, e) be the 
R-module Ker(e)/Ker(e)* as above. 
(a) A is an R-algebra in 1 variable $rank(T) < 1 on Spec(R). 
(b) Zf A is an R-algebra in one variable, then A/IA is an R/Z-algebra 
in one variable whenever Z is a radical ideal. 
Proof. (a) Both sides of the stated equivalence may be tested by passing 
to the full ring of quotients of R (the left by Proposition 1.12, and the right 
by Lemma 1.10(b)). So we can assume R is a finite product of fields, or even 
itself a field R = k. But now A is a finite type k-algebra, so tr.deg,(A) = 
Krulldim(A). Thus, A is a one variable algebra iff tr.deg,(A) < 1 iff 
Krulldim(A) < 1. As A is regular [cf. Lemma lo] and catenary, the last 
statement is tantamount to: k-dimension of Ker(e)/Ker(e)2 is at most one, 
because Ker(e) is a maximal ideal of A. 
(b) is a consequence of (a) and the good behavior of the rank of 
projective modules under base change. 
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2. PROJECTIVE ALGEBRAS OVER SEMINORMAL RINGS 
In this section we prove the announced result concerning the structure of 
projective algebras in one variable over a seminormal ring. From now on, we 
mean S-seminormal whenever we say seminormal. First we will dispose of 
the field case. Then we work with the closed fibers of Spec(A) + Spec(R), 
applying the field case. We will need some technical reduction steps, and we 
will use a “local-global” theorem from [3]. 
Remark. There is a theorem by Kambayashi which states: If R is a 
DVR, A a flat R-algebra with K OR A g K[T] and k OR A s k[T] (where 
K = Quot(R), k = reside class field of R), then A g R [T]. But this is nothing 
new in our case, for R is a UFD and A has transcendency degree one (see 
introduction). 
THEOREM 2.1 [5, 3.51. Assume R = k is a jield, and A is a finite-type 
projective k-algebra of transcendency degree one. (The case tr.deg,(A) = 0 is 
trivial: A = k.) Then A z k[T]. 
Proof. (similar to [5]). It is well known that retracts of normal (regular) 
rings are normal (regular); for the latter, see [5, 1.101. So A is regular, of 
finite type, and one-dimensional. Therefore A is Dedekind. Since Pit, like 
any functor, preserves retracts, and Pit of a polynomial ring over k is trivial, 
Pit(A) is trivial and A is a PID. Using a presentation of A as a retract, we 
embed A in k[ T, ,..., T,,] for some n. Let e, be the canonical augmentation of 
k[T, ,...> T,,] sending Ti to 0, and e the restriction of e, to A. Then 
A = k @ Ker(e). The ideal Ker(e) is principal, generated by t, say. Since 
k#A, Ker(e) and t are nonzero. We have k[t] CA, and t transcendental 
over k. 
CLAIM. k[t] = A. 
ProoJ: For xE A, we show by induction on m =deg,,,.,,,Tn(x) that 
x E k[t]. 
m = 0: Trivial, x is a constant. 
m > 1: We may write x = a + y, a E k, y E Ker(e). So y = tz, some 
z EA. As t $ k, deg(t) is positive, so z is either zero or of lower degree than 
y. But deg(y) = deg(x) = m, so by the induction hypothesis z E k[t], which 
readily implies x = tz - a E k[t], as we wanted. 1 
We hasten to mention that there are “bad” rings R such that there are l- 
variable projective R-algebras which are not symmetric. With the help of [3] 
one can see that already a local counterexample exists, if any; indeed the 
first one, exhibited in [7, p. 141, is a local domain. We only exhibit a special 
case to give an idea what we will do in Section 3. 
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EXAMPLE 2.2 [ 71. Let k be a field of characteristic 2 and R = k @ 
t’k[tl = kit’, t3i. Consider the following algebra A = R[X + tX*] + 
t’k[tl [X] = R[X + tX*, X2]. (The second equality is not hard to see.) 
Observe that t E Quot(R)\R, and that t is integral over R. In [7] it is proven 
that A [ Y] z R [ U, V], so A is projective (and obviously an algebra in one 
variable). A is not symmetric: Since R is a local domain, the only candidate 
for P in the “equation” A E S,(P) is R, because P g T(A) must be projective 
(see the proof of Lemma 1.10). By elementary computation, A cannot be 
generated by one element as an R-algebra. 
A is not only projective, it is even stably free over R in the sense that 
A [ Y] z R [X, ,X2] as an R-algebra. If R were seminormal, such an 
isomorphism would already force A to be isomorphic to R[X]([7], [2]). In 
fact, [2] characterizes all rings R such that A [Y] z R [X,, X,] implies 
A E R[X] by a condition called F-closedness, which is somewhat weaker 
than seminormality. 
THEOREM 2.3. Let R be a seminormal ring (commutative as always). 
Then every projective R-algebra A in one variable is isomorphic to a 
symmetric algebra S,(P) of some (necessarily projective) module P. 
N.B. We remind the reader that seminormality encompasses being 
reduced. As we shall see in Corollary 2.6, the conclusion of 2.3 still holds if 
R is not reduced and R/Nil(R) is seminormal. 
Proof. (a) Reduction to the tax R is a B-algebra of finite type: We 
know that the algebra A is finitely generated, say by a, ,..., a,, where the ai 
fulfill the condition of Definition 1.11. By projectivity, we get a diagram 
A A R[T ,,..., T,], p(T,) = aj, p IA = id. 
P 
t*j 
Now we form a ring R, by adjoining to the image of L in R 
(i) all coefficients of the polynomials ai = p(Ti), i = l,..., n; 
(ii) for each pair 1 < i <j < n, all the coefficients of a relation F 
between ai and aj as in Definition 1.11. Note that the coefficient ideal of F 
will have zero annihilator in R,. Then we have a well-defined restriction p. 
of p such that 
A,, := R,[ p(T,),..., p(TJ] c R,IT, y...) T,, 11 P I..,,, = id. (*,,I 
So A, is a projective R,-algebra and again in one variable (the same 
generator set a, ,..., a, works). Furthermore, the canonical map R ax,, A,, + A 
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is an isomorphism, being the left component of the map R OR0 A,, @ 
R ORoKer(p,) = R OR,ROITI ,..., T,] zR[T, ,..., T,] =A 0 Ker(p). 
Next we consider R, , the seminormalization of R,. We observe that R, 
has finite type over Z and state 
LEMMA 2.4. For any reduced finite type Z-algebra R, the S- and T- 
seminormalization are isomorphic over R. Therefore, as the T- 
seminormalization is contained in the integral closure of R in its full quotient 
ring K, both seminormalizations are again ofJinite type over Z. 
Proof: R ’ := T-seminormalization of R has finite type, so it is S- 
seminormal (Corollary to Theorem 1.8), hence there is a canonical map from 
the S-seminormalization of R into R+, which is injective by [ 11,4.1]. 
The canonical map is also surjective, because its image is S- and thence T- 
seminormal, but R + is the smallest T-seminormal ring between R and K. u 
So we know that R, has finite type. By functoriality, there is a 
commutative triangle 
R,--+R. 
I? 
/* / / / / 
Rl’ 
Therefore,ifwedefineA,tobeR,ORgAO,wehaveA~RRO,,A,.A,isR,- 
projective, and still an algebra in one variable (take the 1 @ ai as generators 
and observe that any R,-ideal with zero annihilator keeps this property in 
R,c full ring of quotients of R,). Thus, it is enough to prove the theorem for 
the case R is a finite-type Z-algebra. 
(b) Let e be the augmentation of A induced by Tit-+ 0 in (*). By 
Lemma 1.13, T(A) = Ker(e)/Ker(e)* is projective of (not necessarily 
constant) rank at most 1. We claim that the ideal I= Ker(e) c A is 
projective over A. Since A is noetherian, we may test this locally: Suppose 
that ni E Max(A) and show that I,,, is free. But A/m is a finite field because 
A, along with R, has finite type over 77, and thence n := R n m is also 
maximal. R/n is a field, thus (by Lemma 1.13) A := A/nA is a projective 
algebra in one variable and (by Theorem 2.1) isomorphic to (R/n)[T], thus 
Z/nZ?’ Ker(R/n @ e) is cyclic. Hence I/& and I, are cyclic. Now we show 
I,,, is zero or has zero annihilator in A,,, (then it is free, as wanted). It is 
sufficient to show IR-” is either zero or has zero annihilator in A,-,. So we 
may suppose R local and show: If I # 0, then Ann,(I) = 0. Looking at (*), 
we see that I is a R-direct summand of R [T, ,..., ?Z’“] which implies 
1 k p[T, ,..., T,] (p denoting the maximal ideal of R). Thus, I contains a 
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polynomial one of whose coefftcients is a. unit in R, and Ann,(Z) = 0. So our 
claim is proved: Z is projective. 
(c) To prove A is symmetric, we may by virtue of the main theorem in 
[3] pass to a local ring R, of R and prove the assertion for A,. (A is finitely 
presented as needed to apply [3].) So we assume for the rest of the proof that 
R is local (still noetherian with finite normalization, no longer of finite type 
over P. Note that we needed the latter information in (b) which forced us to 
defer the change to a local ring until now). Every hypothesis carries over (as 
to seminormality, see [ 12, 2.21). So R is local and seminormal, thus by [ 121 
0 = Pit(R) = Pic(R [ T, ,..., Z’,,]), trapping Pit of the retract A in the middle 
and forcing Pit(A) = 0. Z = 0 is a trivial case: A = R. So we may assume 
Z E Pit(A), because Spec(A), along with Spec(R [ T, ,..., T,,]), is connected due 
to the fact that R is local. Consequently, Z is free, generated by some t. As in 
Theorem 2.1, we have one trivial inclusion R [t] c A and want to prove the 
other. If R were a domain, the proof would be verbatim as in Theorem 2.1 
for fields; this tells us that R [t] + pA =A for each p E {p, ,..., p,} = 
Minspec(R). By inserting these s equations into each other we get at last 
R[t] + (pl . ... . p,)A = A which is exactly what we need, since 
FIPiCflPizO. 
The injectivity of R [ T] + R [t], T c, t, is also proved by reduction 
mod p E Minspec(R): t is not zero mod p (Z is free over A) and is contained 
in the augmentation ideal of the algebra R/p[T, ,..., Tn] and therefore 
transcendental. This finishes the proof of Theorem 2.3. [ 
COROLLARY 2.5. Zf R is seminormal, then A[ Y] z R[ U, V] implies 
A z R [ T] for any R-algebra A. (In the terminology of [7], R is steadfast. In 
[ 71, the above assertion is proved for noetherian rings and domains R.) 
Proof. By Theorem 2.3, all we need to show is that A is an algebra in 
one variable [3, Lemma 4.61. Let f:A[Y]zR[U, V]. Then Ar 
R [ U, V]/(f(Y)). We take 0 and v as generators and get the relation f(Y) 
for free. Assume 0 # a E R kills all its coefficients. By tensoring with R/Z, 
Z := Ann,(a)+ R, we get A/IA g (R/Z)[U, V]. But this contradicts 
(A/ZA)[ Y] g (R/Z)[ U, V], for the number of variables of a polynomial ring is 
unique. I 
COROLLARY 2.6. Zf R is not reduced, but R/Nil(R) is seminormal, then 
(as in Theorem 2.3) every projective R-algebra in one variable is a symmetric 
algebra. 
Proof. Part (a) of the proof of Theorem 2.3, up to the formula 
A = R OR0 A,,, shows that A is finitely presented over R (the hypothesis R 
reduced had not yet been used). So we can reduce everything to the case 
where R and R= R/Nil(R) are local, by [3]. We used the fact that every 
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localization of a S-seminormal ring is again S-seminormal (this is very 
elementary). 
The reader will check easily that A := A/Nil(R),4 is a projective algebra in 
one variable over R, so by Theorem 2.3 we have 2 = R[ T]. We want to infer 
A 5 R [T] from this. We pick an x E A which reduces to T mod Nil(R and 
claim A = R[x]. Clearly A = R [x] + Nil(R) . A, and, since A is a finitely 
generated R-algebra, it is obvious that Nil(R) may be replaced by some 
finitely generated ideal Jc Nil(R). By inserting the new equation N times in 
itself, we get A = R [x] + JN . A, and for large N, JN = 0, so A = R [xl. (This 
proof is due to E. Hamann.) 
Suppose 0 # Z := Ker(p: R [ T] + R [xl), p(T) = x. Then Z is contained in 
Nil(R)[T], since p is an isomorphism mod Nil(R), and again Nil(R) may be 
replaced by some finitely generated subideal J. Since p has a section i, we 
have R [T] = i(A) + J[ T]. Exactly as above, this implies R [T] = i(A), so i is 
surjective, and p is injective. I 
3. THE NONSEMINORMAL CASE 
Now we restrict ourselves again to reduced rings. We promised to prove a 
converse of Theorem 2.3: If R is not seminormal, there are counterexamples 
to the conclusion of Theorem 2.3. We start with a fixed reduced not 
seminormal ring R. This means that there are a, b in R with a3 = b2 such 
that no c E R exists which solves c2 = a, c3 = b simultaneously. We describe 
a step towards the S-seminormalization of R. This is the typical step which 
has only to be iterated often enough to arrive at the S-seminormalization. 
More information on this can be found in [ 111. 
LEMMA 3.1. Assume R as above. 
(a) There is a reduced extension S 3 R in which there is a solution x 
of (x2 = a, x3 = b). 
(b) There exists an S-ideal a contained in R such that there is a 
nilpotent element (in fact, 2) in S/a which does not come from R/a c S/a. 
Proof: (a) [Swan, Lemma 4.31: Define S, := R [T]/(T’ - a, T3 - b) and 
S := S,/Nil(S,). Once we have shown that the canonical map R -+ S is 
mono, we may put x := T. Since R itself is reduced, it suffices to show that 
R -+ S, is injective. 
We look at S, as (R [ T]/(T’ - a))/(T - 6) = (R @R . T)/(-b + an 
(since Tj = UT), and the map R -+ S, is the obvious one. Suppose r t-+ 0; this 
means there are y, ZE R with r= (y +zT)(-b +a?=)= (-yb +za2) + 
(-zb+ya)T in R @RF Thus, -yb +za2 =r (so rE (a, b)), and 
-zb+ya=O, soya=zb. 
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Now ra = -yba + za3 = -zb’ + za3 = 0, and rb = -yb2 + za*b = -ya3 + 
za’b = -zba* + za*b = 0, and therefore r . (a, b) = 0. But r E (a, b), so 
r* = 0, and, as R is reduced, r = 0. 
(b) a := Ra + Rb c R. We verify that a is an ideal of S. For this, it is 
sufficient to check xa, xb E a (we consider R as a subring of S). xa = 
x . x2 = x3 = b E a; xb =x . x3 = x4 = a* E a. The element x is nilpotent 
mod a and is not in R, since we supposed that the two equations had no 
solution in R. Thus, X does not come from R/a. 1 
Until further notice, we fix R, S, a, x, a, b as in the preceding lemma. We 
first observe that the diagram 
RcS 
11. 
R/a c S/a 
is a pullback (even Cartesian) diagram of rings. 
We want to construct nontrivial projective R-algebras. To do this, we try 
to mimick the construction of projective modules over a pullback which lays 
the ground for the theorem of Milnor. This means we take projective 
algebras over S and R/a respectively; to be specific, we take S( Y] ad 
(R/a)[ Y], and glue them together via an automorphism of (S/a)[ Y]. But it is 
not at all clear that the object ottained will be a projective algebra. One may 
expect, but it requires a proof, that it is a one-variable algebra over R. 
To make the glueing procedure explicit, we take the endomorphism of 
(,S/a)[ Y] defined by o(Y) := Q(Y) mod a, where @ is the polynomial 
Y + x. Y* E S[ Y]. As X is nilpotent, v, is indeed an automorphism: 
According to Lemma 3.3 below, we can take for @ any polynomial of the 
form Y+c,Y*+ ... + c, P, provided the ci are all nilpotent mod a. The 
algebra A, (twisted by means of q) will then be the pullback in 
A, -------•$ SIY] 
I 
kiln, 
(s/all YL 
/* 
L, ,/‘ 
where kan,, kan, are the obvious maps. As kan? is onto and cp. kan, is 
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1 - 1, A, is just the preimage of im(q . kan,) under kan,. The image of 
a, kan, is @/a)[ 6( Y)] c (S/a)[ Y], and consequently 
A.=R[@(Y)] +a[Y]. c*> 
THEOREM 3.2. Whenever @ has the form Y + c2 Y* + ... + c, Y”, ci E S, 
all ci nilpotent mod a, then A, is a projective R-algebra offinite type. 
Proof: From (*) it is obvious that A, is canonically an R-algebra. We 
try to write A, as a retract of some polynomial ring over R in a finite 
number of variables. For this, we need a little trick: Let Aut U[T] denote the 
set of U-algebra automorphisms of U[T]. Then the following holds: 
LEMMA. 9 E Aut(.S/a)[ Y] lifts to $ E Aut(S/a*)[ Y], F(Y) = @ mod a*. 
Proof: Units and nilpotents can be lifted from .S/a to S/a* (any preimage 
will do). Thus, the assertion follows from 
LEMMA 3.3. For any ring U, the algebra map defined by Y t-+ a, + 
a,Y+a,Y*+... + a,,, Y”’ is a U-algebra surjection from U[ Y] to itself 18 a, 
is a unit in U and a2,..., a,, are nilpotent. (No condition is imposed on a,). If 
this is the case, it is even a bijection (=automorphism). 
Proof. Well known. 1 
So we can lift our o to @ E Aut(S/a*)[ Y] and look at @-’ which maps Y 
to !P(Y) mod a2 for some YE S[ Y]. Thus, . 
Y= Y(@(Y)) + g for some g E a’[ Y]; 
Y= @(Y(Y)) + h for some h E a’[ Y]. 
We may write g = Cf=, aifi, a, E a, fi E a[ Y]. Now we define maps -+j and 
4’ between A, and R[X,,..., X,] such that pj = id. We define them between 
S[Y] and S[X,,..., X,] and show then that they may be restricted properly. 
We define: 
p:x, t+ Q(Y) 
Xl bfi 
. . . 
xs++f,; p: qx,,..., X,] + S[ Y] is an S-algebra morphism. 
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p, restricted to R[X,,..., Xs], goes into A,: p(X,) E A, by definition, and 
p(X,) E a[ Y] CA,, i = I,..., s. 
j: YF+ Y(X,) +a,x, + a** +a,X,; jES-alg(S[Y],S[X, ,..., X,]). 
j, restricted to A,, goes into R [X,, ,..., X,]: 
j(@(Y)) = @(Y(X,) + a,X, + ... a,X,) 
= @(Y(X,)) mod a[X,,..., X,] since ai E a 
= X0 - h(X,,) =X0 mod a[X,,..., X,] (h E a’[ Y]). 
The last equation means j(@(Y)) E R [X0,..., X,]. On the other hand, j(a[ Y]) 
is contained in a[X, ,..., X,], thus also in R[X,, ,..., X,]. 
The only thing left to show is pj = id, and it is enough to check it on Y: 
To justify the effort, we prove now 
THEOREM 3.4. For any p E Aut(S/a)[ Y], @ = Y + c2 Y* + e-e + c, Y,, 
where not all ci are in R/a c S/a, A, is not isomorphic to a symmetric 
algebra over R. 
ProoJ Suppose A, g S,(P). We know how to get back P from S,(P): 
take any augmentation e: S,(P) -+ R, then P z Ker(e)/Ker(e)* = T(S,(P), e) 
(3, 4.61. If we look at the augmentation e of A,, which is induced by Y t-+ 0 
(“taking the constant coefficient”), it is easily seen that Ker(e)/Ker(e)* E R. 
(The isomorphism is induced by Ker(e) 3 a, Y + a.. + a, Y” F-+ a, E R, 
which is well-defined (!).) So we may even assume A, E’ R [Xl, A, = R [t] for 
some tES[Y]. We have S.A, (:=ring generated by S and A,)=S[Y] 
(take, for example, the formula above Y = !P(@(Y)) + g; IYE S[Y], and 
Q(Y), g are in A,). Thus, S[Y] = S[t]. But, as S is reduced, Lemma 3.3 
implies that t is a linear polynomial in Y: t = c + dY. Since t E A,, c and d 
must be already in R. Reducing mod a[ Y], we get (R/a)[&(Y)] = 
(R/a)[F + JY], a contradiction, because the right-hand side is contained in 
(R/a)[Y], and the left-hand side is by hypothesis on @ not contained in 
WW’I. 
Now we have almost proved that in case R is not seminormal, the 
conclusion of Theorem 2.3 is indeed false. We still have to make sure that (at 
least for the specific example @ = Y + x . Y*; by Lemma 3.1 x mod a is 
nilpotent and not in R/a!) the algebra A, is an R-algebra in one variable. 
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This would be trivial if R were a domain, for then S c Quot(R) and hence 
has transcendency degree 0. We prove generally: 
LEMMA 3.5. A, (p as in Theorem 3.2) is an R-algebra in one variable. 
ProoJ: First we show A, is generated by two elements as an R-algebra. 
Write Y= Y(@(Y)) + g, YE S(Y], g E a’[ Y], as we did in Theorem 3.2. 
We claim @ and g are generators. It is enough to generate @ (which is easy) 
and aY’, a E a, i > 1. But aY’ = a . (‘P(Q) + g)’ = xj=, ({) e a . Y(Q)’ - g’-‘, 
and (thanks to the fact a E a) the polynomials a . Y(-) have coefftcients in 
R, so we have generated aYi by @ and g. 
Now we need a relation between @ and g. Let I be the finitely generated 
(as A is finitely presented, which is seen as in Theorem 2.3(a)) kernel of the 
R-algebra surjection from R[X,,X,] to A, which sends X, to @ and X, to g. 
Let I = (h, ,..., h,) and J be the R-ideal generated by all the coefficients of all 
the hi. Assume .I# R. Then J is contained in a maximal ideal m of R. 
Tensoring with R/m, we get that R/m 0, A is a polynomial ring in two 
variables over R/m. Thus, T(R/m OR A) E R/m OR T(A) is two-dimensional, 
contradicting the fact shown before that T(A) is cyclic (~9). Thus J= R. 
Then h*:=h +Xy.h,+...+X’,m-l)N. I h, is a relation whose coefficient 
set is exactly the union of the coefficient sets of the hi for N very large (to 
prevent “overlaps”), thus the coefftcient ideal of h* is R, whence it has trivial 
annihilator in R. (We could also quote Lemma 1.13). 1 
To conclude this section, we formulate over again the main result of this 
section. 
COROLLARY 3.6. If the reduced ring R is not seminormal, then there are 
projective R-algebras in one variable which are not isomorphic to any 
symmetric algebra over R. 
Proof: Theorems 3.2 and 3.4, and Lemma 3.5. 
4. PROJECTIVE ALGEBRAS WHICH ARE NOT INVERTIBLE 
We are going to exploit the technique of building nontrivial projective 
algebras set up in the preceding section. The main idea for proving that some 
given R-algebra A is not invertible is to look at R,,, , the A-module of 
Klhler differentials of A over R, and to use the following fact: 
PROPOSITION 4.1. Suppose R local and A is an invertible R-algebra. 
Then R,, is a stably free A-module. If R is reduced noetherian and A an R- 
algebra in one variable, then fz,,, is free over A, and of rank at most one. 
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Proof: There exists an R-algebra B with A OR B E R [T, ,..., T,]. Both A 
and B can be endowed with R-augmentations eA (resp. e,), and R has 
therefore an A- (resp. B-) module structure. As we know that fiRR,T,,...,T,l,R is 
free on n generators, we have that 
i-2 AqRB/R s (‘A/R @R B) @A @R ‘JJ,,) [8, Theorem 571 
is free on n generators over A OR B. We tensor this formula with the 
A OR B-module R OR B (via eA @ id) and get that (aAIR OA R) OR B 0 
R @R QB,R is free over R OR B z B, so J2B,R is B-projective. 
Doing the same with A OR R (which is an A OR B-module via id @ e,), we 
get (omitting OR R in the notation) 
J2,,, @ (A OR (R,, Be R)) is A-free on n generators. 
But Q, ae R is R-projective (since Sz,, was B-projective), so it is free. 
Therefore, .R,, is stably free over A. 
To prove the rest of the assertion, we assume R reduced noetherian. First, 
we want a,,, to have rank at most one at every prime. For this, it suffices to 
show that Quot(R/p) OR R,,, is a rank one module for every minimal prime 
p of R. But the latter module is exactly ~20uol,R,p)~~)R,QUot(R,p), thus we are 
reduced to the field case by Proposition 1.12. Suppose R = k is a field. Then 
Quot(A) has transcendency degree at most one over k, and is (as a subfield 
of k(T, ,..., T,,)) separably generated, thus fi,,, has rank at most one. 
But it is well known that every stably free module whose rank doesn’t 
exceed one is itself free. 1 
COROLLARY 4.2. If R is reduced noetherian (not necessarily local), and 
A is an invertible R-algebra in one variable, then L!A,R is extended from a 
projective R-module. 
Proof. Exactly as in Proposition 4.1, a,,, is at least projective. Since A 
has finite type over R, an,,, is finitely presented. Locally, we are in a position 
to apply Proposition 4.1, so QRAIR is locally extended from a projective R,,,- 
module. By Quillen’s “Local-global theorem” [9, Theorem 1 ], a,,,, is 
extended itself. (Actually, the quoted theorem is proved in [ 91 for the case 
A = R [ T]. But this generalizes instantly to A = R ] T, . . . . . T,,l and then to 
retracts thereof, so it holds in our case.) 1 
Naturally, our objective is now to calculate n,,, for A = A, as 
constructed in Section 3 (for the details of the construction, see Lemma 3.1 
and Theorem 3.2). We will not specify the cp we work with until we know 
what to look for. For simplicity, we assume R reduced noetherian HithJinite 
normalization. Then, by Lemma 2.4, S embeds into the full ring of quotients 
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K of R. This will be enough for plenty of examples (of course, R is supposed 
not to be seminormal). 
There is an obvious map j: Q,,, -+ L!,,,,, = S[ Y] . dY (dY free base- 
element). The map i: Oa,R --+ LIcKORAMK E QIZKIYVK is precisely the canonical 
map into the localization K OR a,,,, because I2 behaves correctly under 
localization. As Q,,, is A-projective, i is injective, which forces j to be 
injective as well, since i is the composite of j and a canonical map. So we 
may identify Q,,, with its image J. dY in S[Y] . dY. Claim: 
J=a[Y] +A. @‘. QnA,R is generated by d(a[ Y]) and d@ as an A-module, so 
J c a[ Y] + A . @’ (in S[ Y] . dY, d@ = @’ dY, @’ = derivative of Q), where 
@’ E J and a c J (coming from a . Y c A). But then we have equality, since 
A.a=a[Y] (clearlya*[Y]cAa, andgivenFEa[Y],alsoF(!P)Ea[Y],so 
R(IY(@)) E aR[@]), but V(Q)= Y moda*[Y] (see Theorem 3.2) and 
a*[Y]cA.a, thus F=F(Y)EA.a, as wanted. A.aca[Y] is clear.) We 
would like to have that the last module is not extended from R (not free in 
case R is local). To get this, we try to identify it with a module glued 
together from modules over rings forming a part of a pullback diagram, as in 
the theorem of Milnor, namely, the diagram 
A - S[Yl 
PI 1 1 g=reduction moda , 
Wa)[Yl > .Lrn ) (S/a)[J’% 
which is the defining diagram for A, up to he fact that we have been iden- 
tifying A with a subring of S[ Y] all the time. We claim: The module 
a[ Y] + A . @’ over A is identical with the pullback of the following diagram 
of modules over the rings indicated abdve, if one looks at the pullback as a 
submodule of the upper-right-hand module : 
? >-- --.---- + S[ y] 
1 
p=red. moda 
WWI 
(R/a)P’~ f  WWI 
Proof. First we remark that the multiplication by @’ is a bijective 
endomorphism of the (S/a)[ Y]-module (S/a)[ Y], for @’ is a unit in this ring 
(the constant coefficient equals the linear coefficient of #, which is 1 and all 
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the other coefftcients of @’ are nilpotent, making it into a unit). Thus x 
along with f, is injective, and we may identify the pullback of the diagram - 
with the preimage under g of the image of J Im(3) = @’ . Im(f) = 
F(R/a[s]). The preimage of this under g is a[ Y] + Cp’ . R [@I, which is 
readily seen to be equal to a[Y] + A . @‘. The A-module structure for the 
pullback induced by the pullback diagram is the correct one, since we made 
the same identification in both diagrams (namely, identifying the pullback 
with a subobject of the upper right hand object). 
Thus, we have shown that OA,R is a projective module obtained from 
glueing together two free modules of rank one over (R/a)[ Y] and S[ Y] via 
an automorphism (= a unit) of (S/a)[Y]. 
In case R is local it is enough to disprove O,,R free in order to know that 
A is not invertible. But then it is easy to decide this by the Mayer-Vietoris 
sequence for Pit. To be precise, 0,A,R is free if and only if 
@’ is a product of two units, one coming from (R/a)[ Y] and the 
other from S[ Y] via the maps in the defining pullback diagram of 
A. (H. Bass, “Algebraic K-theory,“p. 482.1 
Let (-)* denote “units of -“. S is reduced, thus every unit in S[Y] is a 
constant, and thence Im(S[ Y]* + (S/a)[ Y]*) is contained in (S/a)*. The 
image of (R/a)[ Y]* under f is a subset of the units of (R/a)[&]. So it is 
enough in the local case to disprove 
- 
0’ lies in (S/a)* . (R/a[6])*. 
Recall that @ has the form Y + c2 Y + a*. + c, Y”, ci nilpotent mod a, ci E S. 
Suppose t is minimal with c, 6G R (as in Theorem 3.4, we are only concerned 
with Q’s for which this is defined. They exist by assumption on R, and 
Lemma 3.1). Every unit u in (R/a)[ $1 now has the form x0 + x1 Y + ... + 
X !-, Y’-’ + terms of degree t and up,x,,..., xi-i in R/a. Obviously, x,, is 
even a unit of R/a. Now suppose @’ = s . u, s E (S/a)*. Then @’ = 1 + 
2c, Y + . ‘. +tc,r-‘+...=sx,+...+sx,-lr-‘+..., so by comparing 
coefftcients, we get first s E (R/a)* and then tc, = sx,-, E R/a. To derive a 
final contradiction, it suffices to have tc, @ R/a. Since c, @G a, this is clear if R 
is a Q-algebra. In general, we state: 
THEOREM 4.3. Assume R is reduced noetherian with finite 
normalization, and not seminormal. 
(a) If R is a Q-algebra, S cjiill ring of quotients of R an extension, 
a c R an S-ideal, such that there are nilpotent elements in S/a -R/a, 
then for every @ fu@lling the condition in Theorem 3.4. 
(@= YfC,Y2f ... + c,, Y”, at least one ci @ R) the algebra A, (see 
Dejinition before Theorem 3.2) is not invertible. 
4x I /m/2-3 
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(b) In general, there exist S, a, and @ as above in (a) such that A, is 
not invertible. 
Proof (a) There is a maximal ideal m of R such that c1 &R/a remains 
true when one localizes everything. The hypotheses about S, a, and @ are all 
we have used. Thus, by the above discussion, some localization of A, is not 
invertible. 
(b) We consider @, = Y + xY*, Q2 = Y + xY3, x E S - R, where S, a 
are as defined in Lemma 3.1. By the same argument as in (a), we may pass 
to one local case to prove noninvertibility. With the notation as above, 
x = c,, and t is 2 or 3. Since x C R, either 2x 65 R or 3x & R, or both. Thus, 
for at least one of Qi, i = 1, 2, AVi is not invertible. As all A, are projective 
by Theorem 3.2, we have 
COROLLARY 4.4. For every reduced noetherian ring R with finite 
normalization, R not seminormal, there are projective algebras ofjmite type 
which are not invertible. 
With this information, we are able to prove a theorem about the nonex- 
istence of nontrivial (= nonsymmetric) invertible algebras over CR-algebras. 
This is a generalization of a theorem in [7] which proves steadfastness of Q- 
algebras. We need one more technicality, a converse to the gluing procedure 
in 3. 
LEMMA 4.5. Let R be local, and 
RcS 
I 1 
R/a c S/a 
be a pullback diagram of rings. (In particular, a c R is an S-ideal.) Then 
every projective R-algebra A such that (R/a) OR A g (R/a)[Y] and 
S OR A z S[ Y] is isomorphic to a pullback 
? ---------* SLYI 
1 
1 
(S/a)1 Yl 
fl 
W)[Yl - (sla)[Yl, 
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where the unlabeled maps are canonical, and p(Y) has the form qo( Y) = Y + 
a,Y* + a.. + a,, Y”, where the a, E S/a are nilpotent (cf: the condition in 
Theorem 3.4). 
Proof. First we show that A is isomorphic to such a pullback for some 
(o E Aut(S/a)[ Y]. Since the R-module A is flat, there is a pullback diagram 
A - S&A --% S[Yl P 
Wa)l Yl - WWI 
By Lemma 3.3, the automorphism u, has the form q(Y) = a, + a, Y + .a. + 
a, Y”, a, a unit, a2 ,..., a,, nilpotent. We only have to achieve a, = 0, a, = 1. 
If we multiply rp on the right by anything coming from Aut(R/a)[ Y] or on 
the left by anything coming from Aut(S[ Y]) and substitute the product for a, 
in the diagram above, the pullback of the new diagram will be isomorphic to 
A (this is the trivial part of the proof of the Mayer-Vietoris sequence and 
carries over immediately to our setting). We multiply with (Y ++ Y - a,) on 
the left (this translation does come from Aut(S[Y])) and get a new o with 
a,, = 0. Since R is local, the Mayer-Vietoris sequence for Pit tells us that the 
unit a, has the form v . U, u coming from (R/a)*, u coming from S*. We 
pass from (D to (Y+-+ U-‘Y) . o . (Yt--+ v-‘Y) (for any unit s, the homothety 
Y t+ SY is an automorphism) and finally have a, = 1. (“a0 = 0” is not lost.) 
THEOREM 4.6. Zf R is a Q-algebra, every invertible R-algebra A in one 
variable is a symmetric algebra. 
Proof. Let B be an R-algebra such that A OR B ?I R( T, ,..., T,,]. As in 
Theorem 2.3(a), we find a finite-type Q-subalgebra R, c R such that 
A E R OR0 A, with A, a finitely presented R,-algebra in one variable. We do 
the same with B (enlarging R, a bit), and then there is obviously already a 
finite-type extension R, of R, in R such that R, OR,, (A,, OR,) B,) 2 
R ,I T, r..., T,]. (Compare Lemma 1.10 in (3 1.) Thus we are reduced to the 
case R a Q-algebra of finite type. We weaken(!) the hypothesis to: A is 
invertible and (R/Nil(R)) OR A is a one-variable algebra over R/Nil(R) 
(Corollary 2.6). By 131, we can restrict ourselves to the case R is a local ring 
of a finite type algebra over Q. 
We proceed by induction over d := Krulldim(R). The case d = 0 will be 
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covered in the general induction step, which goes as follows: By the method 
of Corollary 2.6, one can pass to R/Nil(R), which has the same dimension. 
Let S be the seminormalization of the now reduced ring R, and a the 
conductor of S in R. As S is a finitely generated integral extension of R 
within K, the full ring of quotients of R (Lemma 2.4), a contains a nonzero 
divisor, so dim(R/a) is less than d, or d was already zero, in which case R is 
a product of fields and all is well by Theorem 2.1. By Theorem 2.3, 
S OR A z symmetric algebra of some S-module P. But P z T(S OR A) z 
S OR T(A) is free, since T(A) is projective of rank 1 and R local. Thus, 
S OR A is either S or isomorphic to S[ Y]. Now R/a and R/a OR A inherit all 
hypotheses (invertibility; being an algebra in one variable mod Nil(R/a) 
(Lemma 1.13); and the fact that the ground ring is again a local ring of a Q- 
algebra of finite type). By induction, and again because R/a is local, 
R/a OR A is either R/a or isomorphic to (R/a)[ Y]. It is obvious that 
R/a OR A = R/a iff S OR A = S (consider all four possibilities). In this case, 
since A is the pullback of R/a OR A and S OR A for the same reason as in 
Theorem 4.5, A = R. So we can forget about this case and assume that the 
hypotheses of Theorem 4.5 are fulfilled. Consequently, A E A,, 
~7 E Aut(S/a)[ Y], (o(Y) = Y + higher terms. By Theorem 4.3, all coefficients 
of p(Y) are in R/a, otherwise A, could not be invertible. So a, comes from 
Aut(R/a)[ Y], thus the glued algebra A, is isomorphic to R [ T], for it is (as in 
the proof of Theorem 4.5) isomorphic to A, with v = identity. This finishes 
the proof. I 
Remark4.7. As R. Swan pointed out to me, Theorem 4.6 can be 
sharpened by replacing the hypothesis “A is a Q-algebra” by “A is p- 
seminormal for all p E Z”. ( A ring R is p-seminormal if for any x in the 
seminormalization of R such that x2: x3, and px E R, already x E R [ 11, 51.) 
The proof of this strengthened version works by reduction to Theorem 4.6 as 
follows: First one reduces to the case R a finite-type Z-algebra. Then, as in 
Theorem 2.3, one goes to the local case and tries to prove that I = Ker(e) is 
A-free (in which case one would be done by the proof of Theorem 2.3). But if 
one makes all rational primes p invertible, A becomes polynomial by 
Theorem 4.6, so I,_, = Q Oa I is free. By [ 11, 8.11, WPic commutes with 
localization, so the class of I is torsion in Pit(A) c WPic(R) = 
Pic(R [T, ,..., T,,]). By [ 11, 6.11 and since R is p-seminormal for all p, 
N”Pic(R) has no torsion, so I is free as desired. 
By the counterexamples in [7], one is able to say: All invertible R- 
algebras in one variable are symmetric iff R is p-seminormal for all p. 
I conjecture that every invertible R-algebra in one variable over a quite 
general ring R is already stably free. At any rate, our examples show that 
one cannot expect a determinant functor from projective algebras to 
projective algebras in one variable to exist, for such a functor would give us 
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the fact that stably free algebras in one variable are free, which is wrong. 
One should note that there is no determinant map on GA,(R) = 
Aut R.a,gR[X, Y]. Still worse, there is no multiplication among one variable 
projectives as in the module case (Picard group). So there is not much hope 
of getting a Mayer-Vietoris sequence for projective algebras in one variable. 
The best we can say here is: Let P,(R) denote the set of isomorphism classes 
of projective R-algebras in one variable #R. If 
RcS 
R/a c S/a 
is a pullback of rings, and both P,(R/a) and P,(S) have only the trivial 
element (class of the polynomials in Y), then P,(R) is isomorphic to 
“Aut(S/a)[ Y] mod action of Aut S[ Y] on one side and Aut(R/a)[ Y] on the 
other” as a pointed set. 
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