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Abstract
Existing dialog datasets contain a sequence of
utterances and responses without any explicit
background knowledge associated with them.
This has resulted in the development of mod-
els which treat conversation as a sequence-
to-sequence generation task (i.e., given a se-
quence of utterances generate the response se-
quence). This is not only an overly simplis-
tic view of conversation but it is also em-
phatically different from the way humans con-
verse by heavily relying on their background
knowledge about the topic (as opposed to sim-
ply relying on the previous sequence of ut-
terances). For example, it is common for
humans to (involuntarily) produce utterances
which are copied or suitably modified from
background articles they have read about the
topic. To facilitate the development of such
natural conversation models which mimic the
human process of conversing, we create a new
dataset containing movie chats wherein each
response is explicitly generated by copying
and/or modifying sentences from unstructured
background knowledge such as plots, com-
ments and reviews about the movie. We estab-
lish baseline results on this dataset (90K utter-
ances from 9K conversations) using three dif-
ferent models: (i) pure generation based mod-
els which ignore the background knowledge
(ii) generation based models which learn to
copy information from the background knowl-
edge when required and (iii) span prediction
based models which predict the appropriate re-
sponse span in the background knowledge.
1 Introduction
Background knowledge plays a very important
role in human conversations. For example, to have
a meaningful conversation about a movie, one
uses their knowledge about the plot, reviews, com-
ments and facts about the movie. A typical con-
versation involves recalling important points from
this background knowledge and producing them
appropriately in the context of the conversation.
However, most existing large scale datasets (Lowe
et al., 2015b; Ritter et al., 2010; Serban et al.,
2016) simply contain a sequence of utterances and
responses without any explicit background knowl-
edge associated with them. This has led to the de-
velopment of models which treat conversation as a
simple sequence-to-sequence generation task and
often produce output which is both syntactically
incorrect and incoherent (off topic). To make con-
versations more coherent, there is an increasing
interest in integrating structured and unstructured
knowledge sources with neural conversation mod-
els. While there are already some works in this
direction (Rojas-Barahona et al., 2017; Williams
et al., 2016; Lowe et al., 2015a; Ghazvininejad
et al., 2017) which try to integrate external knowl-
edge sources with existing datasets, we believe
that building new datasets where the utterances are
explicitly linked to external background knowl-
edge will further facilitate the development of such
background aware conversation models.
With this motivation, we built a new back-
ground aware conversation dataset using crowd-
sourcing. Specifically, we asked workers to chat
about a movie using structured and unstructured
resources about the movie such as plots, reviews,
comments, fact tables (see Figure 1). For every
even numbered utterance, we asked the workers to
consult the available background knowledge and
try to construct a sentence which contains infor-
mation from this background knowledge and is
relevant in the current context of the conversa-
tion (akin to how humans recall things from their
background knowledge and insert them appropri-
ately in the conversation). For example, in Turn 2,
Speaker 2 picked a sentence from the plot which
is relevant to the current context of the conver-
sation. Similarly, in Turn 3, Speaker 2 picked a
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... The lab works on spi-
ders and has even man-
aged to create new species
of spiders through genetic
manipulation. While Peter
is taking photographs of
Mary Jane for the school
newspaper, one of these
new spiders lands on his
hand and bites him Pe-
ter comes home feeling ill
and immediately goes to
bed. ...
Plot
... I thoroughly enjoyed
“Spider-Man” which I saw
in a screening. I thought
the movie was very en-
grossing. Director Sam
Raimi kept the action quo-
tient high, but also em-
phasized the human ele-
ment of the story. Tobey
was brilliant as a gawky
teenager...
Review
Speaker 1(N): Which is your favourite character?
Speaker 2(C): My favorite character was Tobey
Maguire.
Speaker 1(N): I thought he did an excellent job as
peter parker, I didn’t see what it was that turned him
into Spider-Man though.
Speaker 2(P): Well this happens while Peter is taking
photographs of Mary Jane for the school newspaper,
one of these new spiders lands on his hand and bites
him.
Speaker 1 (N): I see. I was very excited to see this
film and it did not disappoint!
Speaker 2(R): I agree, I thoroughly enjoyed “Spider-
Man”
Speaker 1(N): I loved that they stayed true to the
comic.
Speaker 2(C): Yeah, it was a really great comic book
adaptation
Speaker 1(N): The movie is a great life lesson on bal-
ancing power.
Speaker 2(F): That is my most favorite line in the
movie, “With great power comes great responsibility.”
Movie: Spider-Man
... Crazy attention to de-
tail. My favorite character
was Tobey Maguire. I
can’t get over the “I’m
gonna kill you dead” line.
It was too heavily reliant
on constant light-hearted
humor. However the con-
stant joking around kinda
bogged it down for me. A
really great comic book
adaptation. ....
Comments
Awards Golden TrailerAwards 2002
Taglines
With great
power comes
great
responsibility.
Get Ready For
Spidey !
Similar
Movies
Iron Man
Spider-Man 2
Fact Table
Figure 1: A sample chat from our dataset which uses background resources. The chosen spans used in the conver-
sation are shown in blue. The letters in the brackets denote the type of resource that was chosen - P, C ,R, F and N
indicate Plot, Comments, Review, Fact Table and None respectively.
sentence from the movie review. We also asked
the workers to suitably modify the content picked
from the background knowledge, if needed, so that
the conversation remains coherent. We collected
around 9K such conversations containing a total
of 90K utterances pertaining to about 921 movies.
These conversations along with the background
resources will be made publicly available1. For ev-
ery utterance, we also provide information about
the exact span in the resource from which this ut-
terance was created. Lastly note that unlike ex-
isting datasets, our test set contains multiple ref-
erence responses for each test context thereby fa-
cilitating better evaluation of conversation models.
We believe that this dataset will allow the com-
munity to take a fresh look at conversation mod-
eling and will lead to the development of mod-
els which can learn to exploit background knowl-
edge to pick appropriate responses instead of gen-
erating responses from scratch. Such a conversa-
tion strategy which produces responses from back-
ground knowledge would be useful in various do-
mains. For example, a troubleshooting bot could
exploit the information available in manuals, re-
views and previous bug reports about the soft-
ware. Similarly, an e-commerce bot could exploit
the rich information available in product descrip-
tions, reviews, fact tables, etc. about the product.
While the proposed dataset is domain specific, it
1https://github.com/nikitacs16/Holl-E
serves as a good benchmark for developing cre-
ative background-knowledge-aware models which
can then be ported to different domains by build-
ing similar datasets for other domains.
We establish some initial baselines using three
different paradigms to demonstrate the various
models that can be developed and evaluated using
this dataset. For the sake of completeness, the first
paradigm is a hierarchical variant of the sequence
to sequence architecture which does not exploit
any background knowledge. The second paradigm
is the copy-and-generate paradigm wherein the
model tries to copy text from the given resources
whenever appropriate and generate it otherwise.
The third paradigm borrows from the span predic-
tion based models which are predominantly being
used for Question Answering (QA). These base-
line results along with the dataset would hopefully
shape future research in the area of background
aware conversation models.
2 Related Work
There has been an active interest in building
datasets (Serban et al., 2015) for training dia-
log systems. Some of these datasets contain
transcripts of human-bot conversations (Williams
et al., 2013; Henderson et al., 2014a,b) while oth-
ers are created using a fixed set of natural lan-
guage patterns (Bordes and Weston, 2017; Dodge
et al., 2016). The advent of deep learning created
interest in the construction of large-scale dialog
datasets (Lowe et al., 2015b; Ritter et al., 2010;
Sordoni et al., 2015) leading to the development
of several end-to-end conversation systems (Shang
et al., 2015; Vinyals and Le, 2015; Li et al., 2016;
Serban et al., 2016) which treat dialog as a se-
quence generation task.
To make the output of these models more coher-
ent, there is an increasing effort in integrating ex-
ternal background knowledge with these models.
This is because human beings rely on background
knowledge for conversations as well as other tasks
(Schallert, 2002). There has been considerable
work on incorporating background knowledge in
the context of goal-oriented dialog datasets even
before the advent of large-scale datasets for deep
learning (Raux et al., 2005; Seneff et al., 1991)
as well as in recent times (Rojas-Barahona et al.,
2017; Williams et al., 2016; Eric et al., 2017)
where datasets include small sized knowledge
graphs as background knowledge. However, the
conversations in these datasets are very templated
and nowhere close to open conversations in spe-
cific domains such as the ones contained in our
dataset.
Even in the case of open domain conversa-
tions, there are some works which have inte-
grated external knowledge sources. Most of
the entries in 2017 Amazon Alexa Prize (Ram
et al., 2017) relied on background knowledge for
meaningful response generation. Milabot (Serban
et al., 2017a) and even the winning entry Sound-
ingBoard (Liu et al., 2018) used Reddit pages,
Amazon’s Evi Service, and large databases like
OMDB, Google Knowledge Graph and Wikidata
as external knowledge. The submission named
Eigen (Guss et al., 2017) used several dialog
datasets and corpora belonging to related Natu-
ral Language Processing tasks to make their re-
sponses more informative. We refer the reader to
(Ram et al., 2017) for detailed analysis of these
systems. In the space of academic datasets, (Lowe
et al., 2015a) report results on the Ubuntu dataset
using manpages as external knowledge whereas
(Ghazvininejad et al., 2017) use Foursquare tips
as external knowledge for social media conver-
sations. However, unlike our work both these
works do not create a new dataset where the
responses are explicitly linked to a knowledge
source. The infusion of external knowledge in
both these works is post facto (as opposed to our
work where we take a bottom-up approach and ex-
plicitly create a dataset which allows exploitation
of background knowledge). Additionally, existing
large-scale datasets are noisy as they are extracted
from online forums which are inherently noisy. In
contrast, since we use crowdsourcing, the extent of
noise is reduced since there are humans in the loop
who were explicitly instructed to use only clean
sentences from the external knowledge sources.
We would also like to mention some existing
works such as (He et al., 2017; Lewis et al., 2017;
Krause et al., 2017) which have used crowdsourc-
ing for creating conversation datasets. In fact, our
data collection method is inspired by the work of
(Krause et al., 2017) where the authors use self-
dialogs to collect conversation data about movies,
music and sports. They are referred to as self-
dialogs because the same worker plays the role
of both parties in the conversation. However, our
work differs from (Krause et al., 2017) as we pro-
vide explicit background knowledge sources to the
workers from where they can copy text with the
addition of suitable prefixes and suffixes to gener-
ate appropriate coherent responses.
3 Dataset
In the following sub-sections we describe the var-
ious stages involved in collecting our dataset.
3.1 Curating a list of popular movies
We created a list of 921 movies containing (i) top
10 popular movies within the past five years, (ii)
top 250 movies as per IMDb rankings, (iii) top 10
movies in popular genres, and (iv) other popular
movie lists made available elsewhere on the Inter-
net. These movies belonged to 22 different genres
such as sci-fi, action, horror, fantasy, adventure,
romance, etc. thereby ensuring that our dataset
is not limited to a specific genre. We considered
those movies for which enough background infor-
mation such as plots, reviews, comments, facts,
etc. were available on the Internet irrespective
of whether they were box-office successes or not.
Please find the respective urls in the Appendix.
3.2 Collecting background knowledge
For each movie, we collected the following back-
ground knowledge:
1. Review (R): For each movie, we asked some
in-house workers to fetch the top 2 most popular
reviews for this movie from IMDb using the sort
by Total Votes option. We also instructed them to
avoid choosing reviews which were less than 50
words but this was typically never the case with
popular reviews. 2. Plot (P): For each movie,
we extracted information about the “Plot” of the
movie from the Wikipedia page of the movie.
Wikipedia pages of movies have an explicit sec-
tion on “Plot” making it easy to extract this infor-
mation using scripts. 3. Comments (C): Web-
sites like Reddit have a segment called “official
discussion page about X” (where X is a movie
name) containing small comments about various
aspects of movie. We identified such pages and
extracted the first comment on every thread on this
page. We bundled all these comments into a sin-
gle text file and refer to it as the resource contain-
ing “Comments”. For a few movies, the official
discussion page was not present in which case we
used the review titles of all the IMDb reviews of
the movie as comments. The difference between
Reviews and Comments is that a Review is an
opinion piece given by one person thus typically
exhibiting one sentiment throughout while Com-
ments include opinions of several people about the
same movie ensuring that positive, negative and
factual aspects of the movie are captured as well
as some banter.
4. Meta data or Fact Table (F): For each
movie, we also collected factual details about the
movie, viz., box office collection, similar movies
(for recommendations), awards and tag-lines from
the corresponding IMDb pages and Wikipedia In-
foboxes. Such information would be useful for
inserting facts in the conversation, for example,
“Did you know that the movie won an Oscar?”.
We included only 4 fields in our fact table instead
of showing the entire Wikipedia Infobox to reduce
the cognitive load on turkers who already had to
read the plot, reviews and comments of the movie.
3.3 Collecting conversation starters
During our initial pilots, we observed that if we
asked the workers to converse for at least 8 turns,
they used a lot of the initial turns in greetings and
general chit-chat before actually chatting about a
movie. To avoid this, we collected opening state-
ments using Amazon Mechanical Turk (AMT)
where the task for the workers was to answer the
following questions “What is your favorite scene
from the movie X ?”, “What is your favorite char-
acter from the movie X ?” and “What is your opin-
ion about the movie X?” (X is the movie name).
We paid the workers 0.04$ per movie and showed
the same movie to 3 different workers, thereby
collecting 9 different opening statements for every
movie. By using these statements as conversation
starters in our data collection, the workers could
now directly start conversing about the movie.
3.4 Collecting background knowledge aware
conversations via crowdsourcing
Our aim is to create a conversation dataset wherein
every response is explicitly linked to some struc-
tured or unstructured background knowledge.
Creating such a dataset using dedicated in-house
workers would obviously be expensive and time
consuming and so we decided to use crowdsourc-
ing. However, unlike other NLP and Vision tasks,
where crowdsourcing has been very successful,
collecting conversations via crowdsourcing is a bit
challenging. The main difficulty arises from the
fact that conversation is inherently a task involv-
ing two persons but it is hard to get two work-
ers to synchronize and chat on AMT. We did try
a few pilot experiments where we setup a server to
connect two AMT workers but we found that the
probability of two workers simultaneously logging
in was very low. Thus, most workers logged in
and left in a few seconds because no other worker
joined simultaneously. Finally, we took inspira-
tion from the idea of self chats (Krause et al.,
2017) in which, the same worker plays the role
of both Speaker 1 and Speaker 2 to create the
chat. In the above self chat setup, we showed ev-
ery worker 3 to 4 resources related to the movie,
viz., plot (P), review (R), comments (C) and fact
table (F). We also showed them a randomly se-
lected opening statement from the 9 opening state-
ments that we had collected for each movie and
requested them to continue the conversation from
that point. The workers were asked to add at
least 8 utterances to this initial chat. While play-
ing the role of Speaker 1, the worker was not re-
stricted to copy/modify sentences from the back-
ground resources but was given the freedom to
create (write) original sentences. However, when
playing the role of Speaker 2, the worker was
strictly instructed to copy/modify sentences from
the shown resources such that they were relevant
in the current context of the conversation. The rea-
son for not imposing any restrictions on Speaker 1
was to ensure that the chats look more natural and
coherent. Further, Speaker 2 was allowed to add
words at the beginning or end of the span selected
from the resources to make the chats more coher-
ent and natural (for example, see the prefix in ut-
terance 2 of Speaker 2 in Figure 1). We paid the
workers 40 cents for every chat. Please refer to the
Appendix for the instruction screen shots.
3.5 Verification of the collected chats
Every chat that was collected by the above pro-
cess was verified by an in-house evaluator to check
if the workers adhered to the instructions and pro-
duced coherent chats. Since humans typically tend
to paraphrase the background knowledge acquired
by reading articles, one could argue that such con-
versations may not look very natural because of
this restriction to copy/modify content from the
provided resources. To verify this, we conducted
a separate human evaluation wherein we asked 15
in-house evaluators to read conversations (without
the background resources) from our dataset and
rate them on five different parameters. Specifi-
cally, they were asked to check if the conversations
were 1) intelligible: i.e., an average reader could
understand the conversation 2) coherent: i.e.,
there were no abrupt context switches 3) gram-
matically correct 4) on-topic: i.e., the chat re-
volved around the concerned movie with digres-
sion limited to related movies/characters/actors
and 5) natural two-person chats: i.e., the role-
play setup does not make the chat look unnatural.
These evaluators were post-graduate students who
were fluent in English and had watched at least
100 Hollywood movies. We did not give them
any information about the data creation process.
We used a total of 500 chats for the evaluation
and every chat was shown to 3 different evalua-
tors. The evaluators rated the conversations on a
scale of 1 (very poor) to 5 (very good). We com-
puted inter-annotator agreement using the mean
linearly weighted Cohen’s κ (Cohen, 1968) and
mean Krippendorff’s α (Hayes and Krippendorff,
2007). The average rating for each of the 5 param-
eters along with the inter annotator agreement are
reported in Table 1 and are very encouraging.
3.6 Statistics
In Table 2, we show different statistics about the
dataset collected using the above process. These
include average number of utterances per chat,
average number of words per utterance, and so
on followed by the statistics of the different re-
Metric Rating α κ
Intelligible 4.47 ± 0.52 0.70 0.69
Coherent 4.33 ± 0.93 0.57 0.71
Grammar 4.41 ± 0.56 0.60 0.69
Two-person-chat 4.47 ± 0.46 0.64 0.70
On Topic 4.57 ± 0.43 0.72 0.70
Table 1: Average human evaluation scores with stan-
dard deviations for conversations (scale 1-5). We also
report mean Krippendorff’s α and mean Cohen’s κ
#chats 9071
#movies 921
#utterances 90810
Average # of utterances per chat 10.01
Average # of words per utterance 15.29
Average # of words per chat 153.07
Average # of words in Plot 186.10
Average # of words in Review 384.44
Average # of words in Comments 123.81
Average # of words in Fact Table 33.47
# unique Plots 5157
# unique Reviews 1817
# unique Comments 12740
Table 2: Statistics of the dataset
sources which were used as background knowl-
edge. Please note that the # unique Plots and
# unique Reviews correspond to unique para-
graphs while the # unique Comments is the count
of unique sentences. We observed that 41.2%,
34.6%, 16.1% and 8.1% of Speaker 2 responses
came from Reviews, Comments, Plots and Fact
Table respectively.
4 Models
We evaluate three different types of models as de-
scribed below. Since these are popular existing
models, we describe them very briefly below and
refer the reader to the original papers for more de-
tails. Note that in this work we merge the com-
ments, reviews, plots and facts into one single doc-
ument and refer to it as background knowledge. In
the rest of the paper, when we refer to a resource
we mean this single document which is a merger
of all the resources unless specified otherwise.
4.1 Generation based models
We use the standard Hierarchical Recurrent En-
coder Decoder model (HRED) (Serban et al.,
2016) instead of its variant (Serban et al., 2017b)
as the standard model performs only slightly
poorly than the variant and is much easier to im-
plement. It decomposes the context of the conver-
sation as two level hierarchy using Recurrent Neu-
ral Networks (RNN). The lower RNN encodes in-
dividual utterances (sequence of words) which is
then fed into the higher level RNN as a sequence
of utterances. The decoder RNN then generates
the output based on this hierarchical context rep-
resentation.
4.2 Generate-or-Copy models
Get To The Point (GTTP) (See et al., 2017) pro-
posed a hybrid pointer generator network for ab-
stractive summarization that learns to copy words
from the source document when required and oth-
erwise generates a word like any sequence-to-
sequence model. In the summarization task, the
input is a document and the output is a summary
whereas in our case the input is a {document, con-
text} pair and the output is a response. Here,
the context includes the previous two utterances
and the current utterance. We modified the ar-
chitecture to suit our task. We use an RNN to
compute the representation of the document (like
the original model) and introduce another RNN to
compute a representation of the context by treat-
ing it as a single sequence of words. The de-
coder which is also an RNN then uses the docu-
ment representation, context representation and its
own internal state representation to compute a (i)
probability score which indicates whether the next
word should be copied or generated (ii) probability
distribution over the vocabulary if the next word
needs to be generated and (iii) probability distri-
bution over the input words if the next word needs
to be copied. These three probability distributions
are then combined to produce the next word in the
response.
4.3 Span prediction models
Bi-directional Attention Flow Model (BiDAF)
(Seo et al., 2017) model is a QA model which
was proposed in the context of the SQuAD dataset
(Rajpurkar et al., 2016). Given a document and a
question, the model uses a six-layered architecture
to predict the span in the document which contains
the answer. We can use their model as it is for our
task without any modifications by simply treating
the context as the question and the resource as the
document.
We chose to evaluate on the modified generate-
or-copy model instead of other variants such as
(Ghazvininejad et al., 2017; Lowe et al., 2015a)
as the modified model already contains the extra
encoder for background model which is present in
these models. Moreover, the modified model uses
a hybrid copy-or-generate decoder which is well-
suited to our task.
5 Experimental Setup
In this section we describe the train-validation-
test splits, the process used for creating training
instances, the manner in which the models were
trained using our data and the evaluation metrics.
5.1 Creating train/valid/test splits
On average we have 9.14 chats per movie. We di-
vide the collected chats into train, validation, and
test splits such that all the chats corresponding to
a given movie are in exactly one of the splits. This
ensures that a movie seen in the test or validation
set is never seen at training time. We create the
splits such that the percentage of chats in the train-
validation-test set is roughly 80%-10%-10%.
5.2 Creating training instances
For each chat in the training data, we construct
training instances of the form {resource, context,
response} where the context is taken as previous
two utterances and current utterance. We consider
only the even numbered utterances as training ex-
amples as they are generated from the background
resources thus emulating a human-bot setup. If
a chat has 10 turns, we will have 5 instances.
The task then is to train a model which can pre-
dict these even numbered responses. At test time
the model is shown {resource, context} and pre-
dicts the response. Note that, HRED will ignore
the resource and only use {context, response} as
input-output pairs. BiDAF and GTTP will use
{resource, context, response} as training data with
relevant span instead of response for BiDAF.
5.3 Merging resources into a single document
As stated earlier, we simply merge all the back-
ground information to create a single document
which we collectively refer to as resource. For
the BiDAF model, we had to restrict the length
of the resource to 256 words because we found
that even on a K80 GPU with 12GB RAM, this
model gives an out of memory error for longer
documents. We found this to be a severe limita-
tion of this and other span based models (for ex-
ample, R-Net (Wang et al., 2017)) . We exper-
imented with three methods of creating this re-
source. The first method oracle uses the actual re-
source (plot or comments or reviews) from which
the next response was generated as a resource. If
that resource itself has more than 256 words then
we truncate it from the beginning and the end such
that the span containing the actual response is con-
tained within the retained 256 words. The number
of words that are discarded from the start or the
end is chosen at random so that the correct spans
do not end up in similar positions throughout the
dataset. The next two methods mixed-short and
mixed-long are created by merging the individual
resources. We retain each resource in the merged
document proportional to its length. (i.e,if there
are 400 words in the plot, 200 words in the review
and 100 in the comments, the merged resource will
contain contiguous sentences from these three re-
sources in the ratio of 4:2:1.) Further, we ensure
that the merged resource contains the actual re-
sponse span. In this way, we create mixed-short
with 256 words and mixed-long with 1200 words
(the maximum length of the merged resources).
We will henceforth denote oracle, mixed-long and
mixed-short using ‘(o) ’, ‘(ms) ’and ‘(ml) ’respec-
tively. We report results for BiDAF(o), BiDAF
(ms), GTTP (o) and GTTP (ml).
5.4 Evaluation metrics
As HRED and GTTP models are generation based
models we use BLEU-4, ROUGE-1, ROUGE-2
and ROUGE-L as the evaluation metrics. For
BiDAF we use the above metrics by comparing
the predicted span with the reference span. For
BiDAF, we also report F1 as stated in (Rajpurkar
et al., 2016).
In addition to the automatic evaluation, we
also collected human judgments using 100 test re-
sponses generated for every model for every setup
(oracle, mixed-short, mixed-long). These evalu-
ators had the same qualifications as the evalua-
tors who earlier helped us evaluate our dataset.
They were asked to rate the response on scale of
1 to 5 (with 1 being the least) on the following
four metrics: (1) Fluency(Flu), (2) appropriate-
ness/relevance (apt) of the response in the current
context language (3) humanness (Hum) of the re-
sponse, i.e., whether the responses look as if they
were generated by a human (4) and specificity
(spec) of the response, i.e., whether the model
produced movie-specific responses or generic re-
sponses such as “This movie is amazing”. We re-
port these results in Table 4.
5.5 Collecting multiple reference responses
One common issue with evaluating dialog systems
is that existing datasets typically contain only one
reference response whereas in practice several re-
sponses can be correct in a given context. To solve
this to a certain extent, we collected three refer-
ence responses for every Speaker 2 utterance in
our dataset (note that Speaker 2 is treated as the bot
while training/testing our models). We show the
previous utterances ending with Speaker 1’s re-
sponse and ask workers to provide three appropri-
ate responses from the given resources. We found
that in some cases there was only one appropri-
ate response like factual response and the workers
could not provide multiple references . In this way
we were able to create a multiple reference test set
where 78.04% of the test instances have multiple
responses. In Table 3, we report two sets of scores
based on single-reference test dataset and multi-
reference test dataset. While calculating the scores
for multi-reference dataset, we take the maximum
score over multiple reference responses.
Please refer to the Appendix section for the de-
tails of the model, hyperparameters, example of
multiple references in our dataset and sample out-
puts produced by different models.
6 Results and Discussion
In this section, we discuss the results of our exper-
iments as summarized in Tables 3 and 4.
Generation based models v/s Span prediction
models: We compare the generation based models
and span prediction models only based on results
in the oracle setting. Here, the span based model
(BiDAF) outperforms the generation based mod-
els (HRED and GTTP). This confirms our belief
that the natural language generation (NLG) capa-
bilities of current generation based models are far
from being acceptable even in case of generate-
or-copy modes. This also emphasizes the impor-
tance of this data which allows building models
which can exploit well-formed sentences in the
background knowledge and reproduce them with
minor modifications instead of generating them
from scratch. While the results for BiDAF are
Model F1 BLEU Rouge-1 Rouge-2 Rouge-L
HRED - - 5.23 5.38 24.55 25.38 7.61 8.35 18.87 19.67
GTTP (o) - - 13.92 16.46 30.32 31.6 17.78 21.21 25.67 27.83
GTTP (ms) - - 11.05 15.68 29.66 31.71 17.70 19.72 25.13 27.35
GTTP (ml) - - 7.51 8.73 23.20 21.55 9.91 10.42 17.35 18.12
BiDAF (o) 39.69 47.18 28.85 34.98 39.68 46.49 33.72 40.58 35.91 42.64
BiDAF (ms) 45.73 51.35 32.95 39.39 45.69 50.73 40.18 45.01 43.46 46.95
Table 3: Performance of the proposed models on our dataset. The figures on the left in each column indicate scores
on single-reference test dataset while the figures on the right denote scores on multi-reference dataset.
Model Hum Apt Flu Spec
HRED 3.08 2.49 2.64 2.06
GTTP (o) 4.10 3.73 4.03 3.33
GTTP (ml) 2.93 2.97 3.42 2.60
BiDAF (o) 3.78 3.71 4.05 3.76
BiDAF(ms) 3.41 3.38 3.47 3.30
Table 4: Human evaluation results on the model perfor-
mances.
encouraging, we reiterate that it does not scale to
longer documents (we were not able to run it in
the mixed-long setting). We still need much bet-
ter models as BiDAF on SQuAD dataset gives an
F1 of 81.52 % which is much higher than the re-
sults on our dataset. Further, note that using the
predicted span as a response is not natural. This
is evident from human likeliness (Hum) score of
GTTP (o) being higher than both the BiDAF mod-
els. We need models which can suitably alter the
span to retain the coherence of the context.
Effect of including background knowledge:
We observe that there isn’t much difference be-
tween the performance of HRED which does not
use any background knowledge when compared
to GTTP (ml) which actually uses a lot of back-
ground knowledge. However, there is a substan-
tial difference between the performance of HRED
and GTTP (o) which uses only the relevant back-
ground knowledge. Further, without background
knowledge, HRED learns to produce very generic
responses (Spec score = 2.06). This shows that the
background knowledge is important, but the mod-
els should learn to focus on the right background
knowledge relevant to the current context. Alter-
nately, we can have a two-stage network which
first predicts the right resource (plot, review, com-
ments) from which the span should be selected and
then selects the span from this chosen resource.
Oracle v/s mixed-short resource: We observe
that the performance of BiDAF (ms) is actually
better than BiDAF (o) even when the resource
length for both is 256 words. We would expect
a poor performance for BiDAF (ms) as the re-
source has more noise because of the sentences
from irrelevant resources. However, we specu-
late the model learns to regard irrelevant sentences
as noise and learns to focus on sentences corre-
sponding to the correct resource resulting in im-
proved performance (however, this is only a hy-
pothesis and it needs to be verified). We realize
that this is clearly a poor baseline and we need bet-
ter span prediction based models which can work
with longer documents. At the same time, GTTP
(o) and GTTP (ms) have comparable (yet poor)
performance. There is no co-attention mechanism
in this model which can effectively filter out noisy
sentences.
Observations from the copy-and-gen model:
We observed that this model produced sentences
where on average of 82.18% (oracle) and 71.95%
(mixed-long) of the tokens were copied. One
interesting observation was that it easily learns to
copy longer contiguous sequences one word at a
time. However, as is evident from the automatic
evaluation metrics, in many cases, the ‘copied’
spans are not relevant to the current context.
Evaluating with multiple references: When
considering multiple references, the performance
numbers as reported in Table 3 indeed improve.
This shows the importance of having multiple
references and the need to develop metrics which
account for multiple dissimilar references.
7 Conclusion
We introduce a new dataset for building dialog
systems which would hopefully allow the commu-
nity to take a fresh look at this task. Unlike ex-
isting datasets which only contain a sequence of
utterances, in our dataset each response is explic-
itly linked to some background knowledge. This
mimics how humans converse by recalling infor-
mation from their background knowledge and use
it appropriately in the context of the conversation.
Using this dataset, we evaluated models belonging
to three different paradigms, viz., generation based
models, generate-or-copy models and span predic-
tion models. Our results suggest that the NLG
capabilities of existing seq-to-seq models are still
far from desirable while span based models which
completely bypass the process of NLG show some
promise but with clear scope for improvement.
Going forward, we would like to build models
which are a hybrid of span prediction models and
generation models. Specifically, we would like to
build models which can learn to copy a large se-
quence from the input instead of one word at a
time. Another important aspect is to build less
complex models which can handle longer docu-
ments. For example, the BiDAF model has an
expensive outer product between two large matri-
ces which makes it infeasible for long documents
(because the size of these matrices grows with the
length of the document). Alternately, we would
like to build two-stage models which first select
the correct resource from which the next response
is to be generated and then generate or copy the
response from the resource.
Acknowledgements
We would like to thank Department of Computer
Science and Engineering, and Robert Bosch Cen-
ter for Data Sciences and Artificial Intelligence,
IIT Madras (RBC-DSAI) for providing us with ad-
equate resources. We also thank Gurneet Singh
and Sarath Chandar for helping us in the data col-
lection phase two and three respectively. Lastly,
we thank all the AMT workers around the world
and our in-house evaluators.
Appendix
Model details - GTTP
Since we modified the existing architecture of
Get to the Point (See et al., 2017), we now pro-
vide details of the same. In the summarization
task, the input is a document and the output is
a summary whereas in our case the input is a
{resource/document, context} pair and the output
is a response. Note that the context includes the
previous two utterances (dialog history) and the
current utterance. Since, in both the tasks, the out-
put is a sequence (summary v/s response) we don’t
need to change the decoder (i.e., we can use the de-
coder from the original model as it is). However,
we need to change the input fed to the decoder.
Similar to the original model, we use an RNN to
compute the representation of the document. Let
N be the length of the document then the RNN
computes representations hr1, h
r
2, ..., h
r
N for all the
words in the resource (we use the superscript r
to indicate resource). The final representation of
the resource is then the attention weighted sum of
these word representations:
eti = v
T tanh(Wrh
r
i + Ust + br)
at = softmax(et)
rt =
∑
i
atih
r
i
(1)
where st is the state of the decoder at the cur-
rent time step. In addition, in our case, we also
have the context of the conversation apart from
the document (resource). Once again, we use an
RNN to compute a representation of this context.
Specifically, we consider the previous k utterances
as a single sequence of words and feed these to an
RNN. LetM be the total length of the context (i.e.,
all the k utterances taken together) then the RNN
computes representations hc1, h
c
2, ..., h
c
M for all the
words in the context (we use the superscript c to
indicate context). The final representation of the
context is then the attention weighted sum of these
word representations:
f ti = v
T tanh(Wch
c
i + V st + bc)
mt = softmax(f t)
ct =
∑
i
mtih
c
i
(2)
where st is the state of the decoder at the current
time step.
The decoder then uses rt (document representa-
tion), ct (context representation) and st (decoder’s
internal state) to compute a probability distribution
over the vocabulary Pvocab. In addition the model
also computes pgen which indicates that there is
a probability pgen that the next word will be gen-
erated and a probability (1 − pgen) that the next
word will be copied. We use the following modi-
fied equation to compute pgen
pgen = σ(w
T
r rt+w
T
c ct+w
T
s st+w
T
x xt+bg) (3)
where xt is the previous word predicted by the
decoder and fed as input to the decoder at the cur-
rent time step. Similarly, st is the current state of
the decoder computed using this input xt. The fi-
nal probability of a wordw is then computed using
a combination of two distributions, viz., (Pvocab)
as described above and the attention weights as-
signed to the document words as shown below
P (w) = pgenPvocab(w)+(1−pgen)
∑
i:wi=w
ati (4)
where ati are the attention weights assigned to ev-
ery word in the document as computed in Equation
1. Thus, effectively, the model could learn to copy
a word i if pgen is low and ati is high.
Example from the multiple reference test
set
As seen from the Table 5, the given chat on “Se-
cret Life of Pets” can have multiple responses for
Speaker 2. Notice how Reference 1 talks against
low critique scores thus emphasizing that he was
totally impressed by the movie while Reference 4
has neutral opinion about the same. At the same
time, Reference 3 talks about movie specific de-
tails like his favorite character while Reference 4
gives a personal opinion. All these four responses
are valid given the current context.
Hyper-parameters
We describe the hyperparameters that we used for
each model in this sub section. Following the
original paper, we trained the HRED model using
Adam (Kingma and Ba, 2014) optimizer with an
initial learning rate of 0.001 on a minibatch of size
16. We used a dropout (Srivastava et al., 2014)
Movie Name The Secret Life of Pets
Chat
Speaker1 : What do you think about the movie?
Speaker2 : I think it was comical and entertaining.
Speaker1 : It delivered what was promised.
Reference 1 I agree! I’m surprised this film got such a low overall score by users.
Reference 2 My favorite character was Gidget! She was so much fun and so loyal to her friends!
Reference 3
Yes! As a Great Dane owner, I often wonder what my dogs are thinking.
It was fun to see this take on it.
Reference 4 It was full of cliches with a predictable story, but with some really funny moments.
Table 5: Multiple references for the given chat.
with a rate of 0.25. For word embeddings we use
pre-trained GloVe (Pennington et al., 2014) em-
beddings of size 300. For all the encoders and de-
coders in the model we used Gated Recurrent Unit
(GRU) with 300 as the size of the hidden state. We
restricted our vocabulary size to 20,000 most fre-
quent words.
We followed the hyperparameters mentioned in
the original paper and trained GTTP using Ada-
grad (Duchi et al., 2011) optimizer with an ini-
tial learning rate of 0.15 and an initial accumulator
value of 0.1 on a minibatch of size 16. For the en-
coders and decoders we used LSTMs with 256 as
the size of the hidden state. To avoid vanishing
and exploding gradient problem we use gradient
clipping with a maximum gradient norm of 2. We
used early stopping based on the validation loss.
Again following the original paper, we trained
BiDAF using AdaDelta (Zeiler, 2012) optimizer
with an initial learning rate of 0.5 on a minibatch
of size 32. For all encoders, we use LSTMs with
256 as the size of the hidden state. We used a
dropout (Srivastava et al., 2014) rate of 0.2 across
all LSTM layers, and for the linear transformation
before the softmax for the answers. For word em-
beddings we use pre-trained GloVe embeddings of
size 100. For both GTTP and BiDAF, we had to re-
strict context length to 65 tokens for fair compar-
ison. Note that GTTP can scale beyond 65 tokens
but BiDAF cannot.
Sample responses produced by the models
As seen from Table 6, HRED isn’t able to produce
responses that correspond to the given movie or
the given context as it lacks any notion of back-
ground knowledge associated with it. We will not
consider HRED for the following discussion. In
Example 1, we can clearly see that only GTTP (or-
acle) matches with the ground truth. The remain-
ing three models produce varied outputs which are
still relevant to the context. In Example 2, we ob-
serve that prediction based models produce appro-
priate recommendation because of better context-
document mapping mechanisms. Both the GTTP
models produce responses which are copied but
irrelevant to the context. At the same time, just
producing spans without any structure isn’t nat-
ural. This explains the need for hybrid models.
Example 3 asks for the backstory of a character
which requires complex reasoning. The model
has to first understand the plot of the movie to lo-
cate the sentences which talk about that charac-
ter’s past. As seen from the responses of the given
models, all of them except GTTP (ml) pick sen-
tences which are relevant to the character but do
not answer the required question. As discussed
earlier, these models rely on word-overlap and
thus possess limited natural language understand-
ing. Thus, we need models which are capable
of going beyond word overlap and producing re-
sponses even in such complex scenarios.
Data Collection Interfaces used on
Amazon Mechanical Turk
As explained in the paper, we resorted to AMT
for three types of data collection viz. collection
of opening statements as discussed in stage 3 of
the dataset collection (Figure 6), the actual chat
data collection explained in stage 4 of the proce-
dure and additional responses collected for the test
dataset. We will now show the instruction screens.
The html files for the same will be released along
with the code.
Movie Example 1 (Creed) Example 2 (Ted) Example 3 (Jaws)
Context S1 : Which was the best
scene in the movie ac-
cording to you?
S2 : I liked the one in
which Rocky trains and
runs.
S1 : It was great when the
match commences, and
although Donnie takes a
few hits, he defeats Leo.
S2 : Creed goes the dis-
tance as an exceptional
crowd pleaser.
S1 : I agree with grit, style
and substance. There’s no
other way to say it; Creed
is a knockout from start to
finish.
S2 : The scene where
they’re yelling at each
other out the window was
gold
S1 : Thats a similar
scene from family guy. I
couldnt stop laughing.
S2 : I thought every scene
was gold. I also couldn’t
believe Liam Neeson was
in the movie.
S1 : I will love to
pick something similar
this evening. Do you have
a recommendation?
S1 : What do you think
about the characters in
this movie?
S2 : My favorite character
was Brody, he was such a
fun character.
S1 : I didn’t get Quint’s
backstory.
Ground Truth It wholeheartedly cap-
tures what was so brilliant
about the first film: the
characters.
Yes. You can try 22 Jump
Street.
Quint, aboard that ship in
World War II when it was
sunk by torpedoes, had
witnessed the deaths of
roughly 800 men that day,
many of whom were eaten
by sharks as they strug-
gled helplessly in the wa-
ter.
HRED yeah , but as the ark
is launched , and you
are right taxi driver ,
runs with the beauty ,
<UNK><UNK>and
<UNK><UNK>.
the plot is a classic in the
film , it ’s not that it ’s an
original and cinematic ex-
perience .
i ’m not ashamed to admit
it , mary poppens is ban-
gin ! ! !
BiDAF(o) I can’t say enough great
things about writer / di-
rector Ryan Coogler.
The Hangover Hooper notices the shark
beginning to circle the
boat, and Quint rushes out
for a look.
BiDAF(ms) I loved how they intro-
duced each opponent with
his record and accom-
plishments.
21 Jump Street The mood suddenly dark-
ens as Quint admits that
the former tattoo rep-
resented the US Navy
cruiser
GTTP(o) it wholeheartedly cap-
tures what was so brilliant
about the first film : the
characters .
$ 218,628,680 i think . brody is stunned and
alerts quint .
GTTP(ml) i can’t say enough great
things about writer / di-
rector ryan coogler .
this movie had way too
much product placement .
jaws’ is the original sum-
mer blockbuster
Table 6: Examples produced by various models. S1 denotes Speaker1 while S2 denotes Speaker2. ‘o’,‘ml’ and
‘ms’ represent oracle, mixed-long and mixed-short versions of the dataset respectively.
Figure 2: Instruction screen for collection of multiple-responses for the same chat for the test dataset.
Figure 3: Instruction screen for chat data collection from Phase 4 of the dataset collection procedure
Figure 4: Background resources for the example chat shown to the workers on AMT
Figure 5: Example chat shown to the workers on AMT
Figure 6: Instruction screen for opening statement collection from the stage of the dataset collection procedure
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