An $H^{s,p}(\curl;\Omega)$ estimate for the Maxwell system by Kar, Manas & Sini, Mourad
AN Hs,p(curl; Ω) ESTIMATE FOR THE MAXWELL SYSTEM
MANAS KAR AND MOURAD SINI
Abstract. We derive an Hs,p0 (curl; Ω) estimate for the solutions of the Maxwell type equa-
tions modeled with anisotropic and W s,∞(Ω)-regular coefficients. Here, we obtain the reg-
ularity of the solutions for the integrability and smoothness indices (p, s) in a plan domain
characterized by the apriori lower/upper bounds of a and the apriori upper bound of its
Ho¨lder semi-norm of order s. The proof relies on a perturbation argument generalizing
Gro¨ger’s Lp-type estimate, known for the elliptic problems, to the Maxwell system.
1. Introduction
Assume Ω ⊂ R3 to be a bounded and Lipschitz domain. Let the coefficient a be a 3 × 3
matrix, with elements in W s,∞(Ω), s ≥ 0, satisfying the uniform ellipticity condition, i.e.,
there exist positive constants m,M such that
(1.1) m|ξ|2 ≤ a(x)ξ · ξ ≤M |ξ|2,
for all ξ ∈ C3 and almost every x ∈ Ω and having, if s > 0, a bounded Ho¨lder semi-norm
with exponent s, i.e., there exists M˜ > 0 such that
(1.2) |a|C0,s ≤ M˜.
The goal of this work is to study the well posedness of the following boundary value problem
(1.3)
{
curl(a curlu) + k2u = f, in Ω
ν ∧ u = 0, on ∂Ω
in the appropriate Sobolev spaces with fractional order. Here, we denote by ν the outer unit
normal on ∂Ω and k the frequency. The problem (1.3) covers the case 1 when the electric
field E satisfies
(1.4)
{
curl(µ−1 curlE) + k2E = f, in Ω
ν ∧ E = 0, on ∂Ω
or the magnetic field H satisfies
(1.5)
{
curl(−1 curlH) + k2H = f, in Ω
ν ∧H = 0, on ∂Ω
with anisotropic permitivity  and permiability µ.
Date: September 20, 2018.
1One way to deal with the general case where k2 is replaced by b ∈ (L∞(Ω))3 (for example in (1.4) replace
k2 by b(x) := −k2−1(x), x ∈ Ω, with  ∈ (L∞(Ω))3×3 lower bounded by a positive constant) is discussed in
Remark 3.1.
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The well posedness of the problem (1.3) has been derived in the L2-based Sobolev spaces,
i.e., H(curl; Ω), for domains with minimal smoothness and minimum regularity assumptions
on the coefficients, see for instance [13].
In order to study the question of regularity for the inhomogeneous Dirichlet-Laplace prob-
lem, in [8], Jerison and Kenig used harmonic analysis technique to obtain a best possible
estimates for the solutions in Sobolev-Besov Lps(Ω) norms with optimal range of the smooth-
ness index s and the integrability index p. In [11, 12], M. Mitrea, D. Mitrea and J. Pipher
considered an inhomogeneous Maxwell equations in a Lipschitz sub-domain, where the elec-
tric permitivity  and the magnetic permeability µ taken to be constants. The regularity
estimate for the solutions of (1.3), developed in the Lp settings for the optimal values of p’s,
can be found in [11]. In [12], M. Mitrea showed the well posedness in the Sobolev-Besov
spaces Hs,p0 (curl; Ω) with the optimal range of the smoothness index s and the integrability
index p which generalizes, to the Maxwell system, the results by Jerison and Kenig mentioned
above.
Regarding variable coefficients and under weak regularity assumptions on the domain Ω
and only L∞-regularity assumption of the coefficients, the well posedness for the divergence
form elliptic problems has been studied by Gro¨ger. In [7], he demonstrated the well posedness
in the Sobolev space W 1,p(Ω) for p > 2, which is a generalization of the work of Meyers [10],
known for Dirichlet boundary conditions, to mixed type boundary conditions. The proof
is based on a perturbation argument via the Banach fixed point theorem, see [7]. We refer
the reader to the text books [4, 5] for Lp-estimates of the solutions of elliptic problems in
case of smooth coefficients. For the Maxwell model, a W 1,p-type regularity estimate for
the solutions has been derived by Bao, Li, and Zhou considering µ to be constant and  as
piecewise constant, see [2]. Related estimates for smooth coefficients are derived by Yin in
[18], see also the references therein. In the recent work [9], we proved an estimate of the
solutions for the problem in the Sobolev spaces H1,p0 (curl; Ω), for p near 2, where a is taken
to be a matrix valued function satisfying (1.1).
In this work, we use the approach by Gro¨ger to deal with the regularity issue regarding
the model (1.3) in the spaces Hs,p0 (curl; Ω) for W
s,∞(Ω) coefficients for a certain range of
s and p, see Theorem 3.1 and Figure 1. This completes the work in [9] and provides the
Gro¨ger-Meyers’s regularity estimate corresponding to the formentioned results in [12]. Let
us also mention that compared to the works in [2] and [18], our estimates are derived for less
regular coefficients (for instance for s = 0) and show that the solution operator for the model
(1.3) is an isomorphism. In addition to the general interest of such regularity estimates, this
isomorphism property is useful for justifying a shape reconstruction algorithm in the theory
of inverse problems, see [9, 15].
The paper is organized as follows. In Section 2, we recall the basic definitions of the Sobolev
and Besov spaces of functions in Lipschitz domains and also some functional properties on
those spaces. Then we state the main result in this paper in Section 3 and finally, a detailed
proof of the result is given in Section 4.
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2. Definitions and preliminary results
2.1. Sobolev and Besov spaces in Lipschitz domains. For 1 < p <∞ and −∞ < s <
∞ the Sobolev space Lps(R3) is defined by 2
Lps(R3) := {(I −∆)−
s
2 g; g ∈ Lp(R3)},
with the norm
‖f‖Lps(R3) = ‖(I −∆)
s
2f‖Lp(R3).
For any Lipschitz domain Ω ⊂ R3, we denote by Lps(Ω) the Sobolev space defined as the
restrictions to Ω of the elements in Lps(R3). The norm is defined as follows:
‖f‖Lps(Ω) := inf{‖g‖Lps(R3);RΩg = f},
where RΩg denotes the restriction of the function g from R3 to Ω. Moreover, if we define
the space Wm,p(Ω) by
Wm,p(Ω) := {f ∈ Lp(Ω); ∂
βf
∂xβ
∈ Lp(Ω), |β| ≤ m},
equipped with the norm
‖f‖Wm,p(Ω) :=
∑
|β|≤m
∫
Ω
|∂
βf
∂xβ
|pdx
1/p ,
for m ≥ 1, an integer, and 1 < p <∞, then we have the equality
Lpm(Ω) = W
m,p(Ω),
see for instance [3] and [8], where as usual ∂
β
∂xβ
:= ∂
|β|
∂x
β1
1 ∂x
β2
2 ∂x
β3
3
with |β| = β1 + β2 + β3. Using
Stein’s extension operator, the space Lps(Ω), 0 < s < 1, can be interpreted as the complex
interpolation 3 space between Lp(Ω) and W 1,p(Ω), i.e.,
[Lp(Ω),W 1,p(Ω)][s] = L
p
s(Ω),
for all 1 < p <∞. For p =∞ and 0 < s < 1, the space W s,∞(Ω) can be viewed as the space
of functions {
ϕ ∈ L∞(Ω) : |ϕ(x)− ϕ(y)||x− y|s ∈ L
∞(Ω× Ω)
}
.
Basically this space is equivalent to the Ho¨lder continuous space C0,s(Ω) with exponent s
and the norm can be defined as
‖ϕ‖W s,∞(Ω) = ‖ϕ‖L∞(Ω) + |ϕ|C0,s ,
where the Ho¨lder semi-norm is denoted by
|ϕ|C0,s := sup
x,y∈Ω
x 6=y
|ϕ(x)− ϕ(y)|
|x− y|s .
2The space Lps(R3) can also be defined using the Fourier transform Lps(R3) := {f ; f ∈ S ′, ‖f‖sp < ∞},
with the norm ‖f‖sp = ‖F−1{(1 + |ξ|2)
s
2Ff}‖Lp(R3), where s ∈ R. Here, F and F−1 represent the Fourier
transform and inverse Fourier transform respectively and S ′ represents the space of tempered distributions.
3A detailed discussion about this space can be found in [1] and [3], for instance.
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According to [8], for 1 < p <∞ and s ∈ R, we define Lps,0(Ω) as the space of all distribu-
tions f ∈ Lps(R3) such that supp f ⊂ Ω and the norm is
‖f‖Lps,0(Ω) := ‖f‖Lps(R3).
It is known that C∞0 (Ω) is dense in L
p
s,0(Ω) for all values of s and p with p > 1. For positive
s, Lp−s(Ω) is defined as the space of distributions in Ω such that
‖f‖Lp−s(Ω) := sup{|〈f, ϕ〉|; ϕ ∈ C∞0 (Ω), ‖ϕ˜‖Lqs(R3) ≤ 1} <∞,
where tilde denotes the extension by zero outside Ω and 1/p + 1/q = 1. For all values of p
and s, C∞(Ω) is dense in Lps(Ω). Also, C
∞
0 (Ω) is dense in L
p
s(Ω), for s ≤ 0. In addition, for
any s ∈ R,
Lq−s,0(Ω) = (L
p
s(Ω))
′
and Lq−s(Ω) = (L
p
s,0(Ω))
′
,
see for instance in [[8], Proposition 2.4, Proposition 2.9] and [12]. For each p and s satisfying
1 < p <∞, −1 + 1/p < s < 1/p, there exists a linear and bounded extension operator
Eext : L
p
s(Ω)→ Lps(R3),
by
Eext(u) = u˜,
with the property that supp u˜ ⊂ Ω, see [[17], Theorem 3.5]. In addition, Range(Eext) =
Lps,0(Ω), which allows the following identification
Lps(Ω) = L
p
s,0(Ω); ∀ p ∈ (1,∞), ∀ s ∈ (−1 + 1/p, 1/p).
Thus, if p, q ∈ (1,∞) are such that 1/p+ 1/q = 1, then
(2.1) (Lps(Ω))
′
= Lq−s(Ω), ∀ s ∈ (−1 + 1/p, 1/p),
and hence Lps(Ω) is reflexive. Note that the product space L
p
s(Ω)×Lps(Ω) is a Banach space
with the usual graph norm as well as with the equivalent norm
‖(f1, f2)‖Lps(Ω)×Lps(Ω) =
(
‖f1‖pLps(Ω) + ‖f2‖
p
Lps(Ω)
)1/p
.
In the following lemma we discuss the characterization of the dual of Lps(Ω)×Lps(Ω) with
suitable p and s.
Lemma 2.1. Let 1 < p, q < ∞ be real numbers with 1/p + 1/q = 1 and s be such that
−1 + 1/p < s < 1/p. Assume that Ω ⊂ R3 be a bounded Lipschitz domain. Then for every
fixed g = (g1, g2) ∈ Lps(Ω)× Lps(Ω), the operator F∗ defined by
F∗f := Lps(R3)〈g˜1, f˜1〉Lq−s(R3) + Lps(R3)〈g˜2, f˜2〉Lq−s(R3),
is a continuous linear functional on Lq−s(Ω)× Lq−s(Ω), where f˜j ∈ Lq−s(R3) is any extension
of fj satisfying RΩf˜j = fj and g˜j is an extension of gj by zero outside Ω, for j = 1, 2.
Conversely, every F∗ ∈ (Lq−s(Ω) × Lq−s(Ω))′ can be written in the above form with a
uniquely determined g ∈ Lps(Ω)× Lps(Ω). Moreover, there exist c1, c2 > 0 such that
c1‖g‖Lps(Ω)×Lps(Ω) ≤ ‖F∗‖(Lq−s(Ω)×Lq−s(Ω))′ ≤ c2‖g‖Lps(Ω)×Lps(Ω).
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Proof. Applying the Ho¨lder inequality we have the continuity of F∗ together with the esti-
mate
‖F∗‖(Lq−s(Ω)×Lq−s(Ω))′ ≤ c2‖g‖Lps(Ω)×Lps(Ω).
Conversely, for j = 1, 2, we define
Tj : L
q
−s(Ω)→ Lq−s(Ω)× Lq−s(Ω)
by
T1f1 := (f1, 0)
and
T2f2 := (0, f2),
for all f1, f2 ∈ Lq−s(Ω). Note that Tj is a continuous and linear operator. Since F∗ ∈
(Lq−s(Ω)× Lq−s(Ω))′ , then for f = (f1, f2) ∈ Lq−s(Ω)× Lq−s(Ω), we have
F∗f = (F∗ ◦ T1)f1 + (F∗ ◦ T2)f2.
Since Tj and F∗ are linear and continuous then F∗ ◦ Tj ∈ (Lq−s(Ω))′ , for j = 1, 2. Note that,
from (2.1) we have the characterization of the dual space (Lq−s(Ω))
′
, i.e.,
(Lq−s(Ω))
′
= Lps(Ω),
for all −1 + 1/p < s < 1/p. Therefore, there exists a unique gj ∈ Lps(Ω) such that
(F∗ ◦ Tj)(fj) = Lps(R3)〈g˜j, f˜j〉Lq−s(R3),
where f˜j ∈ Lq−s(R3) is any extension of fj satisfying RΩf˜j = fj and g˜ is an extension of g
by zero outside Ω for j = 1, 2. Now, define g := (g1, g2) ∈ Lps(Ω)× Lps(Ω). Therefore,
F∗f = Lps(R3)〈g˜1, f˜1〉Lq−s(R3) + Lps(R3)〈g˜2, f˜2〉Lq−s(R3).
Thus the natural mapping
A : Lps(Ω)× Lps(Ω)→ (Lq−s(Ω)× Lq−s(Ω))
′
,
defined by
(g1, g2) 7−→ F∗,
is bounded linear and bijective. Hence by the open mapping theorem we conclude that A is
an isomorphism, i.e., there exist c1, c2 > 0 such that
c1‖g‖Lps(Ω)×Lps(Ω) ≤ ‖F∗‖(Lq−s(Ω)×Lq−s(Ω))′ ≤ c2‖g‖Lps(Ω)×Lps(Ω).

The following lemma describes the interpolation spaces by applying the complex interpo-
lation method.
Lemma 2.2. We have the following characterization
Lps(Ω) = [L
p0
s0
(Ω), Lp1s1 (Ω)][θ],
where s = (1−θ)s0 +θs1, 1p = 1−θp0 + θp1 and s0 6= s1, s0, s1 ∈ R, 1 < p0, p1 <∞ with 0 < θ < 1.
Proof. See [[3], Theorem 6.4.5]. 
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As in [12], for Ω ⊂ R3 an open set and if 1 < p <∞ and s ∈ R, we introduce the space
Hs,p(curl; Ω) := {u ∈ Lps(Ω); curlu ∈ Lps(Ω)},
equipped with the natural graph norm
(2.2) ‖u‖Hs,p(curl;Ω) = ‖u‖Lps(Ω) + ‖ curlu‖Lps(Ω).
An equivalent norm to (2.2) is given by
‖u‖Hs,p(curl;Ω) =
(
‖u‖p
Lps(Ω)
+ ‖ curlu‖p
Lps(Ω)
)1/p
.
Under the second norm Hs,p(curl; Ω) is a Banach space. To define the tangential trace along
the boundary we need to discuss about the Besov spaces on the boundary. Following [12], we
denote by Lp1(∂Ω) the Sobolev space of functions in L
p(∂Ω) with tangential gradients ∇tan
(∇tan := −ν ∧ (ν ∧ ∇)) in Lp(∂Ω), for 1 < p < ∞. Spaces with fractional smoothness can
then be defined via complex interpolation, i.e.,
Lpθ(∂Ω) := [L
p(∂Ω), Lp1(∂Ω)][θ], ∀ 0 < θ < 1, 1 < p <∞.
We also set
Lp−s(∂Ω) := (L
q
s(∂Ω))
′
,
for all 0 ≤ s ≤ 1, 1 < p, q <∞, 1/p+ 1/q = 1.
On ∂Ω, the Besov spaces can then be introduced via real interpolation4, i.e.,
Bp,qs (∂Ω) := (L
p(∂Ω), Lp1(∂Ω))s,q, with 0 < s < 1, 1 < p, q <∞.
Also, for −1 < s < 0 and 1 < p, q <∞, we set
Bp,qs (∂Ω) := (B
p′,q′
−s (∂Ω))
′
, 1/p+ 1/q = 1, 1/p′ + 1/q′ = 1.
Now, if u ∈ Hs,p(curl; Ω) for some p, s satisfying 1 < p < ∞ and −1 + 1/p < s < 1/p then
we can define the tangential trace ν ∧ u ∈ Bp,ps−1/p(∂Ω) by
〈ν ∧ u,Trϕ〉 :=
∫
Ω
[〈curlu, ϕ〉 − 〈u, curlϕ〉]dx,
for any ϕ ∈ Lq1−s(Ω), 1/p+ 1/q = 1.
Therefore, the space Hs,p0 (curl; Ω) can be interpreted as
Hs,p0 (curl; Ω) := {u ∈ Hs,p(curl; Ω); ν ∧ u = 0 on ∂Ω}.
Lemma 2.3. The space Hs,p0 (curl; Ω) is reflexive, for all 1 < p <∞ and s ∈ (−1+1/p, 1/p).
Proof. Define
F : Hs,p0 (curl; Ω)→ Lps(Ω)× Lps(Ω)
by
Fu := (u, curlu).
The operator F is bounded linear and isometric. We set W to be the range of the operator
F , which is a closed subspace of Lps(Ω)× Lps(Ω). Notice that, the operator
F : Hs,p0 (curl; Ω)→W
4More details about this space can be found in [3] and [[1], Chapter 7].
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and its inverse are isometrically isomorphism. Since the closed subspace of a reflexive space
is reflexive and the isometric isomorphism preserves reflexivity between the spaces, then the
proof of the lemma will follow if we show that Lps(Ω)× Lps(Ω) is reflexive.
For h ∈ Lps(Ω)× Lps(Ω), we set
Jh(F
∗) := (Lps(Ω)×Lps(Ω))′ 〈F ∗, h〉Lps(Ω)×Lps(Ω).
Let us define the usual canonical mapping
J : Lps(Ω)× Lps(Ω)→ (Lps(Ω)× Lps(Ω))
′′
by J(h) = Jh. Notice that J is an isometry. Hence, to show that the Banach space L
p
s(Ω)×
Lps(Ω) is reflexive, we need to prove that the canonical embedding J is surjective.
Given g ∈ Lq−s(Ω)× Lq−s(Ω), we define
τq : L
q
−s(Ω)× Lq−s(Ω)→ (Lps(Ω)× Lps(Ω))′
by
(τqg)(f) := Lq−s(Ω)×Lq−s(Ω)〈g, f〉Lps(Ω)×Lps(Ω)
for all f in Lps(Ω)×Lps(Ω), where p, q, s satisfy 1 < p, q <∞, 1/p+ 1/q = 1 and −1 + 1/p <
s < 1/p. Then by Lemma 2.1, the operator τq is an isomorphism.
Let us take F ∗∗ ∈ (Lps(Ω)× Lps(Ω))′′ . Also we take τqg as F ∗. Then F ∗∗F ∗ = F ∗∗τqg, i.e.,
F ∗∗τq : L
q
−s(Ω)× Lq−s(Ω)→ R
is a continuous linear map. Hence, Lemma 2.1 implies that there exists a unique h ∈
Lps(Ω)× Lps(Ω) such that
(F ∗∗τq)(g) = Lps(Ω)×Lps(Ω)〈h, g〉Lq−s(Ω)×Lq−s(Ω).
Therefore,
F ∗∗F ∗ = (F ∗τq)(g)
= Lps(Ω)×Lps(Ω)〈h, g〉Lq−s(Ω)×Lq−s(Ω)
= Lq−s(Ω)×Lq−s(Ω)〈g, h〉Lps(Ω)×Lps(Ω)
= (τqg)(h)
= (Lps(Ω)×Lps(Ω))′ 〈F ∗, h〉Lps(Ω)×Lps(Ω)
= Jh(F
∗)
i.e., F ∗∗ = Jh = J(h). Hence J is surjective. 
We finish this section with the following lemma where we state a Kato-Ponce type in-
equality.
Lemma 2.4. Assume that f ∈ Lps(Ω) and g ∈ W s,∞(Ω), then fg ∈ Lps(Ω) with the following
estimate
‖fg‖Lps(Ω) ≤ C‖f‖Lps(Ω)‖g‖W s,∞(Ω),
where C = C(s, p) > 0 for all 1 < p <∞ and s ≥ 0.
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Proof. For s = 0, the proof is trivial and C = 1. So, we consider the case s > 0. Let us
first extend the functions f and g by zero outside Ω. Following [16], we define the Bessel
potentials Js by Js = (I −∆)−s/2 for s > 0 and recall that,
Lps(R3) =Js(Lp(R3)), 1 ≤ p ≤ ∞, s ≥ 0.
Hence,
‖fg‖Lps(Ω) = ‖fg‖Lps(R3)
= ‖(I −∆)s/2(fg)‖Lp(R3).
Now we recall the Kato-Ponce inequality, see for instance in [6], as
‖Js(fg)‖Lp(R3) ≤ C[‖f‖Lp(R3)‖Jsg‖L∞(R3) + ‖Jsf‖Lp(R3)‖g‖L∞(R3)],
where s > 0, 1 < p < ∞ and Js := (I − ∆)s/2 with the constant C = C(s, p) > 0. So, we
obtain
(2.3) ‖fg‖Lps(Ω) ≤ C[‖f‖Lp(R3)‖Jsg‖L∞(R3) + ‖Jsf‖Lp(R3)‖g‖L∞(R3)].
Since, Js is an isomorphism between Lps(R3) and Lp(R3) for 1 ≤ p ≤ ∞ and s ∈ R, see [[3],
Theorem 6.2.7], then we have
(2.4) ‖Jsg‖L∞(R3) ≤ C‖g‖W s,∞(R3),
where C = C(s) > 0. Also note that, for s > 0, Lps(R3) is a subspace of Lp(R3), i.e., for any
f ∈ Lps(R3) we have
(2.5) ‖f‖Lp(R3) ≤ C‖f‖Lps(R3).
Combining (2.3), (2.4) and (2.5), we obtain
‖fg‖Lps(Ω) ≤ C‖f‖Lps(R3)‖g‖W s,∞(R3)
i.e.,
‖fg‖Lps(Ω) ≤ C‖f‖Lps(Ω)‖g‖W s,∞(Ω),
where C = C(s, p) > 0. 
3. Main result
We start the section by defining a region RΩ as follows:
(s, 1/p) ∈ RΩ ⇔

0 < 1
p
< 1,
−1 + 1
p
< s < 1
p
,
2
3
(1− 1
pΩ
) < 1
p
− s
3
< 1
3
( 2
pΩ
+ 1).
Remark that, RΩ can be determined by the geometric character of the domain Ω. Here, pΩ
is the Ho¨lder conjugate exponent of qΩ and qΩ is the supremum of all q so that the Dirichlet
and Neumann problem for the Laplace-Beltrami operator in Ω is well-posed in W 1,q spaces.
However, 1 ≤ pΩ < 2 when ∂Ω is Lipschitz regular and pΩ = 1 when ∂Ω ∈ C1. A more
detailed explanation can be found in [12]. In the next sections we use the notations R+Ω and
R−Ω given by
R+Ω := RΩ ∩ {(s, 1/p); s ≥ 0, 1 < p <∞}
and
R−Ω := RΩ ∩ {(s, 1/p); s < 0, 1 < p <∞}.
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Now, we are in a position to state the following theorem as our main result.
Theorem 3.1. Let Ω be a bounded and Lipschitz domain in R3. Let the coefficient a be a 3×3
symmetric matrix, with elements in W s,∞(Ω), satisfying the uniform ellipticity condition,
i.e., there exist positive constants m,M such that
(3.1) m|ξ|2 ≤ a(x)ξ · ξ ≤M |ξ|2,
for all ξ ∈ C3 and almost every x ∈ Ω and having, if s > 0, a bounded Ho¨lder semi-norm
with exponent s, i.e., there exists M˜ > 0 such that 5
(3.2) |a|C0,s ≤ M˜.
Then for any f ∈ (H−s,q0 (curl; Ω))′, the following problem
(3.3)
{
curl(a(x) curlu) + k2u = f, in Ω
ν ∧ u = 0, on ∂Ω
has one and unique solution in Hs,p0 (curl; Ω) for all (s, 1/p) ∈ S (:= S+ ∪ S−) where
(3.4) S+ :=
⋃
(s0,1/p0)∈R+Ω

(
s,
1
p
)
∈ R+Ω ;
s = (1− θ)s0,
1
p
= 1−θ
p0
+ θ
2
, where θ ∈ (0, 1) is such that
(1− θ) logMs0,p0 + log k0(s, p) < 0.

with
Ms0,p0 := ‖K−1s0,p0‖(H−s0,q00 (curl;Ω))′→Hs0,p00 (curl;Ω)
under the condition that
(3.5) k0(s, p) := max{|1− mk
2
M2
|, C(s, p)[1− m
2
M2
+
mM˜
M2
]} < 1.
Here Ks0,p0u = curl curlu + u and C(s, p) is the constant appearing in the Kato-Ponce in-
equality in Lemma 2.4. The region S− is given by
(3.6) S− := {(s, 1/p) ∈ R−Ω ; (−s, 1/q) ∈ S+}.
In addition, the solution satisfies the following estimate
‖u‖Lps(Ω) + ‖ curlu‖Lps(Ω) ≤ C‖f‖(H−s,q0 (curl;Ω))′ .
In Figure 1, considered in the (s, 1/p)-plane (i.e., smoothness vs reciprocal integrability),
the dashed area represents the well-posedness region for the Maxwell problem (3.3). We first
fix (s0, 1/p0) ∈ R+Ω . The property
(3.7) (1− θ) logMs0,p0 + log k0(s, p) < 0
says that the points (s, 1/p) will be laying on some part of this straight line joining (0, 1/2)
and (s0, 1/p0). Now, if we take any other point (s0, 1/p0) ∈ R+Ω and use the same argument,
then we end up with the positive s-part of dashed region S i.e., S+, in Figure 1, where
Ms,pk
1
p
0 (s, p) < 1. The well-posedness region S
− can be obtained by using duality argument
on the Maxwell operator and the symmetry of the matrix a.
5In the case s = 0, this condition is not needed. In all subsequent estimates, we can replace M˜ by 0 in
this case.
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Figure 1. The interior of the hexagon bounded by the red lines is the region
RΩ and the interior of the dashed region, denoted by S and characterized in
(3.4) and (3.6), represents the well-posedness region for the Maxwell problem
(3.3).
Theorem 3.1 is proved in two steps. In the first step, we deal with the unperturbed
problem and in the second step, we discuss the perturbed problem. In the unperturbed case,
we consider the coefficient a to be the identity matrix I. Then the system (3.3) reduces to
the well known time harmonic Maxwell model with constant permittivity and permeability
and the regularity for the solutions of this type of model has been derived in [12]. In the
perturbed case, we follow the approach by Gro¨ger, see [7], based on the Banach fixed point
theorem.
Remark 3.1. The result in Theorem 3.1 could be extended to obtain the well-posedness in
Hs,p0 (curl,Ω) for the following problem
(3.8)
{
curl(a(x) curlu) + b(x)u = f, in Ω
ν ∧ u = 0, on ∂Ω
where a ∈ (W s,∞(Ω))3×3 satisfies the conditions (3.1) and (3.2) and b ∈ (L∞(Ω))3. One way
to prove this is to show that the solution operator of this problem is a compact perturbation
of the solution operator of the problem (3.3) and then use the Fredholm alternative, as it is
done in [13] for the case s = 0 and p = 2.
Remark 3.2. We make the following observations.
(1) The regularity result Theorem 3.1 can be understood as follows. Let be given the
bounds m,M and M˜ . Assume, in addition, that k2 is such that |1 − m k2
M2
| < 1.
Then (3.3) is well posed in Hs,p0 (curl; Ω) for s and p, of the form s = (1 − θ)s0 and
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1
p
:= 1−θ
p0
+ θ
2
with (s0,
1
p0
) ∈ R+Ω, such that
(3.9) C(s, p)(1− m
2
M2
+
mM˜
M2
) < 1
and
(3.10) (1− θ) logMs0,p0 + log k0(s, p) < 0
where
(3.11) k0(s, p) = max{|1− mk
2
M2
|, C(s, p)[1− m
2
M2
+
mM˜
M2
]}.
The extra condition on k2, i.e., |1 − m k2
M2
| < 1, can be removed by combining this
result and Remark 3.1.
(2) In the case s = 0, we have C(s, p) = 1. In addition, in this case, we can take M˜ = 0,
i.e., we assume the elements of a to be in L∞(Ω) only. Then the condition (3.9)
reduces to |1 − m2
M2
| < 1, which is trivially satisfied, and then the condition (3.10)
characterizes the range of p for which we have well posedness.
(3) In the case where a is a constant coefficient equal to the identity matrix we can take
m
M
→ 1 and M˜ → 0 and then C(s, p)(1 − m2
M2
+ mM˜
M2
) << 1. This means that in the
case of identity coefficient a, S+ and S− become R+Ω and R
−
Ω respectively and hence
S = RΩ. This reduces to the result in [12].
4. Proof of the Hs,p(curl; Ω) estimates for the Maxwell system
We begin this section with the following lemma to characterize the dual space ofH−s,q0 (curl; Ω)
with an appropriate range of s and q.
Lemma 4.1. Assume that ϕ ∈ (H−s,q0 (curl; Ω))′ , then ϕ can be uniquely written as ϕ =
g1 + curl g2, with the estimate
‖g1‖Lps(Ω) + ‖g2‖Lps(Ω) ≤ C‖ϕ‖(H−s,q0 (curl;Ω))′ ,
where g1, g2 ∈ Lps(Ω), 1/p+ 1/q = 1, 1 < p <∞ and −1 + 1/p < s < 1/p.
Proof. The operator
P : H−s,q0 (curl; Ω)→ Lq−s(Ω)× Lq−s(Ω),
defined by
Pu := (u, curlu),
is linear, bounded and isometric. Also we define W := P (H−s,q0 (curl; Ω)), which is a closed
subspace of Lq−s(Ω)× Lq−s(Ω).
Note that the adjoint operator
P ∗ : W
′ → (H−s,q0 (curl; Ω))
′
is invertible and continuous. Hence for given ϕ ∈ (H−s,q0 (curl; Ω))′ , there exists a unique
ϕ∗ ∈ W ′ such that P ∗ϕ∗ = ϕ. Now, by Hahn-Banach extension theorem, there exists a
linear functional (name it ϕ˜∗),
ϕ˜∗ : Lq−s(Ω)× Lq−s(Ω)→ R
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such that
(4.1) (Lq−s(Ω)×Lq−s(Ω))′〈ϕ˜∗, u〉Lq−s(Ω)×Lq−s(Ω) = W ′〈ϕ∗, u〉W , ∀ u ∈ W
and
‖ϕ˜∗‖(Lq−s(Ω)×Lq−s(Ω))′ = ‖ϕ∗‖W ′ .
On the other hand, since ϕ˜∗ ∈ (Lq−s(Ω)×Lq−s(Ω))′, then by Lemma 2.1, for all −1 + 1/p <
s < 1/p, there exists a unique g := (g1, g2) ∈ Lps(Ω)× Lps(Ω) such that,
ϕ˜∗f = Lps(R3)〈g˜1, f˜1〉Lq−s(R3) + Lps(R3)〈g˜2, f˜2〉Lq−s(R3),
for all f˜1, f˜2 ∈ Lq−s(R3), with the norm estimate
(4.2) c1‖g‖Lps(Ω)×Lps(Ω) ≤ ‖ϕ˜∗‖(Lq−s(Ω)×Lq−s(Ω))′ ≤ c2‖g‖Lps(Ω)×Lps(Ω),
where f˜j is any extension of fj satisfying RΩf˜j = fj, and g˜ be an extension of g by zero
outside Ω for all j = 1, 2. Combining (4.1) and (4.2) we have
‖ϕ∗‖W ′ = ‖ϕ˜∗‖(Lq−s(Ω)×Lq−s(Ω))′ ≥ c1‖g‖Lps(Ω)×Lps(Ω).
Therefore, for v ∈ H−s,q0 (curl; Ω), we have
(H−s,q0 (curl;Ω))′
〈ϕ, v〉H−s,q0 (curl;Ω) = W ′〈ϕ
∗, Pv〉W
= (Lq−s(Ω)×Lq−s(Ω))′〈ϕ˜∗, Pv〉Lq−s(Ω)×Lq−s(Ω)
= Lps(R3)〈g˜1, v˜〉Lq−s(R3) + Lps(R3)〈g˜2, c˜url v〉Lq−s(R3),
(4.3)
where, tilde denotes the extension by zero outside Ω.
Now we show that
(4.4) Lps(Ω)〈g2, curl v〉Lq−s(Ω) = (H−s,q0 (curl;Ω))′〈curl g2, v〉H−s,q0 (curl;Ω).
Recall that, for −1 + 1/p < s < 1/p, Lps,0(Ω) = Lps(Ω). As g2 ∈ Lps,0(Ω), then, g2 is a
distribution such that g2 ∈ Lps(R3) with support in Ω. Using the distribution derivative of
g2, we define curl g2 by
(C∞0 (Ω))′〈curl g2, v〉C∞0 (Ω) := (C∞0 (Ω))′〈g2, curl v〉C∞0 (Ω) ∀ v ∈ C∞0 (Ω).
It is clear that, curl g2 ∈ (C∞0 (Ω))′. Also recall that, C∞0 (Ω) is dense in H−s,q0 (curl; Ω), see
[[12], A.27]. Therefore, we can define curl g2 on H
−s,q
0 (curl; Ω) by
〈curl g2, v〉 := lim
m→∞
〈curl g2, vm〉,
where vm → v in H−s,q0 (curl; Ω) with vm ∈ C∞0 (Ω). Hence curl g2 defines a bounded linear
functional on H−s,q0 (curl; Ω) and we obtain
(H−s,q0 (curl;Ω))′
〈curl g2, v〉H−s,q0 (curl;Ω) = limm→∞ (C∞0 (Ω))′〈curl g2, vm〉C∞0 (Ω)
= lim
m→∞ (C
∞
0 (Ω))
′〈g2, curl vm〉C∞0 (Ω)
= Lps(Ω)〈g2, curl v〉Lq−s(Ω).
(4.5)
Therefore, combining the equations (4.3) and (4.5), we obtain
(H−s,q0 (curl;Ω))′
〈ϕ, v〉H−s,q0 (curl;Ω) = (H−s,q0 (curl;Ω))′〈g1 + curl g2, v〉H−s,q0 (curl;Ω).
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Hence, for any ϕ ∈ (H−s,q0 (curl; Ω))′, there exist unique g1 ∈ Lps(Ω) and g2 ∈ Lps(Ω) such that
ϕ has a representation ϕ = g1 + curl g2.
In addition, we have the following estimate.
‖ϕ‖(H−s,q0 (curl;Ω))′ = sup‖u‖
H
−s,q
0 (curl;Ω)
≤1
|〈ϕ, u〉|
= sup
‖u‖
H
−s,q
0 (curl;Ω)
≤1
|W ′〈ϕ∗, Pu〉W |
= sup
‖w‖W≤1
|W ′〈ϕ∗, w〉W |
= ‖ϕ∗‖W ′ = ‖ϕ˜∗‖(Lq−s(Ω)×Lq−s(Ω))′ ≥ c1‖g‖Lps(Ω)×Lps(Ω)
= c1
[
‖g1‖pLps(Ω) + ‖g2‖
p
Lps(Ω)
]1/p
≥ C{‖g1‖Lps(Ω) + ‖g2‖Lps(Ω)},
i.e.,
(4.6) ‖g1‖Lps(Ω) + ‖g2‖Lps(Ω) ≤ C‖ϕ‖(H−s,q0 (curl;Ω))′ .

4.1. Unperturbed problem.
Theorem 4.1. Assume Ω to be a bounded Lipschitz domain. For a given f ∈ (H−s,q0 (curl; Ω))′,
there exists a unique u ∈ Hs,p0 (curl; Ω) satisfying the following Maxwell problem
(4.7)
{
curl curlu+ u = f, in Ω
ν ∧ u = 0, on ∂Ω,
for all (s, 1/p) ∈ RΩ and 1/p+ 1/q = 1.
In addition, we have the estimate
‖u‖Lps(Ω) + ‖ curlu‖Lps(Ω) ≤ C‖f‖(H−s,q0 (curl;Ω))′ ,
for all (s, 1/p) ∈ RΩ and 1/p+ 1/q = 1.
Proof. Since f ∈ (H−s,q0 (curl; Ω))′, then from Lemma 4.1 there exist a unique g1 ∈ Lps(Ω)
and g2 ∈ Lps(Ω) such that f = g1 + curl g2 with the estimate
(4.8) ‖g1‖Lps(Ω) + ‖g2‖Lps(Ω) ≤ C‖f‖(H−s,q0 (curl;Ω))′ .
Therefore the problem (4.7) can be viewed as
(4.9)
{
curl curlu+ u = g1 + curl g2, in Ω
ν ∧ u = 0, on ∂Ω.
Define, u := g1 + curl v and v := g2− curlu. Then the (4.9) reduces to the following problem
(4.10)

curlu+ v = g2, in Ω
curl v − u = −g1, in Ω
ν ∧ u = 0 on ∂Ω.
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In [12], it is shown that the problem (4.10) is well posed, i.e., there exists a unique u ∈
Hs,p0 (curl; Ω) satisfying the problem (4.10) together with the estimate
(4.11) ‖u‖Lps(Ω) + ‖ curlu‖Lps(Ω) ≤ C
(‖g1‖Lps(Ω) + ‖g2‖Lps(Ω)) ,
for all (s, 1/p) ∈ RΩ. Finally, combining (4.8) and (4.11), we have the required estimate
‖u‖Lps(Ω) + ‖ curlu‖Lps(Ω) ≤ C‖f‖(H−s,q0 (curl;Ω))′ ,
for all (s, 1/p) ∈ RΩ and 1/p+ 1/q = 1. 
To deal with the case of the perturbed problem, we follow Gro¨ger’s approach, see [7].
4.2. Perturbed problem. Before proving Theorem 3.1, we state and justify some interme-
diate lemmas. Define,
Ls,p : Hs,p0 (curl; Ω)→ Lps(Ω)× Lps(Ω)
by
Ls,pu :=
(
u
curlu
)
.
Remark that Ls,p is an isometry. Let us characterize its adjoint. Consider the functions
u ∈ (C∞0 (R3))6 and v ∈ (C∞0 (R3))6, which are compactly supported in Ω. Also take v of the
form v :=
(
a
A
)
, then
Lps(Ω)×Lps(Ω)〈Ls,pu, v〉Lq−s(Ω)×Lq−s(Ω)
= Lps(Ω)×Lps(Ω)〈
(
u
curlu
)
,
(
a
A
)
〉Lq−s(Ω)×Lq−s(Ω)
= Lps(Ω)〈u, a〉Lq−s(Ω) + Lps(Ω)〈curlu,A〉Lq−s(Ω)
= Hs,p0 (curl;Ω)〈u, a〉(Hs,p0 (curl;Ω))′ + Hs,p0 (curl;Ω)〈u, curlA〉(Hs,p0 (curl;Ω))′
= Hs,p0 (curl;Ω)〈u, a+ curlA〉(Hs,p0 (curl;Ω))′
= Hs,p0 (curl;Ω)〈u,L∗s,pv〉(Hs,p0 (curl;Ω))′ .
Since C∞0 (Ω) is dense in H
s,p
0 (curl; Ω), so for any u ∈ Hs,p0 (curl; Ω) the equality
Lps(Ω)×Lps(Ω)〈Ls,pu, v〉Lq−s(Ω)×Lq−s(Ω) = Hs,p0 (curl;Ω)〈u,L∗s,pv〉(Hs,p0 (curl;Ω))′ .
holds for all v ∈ Lq−s(Ω) × Lq−s(Ω). Therefore, the adjoint of Ls,p can be characterized as
follows
L∗s,p : Lq−s(Ω)× Lq−s(Ω)→ (Hs,p0 (curl; Ω))′
with
L∗s,p
(
a
A
)
= a+ curlA.
Similarly, we have L∗−s,q : Lps(Ω)×Lps(Ω)→ (H−s,q0 (curl; Ω))′ with L∗−s,q
(
a
A
)
= a+ curlA.
Finally, we define
Ks,p := L∗−s,qLs,p.
Therefore, Ks,pu = u+ curl curlu. Hence, Theorem 4.1 ensures that
Ks,p : Hs,p0 (curl; Ω)→ (H−s,q0 (curl; Ω))′
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is an isomorphism, for all (s, 1/p) ∈ RΩ.
For all t > 0, we define the operator
B : Lps(Ω)× Lps(Ω)→ Lps(Ω)× Lps(Ω)
by
B
(
A1
A2
)
:=
(
A1 − tk2A1
A2 − ta(·)A2
)
.
Therefore, a simple calculation shows that
(L∗−s,qBLs,p −Ks,p)u = −t[curl(a(x) curlu) + k2u].
Lemma 4.2. The operator B is Lipschitz continuous for every fixed (s, 1/p) ∈ R+Ω.
Proof.
‖B
(
A1
A2
)
− B
(
B1
B2
)
‖Lps(Ω)×Lps(Ω)
=‖
(
A1 − tk2A1
A2 − ta(·)A2
)
−
(
B1 − tk2B1
B2 − ta(·)B2
)
‖Lps(Ω)×Lps(Ω)
=‖
(
(1− tk2)(A1 −B1)
(1− ta(·))(A2 −B2)
)
‖Lps(Ω)×Lps(Ω)
=
[
‖(1− tk2)(A1 −B1)‖pLps(Ω) + ‖(1− ta(x))(A2 −B2)‖
p
Lps(Ω)
]1/p
(Using Lemma 2.4)
≤
[
|1− tk2|p‖(A1 −B1)‖pLps(Ω) + (C(s, p))
p‖1− ta(·)‖pW s,∞(Ω)‖(A2 −B2)‖pLps(Ω)}
]1/p
.
We, now estimate the norm ‖1− ta(·)‖W s,∞(Ω). Recall that, for 0 < s < 1, we have,
W s,∞(Ω) = C0,s(Ω)
with the norm
‖ϕ‖W s,∞(Ω) = ‖ϕ‖L∞(Ω) + sup
x,y∈Ω
x 6=y
|ϕ(x)− ϕ(y)|
|x− y|s ,
where, C0,s(Ω) is the Ho¨lder continuous space with exponent s. Hence
‖1− ta(·)‖W s,∞(Ω) = ‖1− ta(·)‖L∞(Ω) + sup
x,y∈Ω
x 6=y
|(1− ta(x))− (1− ta(y)|
|x− y|s
= sup
x∈Ω
|1− ta(x)|+ t sup
x,y∈Ω
x 6=y
|a(x)− a(y)|
|x− y|s .
Since, m ≤ |a(x)| ≤M, ∀ x ∈ Ω and the Ho¨lder semi-norm of a is denoted by
|a|C0,s := sup
x,y∈Ω
x 6=y
|a(x)− a(y)|
|x− y|s ,
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then
‖1− ta(·)‖pW s,∞(Ω) ≤ [|1− tm|+ t|a|C0,s ]p.
Recall that, the coefficient a is taken to be Ho¨lder continuous with exponent s in Ω, i.e.,
there exists M˜ > 0 such that |a|C0,s ≤ M˜ . Hence
‖B
(
A1
A2
)
− B
(
B1
B2
)
‖Lps(Ω)×Lps(Ω) ≤
[
max{|1− tk2|p, (C(s, p))p[|1− tm|+ tM˜ ]p}
]1/p
×
[
‖A1 −B1‖pLps(Ω) + ‖A2 −B2‖
p
Lps(Ω)
]1/p
.
We set
(4.12) k0(s, p) := max{|1− tk2|, C(s, p)[|1− tm|+ tM˜ ]},
then we have
‖B
(
A1
A2
)
− B
(
B1
B2
)
‖Lps(Ω)×Lps(Ω) ≤ k0(s, p)‖
(
A1
A2
)
−
(
B1
B2
)
‖Lps(Ω)×Lps(Ω)
which means that B is Lipschitz with the Lipschitz constant k0(s, p). 
For all (s, 1/p) ∈ RΩ, we define the operator Qf as follows:
Qfu : = K−1s,p
(L∗−s,qBLs,pu+ tf)
= u− tK−1s,p
[{curl(a(x) curlu) + k2u} − f] ,
where u ∈ Hs,p0 (curl; Ω). Our main aim is to show that Qf is a contraction mapping, which
is the key point to prove Theorem 3.1.
Notation 1. For all (s, 1/p) ∈ RΩ, we define Ms,p as follows
Ms,p := sup
u∈Hs,p0 (curl;Ω),
‖Ks,pu‖
(H
−s,q
0 (curl;Ω))
′≤1
‖u‖Hs,p0 (curl;Ω).
It is clear that Ms,p = ‖K−1s,p‖(H−s,q0 (curl;Ω))′→Hs,p0 (curl;Ω).
Let us first prove the following lemma.
Lemma 4.3. The operator Qf : Hs,p0 (curl; Ω)→ Hs,p0 (curl; Ω) is Lipschitz with the Lipschitz
constant k0(s, p)Ms,p for all (s, 1/p) ∈ R+Ω.
Proof.
‖L∗−s,qBLs,p‖(H−s,q0 (curl;Ω))′→Hs,p0 (curl;Ω)
= sup
‖u‖
H
s,p
0 (curl;Ω)
≤1
‖L∗−s,qBLs,pu‖(H−s,q0 (curl;Ω))′
= sup
‖u‖
H
s,p
0 (curl;Ω)
≤1
sup
‖v‖
H
−s,q
0 (curl;Ω)
≤1 (H
−s,q
0 (curl;Ω))
′〈L∗−s,qBLs,pu, v〉H−s,q0 (curl;Ω)
= sup
‖u‖
H
s,p
0 (curl;Ω)
≤1
sup
‖v‖
H
−s,q
0 (curl;Ω)
≤1
Lps(Ω)×Lps(Ω)〈BLs,pu,L−s,qv〉Lq−s(Ω)×Lq−s(Ω)
≤ sup
‖u‖
H
s,p
0 (curl;Ω)
≤1
sup
‖v‖
H
−s,q
0 (curl;Ω)
≤1
‖BLs,pu‖Lps(Ω)×Lps(Ω)‖L−s,qv‖Lq−s(Ω)×Lq−s(Ω)
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≤ sup
‖u‖
H
s,p
0 (curl;Ω)
≤1
‖BLs,pu‖Lps(Ω)×Lps(Ω) (since L−s,q is an isometry)
≤k0(s, p) sup
‖u‖
H
s,p
0 (curl;Ω)
≤1
‖Ls,pu‖Hs,p0 (curl;Ω) (Using Lemma 4.2)
≤k0(s, p) (since Ls,p is an isometry).
Now
‖K−1s,pL∗−s,qBLs,p‖(H−s,q0 (curl;Ω))′→Hs,p0 (curl;Ω) ≤ ‖K
−1
s,p‖‖L∗−s,qBLs,p‖
≤ Ms,pk0(s, p)
and then, for f ∈ (H−s,q0 (curl; Ω))′, we have
‖Qfu−Qfv‖Hs,p0 (curl;Ω) = ‖K−1s,pL∗−s,qBLs,p(u− v)‖Hs,p0 (curl;Ω)
≤Ms,pk0(s, p)‖u− v‖Hs,p0 (curl;Ω).
Therefore, Qf is a Lipschitz map from Hs,p0 (curl; Ω) into itself with the Lipschitz constant
Ms,pk0(s, p) for (s, 1/p) ∈ R+Ω . 
For any fixed (s0, 1/p0), (s1, 1/p1) in RΩ, we define the operators
Ps0,p0 : Lp0s0 (Ω)× Lp0s0 (Ω)→ Lp0s0 (Ω)× Lp0s0 (Ω)
and
Ps1,p1 : Lp1s1 (Ω)× Lp1s1 (Ω)→ Lp1s1 (Ω)× Lp1s1 (Ω)
by Ps0,p0 := Ls0,p0K−1s0,p0L∗−s0,q0 and Ps1,p1 := Ls1,p1K−1s1,p1L∗−s1,q1 , respectively. Observe that
these operators are linear and bounded.
We state the following lemma, which is a consequence of the complex interpolation theo-
rem.
Lemma 4.4. For any fixed (s0, 1/p0), (s1, 1/p1) ∈ RΩ, the operators Ps0,p0 and Ps1,p1 are
bounded. Then the operator
Ps,p : Lps(Ω)× Lps(Ω)→ Lps(Ω)× Lps(Ω),
defined by
Ps,p := Ls,pK−1s,pL∗−s,q,
is bounded and satisfies the following estimate
‖Ps,p‖ ≤ ‖Ps0,p0‖1−θ‖Ps1,p1‖θ,
for all (s, 1/p) ∈ RΩ and s, p satisfying s = (1 − θ)s0 + θs1, 1p = 1−θp0 + θp1 with 0 < θ <
1, s0, s1 ∈ R, s0 6= s1, 1 < p0, p1 <∞.
Proof. The proof follows from Theorem 2.2 and [[3], Theorem 4.1.2]. 
Recall that our goal is to show the operator Qf is a contraction map. For that, it is enough
to show the Lipschitz constant Ms,pk0(s, p) is strictly less than 1. In order to do that we
state the following two lemmas.
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Lemma 4.5. The operator Ks,p is bounded and invertible for all (s, 1/p) ∈ RΩ. Moreover,
for any (s0, 1/p0), (s1, 1/p1) ∈ RΩ, we have the following estimate
(4.13) Ms,p ≤M1−θs0,p0Mθs1,p1 ,
for all (s, 1/p) ∈ RΩ and s, p satisfying s = (1− θ)s0 + θs1, 1p = 1−θp0 + θp1 with 0 < θ < 1.
Proof. The bounded invertibility of the operator Ks,p follows from Theorem 4.1. It is
enough to prove the estimate (4.13). Since the operators Ps0,p0 and Ps1,p1 are bounded
and ‖Ls0,p0‖ = ‖L−s0,q0‖ = 1, then ‖Ps0,p0‖ ≤ Ms0,p0 and ‖Ps1,p1‖ ≤ Ms1,p1 for any fixed
(s0, 1/p0), (s1, 1/p1) ∈ RΩ.
Hence, applying Lemma 4.4, we obtain that the operator
Ps,p : Lps(Ω)× Lps(Ω)→ Lps(Ω)× Lps(Ω)
is bounded with the estimate
‖Ps,p‖ ≤ ‖Ps0,p0‖1−θ‖Ps1,p1‖θ
≤M1−θs0,p0Mθs1,p1 ,(4.14)
for all (s, 1/p) ∈ RΩ and s, p satisfying s = (1− θ)s0 + θs1, 1p = 1−θp0 + θp1 with 0 < θ < 1.
Let us consider f ∈ (H−s,q0 (curl; Ω))′, where 1p + 1q = 1. Define a linear functional
Z : Im(L−s,q) ⊂ Lq−s(Ω)× Lq−s(Ω)→ R
by
〈Z,L−s,qv〉 := (H−s,q0 (curl;Ω))′〈f, v〉H−s,q0 (curl;Ω),
for all v ∈ H−s,q0 (curl; Ω), where
L−s,q : H−s,q0 (curl; Ω)→ Lq−s(Ω)× Lq−s(Ω).
Note that the above definition makes sense since v is uniquely determined by L−s,q. Now,
‖Z‖ = sup
v∈H−s,q0 (curl;Ω)
v 6=0
|〈Z,L−s,qv〉|
‖L−s,qv‖Lq−s(Ω)×Lq−s(Ω)
= sup
v∈H−s,q0 (curl;Ω)
v 6=0
|〈f, v〉|
‖v‖H−s,q0 (curl;Ω)
= ‖f‖(H−s,q0 (curl;Ω))′ .
By Hahn-Banach extension theorem, Z can be extended to a continuous linear functional
(again denoted by Z) on Lq−s(Ω)× Lq−s(Ω) with the same norm ‖Z‖ = ‖f‖(H−s,q0 (curl;Ω))′ .
Moreover, L∗−s,qZ = f because
〈L∗−s,qZ, v〉 = 〈Z,L−s,qv〉 = (H−s,q0 (curl;Ω))′〈f, v〉H−s,q0 (curl;Ω).
Define, u := K−1s,pf , where f = L∗−s,qZ. Therefore,
Ls,pu = Ls,pK−1s,pL∗−s,qZ
= Ps,pZ.
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Hence,
‖u‖Hs,p0 (curl;Ω) = ‖Ls,pu‖Lps(Ω)×Lps(Ω)
= ‖Ps,pZ‖Lps(Ω)×Lps(Ω)
≤ ‖Ps,p‖‖Z‖Lps(Ω)×Lps(Ω)
(using (4.14))
≤M1−θs0,p0Mθs1,p1‖f‖(H−s,q0 (curl;Ω))′
i.e., Ms,p = sup‖f‖
(H
−s,q
0 (curl;Ω))
′≤1 ‖u‖Hs,p0 (curl;Ω) ≤M1−θs0,p0Mθs1,p1 . 
Lemma 4.6. We have
M0,2 = 1.
Proof. We prove this part in two steps.
Step 1. In this step, we show that M0,2 ≤ 1.
Recall that, K0,2uf := curl curluf + uf = f , where the operator
K0,2 : H0(curl; Ω)→ (H0(curl; Ω))′,
is bounded and invertible, see Theorem 4.1. Therefore,
M0,2 = ‖K−10,2‖ = sup
‖f‖(H0(curl;Ω))′≤1
‖K−10,2f‖H0(curl;Ω)
= sup
‖f‖(H0(curl;Ω))′≤1
‖uf‖H0(curl;Ω).
(4.15)
Note that, uf satisfies the following Maxwell problem
(4.16) curl curluf + uf = f
in the weak sense, i.e., in particular, we have∫
Ω
| curluf |2 +
∫
Ω
|uf |2 =
∫
Ω
f · uf .
Hence, using Ho¨lder inequality, we have
‖uf‖2H0(curl;Ω) =
∫
Ω
| curluf |2 +
∫
Ω
|uf |2
≤ ‖f‖(H0(curl;Ω))′‖uf‖H0(curl;Ω),
i.e.,
(4.17) ‖uf‖H0(curl;Ω) ≤ ‖f‖(H0(curl;Ω))′ .
Combining (4.15) and (4.17), we deduce that M0,2 ≤ 1.
Step 2. In this step, we prove that, there exists u˜ ∈ H0(curl; Ω) with ‖K0,2u˜‖(H0(curl;Ω))′ ≤ 1
such that ‖u˜‖H0(curl;Ω) = 1.
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Take u0 ∈ H0(curl; Ω) such that ‖u0‖ 6= 0. Define u˜ := u0‖u0‖ . Therefore, ‖u˜‖H0(curl;Ω) = 1.
Also,
‖K0,2u˜‖(H0(curl;Ω))′ = sup
‖v‖H0(curl;Ω)≤1
|(H0(curl;Ω))′〈K0,2u˜, v〉H0(curl;Ω)|
= sup
‖v‖H0(curl;Ω)≤1
[∫
Ω
curl u˜ · curl v +
∫
Ω
u˜ · v
]
≤ sup
‖v‖H0(curl;Ω)≤1
[‖ curl u˜‖L2(Ω)‖ curl v‖L2(Ω) + ‖u˜‖L2(Ω)‖v‖L2(Ω)]
≤ sup
‖v‖H0(curl;Ω)≤1
(
1
2
(‖ curl v‖2L2(Ω) + ‖v‖2L2(Ω))
+
1
2
(‖ curl u˜‖2L2(Ω) + ‖u˜‖2L2(Ω)))
≤1
2
+
1
2
= 1,
i.e., M0,2 = 1. 
Now, we are in a position to prove that Qf is a contraction map.
Proposition 4.2. The operator Qf : Hs,p0 (curl; Ω)→ Hs,p0 (curl; Ω) is a contraction map, for
all (s, 1/p) ∈ S+, where S+ is defined in Theorem 3.1.
Proof. From Lemma 4.3 we have,
‖Qfu−Qfv‖Hs,p0 (curl;Ω) ≤Ms,pk0(s, p)‖u− v‖Hs,p0 (curl;Ω).
To prove Qf to be a contraction map, we need to show Ms,pk0(s, p) < 1, ∀ (s, 1/p) ∈ S+.
Now, fix any (s0, 1/p0) ∈ R+Ω and take a particular point (0, 1/2) in the region R+Ω , then from
Lemma 4.5 we have the following estimate
Ms,p ≤M1−θs0,p0Mθ0,2,
where s = (1− θ)s0, 1p = 1−θp0 + θ2 and 0 < θ < 1. Therefore, Ms,pk0(s, p) < 1 if we can show
that
(4.18) M1−θs0,p0Mθ0,2k0(s, p) < 1.
Note that M0,2 = 1, then passing log both sides of (4.18) we have,
(4.19) (1− θ) logMs0,p0 + log k0(s, p) < 0.
Recall that
(4.20) k0(s, p) = max{|1− tk2|, C(s, p)[|1− tm|+ tM˜ ]}.
We choose t = m
M2
. Then k0 becomes
k0(s, p) = max
{
|1− mk
2
M2
|, C(s, p)
[
1− m
2
M2
+
mM˜
M2
]}
.
Now under the following conditions on m,M, M˜, k2 > 0
(4.21) |1− mk
2
M2
| < 1
20
and
(4.22) 1− m
2
M2
+
mM˜
M2
<
1
C(s, p)
we obtain k0(s, p) < 1 for all R
+
Ω . So, Ms,pk0(s, p) < 1 if (s, 1/p) satisfies the following
properties:
(i) (1− θ) logMs0,p0 + log k0(s, p) < 0.
(ii) s = (1− θ)s0.
(iii) 1
p
= 1−θ
p0
+ θ
2
with 0 < θ < 1,
for (s0, 1/p0) ∈ R+Ω with these appropriate choice of m,M, M˜, k2.

4.3. End of the proof of Theorem 3.1. We consider the three issues (uniqueness, exis-
tence and stability) separately.
Uniqueness
We start by proving the uniqueness of the solutions for the operator equation
Au := curl(a(x) curlu) + k2u = f.
Case 1. (s, 1/p) ∈ S ∩ {(s, 1/p); p > 2, s > 0}.
In this range of s and p we have, Hs,p0 (curl; Ω) ⊂ H0(curl; Ω). Since,
A : H0(curl; Ω)→ (H0(curl; Ω))′
is invertible then the fixed point u of Qf is the unique solution to Au = f.
Case 2. (s, 1/p) ∈ S ∩ {(s, 1/p); p > 2, s > 0}c.
For a given data f , let us consider u1 and u2 inH
s,p
0 (curl; Ω) be two solutions of the operator
equation Au = f , where (s, 1/p) ∈ S ∩ {(s, 1/p); p > 2, s > 0}c, i.e., Au1 = Au2. Since A is
linear then A(u1 − u2) = 0. Now, 0 ∈ (H−s,q0 (curl; Ω))′, for all (s, 1/p) ∈ S ∩ {(s, 1/p); p >
2, s > 0}, then by applying Case 1, the operator equation Au = 0 has u := 0 as the unique
solution in Hs,p0 (curl; Ω), so we have u1 − u2 = 0. Hence, A is injective.
Existence
Case 1. (s, 1/p) ∈ S+.
Existence of the solution in Hs,p0 (curl; Ω) of the operator equation Qfu = u is due to the
fixed point theorem, as Qf is a contraction map. Hence, the fixed point u ∈ Hs,p0 (curl; Ω) of
Qf is a solution of
Au := curl(a(x) curlu) + k2u = f,
i.e.,
A : Hs,p0 (curl; Ω)→ (H−s,q0 (curl; Ω))′
is onto, for all (s, 1/p) ∈ S+ and 1
p
+ 1
q
= 1.
Case 2. (s, 1/p) ∈ S−.
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Since the matrix a is symmetric then A = A∗. Recall that the adjoint of an invertible
operator is invertible. So,
A∗ : (H−s,q0 (curl; Ω))
′′ → (Hs,p0 (curl; Ω))′
is invertible for all (s, 1/p) ∈ S+. As Hs,p0 (curl; Ω) is reflexive for all (s, 1/p) ∈ RΩ, see
Lemma 2.3, therefore
A : H−s,q0 (curl; Ω)→ (Hs,p0 (curl; Ω))′
is invertible for all (s, 1/p) ∈ S+, i.e.
A : Hs,p0 (curl; Ω)→ (H−s,q0 (curl; Ω))′
is invertible for all (s, 1/p) ∈ S−, recalling that
S− = {(s, 1/p) ∈ R−Ω ; (−s, 1/q) ∈ S+}.
Stability Finally, we finish the proof by deriving the stability estimate of the solution in
terms of the given data.
Case 1. (s, 1/p) ∈ S+.
If f, g ∈ (H−s,q0 (curl; Ω))′ are given and u, v are the fixed points of Qf ,Qg respectively.
Then
‖u− v‖Hs,p0 (curl;Ω)
= ‖Qfu−Qgv‖Hs,p0 (curl;Ω)
≤Ms,pk0(s, p)‖u− v‖Hs,p0 (curl;Ω) +Ms,p
m
M2
‖f − g‖(H−s,q0 (curl;Ω))′
i.e.,
‖u− v‖Hs,p0 (curl;Ω) ≤
m
M2
Ms,p(1−Ms,pk0(s, p))−1‖f − g‖(H−s,q0 (curl;Ω))′ .
Therefore, there exists C := m
M2
Ms,p(1−Ms,pk0(s, p))−1 > 0, such that
‖u‖Hs,p0 (curl;Ω) ≤ C‖f‖(H−s,q0 (curl;Ω))′ .
Case 2. (s, 1/p) ∈ S−.
Note that the operator
A : Hs,p0 (curl; Ω)→ (H−s,q0 (curl; Ω))′
is invertible and A−1 is bounded for all (s, 1/p) ∈ S+. Hence by the open mapping theorem
the operator A is bounded. Now, from [[14], Theorem 4.15] and the reflexivity of the spaces
Hs,p0 (curl; Ω), we obtain that
(A∗)−1 : (Hs,p0 (curl; Ω))
′ → H−s,q0 (curl; Ω)
is a bounded linear operator for all (s, 1/p) ∈ S+. Since A = A∗, then we have,
‖u‖Hs,p0 (curl;Ω) = ‖A−1f‖Hs,p0 (curl;Ω)
≤ C‖f‖(H−s,q0 (curl;Ω))′ ,
for all (s, 1/p) ∈ S−, where C > 0.
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