Abstract. The mth Chebyshev polynomial of a square matrix A is the monic polynomial that minimizes the matrix 2-norm of p(A) over all monic polynomials p(z) of degree m. This polynomial is uniquely defined if m is less than the degree of the minimal polynomial of A. We study general properties of Chebyshev polynomials of matrices, which in some cases turn out to be generalizations of well known properties of Chebyshev polynomials of compact sets in the complex plane. We also derive explicit formulas of the Chebyshev polynomials of certain classes of matrices, and explore the relation between Chebyshev polynomials of one of these matrix classes and Chebyshev polynomials of lemniscatic regions in the complex plane.
Introduction. Let A ∈ C
n×n be a given matrix, let m ≥ 1 be a given integer, and let M m denote the set of complex monic polynomials of degree m. We consider the approximation problem min p∈Mm p(A) , (1.1) where · denotes the matrix 2-norm (or spectral norm). As shown by Greenbaum and Trefethen [11, Theorem 2] (also cf. [13, Theorem 2.2]), the problem (1.1) has a uniquely defined solution when m is smaller than d(A), the degree of the minimal polynomial of A. This is a nontrivial result since the matrix 2-norm is not strictly convex, and approximation problems in such norms are in general not guaranteed to have a unique solution; see [13, pp. 853-854] for more details and an example. In this paper we assume that m < d(A), which is necessary and sufficient so that the value of (1.1) is positive, and we denote the unique solution of ( (z). Because of these relations, the problem (1.1) can be considered a generalization of a classical problem of mathematics from scalars to matrices. As a consequence, Greenbaum and Trefethen [11] as well as Toh and Trefethen [25] have called the solution T A m (z) of (1.1) the mth Chebyshev polynomial of the matrix A (regardless of A being normal or not).
A motivation for studying the problem (1.1) and the Chebyshev polynomials of matrices comes from their connection to Krylov subspace methods, and in particular the Arnoldi method for approximating eigenvalues of matrices [2] . 
An interpretation of this result is that the characteristic polynomial of H m solves the Chebyshev approximation problem for A with respect to the given starting vector v 1 . Saad pointed out that (1.2) "seems to be the only known optimality property that is satisfied by the [Arnoldi] approximation process in the nonsymmetric case" [16, p. 171] . To learn more about this property, Greenbaum and Trefethen [11, p. 362] suggested "to disentangle [the] matrix essence of the process from the distracting effects of the initial vector", and hence study the "idealized" problem (1.1) instead of (1.2). They referred to the solution of (1.1) as the mth ideal Arnoldi polynomial of A (in addition to the name mth Chebyshev polynomial of A). Greenbaum and Trefethen [11] seem to be the first who studied existence and uniqueness of Chebyshev polynomials of matrices. Toh and Trefethen [24] derived an algorithm for computing these polynomials based on semidefinite programming; see also Toh's PhD thesis [21, Chapter 2] . This algorithm is now part of the SDPT3 Toolbox [23] . The paper [24] as well as [21] and [26, Chapter 29] give numerous computed examples for the norms, roots, and coefficients of Chebyshev polynomials of matrices. It is shown numerically that the lemniscates of these polynomials tend to approximate pseudospectra of A. In addition, Toh has shown that the zeros of T The above remarks show that the problem (1.1) is a mathematically interesting generalization of the classical Chebyshev problem, which has an important application in the area of iterative methods. Yet, our survey of the literature indicates that there has been little theoretical work on Chebyshev polynomials of matrices (in particular when compared with the substantial work on Chebyshev polynomials for compact sets). The main motivation for writing this paper was to extend the existing theory of Chebyshev polynomials of matrices. Therefore we considered a number of known properties of Chebyshev polynomials of compact sets, and tried to find matrix analogues. Among these are the behavior of T A m (z) under shifts and scaling of A, a matrix analogue of the "alternation property", as well as conditions on A so that T A m (z) is even or odd (Section 2). We also give further explicit examples of Chebyshev polynomials of some classes of matrices (Section 3). For a class of block Toeplitz matrices, we explore the relation between their Chebyshev polynomials and Chebyshev polynomials of lemniscatic regions in the complex plane (Section 4).
All computations in this paper have been performed using MATLAB [20] . For computing Chebyshev polynomials of matrices we have used the DSDP software package for semidefinite programming [3] and its MATLAB interface.
General results.
In this section we state and prove results on the Chebyshev polynomials of a general matrix A. In later sections we will apply these results to some specific examples.
2.1. Chebyshev polynomials of shifted and scaled matrices. In the following we will write a complex (monic) polynomial of degree m as a function of the variable z and its coefficients. More precisely, for
Let two complex numbers, α and β, be given, and define δ ≡ β − α. Then
A closer examination of (2.2) shows that the two vectors y and x in the identity p(α + z; y) = p(β + z; x) are related by
We can write this as
3)
The matrix M δ ∈ C m×m is an invertible upper triangular matrix; all its diagonal elements are equal to 1. Thus, for any δ ∈ C,
is an invertible affine linear transformation on C m . Note that if δ = 0, then M δ = I (the identity matrix) and v δ = 0, so that y = x.
The above derivation can be repeated with αI, βI, and A replacing α, β, and z, respectively. This yields the following result.
and β ∈ C be given. Then for any monic polynomial p of the form (2.1), The assertion of this lemma is an ingredient in the proof of the following theorem. 
5)
where h −α is defined as in (2.3) , and
where
Proof. We first prove (2.5). Equation (2.4) with β = 0 shows that p(A; x) = p(A + αI; h −α (x)) holds for any x ∈ C m . This yields
(here we have used that the transformation h −α is invertible). To see that the polynomial p(z; h −α (x * )) is indeed the mth Chebyshev polynomial of A + αI, we note that
The equations in (2.6) are trivial if α = 0, so we can assume that α = 0. Then the matrix D α is invertible, and a straightforward computation yields
Furthermore,
is the mth Chebyshev polynomial of the matrix αA.
The fact that the "true" Arnoldi approximation problem, i.e., the right hand side of (1.2), is translation invariant has been mentioned previously in [11, p. 361] . Hence the translation invariance of the problem (1.1) shown in (2.5) is not surprising. The underlying reason is that the monic polynomials are normalized "at infinity".
The result for the scaled matrices in (2.6), which also may be expected, has an important consequence that is easily overlooked: Suppose that for some given A ∈ C n×n we have computed the sequence of norms of the problem (1.1), i.e., the quantities
If we scale A by α ∈ C, then the norms of the Chebyshev approximation problem for the scaled matrix αA are given by respectively. In general we expect that the behavior of an iterative method for solving linear systems or for approximating eigenvalues is invariant under scaling of the given matrix. In particular, by looking at the sequence of norms of the problem (1.1) alone we cannot determine how fast a method "converges". In practice, we always have to measure "convergence" in some relative (rather than absolute) sense. Note that the quantity min p∈M m p(A) / A m is independent of a scaling of the matrix A, and hence in our context it may give relevant information. We have not explored this topic further. 
Theorem 2.3. Consider a block-diagonal matrix
A = diag(A 1 , . . . , A h ), let k ≡ max 1≤j≤h d(A j ),
and let be a given positive integer such that k · < d(A). Then the matrix T
Without loss of generality we can assume that
Suppose that the assertion is false. Then there exists an integer i,
Let be a positive real number with
Then 0 < < 1, and hence
But this means that r (A) < B , which contradicts the minimality of the Chebyshev polynomial of A.
The numerical results shown in Table 2 .1 illustrate this theorem. We have used a block diagonal matrix A with 4 Jordan blocks of size 3 × 3 on its diagonal, so that k = 3. Theorem 2.3 then guarantees that T A 3 (A), = 1, 2, 3, has at least +1 diagonal blocks with the same maximal norm. This is clearly confirmed for = 1 and = 2 (it also holds for = 3). For these we observe that exactly + 1 diagonal blocks achieve the maximal norm. Hence in general the lower bound of + 1 blocks attaining the maximal norm in step m = k · cannot be improved. In addition, we see in this experiment that the number of diagonal blocks with the same maximal norm is not necessarily a monotonically increasing function of the degree of the Chebyshev polynomial. Now consider the matrix
m T
For α = 0 and any β ∈ R we will have p(A) = p(A 1 ) = p(A 2 ) . Hence there are infinitely many polynomials p ∈ M 2 for which the two diagonal blocks have the same maximal norm. One of these polynomials is the Chebyshev polynomial T Equivalently, this says that the zero matrix is the best approximation of A m from the linear space span{I, A, . . . , A m−1 } (with respect to the matrix 2-norm). To characterize this property, we recall that the dual norm to the matrix 2-norm · is the trace norm (also called energy norm or c 1 -norm), Proof. We only prove the assertion in case P * AP = −A; the other case is similar. If this relation holds for a unitary matrix P , then
and the result follows from the uniqueness of the mth Chebyshev polynomial of A.
As a special case consider a normal matrix A and its unitary diagonalization
, so we may only consider the Chebyshev polynomial of the diagonal matrix D. Since D = D T , the conditions in Theorem 2.5 are satisfied if and only if there exists a unitary matrix P such that P * DP = −D. But this means that the set of the diagonal elements of D (i.e., the eigenvalues of A) must be symmetric with respect to the origin (i.e., if λ j is an eigenvalue, −λ j is an eigenvalue as well). Therefore, whenever a discrete set Ω ⊂ C is symmetric with respect to the origin, the Chebyshev polynomial T Ω m (z) is even (odd) if m is even (odd).
As an example of a nonnormal matrix, consider
which has been used by Toh [22] in his analysis of the convergence of the GMRES method. He has shown that P T AP = −A, where
is an orthogonal matrix.
For another example consider
It is easily seen that
Using the symmetric and orthogonal matrices
we receive QP CP Q = −C. The identity (2.11) implies that
i.e., the Chebyshev polynomials of C attain the same norm on each of the two diagonal blocks. In general, we can shift and rotate any matrix consisting of two Jordan blocks of the same size and with respective eigenvalues λ, µ ∈ C into the form (2.10). It then can be shown that the Chebyshev polynomials T The unique solution of the problem on the right hand side is α * = w * Aw. Our assumption now implies that w * Aw = 0, and the equations above yield A = Aw , which shows that w ∈ Σ(A).
On the other hand, if there exists a vector w ∈ Σ(A) such that w * Aw = 0. Without loss of generality we can assume that w = 1. Then
In the first equality we have used that w * Aw = 0, i.e., that the vectors w and Aw are orthogonal. The assumption w ∈ Σ(A) implies that Aw = A , and thus equality must hold throughout the above relations. In particular, A = min α∈C A − αI , and hence T 
Hence Theorem 2.6 shows that T A 1 (z) = z if and only if there exists a rank-one matrix Z satisfying the conditions (2.8).
Above we have already mentioned that T A 1 (z) = z holds when A is a Jordan block with eigenvalue zero. It is easily seen that, in the notation of Theorem 2.6, the vector w in this case is given by the last canonical basis vector. Furthermore, T A 1 (z) = z holds for any matrix A that satisfies the conditions of Theorem 2.5, i.e., P * AP = −A or P * AP = −A T for some unitary matrix P .
An interesting special case of Theorem 2.5 arises when the matrix A is normal, so that
It is well known that the unique solution α * of this problem is given by the center of the (closed) disk of smallest radius in the complex plane that contains all the complex numbers λ 1 , . . . , λ n 3 . For nonnormal matrices this characterization of α * is not true in general. For example, if
then the smallest circle that encloses all eigenvalues of A is centered at zero, but the solution of min α∈C A − αI is given by α * ≈ −0.4545, and we have T
3. Special classes of matrices. In this section we apply our previous general results to Chebyshev polynomials of special classes of matrices.
Perturbed Jordan blocks. Our first class consists of perturbed Jordan blocks of the form
where ν ∈ C is a complex parameter. Matrices of this form have recently been studied by Greenbaum in her analysis of upper and lower bounds for the norms of matrix functions [9] . Note that for ν = 0 the matrix A is a Jordan block with eigenvalue zero (and hence A is not diagonalizable), while for ν = 1 the matrix A is unitary (and hence unitarily diagonalizable), and has the nth roots of unity as its eigenvalues. We have d(A) = n for any ν ∈ C.
Theorem 3.1. If A is as in (3.1) , where ν ∈ C is given, then, for 1 ≤ m ≤ n − 1,
Proof. For simplicity of notation we use J = J 0 in this proof. Consider an integer s, 0 ≤ s ≤ n − 2. Then a simple computation yields
We prove the first identity inductively. For m = 1 the statement is trivial. Suppose now that the assertion is true for some m, 1 ≤ m ≤ n − 2. Then
where in the last equality we have used (3.2).
To prove the second identity it is sufficient to realize that each row and column of A m contains at most one nonzero entry, either ν or 1. Therefore, A m = max{1, |ν|}. Finally, note that the matrices I, A, . . . , A n−1 have non-overlapping nonzero patterns. Therefore, for any p ∈ M m , 1 ≤ m ≤ n − 1, at least one entry of p(A) is 1 and at least one entry is ν, so p(A) ≥ max{1, |ν|}. On the other hand, we know that A m = max{1, |ν|}, and uniqueness of
3.2. Special bidiagonal matrices. Let positive integers and h, and complex numbers λ 1 , . . . , λ (not necessarily distinct) be given. We consider the matrices
and form the block Toeplitz matrix
Matrices of the form (3.4) have been used by Reichel and Trefethen [14] , who related the pseudospectra of these matrices to their symbol f B (z) = D + zE. Chebyshev polynomials for examples of such matrices have been studied numerically in [21, 24, 26] (cf. our examples following Theorem 3.3). 
To prove these relations, note that
where the factors on the right hand side commute. Consider a fixed j between 1 and . Then it follows directly from the structure of the matrix B − λ j I, that (B − λ j I) e k· +j = e k· +j−1 , k = 0, 1, . . . , h − 1.
Consequently, for k = 0, 1, . . . , h − 1, and j = 1, 2, . . . , ,
which is what we needed to show.
This lemma allows us to derive the following result on the Chebyshev polynomials of the matrix B. In case = 1, i.e. B = J λ 1 ∈ C n×n , the theorem shows that (z − λ 1 ) m is the mth Chebyshev polynomial of B, m = 1, . . . , n − 1. As mentioned above, this result was previously shown in [13, Theorem 3.4] . The proof in that paper, however, is based on a different approach, namely a characterization of matrix approximation problems in the 2-norm obtained by Ziȩtak [27, 28] .
As a further example consider a matrix B of the form (3.4) with
This matrix B has been studied numerically in [25, Example 6] and [21, Example 6] . The minimal polynomial of D is given by (z − 1)(z + 1) = z 2 − 1, and hence
. . , h − 1. However, there seems to be no simple closed formula for the Chebyshev polynomials of B of odd degree. Our numerical experiments show that these polynomials (on the contrary to those of even degree) depend on the size of the matrix. Table 3 .2.
Note that the matrices B based on (3.6) and B in (3.7) are similar (when they are of the same size). Another matrix similar to these two is the matrix C in (2.10) with c = 1. The coefficients of Chebyshev polynomials of such a matrix C of size 8 × 8 are shown in Table 3 .3. It can be argued that the 2-norm condition number of the similarity transformations between B, B and C is of order 2 (we skip details for brevity of the presentation). Hence this transformation is far from being orthogonal, which indicates that the Chebyshev polynomials of the respective matrices can be very different -and in fact they are. We were unable to determine a closed formula for any of the nonzero coefficients of the Chebyshev polynomials of B and C (except, of course the leading one). Numerical experiments indicate that these in general depend on the sizes of the respective matrices.
In Figure 3 .1 we show the roots of the Chebyshev polynomials of degrees m = 5 and m = 7 corresponding to the examples in Tables 3.1 complex plane centered at the point λ ∈ C, for which the mth Chebyshev polynomial is (z − λ) m ; see, e.g., [17, p. 352 ]. Kamo and Boronin [12] allow us to generate more examples of Chebyshev polynomials. Using these results and Theorem 3.3 we can now formulate the following. This theorem connects Chebyshev polynomials of lemniscatic regions of the form (4.1) to Chebyshev polynomials of matrices B of the form (3.4). The key observation is the analogy between Theorems 3.3 and 4.1. We believe that it is possible to generate further examples along these lines.
Concluding remarks.
We have shown that Chebyshev polynomials of matrices and Chebyshev polynomials of compact sets in the complex plane have a number of common or at least related properties. Among these are the polynomials' behavior under shifts and scalings (of matrix or set), and certain "alternation" and even/odd properties. Progress on the theory of Chebyshev polynomials of matrices can certainly be made by studying other known characteristics of their counterparts of sets in the complex plane. Furthermore, we consider it promising to further explore whether the Chebyshev polynomials of a matrix can be related to Chebyshev polynomials of a set and vice versa (see Theorem 4.2 for an example). This may give additional insight into the question where a matrix "lives" in the complex plane.
