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Abstract
We revisit the moduli space approximation to the quantum mechanics of monopoles in
N = 4 supersymmetric Yang-Mills-Higgs theory with maximal symmetry breaking. Start-
ing with the observation that the set of fermionic zero-modes in N = 4 supersymmetric
Yang-Mills-Higgs theory can be viewed as two copies of the set of fermionic zero-modes
in the N = 2 version, we build a model to describe the quantum mechanics of N = 4
supersymmetric monopoles, based on our previous paper[1] on the N = 2 case, in which
this doubling of fermionic zero-modes is manifest throughout. Our final picture extends
the familiar result that quantum states are described by differential forms on the moduli
space and that the Hamiltonian operator is the Laplacian acting on forms. In particular,
we derive a general expression for the total angular momentum operator on the moduli
space which differs from the naive candidate by the adjoint action of the complex struc-
tures. We also express all the supercharges in terms of (twisted) Dolbeault operators and
illustrate our results by discussing, in some detail, the N = 4 supersymmetric quantum
dynamics of monopoles in a theory with gauge group SU(3) broken to U(1)× U(1).
1 Introduction
Monopoles appear in certain classes of Yang-Mills-Higgs field theories with spontaneously
broken symmetries[2, 3]. In this paper we use the moduli space approximation to study the
quantum mechanics of monopoles in an N = 4 supersymmetric version of Yang-Mills-Higgs
theory. The work reported in this paper is an extension of our previous study of N = 2
supersymmetric monopoles[1], to which we refer for background material and further details.
The extension of the classical moduli space approximation[4] to quantised monopole dy-
namics is essentially a collective coordinate quantisation, with the moduli spaces of monopoles
providing sets of collective coordinates for single or several interacting monopoles. In the
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bosonic case[5, 6] quantum states are described by functions on the moduli spaces, while in
the supersymmetric case[7, 8] they are represented by differential forms on the moduli spaces.
The Hamiltonian is the Laplace operator acting on these functions or forms. There exists
an extensive literature, including reviews[9], both on the justification of this approximation
and on its application to particular cases. However, what has been missing so far is an
identification of physically important operators, such as the supercharges and the angular
momentum operator, as (differential) operators naturally associated to the hyperka¨hler ge-
ometry of the moduli spaces. In this paper we fill this gap by expressing the supercharges in
terms of (twisted) Dolbeault operators, and the angular momentum operator in terms of a
Lie derivative and the adjoint action of the complex structures. We derive our results from
first principles, and illustrate them in particular examples.
Before we summarise the contents of this paper in more detail, we would like to comment
on our expression for the angular momentum operator. The moduli spaces of monopoles
inherit an SO(3) action from the action of spatial rotations in the parent field theory. The
Lie derivatives associated to SO(3) generators act on differential forms and thus provide
geometrically natural candidates for the components of the angular momentum operator.
However, geometrically natural objects defined on the moduli space - like differential forms
or vector fields - are single-valued under a rotation by 2π and can therefore only carry integer
spins with respect to an angular momentum operator defined in this way. This means that
a quantum mechanical model in which states are represented by forms on the moduli space
can only describe the half-integer spin states of the original supersymmetric field theory if
the angular momentum operator is defined differently. The observation that the correct
expression for the angular momentum operator involves not only the Lie derivative described
above but also extra terms was first made in a particular case by Bak, Lee and Yi[10]. In
our previous paper[1] on the N = 2 supersymmetric theory we proposed a general expression
for the angular momentum operator, where the extra terms are expressed in terms of the
adjoint action of the complex structures on the moduli spaces. In this paper we derive this
expression for the angular momentum operator from considerations in the field theory. Then
we show that it has the correct commutation relations with all of the supercharges and that
it also gives rise to the expected spin contents of supermultiplets in the context of the N = 4
supersymmetric theory. Our general expression for the angular momentum operator agrees
with the expression proposed by Bak, Lee and Yi[10] in the particular case of charge-(1, 1)
monopoles in SU(3) gauge theory spontaneously broken to U(1)× U(1).
We begin, in section 2, with a short review of BPS monopoles, the zero-modes of the
theory and the effective Lagrangian in the moduli space approximation[7, 8]. We introduce a
quaternionic notation and use it to explain how the complex structures act on both the bosonic
and fermionic zero-modes. We show that both bosonic and fermionic zero-modes can be
written as quaternion-valued functions on R3, and use this common notation to compare the
angular momentum operator for bosonic and fermionic zero-modes. The difference between
the two angular momentum operators can be expressed in terms of the complex structures,
leading us to the promised expression for the components of the angular momentum operator
for fermionic zero-modes as the geometrically natural rotation generators acting on forms plus
a correction term involving the complex structures.
In section 3, we discuss the effective action of the N = 4 supersymmetric model and
its quantisation. A key reference here is the review by Weinberg and Yi[9]. As in that
review and other papers on this subject, we arrive at the conclusion that quantum states of
supersymmetric monopoles are differential forms on the moduli space. However, we choose a
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slightly different quantisation prescription which allows us to identify two independent (but
equivalent) sets of fermionic zero-modes, both of which are isomorphic to the set of fermionic
zero-modes in the N = 2 supersymmetric theory. This duplication of the zero-modes is a
direct result of the doubling of the supersymmetry. In the quantised theory, we identify the
two sets of fermionic zero-modes with, respectively, the set of anti-holomorphic forms and the
set of holomorphic forms, thus obtaining a natural extension of the quantisation procedure for
N = 2 supersymmetric monopoles, where quantum states of monopoles are described by anti-
holomorphic forms on the moduli space. We construct the differential operators corresponding
to all the supercharges, and identify them as (twisted) Dolbeault operators and their adjoints.
We then go on, in section 4, to show that our considerations in section 2 lead to the
expression for the total angular momentum operator as the differential operator on the moduli
space already proposed in our paper on N = 2 supersymmetric monopoles[1]. We check that
it has the required commutation relations with the operators representing the supersymmetry
charges.
In sections 5 and 6 the general results of this paper are illustrated for the cases of single
(charge-1) monopoles and charge-(1, 1) monopoles in N = 4 supersymmetric Yang-Mills-
Higgs theory with gauge group SU(3) spontaneously broken to U(1) × U(1). Expressing
the supercharges explicitly in terms of coordinates on the moduli spaces we construct the
supermultiplets and, using equally explicit expressions for our angular momentum operator,
we check that they have the expected spin contents. We show that the hyperka¨hler forms on
the moduli space are singlets under the action of the total angular momentum operator, even
though they form a triplet under the geometrically natural SO(3) action on the moduli space.
We also check that the unique harmonic and square-integrable two-form on the relative moduli
space of monopoles of charge-(1, 1), which plays an important role in checking S-duality for
N = 4 supersymmetric Yang-Mills-Higgs theory, is a singlet under the proposed angular
momentum operator, as required by uniqueness. Finally, we give a brief outlook onto possible
applications of our results in section 7.
2 N = 4 supersymmetric BPS monopoles
2.1 N = 4 supersymmetric Yang-Mills-Higgs theory
We study Yang-Mills-Higgs models with gauge group SU(n) on four-dimensional Minkowski
space with metric η of signature (+,−,−,−) . The gauge field is denoted Aµ, the associ-
ated covariant derivative is Dµ = ∂µ − e adAµ, where −e is the coupling constant, and the
corresponding curvature is Fµν = ∂µAν − ∂µAν − e[Aµ, Aν ]. Using · to denote an inner prod-
uct on the Lie algebra su(n), and || || for the associated norm, the N = 4 supersymmetric
Lagrangian that we are interested in is the following, adapted from Blum[8] and Osborn[11]:
L =
∫
d3x
(
− 1
4
Fµν · Fµν + 1
2
DµSı ·DµSı + 1
2
DµP ·DµP
− e
2
4
(|| [Sı, S] ||2 + 2|| [Sı, P] ||2 + || [Pı, P] ||2)
+
i
2
ψr · γµDµψr +
e
2
ψr ·
(
αırs adSı − iβrsγ5 adP
)
ψs
)
. (1)
Here Sı are three scalar fields, P are three pseudo-scalar fields, and ψr are four Majorana
spinors, all in the adjoint representation of the gauge group. The indices have the follow-
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ing ranges: ı, , . . . ∈ {1, 2, 3} and r, s, . . . ∈ {1, 2, 3, 4}. We take the γ-matrices to satisfy
{γµ, γν} = 2ηµν and the chiral operator γ5 is defined by γ5 = iγ0γ1γ2γ3. The 4 × 4 matrices
αı and β are real and anti-symmetric, and satisfy
[αı, α] = − 2εıκακ, {αı, α} = − 2δı14,
[βı, β] = − 2εıκβκ, {βı, β} = − 2δı14,
[αı, β] = 0. (2)
They generate commuting so(3) subalgebras of so(4) = so(3)⊕ so(3).
The Majorana condition is the requirement that the spinors ψr are invariant under the
(anti-linear) charge conjugation operation
C(ψr) = Cγ0ψ∗r , (3)
where C is the charge conjugation matrix (we will choose a convenient representation below).
The Lagrangian (1) can be derived from an N = 1 supersymmetric model in ten dimen-
sions, via dimensional reduction[12, 13]. The rotational symmetry of the six extra dimensions
reduces to an SU(4) internal symmetry of the Lagrangian in four dimensions. This SU(4)
internal group, which is the double cover of SO(6), is generated by the six so(4) generators
αı and β and the nine anti-commutators {αı, β}.
For many of the calculations it is convenient to have explicit representations of the matrices
αı, β, the γ-matrices and the charge conjugation matrix C. We will use the following:
α1 =

0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0
 β1 =

0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0

α2 =

0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0
 β2 =

0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0

α3 =

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 β3 =

0 1 0 0
−1 0 0 0
0 0 0 −1
0 0 1 0
 . (4)
A convenient representation for the γ-matrices is given by
γ0 =
(
0 12
12 0
)
, γi =
( −iσi 0
0 iσi
)
, γ5 = i
(
0 12
−12 0
)
. (5)
Finally, for the charge conjugation matrix we choose
C =
(
iσ2 0
0 −iσ2
)
. (6)
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2.2 BPS monopoles
Monopoles may appear in Yang-Mills-Higgs theory when the gauge symmetry is spontaneously
broken. This is accomplished by imposing appropriate boundary conditions on the (pseudo-)
scalar fields at infinity. Before we come to these boundary conditions, we first have a look at
the kinetic and potential energy for the N = 4 supersymmetric model, which are given by
K =
∫
d3x
(
||1
2
F0i||2 + 1
2
||D0Sı||2 + 1
2
||D0P||2 + i
2
ψr · γ0D0ψr
)
, (7)
V =
∫
d3x
( 1
4
||Fij ||2 + 1
2
||DiS||2 + 1
2
||DiP||2
+
e2
4
(|| [Sı, S] ||2 + 2|| [Sı, P] ||2 + || [Pı, P] ||2)
+
i
2
ψr · γiDiψr −
e
2
ψr ·
(
αırs adSı − iβrsγ5 adP
)
ψs
)
. (8)
The potential energy involves the norms of commutators of the scalar fields Sı and P. For
finite energy configurations these commutators therefore necessarily vanish at spatial infinity.
This is possible even if Sı or P are non-vanishing at spatial infinity, in which case the gauge
symmetry is spontaneously broken. A parity-invariant vacuum requires that the vacuum
expectation values of the pseudoscalar fields P are zero.
In order to break the gauge symmetry without breaking parity, we impose the bound-
ary conditions limr→∞ (Pı · Pı) = 0 and limr→∞ (Sı · Sı) = a2, a 6= 0. In this paper we only
consider the case where the values of (S1, S2, S3) at spatial infinity break the gauge symme-
try to a maximal torus; specifically, SU(n) is broken to U(1)n−1. We can use the SU(4)
internal symmetry of the Lagrangian to pick a direction of the vacuum expectation value of
(S1, S2, S3). In the following, we will assume that only the scalar field S3 has a non-zero
vacuum expectation value. We set the remaining Higgs fields to zero everywhere, so that the
bosonic sector is effectively the same as a non-supersymmetric Yang-Mills-Higgs theory with
a single adjoint Higgs field S3.
With the above assumptions on the behaviour of the scalar and pseudo-scalar fields at
spatial infinity, the bosonic finite energy configurations are classified by a topological charge
~k ∈ Zn−1, which measures the magnetic charge of the configuration. The magnetic charge is
the su(n)-valued coefficient of the leading 1/r2 term of the non-Abelian magnetic field near
spatial infinity. In practice, one picks a direction in space and reads off the magnetic charge
and the asymptotic value of the Higgs field from a large-r expansion of the magnetic field and
the Higgs field S3 in that direction respectively. One may choose both the magnetic charge
and the asymptotic value of S3 to lie in a fixed Cartan subalgebra of su(n). The components
of ~k are the coefficients in the expansion of the magnetic charge in a basis of co-roots which
have a positive inner product with the asymptotic value of S3. Further details about the
magnetic charges and their topological interpretation can be found in the classic paper by
Goddard, Nuyts and Olive[14] or, in more mathematical language, in the work of Taubes[15].
For a given charge, the potential energy is bounded from below by the Bogomol’nyi
bound[16], V ≥ 4πa
e
b(~k), where b(~k) is a positive, real function of that topological charge.
BPS monopoles are defined to be the configurations of minimal energy in sectors with non-
vanishing topological charge. They satisfy one of the Bogomol’nyi equations
Bi ≡ 1
2
ǫijkF
jk = ±DiS3, (9)
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with the sign depending on the sign of the topological charge (i.e. the sign of the components
ki of the topological charge ~k, which are either all non-negative or all non-positive; see also
section 2.4).
2.3 The Dirac operator in N = 4 supersymmetric Yang-Mills-Higgs theory
To minimise the fermionic part of the potential energy (8), the quartet of Majorana spinors
(ψ1, ψ2, ψ3, ψ4) must be a zero-mode of the Dirac operator coupled to the monopole back-
ground, i.e. it must satisfy
γ0γiDiψr + ieγ0α
3
rs adS3ψs = 0. (10)
In studying this Dirac operator it is convenient to think of it as a Dirac operator in a four-
dimensional Euclidean space, with all fields independent of the newly introduced fourth Eu-
clidean dimension: ∂4 ≡ 0.
To make this explicit, we define
Wi = Ai, W4 = S3. (11)
Then we think of Wi, with the underlined indices i running from 1 to 4, as a connection on
Euclidean R4. The corresponding covariant derivatives are defined by
Di = ∂i − e adWi. (12)
We also define Euclidean γ-matrices via
γi = γ0γi, γ4 = γ0. (13)
They satisfy the Euclidean Clifford relations {γi, γj} = 2δij . The Euclidean version of the
chirality operator is given by γ5 = γ1γ2γ3γ4. Using representation (5) for the space-time
γ-matrices, the Euclidean γ-matrices become
γi =
(
0 iσi
−iσi 0
)
, γ4 =
(
0 12
12 0
)
, γ5 =
( −12 0
0 12
)
. (14)
In terms of the Euclidean γ-matrices and in the temporal gauge A0 = 0, the Dirac equation
(10) becomes
γiDiψr − iγ4α3rsD4ψs = 0. (15)
It turns out that the equation (15) for a quartet of Majorana fermions ψr can be separated
into two uncoupled equations for a pair of Dirac fermions. This observation is fundamental
for the remainder of this paper. We explain it now using the explicit representation (4) of α3.
Defining two Dirac fermions as the linear combinations
ξ+ = ψ1 − iψ2, ξ− = ψ3 − iψ4, (16)
it is straightforward to check that, if the quartet of Majorana spinors ψr satisfy the Dirac
equation (15), then ξ+ and ξ− satisfy the two uncoupled Dirac equations
γiDi ξ
+ = 0, γiDi ξ
− = 0. (17)
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Thus, in order to minimise the fermionic part of the potential energy, the Dirac fermions
ξ+ and ξ− both have to obey the same Dirac equation as the fermion field in the N = 2
supersymmetric model[7, 1].
Conversely, suppose we have solutions ξ+ and ξ− of the Dirac equations (17). Then we can
reconstruct a quartet of Majorana fermions ψr which solve the Dirac equation (15) as follows.
First, we use the charge conjugation operator (3) to define the two projection operators P+
and P− via
P± =
1
2
(1± C). (18)
They add up to the identity operator, P+ + P− = 1. Since C2 = 1, we have C ◦ P± = ±P±,
which means that the operator P+ projects onto Majorana spinors and the operator P−
projects onto spinors which are mapped to their negative under charge conjugation. Since C
is anti-linear, the four non-vanishing spinors
ψ1 = P+ξ
+, ψ2 = iP−ξ
+, ψ3 = P+ξ
−, ψ4 = iP−ξ
− (19)
are Majorana spinors. They satisfy the Dirac equation (10) if ξ+ and ξ− satisfy the uncoupled
equations (15). It is not difficult to check that the relations (19) and (16) are inverses of each
other, so that we have established a bijection between a pair of Dirac spinors solving equations
(17) and a quartet of Majorana spinors solving the Dirac equation (15).
2.4 Bosonic zero-modes
The bosonic zero-modes of the N = 4 supersymmetric monopole are exactly the same as those
of the purely bosonic monopole. The standard approach for dealing with the bosonic zero-
modes is to consider moduli spaces, which are spaces of gauge equivalence classes of solutions
of the Bogomol’nyi equations (9) for a given topological charge ~k. The points in a given
moduli space thus parameterise all minimal energy configurations for the given topological
charge ~k ∈ Zn−1. Moduli spaces are non-empty iff the components k1, . . . , kn−1 are either all
positive or all negative, as was first shown by Weinberg[17] who also computed the dimension
of the moduli space to be 4k, where k = |k1+ . . .+kn−1|. It was subsequently shown that the
Riemannian metric which the moduli spaces inherit from the kinetic energy of the field theory
is, in fact, hyperka¨hler. For details we refer reader to the book by Atiyah and Hitchin[18].
Tangent vectors to the moduli space represent gauge equivalence classes of bosonic zero-
modes. We use the notation δWi for a generic bosonic zero-mode. As explained in our
previous paper[1], a quaternionic language is convenient for studying such zero-modes. In the
notation of that paper, with e1, e2 and e3 denoting the unit imaginary quaternions and e4 = 1
the identity quaternion, the quaternion algebra is determined by
eiej = −δije4 + ǫijkek, (20)
with summation over repeated indices assumed. Quaternionic conjugation is given by ei = −ei
while e4 = e4. We now define
w = ei δWi, (21)
so that the linearised Bogomol’nyi equations and Gauss’ law can be expressed in the single
quaternionic equation
Dw = 0, (22)
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where D is the Dirac operator
D = ejDj . (23)
2.5 Fermionic zero-modes
Since the Dirac equations (17) are already linear, the fermionic zero-modes of N = 4 su-
persymmetric monopoles are their solutions ξ+ and ξ−. The Dirac equations (17) have the
same form as the Dirac equation in the N = 2 supersymmetric theory, and therefore we
conclude that the fermionic zero-modes of the N = 4 supersymmetric model correspond to
two independent sets of fermionic zero-modes, both isomorphic to the set of fermionic zero-
modes in the N = 2 supersymmetric model[7, 1]. We now briefly review the form of the Dirac
zero-modes and explain their relation to bosonic zero-modes.
With our conventions, the Dirac operator entering the Dirac equations (17) can be written
γiDi =
(
0 D†
D 0
)
. (24)
where D is the Dirac operator (23) and we have identified the imaginary unit quaternions
with the Pauli matrices via
ei = −iσi, e4 = 12. (25)
It follows from an index theorem and a vanishing theorem for D, both due to Taubes[19], that
the solutions to equations (17) are of the form
ξ± =
(
η±
0
)
, (26)
which satisfy γ5ξ
± = −ξ±, where η+ and η− are two-component spinors satisfying Dη± = 0.
From (19) we find that the corresponding quartet of Majorana spinors consists of
ψ1 = P+
(
η+
0
)
=
1
2
(
η+
−iσ2(η+)∗
)
,
ψ2 = iP−
(
η+
0
)
=
i
2
(
η+
iσ2(η
+)∗
)
,
ψ3 = P+
(
η−
0
)
=
1
2
(
η−
−iσ2(η−)∗
)
,
ψ4 = iP−
(
η−
0
)
=
i
2
(
η−
iσ2(η
−)∗
)
. (27)
We may use the fact that bosonic zero-modes w satisfy the Dirac equation (22) to relate
the fermionic zero-modes to the bosonic ones. Using (25) to write a bosonic zero-mode as a
2×2 matrix, it is clear that Dwχ± = 0 for any constant two-component spinors χ±. Therefore
ξ± =
(
wχ±
0
)
(28)
are fermionic zero-modes, i.e. ξ+ and ξ− satisfy the Dirac equations (17), for any χ+ or χ−.
As we shall see below, the various possibilities for χ+ and χ− are related through the action
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of the complex structures[7], so that we only need to pick a single fixed χ+ and a single fixed
χ− to parameterise all fermionic zero-modes. A convenient choice is given by
χ+ =
(
1
0
)
, χ− =
(
0
1
)
. (29)
With this choice we have −iσ2(χ+)∗ = χ− and −iσ2(χ−)∗ = −χ+. Using these relations, and
the fact that e2 = −iσ2 is real while e1 = −iσ1 and e3 = −iσ3 are imaginary, the quartet of
Majorana fermions (27) can be written as
ψ1 =
1
2
(
wχ+
wχ−
)
, ψ2 =
i
2
(
wχ+
−wχ−
)
,
ψ3 =
1
2
(
wχ−
−wχ+
)
, ψ4 =
i
2
(
wχ−
wχ+
)
. (30)
Together, these expressions provide a map from a bosonic zero-mode w to a quartet of Majo-
rana zero-modes (ψ1, ψ2, ψ3, ψ4).
2.6 The action of the complex structures
As discussed above, both the combination of the Bogomol’nyi equations and Gauss’ law (22)
and the Dirac equations (15) or (17) can be viewed as equations on Euclidean 4-space, R4, with
all fields independent of the fourth coordinate and the covariant derivatives defined by (12).
EuclideanR4 has a natural hyperka¨hler structure, and it turns out that the associated complex
structures all act naturally on both the bosonic and the fermionic zero-modes discussed in
the previous sections. We now exhibit these actions.
Using the quaternionic notation introduced in section 2.4, the three complex structures
that make up the hyperka¨hler structure act on the bosonic zero-modes simply by quaternionic
multiplication:
Ii(w) = −w ei. (31)
This action is a linear representation of the complex structures on the set of bosonic zero-
modes, i.e. it manifestly maps a solution of the bosonic zero-mode equation (22) to another
solution. As reviewed in our previous paper[1], it also preserves the kinetic energy and hence
the metric on the moduli space.
The quartet of Majorana spinors associated to a bosonic zero-mode w via (30) is permuted
under the action of the complex structures (31) on w as follows
I1 : (ψ1, ψ2, ψ3, ψ4) 7→ ( ψ4,−ψ3, ψ2,−ψ1),
I2 : (ψ1, ψ2, ψ3, ψ4) 7→ (−ψ3,−ψ4, ψ1, ψ2),
I3 : (ψ1, ψ2, ψ3, ψ4) 7→ ( ψ2,−ψ1,−ψ4, ψ3), (32)
and the pair of Dirac spinors corresponding to this quartet of Majorana spinors via (16) is
acted on according to
I1 : (ξ+, ξ−) 7→ ( iξ−, iξ+),
I2 : (ξ+, ξ−) 7→ (− ξ−, ξ+),
I3 : (ξ+, ξ−) 7→ ( iξ+,−iξ−). (33)
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The maps (32) form a linear representation of the action of the complex structures on the
set of Majorana zero-modes (i.e. they map a solution of the Dirac equation (15) into another
solution). Similarly, the maps (33) form a linear representation of the action of the complex
structures on the set of Dirac zero-modes (mapping solutions of the Dirac equation (17) into
each other). We thus have actions of the complex structures on both bosonic and fermionic
zero-modes. The bijection (30) between bosonic and fermionic zero-modes, using our choice
(29) for χ±, is an intertwiner of these actions, i.e. it commutes with them.
Note that the action of the complex structures on the Dirac zero-modes (33) crucially
depends on the presence of two Dirac spinors ξ±. In the N = 2 supersymmetric model there
is only one Dirac fermion and, as a result, we were not able to define linear actions of all of
the complex structures on the fermionic zero-modes[1]. Instead we were forced to define an
action of the complex structures which is linear for one of them (I3), but anti-linear for the
other two (I1 and I2).
As we will see below, with our choice (29) of χ±, we are able to identify the Dirac zero-
modes ξ+ with anti-holomorphic forms with respect to I3 on the moduli space, and the
Dirac zero-modes ξ− with holomorphic forms. To reflect the special role played by I3 in our
notation, we sometimes denote the complex structures as follows
I = I3, J = I1, K = I2. (34)
It is worth commenting on the role played by our choice of the constant two-component
spinors χ± in equations (29). If, instead of the standard basis of C2, we had picked another
orthonormal basis χ˜±, this basis would necessarily be related to our chosen basis χ± by
an SU(2) transformation. This SU(2) transformation would act, via its associated SO(3)
element, on the complex structures (I1,I2,I3) by rotation. The analogue of the bijection (30)
defined in terms of χ˜± would then intertwine between the action of the standard complex
structures (31) on the bosonic zero-modes and the action of the rotated complex structures
on the fermionic zero-modes.
2.7 The action of the angular momentum operator on zero-modes
All the fields appearing in N = 4 supersymmetric gauge theory are acted on by rotations. For
bosonic fields this is an SO(3) action and for fermionic fields it is an SU(2) action. In order to
write down the action of finite and infinitesimal rotations on the bosonic and fermionic zero-
modes in our quaternionic notation we use the standard relation between unit quaternions
on the one hand and SO(3) and SU(2) matrices on the other. We briefly summarise this
relation in our notation.
It follows from the quaternion algebra (20) that the quaternions
sj =
1
2
ej (35)
satisfy the commutation relations
[si, sj ] = ǫijksk (36)
of the Lie algebra su(2). It also follows from the algebra (20) that
exp (αnisi) = cos
(α
2
)
+ niei sin
(α
2
)
, (37)
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for any α ∈ [0, 4π) and any unit vector (n1, n2, n3). This shows that the exponentiation of
linear combinations of the si gives a unit quaternion, and that any unit quaternion can be
written in this way. Inserting the representation (25) gives the usual identification of the set
of unit quaternions with the group SU(2).
Consider now a fixed unit quaternion u. The SO(3) matrix R associated to it in the usual
way, via the adjoint action, is given by
ueiu = Rjiej , (38)
where we used that u = u−1 for unit quaternions. Conversely, a matrix R ∈ SO(3) determines
a pair ±u of unit quaternions via the above relation. In the following we write Ru for the
SO(3) matrix associated to a quaternion u via (38), and uR for a unit quaternion that satisfies
equation (38) for given R ∈ SO(3) (i.e. we pick one of the two possible choices).
According to the definitions (11) and (21), a bosonic zero-mode w involves a scalar field
and a vector field on R3. The action of a spatial rotation R ∈ SO(3) on both of these fields
can be summarised in one SO(3) action ρB(R) on a bosonic zero-mode w in quaternionic
notation as
ρB(R)(w) (~x) ≃ uR w(R−1(~x)) uR. (39)
Note that the right-hand side of (39) does not depend on the sign we choose for uR and
thus only depends on R ∈ SO(3). Here and in the remainder of this section we use ≃ to
indicate an equality up to gauge transformation (either finite or infinitesimal, which will be
clear from the context). The implementation of symmetries in gauge theories is subtle and
typically involves a lifting of the symmetry group into the gauge group. Details are discussed,
for example, in the textbook by Manton and Sutcliffe[20] but do not need to concern us here,
since our ultimate goal is a relation between gauge-invariant operators on the moduli space,
to be discussed in section 4.
Having defined the action of finite rotations, we obtain the components Ji of the angular
momentum operator by computing the effect of infinitesimal rotations around three orthogonal
axes. Writing Ri(ε) for the rotation about the i-th axis by ε, so that Ri(ε) is the SO(3) matrix
associated to the quaternion exp(εsi), we define the angular momentum operator via
JBi w = i
d
dε
∣∣∣∣
ε=0
ρB(Ri(ε)) (w), (40)
which satisfies the angular momentum algebra [Ji, Jj ] = iεijkJk. Explicitly, we find
JBi w ≃ i (Yiw+ [si,w]) , (41)
where Yi are the vector fields generating rotations of R
3 about the i-th axis.
Next, we turn to the fermionic zero-modes, using their description in terms of Dirac
spinors. Since these are necessarily of the form (26), we can express the action of rotations
on the spinors in terms of the action on the Weyl spinors η±. Spatial rotations act on these
via the usual spinorial SU(2) action
ρF (u)(η±) (~x) ≃ u η±(R−1
u
(~x)), (42)
where we have again used the SO(3) matrix Ru associated to u via (38) and we have not
notationally distinguished between a quaternion u and the SU(2) matrix associated to it via
the representation (25).
11
Now we note that we can combine the two Weyl spinors into a complex 2 × 2 matrix
wη = (η
+, η−), i.e.
wη =
(
η+1 η
−
1
η+2 η
−
2
)
, (43)
with the components of η± denoted η±1 and η
±
2 . We can make this explicit by writing wη in
terms of quaternions as
wη =
1
2
(
η+1 (e4 + ie3) + η
+
2 (e2 + ie1)
)
+
1
2
(
η−2 (e4 − ie3) + η−1 (−e2 + ie1)
)
. (44)
For later use we note that, with this notation, the action of the complex structures on the
fermionic zero-modes (33) can expressed in terms of wη as for the bosonic zero-modes (31).
The SU(2) action can be written in quaternionic language as
ρF (u)(wη) (~x) ≃ uwη(R−1u (~x)). (45)
The fermionic angular momentum operator is defined via the corresponding infinitesimal
action
JFi wη = i
d
dε
∣∣∣∣
ε=0
ρF (exp(εsi))(wη) (46)
and therefore given by
JFi wη ≃ i (Yiwη + siwη) . (47)
The upshot of the discussion thus far is that we can view both bosonic and fermionic
zero-modes as quaternion-valued functions on R3 (i.e. as w and wη respectively), but that
the action of the angular momentum operator is different in the two cases. Comparing the
expressions (47) and (41), and noting that the action (33) of complex structures on the
fermionic zero-modes can be written in terms of wη as
Ii : wη 7→ −2wηsi (48)
we arrive at the fundamental relation
JFi wη ≃ JBi wη −
i
2
Iiwη (49)
between the fermionic and bosonic angular momentum operators acting on quaternion-valued
functions.
Equation (49) relates three quantities which all play important roles in this paper. We will
discuss this relation in more detail, and in geometrical language, in section 4 of this paper.
At this point, we would like to highlight some basic geometrical aspects. Since bosonic zero-
modes satisfy the linearised Bogomol’nyi equations, as in equations (22), they should be
thought of as (representatives of) tangent vectors to the moduli space of monopoles, with the
linearised Gauss’ law ensuring that they are orthogonal to gauge orbits. More precisely, they
represent tangent vectors in the tangent space at the point in the moduli space represented
by the configuration Wi. By definition, bosonic zero-modes are required to be normalisable
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with respect to the natural inner product, which, in fact, defines the metric g on the moduli
space1,
〈w, v〉 = g(w, v) =
∫
d3x Re(wv), (50)
where Re denotes the coefficient of e4 of the quaternion wv. Using this inner product, a
bosonic zero-mode w can be viewed as a linear map 〈w, · 〉 which maps bosonic zero-modes
to real numbers, i.e. as a cotangent vector:
〈w, · 〉 : v 7→ 〈w, v〉 ∈ R. (51)
Viewing bosonic zero-modes as cotangent vectors, the SO(3) action (39) on tangent vectors
gives rise to an action on cotangent vectors, which we also denote by ρB:
ρB(R) : 〈w, · 〉 7→ 〈ρB(R)(w), · 〉. (52)
The corresponding angular momentum operators, again denoted by JBi , act via
JBi : 〈w, · 〉 7→ 〈JBi (w), · 〉. (53)
The inner product (50) can be extended bilinearly to complexified quaternions. As a
result, the description of fermionic zero-modes in terms of the complex quaternion-valued
function wη on R
3 allows us to view fermionic zero-modes as maps
〈wη , · 〉 : v 7→ 〈wη , v〉 ∈ C. (54)
i.e. as complexified cotangent vectors or 1-forms on the moduli space. This point of view turns
out to be very natural, as we shall see, capturing the fermionic nature of fermionic zero-modes
in the anti-commutativity of the wedge-product of 1-forms, and allowing for geometrically
natural expressions for the supercharges. In this context it is worth noting that it follows
from (33) or (44) that the form 〈wη , · 〉 is an anti-holomorphic form (eigenvalue +i) with
respect to I3 when η− = 0 but η+ 6= 0, and is a holomorphic form (eigenvalue −i) when
η+ = 0 but η− 6= 0. As we shall see in section 3.2, this is mirrored in the quantisation of
fermionic zero-modes as differential forms on the moduli space.
When we describe the fermionic zero-modes in terms of differential forms on the moduli
space, we have to make sure that we use the fermionic angular momentum operator (47) and
not the geometrically natural (bosonic) operator generating rotations for cotangent vectors
(41):
JFi : 〈wη, · 〉 7→ 〈JFi (wη), · 〉. (55)
Comparing (53) and (55) we deduce the following relation between the two angular momentum
operators acting on forms:
JFi ≃ JBi −
i
2
Ii, (56)
with the factor of i in front of Ii in this equation again being due to our convention for
the angular momentum algebra [Ji, Jj ] = iεijkJk. Thus, expressed in geometrical terms, this
relation means that, when viewing fermionic zero-modes as differential 1-forms on the moduli
space, we obtain the correct angular momentum operator by subtracting i2Ii from the natural
(bosonic) operator generating rotations for cotangent vectors.
1 cf. equations (17) and (27) in our previous paper[1].
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2.8 Vector spaces of zero-modes and their bases
Denoting the moduli space of charge-~k monopoles by M~k we now consider a set of local
coordinates Xa, a ∈ {1, . . . , 4k}, on M~k. The variations δaWi =
δWi
δXa
provide a basis of
the vector space of bosonic zero-modes. In quaternionic language this corresponds to the
following basis of the bosonic zero-modes:
wa = ei δaWi. (57)
The total space of fermionic zero-modes in the N = 2 supersymmetric theory is a 2k-
dimensional complex vector space, or a 4k-dimensional real vector space. In the N = 4
supersymmetric theory we have a doubling of the fermionic (Dirac) zero-modes, and hence the
space of Dirac zero-modes V is 4k-dimensional as a complex vector space, or 8k-dimensional
as a real vector space. Defining fermionic zero-modes ξ±a associated to the bosonic zero-modes
(57) as in (28), a complex basis for V is given by
B
C
V = {(ξ+1 , 0), . . . , (ξ+2k, 0), (0, ξ−1 ), . . . , (0, ξ−2k)}. (58)
Using the notation ξ±a with a ∈ {1, . . . , 4k}, where ξ±a = I(ξ±a−2k) if a > 2k, a real basis for
this vector space is given by
B
R
V = {(ξ+1 , 0), . . . , (ξ+4k, 0), (0, ξ−1 ), . . . , (0, ξ−4k)}. (59)
We shall use this basis in our calculation of the effective Lagrangian below.
As we saw above, each pair of Dirac zero-modes (ξ+, ξ−) corresponds to quartet of Majo-
rana zero-modes (ψ1, ψ2, ψ3, ψ4). Since the Majorana zero-modes must satisfy the Majorana
condition (3) (which can be thought of as a reality condition), the resulting basis should
again be seen as a basis over the real numbers. It follows that the vector space of Majorana
zero-modes, like BRV , is an 8k-dimensional real vector space.
2.9 The effective Lagrangian in real coordinates
In order to compute the effective Lagrangian for the moduli space approximation, we first
express the Lagrangian (1) in terms of the pair of Dirac fields ξ± instead of the quartet of
Majorana fermions ψr. We approximate time-derivatives of the fields Wi in terms of the
bosonic zero-modes by assuming
W˙i = δaWiX˙
a. (60)
Furthermore, we parameterise the fermionic zero-modes in terms of the real basis BRV = {ξ±a }
(59) of Dirac fermions. Introducing two real valued Grassmann numbers λa±, we parameterise
the fermionic zero-modes as
ξ± = ξ±a λ
a
±. (61)
We insert this into the Lagrangian and expand to the lowest non-trivial order, taking Gauss’
law into account. The calculations involved in this procedure are well documented in the
literature (see Blum[8] and Gauntlett[7], as well as the review paper by Weinberg and Yi[9]
which uses conventions very similar to ours). The result is
Leff =
1
2
gabX˙
aX˙b +
i
2
gab(λ
a)T (Dtλ)
b − 1
8
Rabcd(λ
a)Tλb(λc)Tλd − 4πa
e
b(~k), (62)
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where the metric is given by gab =
∫
d3x δaWi · δbWi, and we have combined the parameters
λa+ and λ
a
− into the two-component Grassmann function
λa =
(
λa+
λa−
)
. (63)
Compared to the effective Lagrangian of the N = 2 supersymmetric monopole, we now have
two copies of the fermionic term in our effective Lagrangian,
i
2
gab(λ
a)T (Dtλ)
b =
i
2
gabλ
a
+Dtλ
b
+ +
i
2
gabλ
a
−Dtλ
b
−, (64)
and an extra term involving the curvature of the metric, with components Rabcd, which
provides a coupling between the fermionic variables λa+ and λ
a
−.
3 Quantisation of the effective Lagrangian
As explained in the introduction, we would like to adopt a quantisation procedure that brings
out, as clearly as possible, the doubling of fermionic zero-modes from the N = 2 to the N = 4
theory. For this purpose, it is best to write the effective Lagrangian in terms of complex
coordinates. Using complex coordinates on the moduli space, the two sets of fermionic zero-
modes will be clearly distinguishable: one of them we shall identify as holomorphic forms,
and the other we shall identify as anti-holomorphic forms. This is different from the usual
quantisation procedure (which uses real coordinates on the moduli space, see for example
Weinberg and Yi[9]) where this distinction is not apparent.
3.1 Complex coordinates and an orthogonal frame
We choose 2k (local) complex coordinates Zα for the hyperka¨hler manifold M~k which are
holomorphic with respect to the complex structure I = I3. The real and imaginary parts of
Zα form a set of real coordinates Xa (the index a, as usual, runs from 1 to 4k). We may
choose these coordinates so that, locally,
Zα = Xα + iXα+2k, Z
α
= Xα − iXα+2k, (65)
where the index α runs from 1 to 2k. We denote the metric in complex coordinates by g.
Since the moduli space is Hermitian, its components satisfy gαβ = gαβ = 0.
It is also convenient to work with an orthonormal frame to parameterise the fermionic
zero-modes[21, 1]. We introduce an orthonormal frame θ, choosing it so that it respects holo-
morphicity,
gαβ = δABθ
A
αθ
B
β, θ
A = θAαdZ
α, θA = θAαdZ
α
, (66)
where the indices A and B run from 1 to 2k, δAB = 1 if A = B, and δAB = 0 if A 6= B. We
now define
ζA± = λ
A
± + iλ
A+2k
± , ζ
A
± = λ
A
± − iλA+2k± , (67)
and write the effective Lagrangian (62) in terms of these variables. Using the tensorial nature
of each term, the coordinate transformations take on a simple form. Since gαβ = gαβ = 0, we
15
find for the first term 12gabZ˙
aZ˙b = 12(gαβ Z˙
αZ˙
β
+ gαβZ˙
α
Z˙β), and we may use the symmetry
of the metric, gαβ = gβα, to simplify the outcome. After transforming the second term,
we also use partial integration of the time-derivative to simplify the resulting expression.
For the curvature term, we use the fact that most components of the curvature tensor on
a Ka¨hler manifold vanish[22]. The non-vanishing components of the curvature tensor on a
Ka¨hler manifold are Rαβγδ, Rαβγδ, Rαβγδ and Rαβγδ and they have the following symmetries:
Rαβγδ = −Rβαγδ = −Rαβδγ = Rβαδγ , Rαβγδ = Rγδαβ. (68)
Altogether, the Lagrangian becomes
Leff = gαβZ˙
αZ˙
β
+ iδAB(ζ
A)T (Dtζ)
B − 1
2
RABCD(ζ
A)T ζB(ζC)T ζD − 4πa
e
b(~k). (69)
The canonical momenta are therefore given by
Pα =
∂Leff
∂Z˙α
= gαβZ˙
β
+ iωαAC(ζ
A)T ζC ,
Pα =
∂Leff
∂Z˙
α
= gβαZ˙
β + iωαAC(ζ
A)T ζC ,
Π±A =
∂Leff
∂ζ˙A±
= −iδBAζB± ,
Π±
A
=
∂Leff
∂ζ˙A±
= 0. (70)
The effective Hamiltonian is then
Heff = Z˙
αPα + Z˙
αPα + (ζ˙
A)TΠA + (ζ˙
A)TΠA − Leff = H0 +
4πa
e
b(~k), (71)
where we have defined
H0 =
1
2
gαβP˜αP˜β +
1
2
RABCD(ζ
A)T ζB(ζC)T ζD, (72)
and
P˜α = Pα − iωαAC(ζA)T ζC = gαβZ˙
β
,
P˜α = Pα − iωαAC(ζA)T ζC = gαβZ˙β. (73)
3.2 Quantisation: fermionic zero-modes as forms on the moduli space
The expressions for the fermionic momenta above lead to constraints in the Poisson algebra.
As a result, we need to replace Poisson brackets with Dirac brackets before we can quantise.
To quantise the canonical coordinates and the supersymmetry charges we shall take this route.
The analysis in this section closely follows the corresponding analysis of the N = 2 case in
our previous paper[1].
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The only non-vanishing Dirac brackets between the canonical coordinates are
{
Pα, Z
β
}
DB
= δβα,
{
Pα, Z
β
}
DB
= δβα,{
ζA+ , ζ
B
+
}
DB
= iδAB ,
{
ζA− , ζ
B
−
}
DB
= iδAB . (74)
The bosonic brackets are precisely the same as in the N = 2 case, and fermionic ones simply
consist of two copies (labelled + and −) of the N = 2 case. We can therefore quantise the
Dirac brackets in the same way as in the N = 2 case:
{
Pα, Z
β
}
DB
= δβα 7→
[
Pα, Z
β
]
= −iδβα{
Pα, Z
β
}
DB
= δβα 7→
[
Pα, Z
β
]
= −iδβα{
ζA+ , ζ
B
+
}
DB
= iδAB 7→
{
ζA+ , ζ
B
+
}
= δAB{
ζA− , ζ
B
−
}
DB
= iδAB 7→
{
ζA− , ζ
B
−
}
= δAB (75)
In the N = 2 case, a representation of the algebra spanned by the momenta, coordinates and
fermionic coordinates was formed using the space of anti-holomorphic forms on the moduli
space of monopoles. To accommodate the two sets of the fermionic zero-modes in the N = 4
case, we now need to include holomorphic forms as well. (This assumes we have made the ap-
propriate choice for χ+ and χ− in equations (29) to guarantee the right behaviour of fermionic
zero-modes under the complex structures; see also the discussion at the end of section 2.6.)
Therefore we take the Hilbert space of states to be the space of all square-integrable differ-
ential forms on the moduli space, including both holomorphic and anti-holomorphic forms.
The bosonic coordinates act by multiplication and the bosonic momenta are represented
as derivatives,
Pα 7→ −i∂α Pα 7→ −i∂α (76)
while the quantisation of fermions is given by
ζA+ 7→ θA∧ ζA+ 7→ ι(θA)
ζA− 7→ θA∧ ζA− 7→ ι(θA) (77)
where ι(θA)(θB) = δAB , ι(θA)(θB) = δAB and ι(θA)(θB) = ι(θA)(θB) = 0.
The covariant momenta are quantised, as in the N = 2 case, as covariant derivatives:
P˜α = Pα − iωαAC(ζA)T ζC 7→ −i∇α,
P˜α = Pα − iωαAC(ζA)T ζC 7→ −i∇α. (78)
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3.3 Supersymmetry
The effective action corresponding to the effective Lagrangian (62) is invariant under N = 8
supersymmetry transformations[9]. Writing these in terms of complex coordinates, we find
δ1Z
α = εζα δ1ζ
α = iZ˙α σ2ε
δ1Z
α
= εζα δ1ζ
α = iZ˙
α
σ2ε
δIZ
α = iεζα δIζ
α = Z˙α σ2ε
δIZ
α
= −iεζα δIζα = − Z˙
α
σ2ε
δJZ
α = εJ αβζβ δJ ζα = −iJ αβZ˙
β
σ2ε− Γαβγ
(
εJ βδζδ
)
ζγ
δJZ
α
= εJ αβζβ δJ ζα = −iJ αβZ˙β σ2ε− Γαβγ
(
εJ βδζδ
)
ζγ
δKZ
α = εKαβζβ δKζα = −iKαβZ˙
β
σ2ε− Γαβγ
(
εKβδζδ
)
ζγ
δKZ
α
= εKαβζβ δKζα = −iKαβZ˙β σ2ε− Γαβγ
(
εKβδζδ
)
ζγ (79)
where ε are two-component Grassmann parameters and ε = εTσ2. The corresponding two-
component supercharges are
Q1 = P˜αζα + P˜αζα, QJ = P˜αJ ααζα + P˜αJ ααζα,
QI = iP˜αζα − iP˜αζα, QK = P˜αKααζα + P˜αKααζα, (80)
which generate the supersymmetry transformations via Dirac brackets2. They satisfy the
following algebra: {
Q+
1
, Q+
1
}
DB
=
{
Q−
1
, Q−
1
}
DB
= 2iH0,{
Q+Ii , Q
+
Ij
}
DB
=
{
Q−Ii , Q
−
Ij
}
DB
= δij 2iH0, (81)
and all other brackets vanishing.
For each component of the supercharges we define complex linear combinations, analogous
to those in the N = 2 supersymmetric case, by
Q˜± = i
2
(Q±
1
+ iQ±I ) = iP˜αζ
α
±,
(Q˜±)∗ = − i
2
(Q±
1
− iQ±I ) = −iP˜αζα±,
Q˜±J =
i
2
(Q±J − iQ±K) = iP˜αJ ααζα±,
(Q˜±J )∗ = −
i
2
(Q±J + iQ
±
K) = −iP˜αJ ααζα±. (82)
From (81) we find that the algebra they satisfy, has the following non-vanishing Dirac brackets:{
Q˜±, (Q˜±)∗
}
DB
= iH0,
{
Q˜±J , (Q˜±J )∗
}
DB
= iH0, (83)
2This is in fact the route we used to derive the supersymmetry transformations in complex coordinates. We
first rewrote the supercharges given by Weinberg and Yi[9] in complex coordinates and proceeded to derive
the supersymmetry transformations (79) using Dirac brackets.
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Building on earlier work by Gauntlett[7], we showed in our previous paper[1] that the quantised
supercharges of the N = 2 theory are given by (twisted) Dolbeault operators. Here we find
corresponding expressions for the quantisation of the additional charges in the N = 4 theory:
Q˜+ = iP˜αζα+ 7→ θα ∧ ∇α = ∂,
(Q˜+)∗ = −iP˜αζα+ 7→ −ι(θα)∇α = ∂†,
Q˜+J = iP˜αJ ααζα+ 7→ J (θα) ∧ ∇α = ∂J ,
(Q˜+J )∗ = −iP˜αJ ααζα+ 7→ −ι
(J (θα))∇α = ∂†J , (84)
and
(Q˜−)∗ = iP˜αζα− 7→ θα ∧∇α = ∂,
Q˜− = −iP˜αζα− 7→ −ι(θα)∇α = ∂†,
(Q˜−J )∗ = iP˜αJ ααζα− 7→ J (θα) ∧∇α = ∂J ,
Q˜−J = −iP˜αJ ααζα− 7→ −ι (J (θα))∇α = ∂†J . (85)
The twisted Dolbeault operators ∂J and ∂J and their adjoints are explicitly given by
∂J = J ∂J−1, ∂†J = J ∂
†J −1,
∂J = J ∂J−1, ∂†J = J ∂†J −1. (86)
In this way we arrive at expressions for all of the supercharges in terms of (twisted) Dolbeault
operators. Finally, quantising the Hamiltonian we find again the Laplace operator:
H0 7→
{
Q˜±, (Q˜±)∗
}
= ∂ ∂
†
+ ∂
†
∂ = ∂ ∂† + ∂†∂ =
1
2
∆. (87)
3.4 An interim summary
The hyperka¨hler structure of the Euclidean 4-space R4 provides the field-theoretical origin of
hyperka¨hler structure of the monopole moduli space. It leads to the action of the complex
structures on the bosonic and fermionic zero-modes of the field theory, explicitly given in
equation (31) and equations (32) and (33) respectively. We have used the letters I, J and K,
introduced in equations (34), to denote the action of the complex structures on the zero-modes
for the complex structures on the moduli space as well. These complex structures act on the
space of differential forms, with anti-holomorphic forms being eigenstates of I with eigenvalue
i, and holomorphic forms being eigenstates of I with eigenvalue −i. This is consistent with
the behaviour of the fermionic zero-modes ξ± given in equation (33) and our quantisation of
the fermionic coordinates in terms of differential forms (77).
The resulting picture is natural from a geometric point of view and can be summarised as
follows. The moduli space approximation of the N = 4 supersymmetric Lagrangian in (3+1)-
dimensions leads to an N = 8 supersymmetric σ-model on the moduli space. Quantum
states in the effective model can be interpreted as differential forms on the moduli space.
The supercharges corresponding to the N = 8 supersymmetries are the Dolbeault operator
and the J -twisted Dolbeault operator, their complex conjugates, and the adjoints of all these
operators. The effective Hamiltonian in this geometrical interpretation is half the Laplacian
acting on these differential forms. All forms and operators (states, supercharges and the
Hamiltonian) are acted upon by the complex structures in a natural way.
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4 Angular momentum and the spin operator
In this section we translate our results from section 2.7 about the total angular momentum
operator into geometrical language and derive an expression for the angular momentum oper-
ator as a differential operator on the moduli space. We also address the issue of splitting the
total angular momentum into orbital and spin contributions. For general magnetic monopoles
one cannot unambiguously separate orbital angular momentum from spin due to the extended
nature of monopoles. However, in special cases, in particular for the charge-1 monopole and
for well-separated monopoles, we expect the spin operator to be well-defined.
Osborn[11] derived the following expression for the spin operator for the fermionic zero-
modes of the N = 4 supersymmetric SU(2) monopole of charge 1 in terms of fermionic
creation and annihilation operators,
~S =
1
2
∑
n,s,s′
ans
†(~σ)ss′a
n
s′ , (88)
where n labels the fermion species (n ∈ {1, 2}), while s and s′ label the spin states of the
fermion zero-mode (i.e. up or down). The zero-modes are modelled by the states generated
by the ans
† acting on a vacuum state
∣∣0〉, defined by ans ∣∣0〉 = 0. The resulting states can be
grouped into five singlets, four doublets and a triplet under the action of the spin operator.
We will propose an expression for a spin-operator for the charge-1 monopole from our general
expression for the angular momentum operator in subsection 5.2, and confirm that it agrees
with Osborn’s spin operator (88).
4.1 The total angular momentum operator on the moduli space
The monopole moduli spaces parameterise gauge equivalence classes of bosonic minimal-
energy field configurations and thus inherit an SO(3) action from the spatial rotations acting
on the bosonic fields of the field theory. This SO(3) action plays an important role in the
study of the Riemannian geometry of moduli spaces[18]: it preserves the metric on the moduli
spaces, rotates the complex structures into each other (we give details below), and naturally
acts on differential forms and differential operators defined on the moduli spaces, including
the Laplace operator and (twisted) Dolbeault operators.
In the field theory, the infinitesimal version of the SO(3) action on bosonic fields leads
to the bosonic angular momentum operator (41) on bosonic zero-modes. On a given moduli
space, the infinitesimal action of the SO(3) generators defines vector fields Yi which we can
normalise so that [Yi, Yj ] = ǫijkYk. The associated Lie derivatives LYi implement the infinites-
imal SO(3) action on all geometrical objects naturally associated to the moduli space. In
particular, their action on tangent vector fields and 1-forms represent the bosonic angular
momentum operators (41) and (53) discussed in section 2.7. Adapting the notational conven-
tions of that section, we thus have the following expression for the induced bosonic angular
momentum operator on the moduli space:
JBi = iLYi . (89)
As discussed in section 2.7, the natural SO(3) action on 1-forms (or cotangent vectors)
does not correctly describe the transformation behaviour of fermionic zero-modes under rota-
tions. Since we use differential forms on the moduli space to describe fermionic zero-modes,
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we need to modify the bosonic operator JBi in order to obtain the physically correct angular
momentum operator for fermions. According to the formula (56) we should thus use the
expression
JFi = iLYi −
i
2
Ii (90)
for the angular momentum operator acting on 1-forms on the moduli space which respresent
fermionic zero modes. Extending this operator to tensor products of fermionic zero-modes
according to the Leibniz rule is equivalent to replacing the complex structures Ii by their
the adjoint action[23] on p-forms. We thus arrive at the following expression for the angular
momentum operator ~J acting on forms and functions on the moduli space, which unifies and
extends the bosonic (89) and fermionic expressions (90):
Ji = i
(
LYi −
1
2
ad Ii
)
. (91)
This formula for the angular momentum operator on the moduli space agrees with the ex-
pression proposed in a particular case, and in different notation, by Bak, Lee and Yi[10]. It
is also precisely the angular momentum operator which we proposed in our study[1] of the
N = 2 case (where we had not derived it from the field theory).
Using the fact that the SO(3) action on the moduli space rotates the complex structures,
i.e. [LYi ,Ij] = ǫijkIk, a straightforward calculation shows that [Ji, ad Ij] = 0. It follows
that the angular momentum operator defined by equation (91) obeys the required angular
momentum algebra
[Ji, Jj ] = i ǫijkJk. (92)
It also follows that the three generators Ji map (anti-) holomorphic forms to (anti-) holomor-
phic forms with respect to I3 (even though J1 and J2 are made up of two operators which,
individually, map anti-holomorphic forms to holomorphic forms and vice versa). This was a
key motivation for proposing definition (91) in the context of the N = 2 model, where the
Hilbert space contains only anti-holomorphic forms. We will now show that our angular mo-
mentum operator has the correct commutation relations with the supercharges in the N = 4
theory as well.
4.2 Supercharges and the angular momentum operator
The supercharges can be used to create spin states from bosonic states, and therefore they
correspond to spin-12 operators. As such, the angular momentum operators must obey the
appropriate algebra with the supercharges. To derive the commutators of the Ji with the
supercharges, i.e. the (twisted) Dolbeault operators, we follow the same approach as in the
N = 2 case[1]. We first write the (twisted) Dolbeault operators, defined in equations (86), in
terms of twisted exterior derivatives[23, 24]
∂ =
1
2
(d + idI), ∂J =
1
2
(dJ + idK), (93)
where the twisted exterior derivative3 is defined by dIi = IidIi−1. The twisted exterior
derivatives can be obtained from the ordinary exterior derivative using the adjoint action of
3Viewing the moduli space as a Ka¨hler manifold with complex structure I, we have dI = IdI
−1 = dc in
the standard notation.
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the complex structures, as reviewed in our previous paper[1]: when d is either d, dIi or a
(twisted) Dolbeault operator, we have
[ad Ii, d] = IidI−1i . (94)
Finally we also need that [LYi ,d] = 0 and
[LYi ,dIj ] = ∑k εijkdIk . We define raising and
lowering operators as usual by J± = J1 ± iJ2, and we find that the algebra satisfied by the
angular momentum operators and the Dolbeault operators is the following:
[J3, ∂] = −1
2
∂, [J3, ∂J ] =
1
2
∂J ,
[J+, ∂] = −i∂J , [J+, ∂J ] = 0,
[J−, ∂] = 0, [J−, ∂J ] = i∂, (95)
and
[
J3, ∂
]
=
1
2
∂,
[
J3, ∂J
]
= −1
2
∂J ,[
J+, ∂
]
= 0,
[
J+, ∂J
]
= i∂,[
J−, ∂
]
= −i∂J ,
[
J−, ∂J
]
= 0. (96)
Using the fact that d† = − ∗ d∗ and [ ~J, ∗] = 0, we find[
J3, ∂
†
]
=
1
2
∂†,
[
J3, ∂
†
J
]
= −1
2
∂†J ,[
J+, ∂
†
]
= 0,
[
J+, ∂
†
J
]
= i∂†,[
J−, ∂
†
]
= −i∂†J ,
[
J−, ∂
†
J
]
= 0, (97)
and [
J3, ∂
†
]
= −1
2
∂
†
,
[
J3, ∂
†
J
]
=
1
2
∂
†
J ,[
J+, ∂
†
]
= −i∂†J ,
[
J+, ∂
†
J
]
= 0,[
J−, ∂
†
]
= 0,
[
J−, ∂
†
J
]
= i∂
†
. (98)
We see that the Dolbeault operators ∂ and ∂J increase the total angular momentum of
states (with respect to J3) by
1
2 , while ∂J and ∂ decrease it by
1
2 . The supercharges are
therefore indeed spin-12 operators.
5 Example: charge-1 monopoles
5.1 Quantum mechanics on the moduli space
As a first example, we now consider a monopole of unit charge, in an N = 4 supersymmetric
Yang-Mills theory with maximal symmetry breaking. The following discussion applies to
both the symmetry breaking SU(2) → U(1) and SU(3) → U(1) × U(1). In the latter case,
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the charge-1 monopole is an embedding of the SU(2) monopole in the SU(3) model. In this
section and the next we use geometrical units, in which we have scaled the coupling constant
and the vacuum expectation value of the Higgs field to unity, e = 1 and a = 1. This implies
that Planck’s constant ~ is dimensionless, but in general not equal to 1.
The moduli space of a single monopole in this theory is[5]
M1 = R3 × S1. (99)
The metric on M1 is the flat metric, ds2 = m
(
d~x2 + dχ2
)
, where the mass of a monopole
is determined by the Bogomol’nyi bound: m = 4π. The range of χ is 0 ≤ χ < 2π. We define
an orthonormal frame via
ei =
√
m dxi, e4 =
√
m dχ. (100)
For explicit calculations of the spin contents we will use the following Ka¨hler coordinates
for the moduli space M1 ∼= C× C∗[18]
z2 = x1 + ix2, z1 = ex
3+iχ. (101)
We define the action of the complex structures Ii on 1-forms via
Ii(ej) = δije4 + εijkek, Ii(e4) = −ei, (102)
where the vier-bein e was defined in (100). The complex structure corresponding to the
Ka¨hler coordinates (101) is I = I3. A convenient basis of holomorphic 1-forms, with respect
to this complex structure, is
α2 =
√
m
2
dz2 =
1√
2
(e1 + ie2), α1 =
√
m
2
dz1
z1
=
1√
2
(e3 + ie4). (103)
As we shall see below, the fermionic zero-modes can be conveniently described using this basis
of holomorphic 1-forms. In terms of the Ka¨hler coordinates and the basis of holomorphic 1-
forms, the metric on M1 can be written as
ds2 = m
[∣∣dz2∣∣2 + ∣∣∣∣dz1z1
∣∣∣∣2
]
= 2|α2|2 + 2|α1|2. (104)
The action of the complex structures on the holomorphic 1-forms and their complex conjugates
is also easily computed from equations (102). Using again the notation I = I3 and J = I1,
we note the following, which will be useful later on.
I(α1) = −iα1, I(α2) = −iα2,
J (α1) = −iα2, J (α2) = iα1. (105)
The classical motion of the monopole in the moduli space approximation is given by the
geodesics on M1. Since M1 is flat, these are straight lines, corresponding to uniform motion
through space and a constant electric charge. The quantum mechanics of bosonic monopoles
is described by wavefunctions (0-forms) on the moduli space, which must obey the Schro¨dinger
equation,
i~∂tΨ =
~
2
2
∆M1Ψ+mΨ, with ∆M1 = −
∂2
∂χ2
− ∂
2
∂x21
− ∂
2
∂x22
− ∂
2
∂x23
. (106)
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Starting with a solution Ψ to the bosonic Schro¨dinger equation, we can use supersymmetry
to find other solutions. We can generate the other states of the supermultiplet containing Ψ by
applying the supercharges, i.e. the Dolbeault operators ∂ and ∂, their twisted counterparts
∂J and ∂J , and their adjoints ∂
†, ∂
†
, ∂†J and ∂
†
J . For a generic state Ψ, which is not
an eigenstate of the Laplace operator in the Schro¨dinger equation (106), this leads to a
supermultiplet consisting of 28 = 256 states.
BPS states of supersymmetric monopoles are those states which have minimal energy for
given momentum and magnetic and electric charge. They correspond to short supermultiplets,
made up of 16 states. A short multiplet for a charge-1 monopole is obtained whenever the
spin-0 state Ψ with which we start is an eigenstate the Laplace operator. In order to lift the
(infinite) degeneracy of (non-normalisable) bosonic eigenstates of the Laplace operator, we
consider bosonic states of the form
Ψ(~x, χ) = e
i
~
~p·~xe
i
~
qχ, (107)
which are also eigenstates of the momentum and electric charge operators, with eigenvalues
~p and q. The states in a short multiplet containing such states can then be found using only
the (twisted) Dolbeault operators ∂, ∂, ∂J and ∂J . For N = 2 supersymmetric monopoles,
a short supermultiplet contains two singlets and one doublet under the angular momentum
operator: the two singlets are Ψ and ∂∂JΨ; the doublet is
{
∂Ψ, ∂JΨ
}
. The short multiplet
of a monopole in the N = 4 supersymmetric theory decomposes as follows:
5 singlets: Ψ, ∂J∂Ψ, ∂J∂Ψ, ∂J∂∂J∂Ψ,
1√
2
(
∂J∂ − ∂∂J
)
Ψ
4 doublets:
{
∂Ψ, ∂JΨ
}
, {∂Ψ, ∂JΨ} ,
{
∂∂J∂Ψ, ∂J∂J∂Ψ
}
,
{
∂∂J∂Ψ, ∂J∂J∂Ψ
}
1 triplet:
{
∂∂Ψ,
1√
2
(
∂J∂ + ∂∂J
)
Ψ, ∂J∂JΨ
}
It is not difficult to compute these states explicitly. The action of ∂J , for example, can be
computed using its definition in terms of ∂ and J given in equations (86) and by applying J
according to equations (105).
If one computes states in the multiplet containing the bosonic state Ψ = exp( i
~
qχ) in this
way, one finds expressions which are simple linear combinations (with constant coefficients)
of wedge products of the forms α1, α2 and their complex conjugates, multiplied with the
original function Ψ = exp( i
~
qχ). We compute these linear combinations in the following
section using a different method. In terms of the original field theory, the states one obtains
describe bound states of a dyon and Majorana fermions. More precisely, they correspond to
a magnetic monopole at rest carrying electric charge q, while each αn, n = 1 or 2, indicates
the occupation of a Dirac zero-mode ξ+ and each αn, n = 1 or 2, indicates the occupation of
a Dirac zero-mode ξ− (where we used the quantisation prescription for fermionic zero-modes
given in equations (77)).
5.2 Angular momentum and spin
For the case of a single monopole, the vector fields Yi appearing in total angular momentum
operator ~J (91) can be written explicitly as
Yi = −εijkxj∂k, [Yi, Yj] = εijkYk. (108)
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One checks that the Lie derivatives with respect to these vector fields obey the commutation
relations [LYi , ad Ij] = εijk ad Ik with the complex structures.
We can write the Lie-derivative in terms of the exterior derivative and interior product
using Cartan’s formula,
LYi = ιYid + dιYi . (109)
The complex structure ad Ii and the term dιYi act trivially on functions, as 0. Furthermore,
since the 1-forms α1, α2, α1 and α2 are closed, the term ιYid acts on them as 0. This suggests
that we identify the orbital angular momentum and spin operators as
Li = i (ιYid) , Si = i
(
dιYi −
1
2
ad Ii
)
, (110)
which both act on forms obeying the Leibniz rule. With these definitions,
~L(αn) = ~L(αn) = 0, n ∈ {1, 2}, (111)
and ~S(f) = 0 for any function f . We therefore find that the spin operator acts on α1, α2, α1
and α2 according to
Ji(αm) = Si(αm) = −1
2
(σi)mnαn, (112a)
Ji(αm) = Si(αm) =
1
2
(σi)mnαn. (112b)
The pair {α1, α2} form the two-dimensional conjugate representation to the pair {α1, α2}.
These two representations are isomorphic, as may be seen by applying the the unitary trans-
formation
β1 = −iα2, β2 = iα1, (113)
and checking that
Ji(βm) = Si(βm) =
1
2
(σi)mnβn. (114)
Decomposing the full N = 4 supermultiplet of forms into irreducible representations of
the spin operator, we find the following five singlet states
1, α2 ∧ α1, α1 ∧ α2, i√
2
(α1 ∧ α1 + α2 ∧ α2) , α1 ∧ α2 ∧ α2 ∧ α1. (115)
We have two doublets given by
{α1, α2}, {−iα2, iα1}, (116)
and we obtain another two doublets, dual to the first two, by applying the Hodge-star oper-
ator:
{α1 ∧ α2 ∧ α1, α1 ∧ α2 ∧ α2}, {−iα2 ∧ α2 ∧ α1, iα1 ∧ α2 ∧ α1}. (117)
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Finally, there is triplet, consisting of the following states
{−iα2 ∧ α1, 1√
2
i (α1 ∧ α1 − α2 ∧ α2) , iα1 ∧ α2}. (118)
We see that the 16-dimensional space of 1-forms decomposes into five singlets, four doublets
and one triplet for our spin operator – in perfect agreement with Osborn’s result for the
zero-modes of the N = 4 supersymmetric monopoles, as reviewed after equation (88).
It is interesting to relate the states in the various multiplets to other geometrically interest-
ing forms. The 2-forms which are singlets are all anti-self-dual, and related to the hyperka¨hler
forms ωi, defined by ωi(X,Y ) = g(X,IiY ), as follows
ω1 = e
4 ∧ e1 − e2 ∧ e3 = −i(α2 ∧ α1 + α1 ∧ α2),
ω2 = e
4 ∧ e2 − e3 ∧ e1 = α2 ∧ α1 − α1 ∧ α2 ,
ω3 = e
4 ∧ e3 − e1 ∧ e2 = −i(α1 ∧ α1 + α2 ∧ α2). (119)
By contrast, the 2-forms corresponding to the triplet states are self-dual. They can be com-
bined into the three forms
T 1 = e4 ∧ e1 + e2 ∧ e3 = −i(α1 ∧ α2 + α2 ∧ α1),
T 2 = e4 ∧ e2 + e3 ∧ e1 = α1 ∧ α2 − α2 ∧ α1 ,
T 3 = e4 ∧ e3 + e1 ∧ e2 = −i(α1 ∧ α1 − α2 ∧ α2), (120)
which are all of type (1, 1) with respect to the complex structure I and satisfy
SiT
j = iεijkT
k. (121)
Finally, the canonical holomorphic symplectic 2-form Ω3 corresponding to the complex struc-
ture I is the following singlet:
Ω3 = ω1 + iω2 = −2iα1 ∧ α2. (122)
6 Example: charge-(1, 1) monopoles
6.1 The geometry of the moduli space and a set of Ka¨hler coordinates
As a second example we study charge-(1, 1) monopoles in N = 4 supersymmetric Yang-Mills
theory with symmetry breaking SU(3) → U(1) × U(1). These monopoles may be thought
of as being composed of two constituent monopoles which are each SU(2) BPS monopoles
of charge 1, but embedded into SU(2) subgroups associated with different simple roots of
SU(3). The masses of the constituents depend on the direction of the vacuum expectation
value of the Higgs field in the Cartan subalgebra of SU(3) and are denoted m1 and m2 in the
following.
The main references for the magnetic monopoles of charge-(1, 1) studied in this section
are the papers by Gauntlett and Lowe[25], and by Lee, Weinberg and Yi[26]; they include a
detailed discussion of magnetic and electric charges and a derivation of the metric on moduli
space for charge-(1, 1) monopoles, which is
M1,1 = R3 × R×MTN
Z
, (123)
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where MTN is the 4-dimensional Taub-NUT manifold with a positive length parameter. As
we discussed in our previous paper[1], the centre of mass dynamics and the relative motion can
be separated. MTN is the factor of the moduli space corresponding to the relative motion.
Topologically MTN ∼= R4, but it has a curved metric, given below.
For practical calculations it is usually convenient to work with the covering space of the
moduli space, M˜1,1 = R3 ×R×MTN , and impose the identification by Z on the results at
the end. The physics behind the Z action is explained carefully in the main references[25, 26],
and also summarised in our earlier paper[1]
The metric on the centre of mass moduli space R3 × R is the flat metric. Using centre
of mass coordinates ~R and χ, the metric is analogous to that of the single monopole moduli
space M1. The line element is ds2 = M
(
d~R2 + dχ2
)
, where M is the total mass of the
charge-(1, 1) monopole.
The manifold MTN ∼= R4 can be coordinatised in terms of a radial coordinate r and
Euler angles θ, φ and ψ on S3, with the ranges 0 ≤ θ < π, 0 ≤ φ < 2π and 0 ≤ ψ < 4π.
As explained in the main references[25, 26], the angle ψ is the conjugate variable to half the
difference between the electric charges of the constituent monopoles. The range [0, 4π) reflects
the fact that half this difference necessarily is an element of 12Z. Finally, the division by Z
on the total moduli space corresponds to identifying the points
(~R, χ,~r, ψ) ∼ (~R, χ+ 2π,~r, ψ + 4m2
m1+m2
π), (124)
which, as mentioned above, depends on the masses of the constituent monopoles[25, 26].
The metric on the Taub-NUT manifold MTN can be expressed in terms of the vector
~r = (x1, x2, x3), which gives the relative position of the two monopoles and is related to the
radial coordinate r and the Euler angles θ and φ via
x1 = r sin θ cosφ, x2 = r sin θ sinφ, x3 = r cos θ,
and the right-invariant 1-forms
η1 = − sinψdθ + cosψ sin θdφ,
η2 = cosψdθ + sinψ sin θdφ,
η3 = dψ + cos θdφ, (125)
which satisfy dηi =
1
2εijkηj ∧ ηk. The metric is given by
ds2 = µ
[
V (d~r · d~r) + V −1(η3)2
]
= µ
[
V
(
dr2 + r2
(
(η1)
2 + (η2)
2
))
+ V −1(η3)
2
]
, (126)
where µ is the reduced mass of the monopole system, and
V =
(
1 +
1
r
)
. (127)
It will be convenient to describe the metric in terms of the following vier-bein:
ei =
√
µV dxi, e4 =
√
µ
V
η3. (128)
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A set of Ka¨hler coordinates on the Taub-NUT manifold MTN is defined by[27]
w = r sin θeiφ, v = r(1 + cos θ)er cos θ+i(ψ+φ). (129)
We define the 1-forms α2 and α1, which form a convenient basis of holomorphic 1-forms with
respect to the complex structure corresponding to the Ka¨hler coordinates w and v, via
α2 =
1√
2
(e1 + ie2) =
√
µV
2
dw, (130a)
α1 =
1√
2
(e3 + ie4) =
√
µ
2V
(
dv
v
+ (cos θ − 1)dw
w
)
. (130b)
The Taub-NUT metric can then be written in terms of the Ka¨hler coordinates as
ds2 = µ
[
V |dw|2 + V −1
∣∣∣∣dvv + (cos θ − 1)dww
∣∣∣∣2
]
= 2|α2|2 + 2|α1|2. (131)
The classical dynamics are described by the geodesics on the moduli space. The centre
of mass dynamics, corresponding to motion in R3 × R, is analogous to the single monopole
dynamics discussed in example 1. For the relative motion of the two monopoles, described
by the moduli space MTN , we found in our previous paper[1] that there are no bound orbits,
and hence there are only scattering solutions for the charge-(1, 1) monopole. Similarly, the
quantum mechanics of bosonic charge-(1, 1) monopoles, governed by the Schro¨dinger equation
on the moduli space, only gives scattering solutions; bound states of bosonic monopoles do
not exist in this case.
6.2 N = 4 supersymmetric quantum mechanics of charge-(1, 1) monopoles
The product structure of the moduli space allows us to separate centre of mass and relative
motion in the quantum theory. A general form on the moduli space can be written as a
linear combination of wedge products of forms on the centre of mass and relative moduli
spaces. The supercharges, the (twisted) Dolbeault operators and their adjoints, decompose
into a sum of (twisted) Dolbeault operators on the centre of mass and relative moduli spaces.
The Laplacian, too, decomposes into the sum of centre of mass and relative moduli space
components. For a form υ = υ1 ∧ υ2, where υ1 and υ2 are forms on R3 × R and MTN
respectively,
∆M1,1υ = (∆R3×Rυ1) ∧ υ2 + υ1 ∧ (∆MTN υ2). (132)
Focussing on the moduli space for the relative motion of the monopoles, we can generate
multiplets of states, starting with a wavefunction Φ on MTN , by applying the (twisted)
Dolbeault operators on the Taub-NUT manifold. When Φ is an eigenstate of the Laplacian
∆MTN we obtain, in general, 16 independent states in the N = 4 supersymmetric model. By
taking the wedge product of these states with a multiplet of centre of mass states, we obtain
multiplets of 256 states on the total moduli space, all with the same energy.
For the remainder of this section we concentrate on BPS states in the original field theory,
which correspond to short multiplets of 16 states on the total moduli space. Since the short
multiplet on the centre of mass moduli space already involves 16 states, BPS states require
the existence of a unique normalisable form on the relative moduli space which is annihilated
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by all the supercharges. Such a form is necessarily either self-dual or anti-self dual (otherwise
its Hodge dual would provide a second state of the same energy) and harmonic. We call such
a form a Sen-form in the remainder of this paper, since its existence and relevance for checking
S-duality was first established, in the context of SU(2) monopoles, by A. Sen[28]. As has been
shown before[25, 26], such a form does exist on the Taub-NUT manifold. In the following, we
shall exhibit some of its properties explicitly and, in particular, analyse its behaviour under
our angular momentum operator.
The Sen form on the Taub-NUT manifold is given by
ωS =
r
r + 1
η1 ∧ η2 + 1
(r + 1)2
dr ∧ η3 = d(V η3) (133)
It is normalisable, since
∫
ωS ∧ ωS = 8π3
∫
r
(r+1)3
dr = 4π3 is finite. It can be rewritten as
ωS = − 1
µ
V −2 (∂iV )T
i (134)
where we have defined the triplet T i as in (120) by T i = e4 ∧ ei + 12εijkej ∧ ek. Since the
2-forms T i are self-dual, the Sen-form is self-dual as well.
One can read off directly from the expression for self-dual forms (120) on the single
monopole moduli space that these forms are of degree (1, 1) with respect to the complex
structure I. A similar analysis on MTN shows that the Sen form is of degree (1, 1) (in
fact, it is of degree (1, 1) with respect to any of the complex structures) and therefore not
an anti-holomorphic state corresponding to any fermionic or bosonic state of the N = 2
supersymmetric system. Unlike the N = 4 supersymmetric model, the N = 2 supersymmetric
charge-(1, 1) monopole system therefore has no BPS states in the moduli space approximation.
The total angular momentum operator ~J is once again defined by equation (91). As usual
we decompose the total moduli space into the centre of mass and relative moduli spaces. The
vector fields generating the SO(3) action on the Taub-NUT manifold are denoted ξLi (see also
Gibbons and Manton[5]). They are given by
ξL1 = −
cosφ
sin θ
∂
∂ψ
+ sinφ
∂
∂θ
+
cos θ
sin θ
cosφ
∂
∂φ
(135a)
ξL2 = −
sinφ
sin θ
∂
∂ψ
− cosφ ∂
∂θ
+
cos θ
sin θ
sinφ
∂
∂φ
(135b)
ξL3 = −
∂
∂φ
(135c)
and satisfy [
ξLi , ξ
L
j
]
= εijkξ
L
k . (136)
Again, the Lie derivatives with respect to these vector fields obey the following commutation
relations with the complex structures:
[
LξLi , ad Ij
]
= εijk ad Ik. We find that the total
angular momentum operator acts on α1 and α2 as
Ji(αm) = −1
2
(σi)mnαn, (137a)
Ji(αm) =
1
2
(σi)mnαn. (137b)
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Once more, we have that {α1, α2} and {−iα2, iα1} form doublets under the angular momen-
tum operator, and the multiplet decomposition on the Taub-NUT manifold is the same as
that on the flat moduli space in section 5.2.
As explained earlier, the Sen form needs to be the unique harmonic normalisable form
on the relative moduli space in order to be part of a short supersymmetry multiplet. In
particular, we therefore expect it to be a singlet of the total angular momentum operator.
It well-kown (and easy to check) that the Sen form is invariant under the geometric SO(3)
action on the moduli space. In fact it is a straightforward calculation to show that the Sen
form is a singlet under our angular momentum operator as well: it is of the form ωS = UjT
j
for a vector Uj so that
JiωS = Ji(UjT
j) = (εijkUk)T
j + Uj(εijkT
k) = 0, (138)
as required.
7 Outlook
The main motivation for studying quantised monopole dynamics over the last 15 years or so
has been to test the S-duality conjecture, which generalises the Montonen-Olive conjecture[29]
by incorporating both supersymmetry and dyonic states. Almost all the tests have been
related to establishing the existence of BPS states predicted by S-duality and, so far, they
have all supported the conjecture. If S-duality holds, the strongly coupled physics of mas-
sive, electrically charged particles (like W-bosons) can be studied in terms of the physics of
magnetic monopoles at weak (electric) coupling. However, in order to carry out such a study
in practice, one needs to be able to say which quantum states on the electric side are dual
to which quantum states on the magnetic side. The only practical way of doing this is to
characterise states in terms of quantum numbers like electric and magnetic charge, angular
momentum and spin, and to exploit their supersymmetry multiplet structure. Our formulae
for the supercharges and the angular momentum operator as differential operators make it
possible to organise quantum states of magnetic monopoles in this way. They are, therefore,
likely to be essential both in more detailed tests and in applications of the S-duality conjecture
like the ones sketched in the outlook section of our previous paper[1]. Obvious candidates for
carrying out such calculations are the theory with gauge group SU(3) broken to U(1)× U(1),
on which we focussed in this paper, but also the theory with SU(2) broken to U(1). In the
latter case, the moduli space for the relative motion of two monopoles is the Atiyah-Hitchin
manifold. The bosonic quantum mechanics on the Atiyah-Hitchin manifold was studied by
one of us[6], building on earlier work by Gibbons and Manton[5]. The quantum mechanics of
N = 4 supersymmetric monopoles can thus be computed, at least in principle, by using the
expression for the complex coordinates found by Olivier[30] and applying the expressions for
the supercharges given in this paper.
Acknowledgements
EJdV is grateful to Jose´ Figueroa-O’Farrill for useful discussions on the quantisation and
supersymmetries of the effective action.
30
References
[1] E. J. de Vries and B. J. Schroers, “Supersymmetric Quantum Mechanics of Magnetic
Monopoles: A Case Study,” Nucl. Phys., vol. B815, pp. 368–403, 2009. arXiv:0811.2155.
[2] G. ’t Hooft, “Magnetic Monopoles in Unified Gauge Theories,” Nucl. Phys., vol. B79,
pp. 276–284, 1974.
[3] A. M. Polyakov, “Particle spectrum in quantum field theory,” JETP Lett., vol. 20,
pp. 194–195, 1974.
[4] N. S. Manton, “A Remark on the Scattering of BPS Monopoles,” Phys. Lett., vol. B110,
pp. 54–56, 1982.
[5] G. W. Gibbons and N. S. Manton, “Classical and Quantum Dynamics of BPS
Monopoles,” Nucl. Phys., vol. B274, pp. 183–224, 1986.
[6] B. J. Schroers, “Quantum scattering of BPS monopoles at low energy,” Nucl. Phys.,
vol. B367, pp. 177–216, 1991.
[7] J. P. Gauntlett, “Low-Energy Dynamics of N=2 Supersymmetric Monopoles,” Nucl.
Phys., vol. B411, pp. 443–460, 1994. arXiv:hep-th/9305068.
[8] J. D. Blum, “Supersymmetric Quantum Mechanics of Monopoles in N=4 Yang-Mills
theory,” Phys. Lett., vol. B333, pp. 92–97, 1994. arXiv:hep-th/9401133.
[9] E. J. Weinberg and P. Yi, “Magnetic Monopole Dynamics, Supersymmetry, and Duality,”
Phys. Rept., vol. 438, pp. 65–236, 2007. arXiv:hep-th/0609055.
[10] D. Bak, K. Lee, and P. Yi, “Quantum 1/4 BPS Dyons,” Phys. Rev., vol. D61, p. 045003,
2000. arXiv:hep-th/9907090.
[11] H. Osborn, “Topological Charges for N = 4 supersymmetric gauge theories and
monopoles of spin 1,” Phys. Lett., vol. 83B, pp. 321–326, 1979.
[12] L. Brink, J. H. Schwarz, and J. Scherk, “Supersymmetric Yang-Mills Theories,” Nucl.
Phys., vol. B121, p. 77, 1977.
[13] A. d’Adda, R. Horsley, and P. di Vecchia, “Supersymmetric Magnetic Monopoles and
Dyons,” Phys. Lett., vol. 76B, no. 3, pp. 298–302, 1978.
[14] P. Goddard, J. Nuyts, and D. I. Olive, “Gauge Theories and Magnetic Charge,” Nucl.
Phys., vol. B125, p. 1, 1977.
[15] C. H. Taubes, “Surface integrals and monopole charges in non-Abelian gauge theories,”
Commun. Math. Phys., vol. 81, p. 299, 1981.
[16] E. B. Bogomol’nyi, “Stability of Classical Solutions,” Sov. J. Nucl. Phys., vol. 24, p. 449,
1976.
[17] E. J. Weinberg, “Parameter Counting for Multi-Monopole Solutions,” Phys. Rev.,
vol. D20, pp. 936–944, 1979.
31
[18] M. Atiyah and N. Hitchin, The Geometry and Dynamics of Magnetic Monopoles. M. B.
Porter Lectures, Princeton, New Jersey: Princeton University Press, 1988.
[19] C. H. Taubes, “Monopoles and maps from S2 to S2; the topology of the configuration
space,” Commun. Math. Phys., vol. 95, p. 345, 1984.
[20] N. Manton and P. Sutcliffe, Topological Solitons. Cambridge: Cambridge University
Press, 2004.
[21] J. P. Gauntlett, “Low-Energy Dynamics of Supersymmetric Solitons,” Nucl. Phys.,
vol. B400, pp. 103–125, 1993. arXiv:hep-th/9205008.
[22] A. Moroianu, Lectures on Ka¨hler Geometry. Student Texts 69, Cambridge: Cambridge
University Press, 2007.
[23] M. Verbitsky, “Hyperholomorphic bundles over a hyperka¨hler manifold,” Journ. of Alg.
Geom., vol. 5, no. 4, pp. 633–669, 1996. arXiv:alg-geom/9307008.
[24] M. Verbitsky, “Quaternionic Dolbeault complex and vanishing theorems on hyperka¨hler
manifolds,” Compos. Math., vol. 143, no. 6, pp. 1576–1592, 2007. arXiv:alg-
geom/0604303.
[25] J. P. Gauntlett and D. A. Lowe, “Dyons and S-Duality in N=4 Supersymmetric Gauge
Theory,” Nucl. Phys., vol. B472, pp. 194–206, 1996. arXiv:hep-th/9601085.
[26] K.-M. Lee, E. J. Weinberg, and P. Yi, “Electromagnetic Duality and SU(3) Monopoles,”
Phys. Lett., vol. B376, pp. 97–102, 1996.
[27] G. W. Gibbons and P. J. Ruback, “The Hidden Symmetries of Multicenter Metrics,”
Commun. Math. Phys., vol. 115, p. 267, 1988.
[28] A. Sen, “Dyon - monopole bound states, selfdual harmonic forms on the multi - monopole
moduli space, and SL(2,Z) invariance in string theory,” Phys. Lett., vol. B329, pp. 217–
221, 1994. arXiv:hep-th/9402032.
[29] C. Montonen and D. I. Olive, “Magnetic Monopoles as Gauge Particles?,” Phys. Lett.,
vol. B72, p. 117, 1977.
[30] D. Olivier, “Complex Coordinates and Ka¨hler Potential for the Atiyah-Hitchin Metric,”
Gen. Rel. and Grav., vol. 23, pp. 1349–1362, 1991.
32
