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Abstract
Ensemble data assimilation methods such as the Ensemble Kalman
Filter (EnKF) are a key component of probabilistic weather forecasting.
They represent the uncertainty in the initial conditions by an ensemble
which incorporates information coming from the physical model with the
latest observations. High-resolution numerical weather prediction models
ran at operational centers are able to resolve non-linear and non-Gaussian
physical phenomena such as convection. There is therefore a growing
need to develop ensemble assimilation algorithms able to deal with non-
Gaussianity while staying computationally feasible. In the present paper
we address some of these needs by proposing a new hybrid algorithm based
on the Ensemble Kalman Particle Filter. It is fully formulated in ensem-
ble space and uses a deterministic scheme such that it has the ensemble
transform Kalman filter (ETKF) instead of the stochastic EnKF as a lim-
iting case. A new criterion for choosing the proportion of particle filter
and ETKF update is also proposed. The new algorithm is implemented in
the COSMO framework and numerical experiments in a quasi-operational
convective-scale setup are conducted. The results show the feasibility of
the new algorithm in practice and indicate a strong potential for such
local hybrid methods, in particular for forecasting non-Gaussian variables
such as wind and hourly precipitation.
1 Introduction
Probabilistic weather forecasts are superior to deterministic ones for a wide
range of applications, such as evaluating weather-related risks or managing re-
newable energy production. A key element of probabilistic weather forecasting
is the use of ensembles methods: instead of running one highly accurate predic-
tion, we can produce an ensemble of typically 5 to 100 forecasts, which provides
information not only on the most probable evolution of the atmosphere, but
also on the associated uncertainties. Producing such probabilistic forecasts from
ensembles is a complex endeavor involving quantification of initial conditions’
uncertainties, representation of model errors, post-processing of ensembles, bias
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corrections, etc (Gneiting and Raftery, 2005). In the present paper, we focus on
the production of initial conditions with ensemble data assimilation methods,
which combine information coming from the previous weather forecast with the
stream of incoming observations.
Benefiting from increasing computational resources, regional weather fore-
cast models nowadays run with a very high spatial resolution (1 to 5 kilometers),
which allows them to resolve small-scales dynamical effects, for example con-
vection (Harnisch and Keil, 2015). On the one hand this is an advantage, as
it provides forecasts of high-impact weather events such as heavy storms, but
on the other hand it makes the task of data assimilation much harder due to
the intrinsic non-linearity of the phenomena resolved at those scales (Bauer
et al., 2015). Indeed, strong non-linearities lead to non-Gaussian uncertainties
in the initial conditions, which current methods are poorly equipped to deal
with. Therefore, there is a growing need for computationally efficient ensemble
data assimilation algorithms able to handle non-linearities and non-Gaussian
distributions.
Ensemble data assimilation methods are sequential algorithms which alter-
nate between two steps. First, during the forecast step, they propagate the
ensemble of particles from the previous iteration through the dynamical sys-
tem, which produces a so-called background ensemble. Then, during the update
step, or analysis, they use the newly available observations to modify the en-
semble of particles and produce a so-called analysis ensemble. The various as-
similation methods typically differ in the way they implement the analysis. The
current state-of-the-art ensemble methods are based on the ensemble Kalman
filter (EnKF) (Evensen, 1994, 2009), which conducts the analysis by moving
the particles towards the observations in a way that relies implicitly on Gaus-
sian assumptions. Particle filters (PFs), on the other hand, directly implement
Bayes’ formula for the analysis without relying on any Gaussian assumptions
(Gordon et al., 1993; Pitt and Shephard, 1999; Doucet et al., 2001). However,
this flexibility comes at a cost, and while EnKFs are highly efficient and used in
practice, PFs are prohibitively expensive to implement, as they need a very large
number of particles to work in high-dimensional systems such as in numerical
weather prediction (see Snyder et al. (2008) for more details on the limits of
PFs in high-dimensions).
Adapting the PF to high-dimensional applications is an active field of re-
search and there have been many propositions of new algorithms, which can
be broadly categorized in three different approaches. The first one is to use
variants of the PF with different proposal distributions (Pitt and Shephard,
1999; van Leeuwen, 2010; Ades and van Leeuwen, 2013). The second is to to
create hybrid methods which somehow combine the PF with the EnKF (Frei
and Künsch, 2013; Reich, 2013). The last approach is to localize the PF, which
is difficult but might be the only viable solution for very high-dimensional sys-
tems (Poterjoy, 2016; Robert and Künsch, 2017; Snyder et al., 2015; Rebeschini
and Handel, 2015). In the present paper we focus on methods which combine
the hybrid algorithm approach with localization (see for example Robert and
Künsch (2017) or Chustagulprom et al. (2016)).
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Promising results with PFs have been reported on various small- to medium
-scale toy models, but so far the only application to full-scale weather prediction
system that we are aware of is Poterjoy and Anderson (2016). Here we describe
a newly developed localized hybrid algorithm based on the ensemble Kalman
particle filter (EnKPF) of Frei and Künsch (2013). We implemented it in the
assimilation framework of the COSMO (Consortium for Small-scale Modeling)
model (Baldauf et al., 2011), and we ran successful experiments within the
operational data assimilation system of MeteoSwiss. The implementation of
our algorithm was made possible thanks to a collaboration with the Deutscher
Wetter Dienst, which is also working on PFs for data assimilation.
A key development of the new algorithm, called the local ensemble trans-
form kalman particle filter (LETKPF), consisted in formulating the EnKPF
in ensemble space, from which we could derive a computationally efficient im-
plementation and a deterministic, or transform, analysis scheme. While other
localization methods might be theoretically better (Robert and Künsch, 2017),
we used the scheme of the local ensemble transform kalman filter (LETKF)
(Hunt et al., 2007) for ease of implementation, as it is the assimilation algo-
rithm used by COSMO. A critical aspect of hybrid methods is to choose the
balance between the EnKF and the PF, which is represented by the parameter
γ in the EnKPF. We proposed and explored a new objective criterion to choose
this parameter γ adaptively in space and time and compared it to the standard
approach.
We conducted numerical experiments with a convective-scale regional model
for a period of 12 days in June 2015, with a setup similar to the one used opera-
tionally at MeteoSwiss. The new algorithm is shown to perform at a similar level
to the LETKF, with some noticeable improvements for non-Gaussian variables
such as wind and hourly precipitation. These results are very promising for the
future of localized hybrid algorithms in challenging real-world applications and
we hope that they will spark further interest in our algorithm.
In Section 2 we review ensemble data assimilation EnKPF. In Section 3 we
derive the new LETKPF algorithm in ensemble space, describe how to compute
it efficiently, and discuss how to localize the analysis and choose the parameter
γ adaptively. In Section 4 we present the numerical experiments and discuss
the results of cycled analyses and 24-hour forecasts. Section 5 concludes with
future perspectives.
2 Background
The uncertainty about the q-dimensional state xt of a dynamical system based
on a stream of observations is best described by probability distributions: The
background or forecast distribution pibt (xt) is based on observations before time
t whereas the analysis distribution piat (xt) includes in addition the current obser-
vation yt according to Bayes’ formula: piat (xt) ∝ pibt (xt) ·`t(xt|yt) where `t(xt|yt)
is the likelihood of xt if yt has been observed.
Ensemble methods represent these distributions with finite samples of k par-
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ticles, {xb,it } and {xa,it }. These particles are propagated and updated sequen-
tially: Propagating {xa,it−1} according to the dynamics of the system produces
{xb,it }, updating {xb,it } by a sampling version of Bayes’ theorem produces {xa,it }.
Different analysis algorithms vary in the assumptions they make about pibt (xt)
and `t(xt|yt), and in the sampling version of Bayes’ theorem.
In the present paper we focus on a single analysis step and thus omit the
time index t. We also assume that the observations are linear and Gaussian
with mean Hx and covariance R. We next review the EnKPF algorithm in this
context and present the EnKF and the PF as special cases.
The EnKPF introduced in Frei and Künsch (2013) decomposes the analysis
into two stages as pia(x) ∝ pib(x) · `(x|y)γ · `(x|y)1−γ , where 0 ≤ γ ≤ 1. The
core idea of the algorithm is to conduct the first part of the analysis with an
EnKF using the dampened likelihood `(x|y)γ , and then to apply a pure PF to
the remaining likelihood `(x|y)1−γ .
The first part of the analysis implicitly relies on Gaussianity of the back-
ground distribution, but the second part does not make any assumption. The
EnKPF can thus adapt to some non-Gaussian features of the background dis-
tribution without suffering from sample degeneracy like the pure PF. The pa-
rameter γ allows one to choose how much of the analysis should be done with
the EnKF and how much with the PF, depending on the particular situation at
hand.
Using the Gaussian mixture representation of the analysis distribution after
the EnKF step, it is possible to derive the final analysis distribution as the
following Gaussian mixture:
piaEnKPF (x) =
k∑
i=1
αγ,iN (µγ,i, P a,γ), (1)
whose component means µγ,i, mixing weights αγ,i and component covariance
P a,γ are defined as:
µγ,i = νγ,i +K((1− γ)Q)(y −Hνγ,i),
P a,γ =
(
I −K((1− γ)Q)H)Q,
αγ,i ∝ φ{y; Hνγ,i, HQH ′ +R/(1− γ)},
where νγ,i and Q are intermediary quantities from the EnKF step derived from
the background particles xb,i and background covariance matrix P b as
νγ,i = xb,i +K(γP b)(y −Hxb,i) and
Q =
1
γ
K(γP b)RK(γP b)′.
K(P ) denotes the Kalman gain computed using the covariance matrix P and is
equal to PH ′(HPH ′+R)−1, while φ{y;µ, P} denotes the density of a Gaussian
distribution with mean µ and covariance matrix P evaluated at y. More details
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about the derivation of the EnKPF algorithm can be found in Frei and Künsch
(2013) and Robert and Künsch (2017).
It is convenient for later derivations to rewrite the expression for the µγ,i
components directly from the background ensemble as:
µγ,i = xb,i + Lγ(y −Hxb,i), where (2)
Lγ = K(γP b) +K((1− γ)Q)
(
I −HK(γP b)
)
. (3)
Lγ is the composite Kalman gain resulting from the successive application of
the EnKF and PF. It plays a similar role to the Kalman gain, but it should be
noted that there is no estimate of the background covariance P b such that a
pure EnKF would have this gain.
Sampling from Eq. (1) can be done by first sampling the indicators I(i) of
the mixture components according to P (I(i) = j) = αγ,j and then adding an
artificial noise i ∼ N (0, P a,γ) to µγ,I(i):
xa,i = µγ,I(i) + i. (4)
Instead of sampling with replacement from the set of indices, one can generate
the indicators I(i) by a balanced sampling scheme which guarantees that N j ,
the multiplicity or number of times a particle j is selected, is less than one
unit away from its expected value, i.e. |N j − kαγ,j | < 1 (for more details on
balanced sampling see for example Carpenter et al. (1999), Crisan (2001) or
Künsch (2005)).
The EnKF and the PF can be seen as special cases of the EnKPF. Setting
γ to 1 we find
α1,i ∝ 1,
µ1,i = xb,i +K(P b)(y −Hxb,i),
P a,1 = K(P b)RK(P b)′.
A balanced sampling scheme, therefore, selects each index exactly once, and
thus we recover the stochastic version of the EnKF. At the other end of the
spectrum, setting γ to 0 we find
α0,i ∝ φ(y; Hxb,i, R),
µ0,i = xb,i,
P a,0 = 0.
The analysis ensemble is thus a resample of the background ensemble with
weights proportional to the likelihood, and we recover the PF. For γ > 0, the
artificial noise i is not zero and thus no two analysis particles are exactly the
same, which is one of the drawbacks of the PF.
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3 The local ensemble transform Kalman particle
filter
When the number of particles k is much smaller than the dimension q of the
system, it is desirable that the analysis ensemble belongs to the ensemble space,
i.e. the (k − 1)-dimensional hyperplane in Rq spanned by the background en-
semble. This has advantages both for efficient implementation and for stability
of the assimilation scheme, since the ensemble space usually contains the main
directions of instability.
In the following we represent the background and analysis ensembles as q×k
matrices xb and xa such that each column is one ensemble member. The analysis
ensemble belongs to the ensemble space if
xa,i =
k∑
j=1
xb,jWji, with
∑
j
Wji = 1.
Equivalently, if and only if the analysis belongs to the ensemble space, it can be
expressed as:
xa = x¯b1′ +XbW, (5)
where 1 denotes the vector of length k with all elements equal to 1, Xb =
xb − x¯b1′ the q × k matrix of deviations from the background mean, and W is
a k × k weight matrix. Because Xb does not have full rank, we do not need to
impose the condition
∑
jWji = 1.
In order to implement the EnKPF we have to estimate the background
covariance P b. Using the sample covariance matrix
P b =
1
k − 1X
b(Xb)′,
the resulting analysis is in ensemble space and can be expressed in the form of
Eq. (5). To prove this and to derive the corresponding W matrix, we first pull
out a factor Xb from the matrix Lγ defined in Eq. (3)
Lγ = XbL˜γ .
From Eq. (2) it then follows that the ensemble of component means µγ,i of
Eq. (1) is automatically in ensemble space:
µγ = x¯b1′ +XbWµ, Wµ = I + L˜γ(y −Hxb).
Resampling of the component means can be described by multiplying µγ
from the right with the matrix Wα, which has exactly one 1 in each column,
indicating which particle is resampled, or more precisely
Wαij =
{
1 if I(j) = i,
0 otherwise.
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Therefore, the analysis ensemble from Eq. (4) lies in ensemble space if the matrix
of perturbations  from Eq. (4) can be expressed as XbW :
xa = x¯b1′ +Xb(WµWα +W ). (6)
If we estimate the background covariance by the sample covariance, we can pull
out a factor Xb on both sides of P a,γ :
P a,γ = XbP˜ a,γ(Xb)′.
Hence in a stochastic version of the filter, we could generate W  as follows
W  =
(
P˜ a,γ
)1/2
E, (7)
where E is a k×k matrix of centered i.i.d. samples from a standard normal and
(·)1/2 is any matrix square-root. Then  = XbW  has exactly mean zero and
covariance P a,γ .
Instead of using a random draw for the added perturbations we would like to
use a deterministic scheme for producing . The first idea that comes to mind is
to redefine W  in Eq. (7) as the symmetric matrix square-root of (k − 1) P˜ a,γ ,
because then  has exactly covariance P a,γ . However, using such a scheme
results in an analysis ensemble with the wrong covariance, because the W 
generated in this way is strongly correlated with theWµ matrix and their effects
tend to cancel each other. For the stochastic version of the filter this problem is
not present because the samples E in Eq. (7) are independent of the background
ensemble. However, for a deterministic filter we need to take these correlations
explicitly into account and match the first and second moments of the analysis
ensemble with their expected values.
The analysis mean, x¯a, should be equal to the mean of the resampled com-
ponent means
µ¯γ =
k∑
i=1
N i
k
µγ,i. (8)
Noticing that x¯b + 1/k · XbWµWα1 = µ¯γ , it is clear that for x¯a to equal µ¯γ ,
W 1 must equal 0. In other words, the added perturbations should have mean
zero. For the stochastic W  defined in Eq. (7) this holds because the matrix E
is centered such that E1 = 0.
The covariance of xa should be equal to the covariance of the resampled
component means plus the component covariance:
P γ =
k∑
i=1
N i
k − 1(µ
γ,i − µ¯γ)(µγ,i − µ¯γ)′ + P a,γ . (9)
Computing everything in ensemble space, we can find that for the covariance of
xa to equal P γ , the matrix W  must satisfy the equation
A(W )′ +W A′ +W (W )′ = (k − 1)P˜ a,γ , (10)
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where A is the centered matrix
A = WµWα − 1
k
WµWα11′.
This is a special form of a continuous algebraic Riccati equation, or CARE.
In general, it has infinitely many solutions. In our experience, requiring W 
to be symmetric and positive definite leads to good properties of the analysis.
Such a solution exists and it can be found efficiently using Newton’s method.
Moreover, because of special properties of the matrices involved, it can be shown
that this solution of Eq. (10) guarantees a correct first moment with W 1 = 0.
Details about the algorithm to solveW  and the latter property are given in the
Appendix A. A related algorithm which solves a CARE to obtain an analysis
ensemble with correct covariance is described in de Wiljes et al. (2016).
We have thus found a deterministic version of the EnKPF in ensemble space,
which we call the ETKPF by analogy with the ETKF, which it is equivalent to
when γ = 1. It should be noted that when γ is not equal to 1 the solution found
by the ETKPF is not the same as simply taking the symmetric square-root of the
Gaussian mixture covariance. Indeed, the square-root scheme is only used as a
correction term to the analysis ensemble, similarly to the random perturbations
added in the stochastic EnKF. In particular the resampling step ensures that
interesting non-Gaussian properties of the analysis distribution are represented
in the ensemble.
3.1 Efficient computation
In principle there are different ways to compute W efficiently, but we chose
to follow the procedure of the ETKF as closely as possible for easy implemen-
tation in the COSMO data assimilation framework. The starting point is to
compute the spectral decomposition of S, the weighted covariance matrix of the
deviations of the model equivalents HXb in ensemble space, or more precisely:
S = (HXb)′R−1(HXb) = Uδ(λ)U ′, (11)
where U is the matrix of eigenvectors and δ(λ) denotes the diagonal matrix
constructed with the vector of eigenvalues λ. Because Xb is centered, 0 is an
eigenvalue of S with eigenvector 1. If the number of observations d is larger
than k, S typically has (k − 1) non-zero eigenvalues.
The influence of the observations enters through the following vector:
c = (HXb)′R−1(y −Hx¯b). (12)
Using Woodbury’s formula multiple times and working out the algebra, it is
possible to compute W from these elements. For Wµ we obtain the following
expression:
Wµ = Uδ(fµ(λ))U ′ + Uδ(f µ¯(λ)))U ′c1′, (13)
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where fµ and f µ¯ are rational functions and f(λ) denotes the vector with com-
ponents f(λi). More details about the derivation of this and the following
expressions and explicit formulas can be found in Appendix B.
The matrix Wα does not have to be constructed explicitly, only the weights
αγ,i and the vector of resampled indices I are needed. Going through the alge-
bra, one can find that the weights are proportional to the following expression:
exp
(
− 1
2
(
Uδ(λfα(λ))U ′
)
ii
+
(
Uδ(fα(λ))U ′c
)
i
)
,
where fα is also a rational function.
Both the stochastic EnKPF and the ETKPF need the ensemble space co-
variance P˜ a,γ to be computed. Similarly to the calculation of Wµ one can find
that
P˜ a,γ = Uδ(fγ(λ))U ′,
where fγ is another rational function. For the stochastic EnKPF, the symmetric
matrix square root can thus be computed easily as:(
(k − 1) P˜ a,γ
)1/2
=
√
k − 1 · Uδ(
√
fγ(λ))U ′.
For the ETKPF one still needs to solve the CARE of Eq. (10), which is
described in Appendix A, but all its elements can be computed efficiently from
the above expressions. From these equations we can recover the special cases
of the ETKF and the PF in the limit γ → 1 and γ → 0. Details are given in
Appendix B.
3.2 Localization
If the ensemble size is much smaller than the system dimension, all methods
described so far perform poorly. The EnKF suffers from spurious long range
correlations that result from low rank background covariances. With PFs the
problem is even more pronounced, as the ensemble collapses if the number of
particles does not grow exponentially with the problem size (see Snyder et al.
(2008) for more detail). These problems can be overcome by localization, which
essentially consists in doing a separate analysis at each site and then gluing
them together. For the EnKF this is well established, leading to the LETKF
and similar methods, However it is not straightforward to use localization for
PFs because of discontinuities introduced by resampling different particles at
neighboring sites. We now discuss how we address these issues with the EnKPF,
which leads to the LETKPF.
The basic idea of localization is to compute different W matrices at every
site. For the EnKPF, the Wµ matrices associated with the component means
of the analysis cause no problem as they vary smoothly between adjacent sites,
provided that the localization radius is sufficiently large. In practice, one further
enforces smooth transitions by tapering the inverse of the observation covariance
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matrix R−1 as a function of distance. For the EnKPF, however, the biggest issue
comes from the resampling matrix Wα and the perturbation matrix W . The
problems with the latter are relatively easy to be dealt with, but the ones with
the former can only be partially addressed.
In the case of the stochastic EnKPF one simply uses the same noise matrix
E to construct W  in Eq. (7) at every site. Because the covariance matrix
P˜ a,γ varies smoothly in space, the W  matrix constructed in this way does not
introduce additional discontinuities. For the ETKPF there is nothing special to
do as the algorithm to find W  is deterministic and its solution varies smoothly
between sites.
The main problem comes from the resampling matrix Wα, which reflects
the PF part of the algorithm. The weights αγ,i vary smoothly in space, but the
resampling of particles is discrete in nature and can thus vary abruptly from
one location to another. We now consider three steps to limit the number of
discontinuities introduced in this way.
The first step is to reduce the noise added during the choice of the resampled
indices vector I from the weights αγ,i. Clearly, using independent sampling with
replacement would be a very poor choice, as even if two adjacent sites had the
exact same weights it would result in very different I vectors. The balanced
sampling scheme that we use for choosing I is much better as it ensures that
the multiplicities of each particle is at most one unit away from their expected
value. A simple way to further reduce the added randomness is to use the same
random seed at every site. This solution is still suboptimal, but we cannot
do better without global communication between sites, which is prohibitive for
high-dimensional applications.
The second step to limit the number of discontinuities is to permute the
vector of resampled indices I. Indeed, the indexing of particles is arbitrary and
can thus be changed without any influence on the local analysis. Unfortunately,
finding the optimal permutation of every local I such that the number of discon-
tinuities is minimal is an optimal assignment problem which cannot be solved
without using global communication between sites. However, putting as many 1
as possible on the diagonal of the Wα matrix, and then filling in the remaining
cases in a determined order, is simple and reduces discontinuities by a large
extent.
The third step to limit the number of discontinuities is to compute the local
analysis on a coarse grid and then to interpolate the matrix W to a finer grid.
This is routinely done with the LETKF in practice, but for different reasons. In
the case of the LETKF the main goal is to reduce the computational cost of the
analysis, whereas in our case we want to smooth out discontinuities. Let us say
we need to match particle i at one coarse grid point with particle j at the next
coarse grid point. By interpolating the weights on the finer grid in between,
we obtain particles which mix particles i and j progressively, and thus create a
smooth transition between both.
It is worthwhile to mention that not all discontinuities are necessarily bad,
and it is easy to imagine cases where they are actually positive. In particular
if the physical field of interest is not continuous, such as a cloud field, it makes
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sense to match together different particles at different sites. The problems arise
when the estimated derivatives in the propagation step become large, which
can result in gravity waves or other spurious dynamical effects. The extent to
which such harmful discontinuities are avoided with our algorithms needs to be
studied in practice.
3.3 Adaptive choice of γ
The parameter γ determines the proportion of the analysis done with the EnKF
and with the PF. There is no reason to fix it a priori and we would like a crite-
rion to select its value adaptively. Frei and Künsch (2013) proposed to choose
the smallest γ such that the equivalent sample size (ESS) (Liu, 1996), computed
from the mixture proportions as 1/
∑
(αγ,i)2, is within a given bound, for exam-
ple no less than 50% of the original ensemble size. This idea is reasonable and
particularly cheap to implement, but the problem of choosing γ is transfered to
the problem of choosing the desired reduction in equivalent sample size, and it
does not provide us with a clear criterion for the latter. In Section 4 we use this
criterion with a targeted ESS of 50% as a reference to which we compare the
alternative solution proposed below.
Another approach that seems attractive at first sight is to make γ a function
of the “non-Gaussianity” of the distribution. The motivation is that if the back-
ground ensemble is truly Gaussian, one should choose γ = 1 and recover the
EnKF, while the more non-Gaussian the distribution, the more PF should be
used. However, there are at least two reasons why this idea is not applicable in
practice. First, the concept of non-Gaussianity is not well defined, as there are
infinitely many ways for a distribution to be non-Gaussian, especially in higher
dimensions; but even with a measure of non-Gaussianity, one would still have to
map its value to a choice of γ between 0 and 1, for which we would still have no
guidance. Second, there are cases where the background distribution is clearly
non-Gaussian but it might be preferable to choose a γ close to 1. Indeed, if
the observation y is situated outside of the convex hull formed by the ensem-
ble, the weights αγ,i will be very skewed and thus lead to sample depletion. In
such a case we would be better off choosing a large γ even if the background is
non-Gaussian.
To address the various points above we propose to base the choice of γ on
the mean squared error (MSE) of the predictive mean of y. From Eq. (1) it
follows that the predictive distribution of y is the following mixture:
pia(y) =
k∑
i=1
αγ,iN (Hµγ,i, HP a,γH ′ +R). (14)
In order to take into account the error coming from the resampling step, we con-
dition on the multiplicities N i (the number of times component i is resampled),
and consider the following predictive distribution:
pia(y|{N i}) =
k∑
i=1
N i
k
N (Hµγ,i, HP a,γH ′ +R), (15)
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whose mean is Hµ¯γ given in Eq. (8).
We then choose γ such that the MSE of the predictive mean, Hµ¯γ , is mini-
mal. Because the observations do not all have the same variance, it is necessary
to scale the MSE with R−1, or more precisely:
MSE(Hµ¯γ , y) = (y −Hµ¯γ)′R−1(y −Hµ¯γ), (16)
where the predictive mean Hµ¯γ depends on γ. Writing µ¯γ as x¯b+Xbmγ , where
mγ is the weight vector defined by 1kW
µWα1, the MSE above can be written
as:
MSEγ(Hµ¯γ , y) = MSE(Hx¯b, y) + (mγ)′Smγ − 2(mγ)′c (17)
where S and c are defined in Eq. (11) and Eq. (12). Since the first term is inde-
pendent of γ, we can choose γ adaptively by minimizing (mγ)′Smγ − 2(mγ)′c,
for example with a grid search.
The scheme for choosing γ proposed above is objective and does not need any
additional tuning parameter. On the other hand, it might lead to over-fitting
as it uses the observations y twice: once for computing the analysis given γ and
once for computing the MSE. Practical experiments are needed to evaluate if
this is a non-negligible effect. One potential remedy to mitigate the problem is to
use the jackknife, a bias reduction technique, to estimate the expected MSE. A
more radically different approach would be to use a cross-validation scheme with
surrogate data created from the background ensemble. The latter approach is
attractive from a theoretical point of view, but it is computationally expensive
and implicitly relies on the assumption that the ensemble and the truth are
exchangeable, which might be violated in case of systematic model biases.
Instead of the MSE of the analysis mean, we could also use the energy score
(ES), a strictly proper multivariate generalization of the continuous ranked prob-
ability score (CRPS) (Gneiting and Raftery, 2007). We developed an algorithm
to approximate the ES in ensemble space but the resulting choice of γ was not
significantly different from using the MSE criterion above, and we thus prefer the
latter method for its simplicity. Optimal selection of the parameter γ depends
on many different variables such as the number of observations compared to k,
the distribution of the background and the assimilation strength, and should be
the object of further research.
4 Numerical experiments
The new algorithms described above were implemented and tested in practice
on a quasi-operational setup at MeteoSwiss. We first describe the experimental
setup in Section 4.1 and then discuss the main results in Section 4.2.
4.1 Experimental setup
In this section we briefly introduce the KENDA system used at MeteoSwiss
before describing the test period and the experiments.
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4.1.1 The KENDA system
The numerical experiments in this study were carried out using the KENDA
(Kilometer-Scale Ensemble Data Assimilation) system as described in Schraff
et al. (2016). It is based on the COSMO model (Baldauf et al., 2011) with a
setup similar to the operational implementation at MeteoSwiss.
The COSMO model is a convective-scale, non-hydrostatic NWP model de-
veloped within the COSMO consortium (http://cosmo-model.org) and operated
at many national weather services worldwide. The atmospheric prognostic vari-
ables are the three-dimensional wind, temperature, pressure, turbulent kinetic
energy and specific contents of water vapor, cloud water, cloud ice, rain, snow
and graupel. The equations for the dynamic variables are solved using a Runge-
Kutta time-splitting scheme. Deep convection is explicitly computed, whereas
shallow convection is parametrized. A one-moment Lin-type cloud microphysics
scheme is responsible for the conversions among all cloud and hydrometeor
types. The turbulence parameterization is based on the prognostic Turbulent
Kinetic Energy (TKE) equation and radiative effects are parametrized using
a δ-two-stream scheme. A multi-layer soil model provides the lower boundary
condition at the ground. For more details of the COSMO model we refer to
Baldauf et al. (2011).
The MeteoSwiss COSMO implementation covers a geographical domain of
central Europe (see Fig. 1) with a horizontal mesh-size of 2.2km and 60 terrain-
following vertical levels up to a model top at roughly 22km.
The reference analysis algorithm is the LETKF based on Hunt et al. (2007)
with a configuration similar to that described in Schraff et al. (2016). This
algorithm is operationally used at MeteoSwiss and serves as a reference for
comparisons of the new LETKPF methods. For all algorithms, localization is
done in observation space using a constant vertical and horizontal localization
radius resulting in a varying effective number of observations being assimilated
throughout the analyses. A multiplicative, adaptive covariance inflation scheme
is used to account for unrepresented model error. In the operational MeteoSwiss
implementation, additional additive covariance inflation in form of the relax-
ation to prior perturbation (RTPP) (Zhang et al., 2004) method is applied. As
RTPP cannot be transferred immediately to the LETKPF we did not use it in
this study for comparison reasons.
The KENDA system produces hourly ensemble analyses with 40 members.
Lateral boundary conditions are taken from the first 40 global ECMWF EPS
forecast members interpolated to the COSMO model grid. Ensemble perturba-
tions are then calculated by subtracting the ensemble mean from each member.
These perturbations are then added to the latest interpolated ECMWF HRES
forecast valid at the same time to build a new ensemble. In order to get a rea-
sonable spread-error relationship at the lateral boundaries, members from an
older global ensemble forecast with lead times from +30h to +42h and thus a
larger spread are used. The initial ensemble at the start of the test period are
obtained from the pre-operational MeteoSwiss KENDA cycle.
The observations used for the experiments are similar to that used opera-
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Level [hPa] Wind [m/s] Temperature [K] Rel. Humidity [%]
300 2.1 / 1.9 / 1.6 0.6 / 0.6 13.8
400 1.8 / 1.6 / 1.4 0.5 / 0.5 13.1
500 1.6 / 1.4 / 1.2 0.6 / 0.6 12.9
700 1.6 / 1.4 / 1.2 0.7 / 0.7 12.2
850 1.7 / 1.5 / 1.3 1.0 / 0.8 12.8
1000 1.7 / 1.5 / - 1.1 / 1.1 9.3
Table 1: Observation errors
√
σ20 for wind, temperature and relative humidity
at different heights in the atmosphere. The first value is for radiosonde, the
second value for aircraft and the third value for wind profiler observations.
Aircraft Windprofiler Surface/Ship Radiosonde
Figure 1: COSMO model domain and geographical distribution of the observa-
tions actively assimilated at least once during the 12-day test period.
tionally at MeteoSwiss: radiosonde (TEMP) temperature, wind and humidity
data, wind profiler wind data, surface (SYNOP) and ship surface pressure data
and aircraft temperature and wind data. The geographical locations of all ob-
servations that were actively assimilated at least once during the 12-day test
period are shown in Fig. 1.
The observation error covariance R is assumed to be diagonal with values
estimated from innovation statistics following Desroziers et al. (2005) and Li
et al. (2009) and are listed in Table 1.
4.1.2 Test period
The 12-day test period for the experiments from 4 to 16 June 2015 was chosen to
include both convective and stratiform precipitation events over the domain of
interest. From 4 to 9 June the weather in central Europe was dominated by high
pressure systems over northern Europe leading to high surface temperatures and
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Figure 2: Maps of x¯b for total precipitation in [mm] during the last hour before
the analysis in the case study.
a diurnal cycle of convection over the Alpine Ridge. From 9 to 16 June, a cut-
off low west of France and its associated fronts caused several bands of both
stratiform and embedded convective precipitation sweeping over the Alps.
4.1.3 Assimilation methods
In all our experiments we compare four assimilation algorithms. The LETKF is
close to the operational setup and serves as a reference. For the LETKPF we test
two variants of the algorithm with the different adaptive γ schemes described
in Section 3, which we refer to as LETKPF-ess50 for the scheme targeting a
ESS of 50%, and as LETKPF-minMSE for the scheme minimizing the MSE of
the analysis mean. The fourth algorithm is the local PF (LPF), defined as our
LETKPF with γ set to zero.
4.2 Results
First we show how the LETKPF works and how it differs from the LETKF
in a particular one-step analysis case study. Then we present results on the
verification of radiosonde observations during the cycling assimilation phase.
Finally we look at the 24-hour forecasts and contrast the performance of the
different algorithms.
4.2.1 One-step analysis
We now look in more detail at a one-step analysis on the 14 June at 1700 UTC.
The meteorological situation at analysis time is summarized in Fig. 2 with the
total precipitation of the background mean x¯b in [mm]. A large storm is going
through the domain with strong convection happening in many different areas.
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Figure 3: Maps of Wi1, the contribution of particles i = 1, 2 to the analysis
particle 1 in the lower atmosphere during the case study, when using LETKF
in the first row and LETKPF-minMSE in the second.
To illustrate how the LETKPF differs from the LETKF we look at maps
of the analysis weight matrix W (to be precise, we look at the values of W =
W˜µWα + W , where W˜µ is the left side of Eq. (13) only, to remove the effect
on the mean and focus on the particle deviations). For simplicity, we choose to
focus on the contribution of the first two particles to form the analysis particle
xa,1. These contributions are summarized in the first two elements of the first
column of the W matrix, W11 and W21. Because the analysis is done locally,
these values change at every grid point. Averaging over the lower atmosphere
(pressure larger than 700 hPa) we can show the results for different algorithms
as maps in Fig. 3. The particle xa,1 is mainly composed of itself – xb,1 – when
the value mapped is close to 1, while it is recomposed from other particles when
it is close to 0. When this is the case, other particles are resampled instead and
glued together to form the analysis.
In the first row of Fig. 3 we can see what happens in the case of the LETKF:
xa,1 is mainly composed of xb,1, with the other particles only marginally influenc-
ing the analysis through their covariance with xb,1. In the second row, however,
the same maps for the LETKPF-minMSE shows a more interesting behavior:
particle xa,1 is composed of itself in some areas, for example in North-East
France and Switzerland, but in some places xb,1 is composed in a large part of
xb,2 as in Austria and the North-East of Italy, or of other particles not shown
here as in the North-West of Italy. These maps illustrate well how the LETKPF
produces an analysis by combining different particles locally, resampling parti-
cles where they fit the data well and discarding them where other candidates fit
better.
Not only the weights W , but also the value of γ vary locally. In Fig. 4, the
γ chosen in the lower atmosphere with different adaptive criteria is displayed
together with the ESS. The value of γ shows where the algorithm prefers to stay
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Figure 4: Adaptive choice of γ (left panel) and corresponding ESS (right panel)
in the lower atmosphere during the case study, with LETKPF-ess50 in the first
row and LETKPF-minMSE in the second.
closer to the LETKF (where γ is large) and where it chooses an update much
closer to the PF (where γ is small). The functional relationship between γ and
ESS is non-linear and depends locally on the background ensemble distribution
and the observations. If the ESS is close to 1, little resampling occurs and most
particles are reused, while if it is close to 0, a few particles are resampled many
times.
The maps in Fig. 4 are quite different for the two algorithms: the γ chosen by
the ESS criterion varies less in space, while the γ chosen by LETKPF-minMSE
has a rougher pattern. Both methods agree in some regions of the domain,
but in others they make opposite choices, as for example in the region around
Paris. Unfortunately, there is no ground truth to compare the chosen γ with,
and one has to rely on the overall performance of a particular algorithm to see if
it fared well. We attempted to find correlations between the choice of γ and the
meteorological situation, for example by looking at measures of non-Gaussianity,
but arrived at no clear result. Furthermore, with the current operational setup
the number of observations varies quite a lot in the domain (from 0 to 100),
which seems to have a strong influence on the choice of γ (see for example in
the the region of high-density observations around Paris). Further research will
be necessary to understand the interplay between the different parameters and
the optimal choice of γ.
4.2.2 Cycled experiment
In order to assess the quality of the analysis during the assimilation, we verify
the one-hour-ahead forecast produced by different algorithms against all ra-
diosonde observations. As error metrics we use the bias of the forecast mean
and the CRPS, a strictly proper scoring rule which takes into account both the
sharpness and the calibration of the ensemble (Gneiting and Raftery, 2007).
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More scores will be considered for the forecast experiment described below, but
for the analysis they are sufficient to evaluate the overall performances of the
algorithms.
The error metrics are aggregated over the whole period and over different
pressure levels. In Fig. 5, the difference of the bias and CRPS of the new
algorithms with the bias and CRPS of the LETKF are displayed as vertical
profiles. For the bias, the difference of the absolute value is displayed, such that
for both the bias and the CRPS a negative value indicates an improvement over
the LETKF. In each panel there is a smaller plot included to show the profile
of the LETKF error.
For the relative humidity (RH), the pressure level and the type of method
have a strong influence on the CRPS. It seems that the LETKPFs are worse than
the LETKF for the lower atmosphere, but they are sometimes better for the
middle and upper atmospheres. There is no clear ranking between the variants
of LETKPFs, with LETKPF-minMSE performing best around 700 [hPa] while
LETKPF-ess50 seems better around 400 [hPa]. In terms of bias, we can also
see some large gains for the LETKPFs in the middle and upper atmospheres.
The LETKF predicts temperature (T) better for almost all pressure levels
both in terms of CRPS and bias. This comes as no surprise as temperature
is the most Gaussian of all the variables. LPF is clearly worse than the other
algorithms in terms of CRPS, while it is fares relatively well in terms of bias,
particularly at 1000 [hPa].
The LETKPFs improve over the LETKF for predicting the wind speed
(WIND) at middle to lower atmosphere, as can be seen from the CRPS and
bias profiles. The LETKPF-minMSE seems to have the most consistent ad-
vantage, if not always the largest. The LPF, on the other hand, has trouble
with WIND observations and is the worst method in terms of CRPS while its
performance in terms of bias is erratic.
In Fig. 6 we compare the root mean squared error (RMSE) to the spread
of the background ensemble, which should be equal if the ensemble is well cal-
ibrated (see for example Fortin et al. (2014)). To take into account the ob-
servation error, we actually compare the observed RMSE to the spread of the
predictive distribution pib(y). In the case of a diagonal R, we can compute
this spread squared separately for each observation by adding the variance of
the forecast ensemble to the corresponding diagonal element of R. We then
aggregate by averaging over all observations, and take the square root before
comparing to the RMSE. The profiles in Fig. 6 show that overall the ensembles
are well calibrated. In terms of relative humidity it seems that the ensembles
lack spread in the middle atmosphere, while they are too dispersed in the upper
atmosphere in terms of temperature and wind. In general the LETKPFs have
a larger ratio than the LETKF, due mainly to a reduction in spread because of
resampling. Better calibration could be achieved in the future by fine tuning of
the R matrix and by using refined covariance inflation schemes.
18
WIND
T
RH
-0.10 -0.05 0.00 0.05 0.10
-0.10 -0.05 0.00 0.05 0.10
-0.01 0.00 0.01
300
400
500
600
700
850
925
1000
300
400
500
600
700
850
925
1000
300
400
500
600
700
850
925
1000
CRPS change
Pr
es
su
re
 le
ve
l [h
PA
]
WIND
T
RH
-0.4 -0.2 0.0 0.2 0.4
-0.4 -0.2 0.0 0.2 0.4
-0.04 -0.02 0.00 0.02 0.04
BIAS change
LETKPF-ess50 LETKPF-minMSE LPF LETKF
0.
00
0
0.
02
5
0.
05
0
0.
07
5
0.
10
0
0.
00
0.
25
0.
50
0.
75
1.
00
0.
0
0.
5
1.
0
1.
5
-0
.0
50
-0
.0
25
0.
00
0
0.
02
5
0.
05
0
-0
.5
0
-0
.2
5
0.
00
0.
25
0.
50
-0
.5
0
-0
.2
5
0.
00
0.
25
0.
50
Figure 5: Change in CRPS and bias relative to LETKF analyses during the
cycled experiment. More precisely CRPS(LETKPF) - CRPS(LETKF) and
|bias(LETKPF)| - |bias(LETKF)|. A negative change indicates a reduction
of CRPS or of bias, respectively. Note the different scales on the x-axis. In the
small plot is the CRPS and bias of the reference LETKF.
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Figure 6: Ratio of RMSE over the spread of the background predictive distri-
bution. A ratio larger than one indicates that the ensemble is too concentrated.
4.2.3 Forecast experiment
Twice a day, at 0000 and 1200 UTC, a 24-hour forecast was launched from the
current analysis ensemble. In Fig. 7 we look at the CRPS and bias of predicting
radiosonde observations averaged over the whole domain and the whole forecast
horizon (i.e. the scores of all forecast lead times were aggregated to one single
score), similar to the cycled experiments in Fig. 5. The absolute CRPS is usually
larger in the forecast than in the cycled experiment, with the strongest growth
in the upper atmosphere for the temperature and wind variables. However,
the differences between the methods are much less pronounced than during the
analysis and disappear almost completely at the end of the 24-hour forecast. The
LPF is clearly worse than the other algorithms, particularly in terms of relative
humidity and wind. For the relative humidity and temperature the LETKF is
generally slightly better, while among the LETKPFs the LETKPF-minMSE is
the best performer and even beats the LETKF for the wind variables at most
levels.
More relevant for the forecast users, we now look at the hourly precipitation
recorded at 121 stations over the Swiss domain (SYNOP data). In Fig. 8 we
can see the evolution of the ensemble forecast means (the first 12 lead time
hours of all forecasts are chunked together to build a continuous time series)
over the whole period as compared to the actual observations (dots). It is
interesting to notice how the different algorithms coincide most of the time but
differ substantially for some events. For example, around the 8 June a large
precipitation event is best predicted by LETKPF-minMSE forecasts, while the
LPF forecasts overestimate it, and the other method underestimate it. At other
times, all methods seem to miss or produce spurious events.
The evolution of the skills of the ensemble to predict hourly precipitation
larger than 0.1 [mm] as a function of lead time is illustrated in Fig. 9, where
we see the equitable threat score (ETS), the frequency bias index (FBI) and
the Brier skill score (BSS) of the forecast ensembles. In terms of ETS, the
LETKPFs and the LETKF are more or less equivalent, with some lead time
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Figure 7: Change in forecast CRPS and bias relative to LETKF-driven forecasts,
similar to Fig. 5. The scores of all forecast lead times were aggregated. A
negative change indicates a reduction of CRPS or of bias, respectively. Note
the different scales on the x-axis. In the small plot is the CRPS and bias of the
reference LETKF.
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Figure 8: Time evolution of the ensemble mean (various lines) compared to the
observations (dots) of hourly precipitations from 121 Swiss SYNOP stations.
where one or another is better. The LPF on the other hand is clearly worse
during the first 12 hours of forecast but then stabilizes. The FBI plot shows
that all methods tend to overforecast the event, while the LETKPF-ess50 has
the best overall performance. For the BSS, the Brier score normalized by the
climatology forecast score (as computed from the test period), the LETKPF-
ess50 is again the best performer, while the LPF has no skill in the first half of
the forecast but reaches similar level to the others in the second half.
The calibration of the methods is shown in the reliability diagrams of Fig. 10.
One can see that all algorithms have some skill except maybe the LPF during
the first 12 hours of forecast. The LETKPF-ess50 is once again the best per-
former and the LETKF is generally less well calibrated than the LETKPFs, but
the differences are small and depend on the forecast probabilities. The rank his-
tograms indicate an overall positive bias, but no particular differences between
the methods (not shown).
4.2.4 Discussion
The results of the cycled and forecast experiments show that the LETKPFs per-
form similarly to the LETKF. The new algorithms bring some improvements
for some variables at some pressure levels – for example for wind in the middle
and upper atmosphere – but they also perform worse in other cases. As ex-
pected, these improvements over the LETKF occur for the most non-Gaussian
variables, while for Gaussian variables like temperature the LETKF is usually
better. During the forecast in particular, the LETKPFs show some benefit in
predicting hourly precipitation, which is a highly non-Gaussian variable. The
better ability of the EnKPF to deal with rain fields confirm previous results
with a toy model of cumulus convection (Robert and Künsch, 2017).
The LPF is surprisingly not as bad as one could expect given its simplicity,
which shows that localizing the PF is a viable strategy, but the ability to com-
bine it with the LETKF seems to bring clear advantages. However, the question
of which criterion to use for choosing the proportion of PF and of LETKF in
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Figure 9: Evolution of various scores for predicting hourly precipitation larger
than 0.1 [mm] as a function of lead time during forecast, and aggregated over
all forecasts of the period under consideration. Reference observations are ac-
cumulated hourly precipitation from 121 Swiss SYNOP stations. For ETS and
BSS the higher the better (maximum 1), and for FBI the closer to 1 the better.
Because of system constraints, the BSS is aggregated every 12 hours, whereas
the other scores are aggregated hourly.
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Figure 10: Reliability diagram for predicting more than 0.1 [mm] of hourly
precipitation in the first 12 hours (left panel) and the second 12 hours (right
panel). The solid black line indicates no skill while the diagonal is for perfect
reliability.
the analysis is still not clear from the empirical results. The LETKPF-minMSE
seems to be slightly better for the model variables (temperature, relative humid-
ity and wind), but the LETKPF-ess50 typically performs better for forecasting
hourly precipitation.
These results are promising and indicate that the LETKPF can be used in
practice. However, further experiments should be conducted with longer periods
and during different meteorological situations.
5 Summary and conclusions
High-dimensional non-Gaussian filtering problems, such as encountered in con-
vective scale data assimilation, call for the development of new algorithms. In
the present paper we proposed the LETKPF, which builds on the EnKPF to
make it more efficient and applicable in practice. In particular, we reformulated
the whole algorithm in ensemble space and derived a deterministic scheme such
that it now has the ETKF instead of the stochastic EnKF as a limiting case.
The same approach as that of the LETKF was taken for localizing the algorithm,
with a few additional steps to deal with the PF nature of the analysis. While
this may not be the optimal localization strategy, it is widely used in practice
and made the implementation in the existing framework feasible. Furthermore,
a new criterion for choosing the proportion of analysis to be done with the PF
and the ETKF was proposed based on the idea of minimizing the predictive
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MSE.
The new algorithm was implemented in the COSMO data assimilation frame-
work and tested on a 12-day period of hourly assimilation in a region surrounding
Switzerland. These experiments showed that the newly proposed algorithm is
applicable in practice and can perform similarly to the LETKF, which is the
algorithm used operationally at MeteoSwiss. In particular, the LETKPF brings
some remarkable improvements for non-Gaussian variables such as wind and
hourly precipitation. These results are promising and we hope that they will
stimulate further experiments and research with the LETKPF and other types
of localized hybrid algorithms.
In the present study, we have relied on the setup used for the LETKF,
but some questions concerning the particularity of the LETKPF – or more
generally any hybrid algorithm – need to be further investigated. The optimal
choice of γ is still poorly understood and the experimental results were not
conclusive, showing that both proposed methods work better in some situations.
The alternatives discussed in Section 3.3 might be promising and could be tested
in practice if efficient implementations are found. In general, it would be of
great interest to better understand the interplay between the optimal choice
of γ and the non-Gaussianity of the distribution, the number of observations
assimilated, the model error, etc. As we have seen in the experiments, the
choice of γ should certainly vary for every grid point, as different situations call
for different decisions. One could push this idea further and choose a different
γ for different types of observations or even for different model variables. For
example, one could imagine using a γ close to 1 for temperature while using a
small γ for wind or relative humidity.
Another aspect that should be explored further is how to control the ensem-
ble spread for the LETKPF. Among other means, to do so the LETKF relies on
covariance inflation (multiplicative and additive) and RTPP. However, both of
these methods derive their rationale from the idea that the analysis consists in
moving a little bit each particle such that the new ensemble has a correct mean
and covariance. RTPP controls the loss of spread by recombining each analysis
particle with its corresponding background particle, while covariance inflation
somehow increases the analysis ensemble covariance. Because the LETKPF
analysis consists partly in resampling particles, one cannot just transpose these
techniques blindly. One obvious solution to this issue would be to work with the
mixture representation of the analysis and control the spread by adding more
covariance to the mixture components. Similarly, for RTPP one could use the
idea of combining the analysis particle with the background ensemble, but by
taking into account the resampling step of the analysis.
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A Riccati equation for the transform filter
First let us write Eq. (10) replacing W  with X and (k − 1)P˜ a,γ with C for
more clarity:
AX +XA′ +XX ′ − C = 0, (18)
where we transposed the first X, which we can do as we seek a symmetric
solution. Using Newton’s method to solve this equation we find the candidate
Xn+1 recursively by solving
(A+Xn)Xn+1 +Xn+1(A
′ +Xn) = XnX ′n + C. (19)
Theorems 9.1.1 and 9.1.2 in Lancaster and Rodman (1995) show that if the
starting value X0 is symmetric and large enough, then Eq. (19) has a unique
positive definite solution for all n, and the sequence (Xn) converges quadratically
to the largest positive definite solution of Eq. (18).
At each step of the algorithm we solve Eq. (19) using the O(k3) algorithm of
Bartels and Stewart (1972), until a desired level of accuracy is reached, which
in our application typically occurs after less than 10 steps. There are other
algorithms besides Newton’s method which are more efficient when a high degree
of accuracy is desired, but for the present case we are satisfied with this method
28
as it is straightforward to understand and to implement, and it converges in a
few steps to a solution accurate enough for our purpose.
To verify that the solutionW  is such thatW 1 = 0, first notice that we can
pull out a factor (Xb)′ from L˜γ and thus 1′L˜γ = 0′ and 1′Wµ = 1′. Wα has
only one 1 per column and thus 1′Wα = 1′. Therefore 1′A = 0′ and A1 = 0.
Because we can pull out a factor (Xb)′ on the left and a factor Xb on the right
of P˜ a we can also see that 1′P˜ a,γ1 = 0. Multiplying Eq. (18) by 1′ from the
left and by 1 from the right, it follows that X ′1 = 0 and by symmetry, also
X1 = 0.
B Efficient computation of weight matrices
The derivation of the algorithm in ensemble space starts by applying Wood-
bury’s formula to compute the inverse in the Kalman gain K˜(γP b) and results
in the following expression after some further simplifications:
K˜(γP b) = γ
(
(k − 1)I + γS
)−1
(HXb)′R−1.
Using the definition of Q we can then write
Q˜ = γS
(
(k − 1)I + γS
)−2
,
which is correct because the matrices on the right commute. To compute
K˜((1 − γ)Q) we substitute the expression for Q˜ in the definition and apply
again Woodbury’s formula. After some further simplifications we can find that:
K˜((1− γ)Q) = (1− γ)
(
I + (1− γ)Q˜S
)−1
Q˜(HXb)′R−1.
Splitting the ensemble into mean and deviations one can rewrite the Wµ
matrix in Section 3 as
Wµ = I − L˜γHXb + L˜γ(y −Hx¯b)1′,
where the first part will be computed using the S matrix and the last part
using the S matrix and the c vector. Using the expressions for K˜(γP b) and
K˜((1−γ)Q) to compute L˜γ and some further simplifications, we can derive the
first part as
I − L˜γHXb =
(
I + (1− γ)Q˜S
)−1
(k − 1)
(
(k − 1)I + γS
)−1
.
Finally, using the spectral decomposition of S and basic rules of algebra we can
find the rational function
fµ(λ) =
(k − 1)γλ+ (k − 1)2
γλ2 + 2(k − 1)γλ+ (k − 1)2 . (20)
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The second part of the matrix Wµ can be derived similarly as:
L˜γ(y −Hx¯b) =(
I + (1− γ)Q˜S
)−1(
(1− γ)Q˜+ γ
(
(k − 1)I + γS
)−1)
c,
from which we can find the function f µ¯ after plugging in the spectral decompo-
sition of S:
f µ¯(λ) =
1
(k − 1) + γλ ·
(
γ +
(k − 1)γ(1− γ)λ
γλ2 + 2(k − 1)γλ+ (k − 1)2
)
. (21)
Using the expression for K˜((1− γ)Q) and Q˜ we can similarly find that
P˜ a,γ =
(
I + (1− γ)Q˜S
)−1
γS
(
(k − 1)I + γS
)−2
,
from which fγ can easily be found as
fγ(λ) =
γλ
γλ2 + 2(k − 1)γλ+ (k − 1)2 . (22)
For the weights αγ,i the derivation is similar and we find that they are
proportional to
exp
(
− 1
2
(
(k − 1)2(1− γ)
(
(k − 1)I + γS
)−2
·
(
I + (1− γ)Q˜S
)−1
(S − c1′)
)
ii
)
.
The final expression can be found by developing the last product in the expo-
nential and by substituting the spectral decomposition of S, which results in
the following:
fα(λ) =
(k − 1)2(1− γ)
γλ2 + 2(k − 1)γλ+ (k − 1)2 . (23)
One can easily see what happens in the limiting cases of γ = 0 and γ = 1.
Setting γ = 0 gives fµ(λ) = fα(λ) = 1 and f µ¯(λ) = fγ(λ) = 0. Hence
Wµ = UU ′ = I, W  = 0 and αi ∝ exp(− 12Uii + ci) ∝ `(xi|y). Hence the
resulting analysis is equivalent to the PF.
In the case where γ = 1, fα(λ) = 0 and thus αγ,i = 1k and W
α = I.
Furthermore, fµ(λ) simplifies to (k − 1)/((k − 1) + λ), and fγ(λ) to λ/((k −
1) + λ)2. The CARE in Eq. (10) has thus the positive semidefinite solution
W  = Uδ(f (λ))U ′ where
2f (λ)fµ(λ) + f (λ)2 = (k − 1)fγ(λ)
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or
f (λ) =
√
(k − 1)((k − 1) + λ)− (k − 1)
((k − 1) + λ) (24)
The sum Wµ +W  is thus given by
Uδ
(√ (k − 1)
(k − 1) + λ
)
U ′,
which is the formula for the transformation matrix in the ETKF.
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