The main purpose of this paper is to investigate theoretically and experimentally the use of family of Polynomial Powers of the Sigmoid (PPS) Function Networks applied in speech signal representation and function approximation. This paper carries out practical investigations in terms of approximation fitness (LSE), time consuming (CPU Time), computational complexity (FLOP) and representation power (Number of Activation Function) for different PPS activation functions. We expected that different activation functions can provide performance variations and further investigations will guide us towards a class of mappings associating the best activation function to solve a class of problems under certain criteria.
Radial functions are a special class the functions. Their characteristic feature is that their response decreases or increases monotonically with distance from a central point. The center, the distance scale, and the precise shape of the radial function are parameters of the model, all fixed it is linear. A typical radial function is the Gaussian [FP91}. A PPS radial function is obtained from the first derivative of T(x), it is written a linear combination of PPS:
In [MF97] an effective procedure for generating polynomial forms of wavelet functions from the successive powers of sigmoid functions is presented. The resulting functions, referred to as polynomial wavelets, represent a robust solution for the construction of neural networks based on wavelets. Now, it is illustrated four examples of PPS-wavelet functions can be defined by:
This construction technique is interesting because the family of PPS-wavelets comes naturally from a sequence of derivatives of the sigmoid function.
On Approximation of Functions by RBF and PPS
Radial functions are simply a class of functions. In principle, they could be employed in any sort of model (linear or nonlinear) and neural network (single or multi-layer) paradigms. However, in the approximation on the interval x E [-10,101 . In this investigation the functions 'ib, b2, /) and the Gaussian function were used to approximate the functions presented in Table 1 fi(x) - The test set 3 with 51 samples was best approximated by function b5. For a large number of samples the process is not very good, the LSE is too high. J(x) = -ti))
where e d are the weights, shifts and dilations of the mother function b(.), respectively [Chu92] , and m is the number of basis function employed. In the context of neural networks, this definition can be represented through the architecture illustrated in Figure 2 . In this paper, a feedforward neural network is defined by an input {x, y}, where n is the number of patterns, a set of coefficients (wi), j = 1..m that correspond to the weights of the basis functions, by the elements (t3), j = 1..m, and (di), j = 1..m, that represent the coefficients of shifts and dilations of the activation function t/'(d3(x -t2)); and by the variable (y) that corresponds to the desired output of the network.
PPS Activation Functions Applied on Speech Representation
In order to demonstrate the function approximation performance of PPS-Wavelet and PPS-Radial network in comparison with other activation functions, we select the problem of representing three phonemes, "a", "e" and "i", used by Szu at al{STK92J. Those patterns were extracted from speech
To Learn signal and it can be seen in Figures 4(a) , 5(a) and 6(a), it is approximates just that single period. Actually, the spoken signal is a periodic pattern of the phonemes the same techniques.
The main purpose of these experimental results with PPS Function Networks is to carried out practical investigations in terms of approximation fitness(LSE), time consuming(CPU Time), computational complexity(FLOP) and representation power(Number of Activation Function) for different PPS activation functions. Intuitively, we expect that different activation functions can provide performance variation and further investigations will guide us for a class of mapping associating the best activation function to solve a class of problem under certain criteria.
Three PPS neural networks were trained with activation functions b1, b2 and
Where b1 is a PPS-radial basis function and 'b2,i/5 are PPS-wavelets. The experiments were carried out with 5, 10 , 15 , 20 , 25, 30 and 40 hidden neurons as described in Figure 2 .
The least square errors results obtained from used of the three PPS functions applied to speech signal of the vowel "a", "e" and "i" can be seem in Figure 3 . This family of PPS functions also represents a potential scheme for the development of efficient neural network structures in pattern classification problems [STK92] .
