Abstract─ Social Networks (SNs) are becoming more and more popular. Individuals are now more connected than ever before. They share information with their family, friends and colleagues. However, sharing physical phenomena in SNs is still a manual process done by people themselves. The automated sharing of ambient information in SNs can promote independent living by enhancing the autonomy and confidence of the elderly or handicapped individuals via continuous monitoring and health support. We propose an architecture for enabling Machine-toMachine (M2M) communication in SNs to support the automatic sharing of physical phenomena. As part of this architecture, we propose a scalable M2M gateway along with a proof of concept prototype and its partial evaluation.
INTRODUCTION
Machine-to-Machine (M2M) [1] refers to the technology that enables the communication between different devices (e.g. smartphones, IP cameras, personal health devices, and computers) without or with limited user intervention. The purpose of the M2M technology is to share information between autonomous electronic systems. M2M communication has its application in the smart power grid, home networking, e-health and vehicular networks [2] .
Social Networks (SNs), such as Facebook, Twitter and Google+, are continually gaining in popularity. SNs help us to remain connected with our family and friends. They allow us to create profiles (with personal details) and to connect to other people. SNs enable the sharing of multiple forms of information among users and thereby elevate the level of social interaction [3] .
SNs are being used for more than social exchanges and connections. For instance, SNs are being exploited in the Ehealth domain [4] . Elderly and disabled people can be helped by Ambient Assisted Living (AAL) SNs that can improve their autonomy and confidence [5] . Current applications depend on users who update their information manually. M2M devices can produce contents automatically [6] . For example, a Global Positioning System (GPS) sensor in a mobile phone or device can update the location of a user in a SN, or a body sensor placed with an elderly person can post information about his health condition to his Community of Interests (COIs) (e.g., family, friends). Smartphones are an integral part of our daily lives. They have the processing capability to realize numerous and varied services. A smartphone can also be used as a gateway to connect M2M devices with SNs.
We propose a scalable architecture for posting contextual information in SNs. M2M devices collect contextual sensory data through an overlay-based gateway. An SN processes that data into shareable information and disseminates it as appropriate within the users' COIs.
The paper is organized as follows. Section II introduces the motivating scenarios and a list of the general requirements for the architecture. In Section III, we evaluate related work with respect to the requirements. In Section IV, we discuss our architecture, which includes a scalable overlay-based gateway. A proof of concept prototype and its partial evaluation is presented in Section V, and then we conclude in Section VI.
II. MOTIVATING SCENARIOS AND REQUIREMENTS
There are many domains where we can benefit from the automatic sharing of machine-collected information in SNs. Let us consider the first scenario, where John is an elderly person and a member of an SN. He is connected to his family physician, family members and friends through the SN. His physician and family members monitor his health condition remotely, from periodic posts in the SN. John is at risk for falls, as he is elderly. The SN can detect a fall by analyzing the sensory data. The SN notifies John's COIs by posting about any fall and health conditions to his profile.
As a different scenario, Mike is an active biker and a member of an SN. When he goes for a ride, the SN posts the information received from the sensors on his body and his bike. The SN posts about the start and end-points, and the distance of his ride. It also posts his current heart rate and blood pressure. His coach subscribes to his biking-related posts in the SN and may advise him on his training.
Based on the representative scenarios above, we derived a set of requirements for the potential solutions enabling M2M communication in SNs. The first requirement is that the architecture should support common features of SNs (e.g., authentication, posting, retrieving). The second requirement is that it should be application-domain independent. Third, the architecture should be scalable in terms of the number of M2M devices. As a fourth requirement, the architecture should follow standards and reuse existing SN infrastructure as much as possible. The rationale behind this requirement is to promote interoperability and ease of deployment. Most of the M2M devices are resource-constrained, especially in terms of processing power. Therefore, the fifth and last requirement for the architecture is to support resource-constrained devices.
III. RELATED WORK
Solutions that enable M2M information sharing in SNs can be categorized into two groups, based on whether the M2M devices send data directly to the SNs or use a gateway.
1) Direct Posting in SNs
The authors in [7] merge SNs with M2M networks to support the exchange of information. The intention is to provide services to both human users and machine users in pervasive computing environments. When sensors located next to plants tweet about the humidity, the human users are informed. After receiving the information on Twitter, users water the plants if the humidity is low. Resource-constrained devices do not have enough capability to connect directly to the internet. This approach does not support constrained devices and therefore does not satisfy our last requirement.
2) Gateway-based Approaches
SenseFace [4] is a framework for capturing sensory data (e.g., blood pressure, heart rate) from users' body sensor networks. It shares the processed information with users' COIs over a variety of SNs such as Facebook and Twitter, and also via fax, email and phones. This architecture aims to create an extended SN over generic SNs, called an overlay SN. Users' mobile devices act as a gateway to relay the sensory data automatically to a web server using cellular networks. This architecture is application-domain independent and supports resource-constrained devices. It uses existing social network infrastructures to share information. However, this architecture does not meet the scalability requirement in terms of M2M devices because of the single node gateway on users' mobile devices.
In [8] , the author introduces a context-aware service architecture for integrating body sensor networks and SNs through the IP Multimedia Subsystem (IMS) [9] . A wireless device (e.g., a smartphone, a tablet pc) works as a monitoring station. This monitoring station forwards the sensory data to the IMS. An IMS-WEB 2.0 gateway is responsible for connecting social networks with the IMS. However, the monitoring station for the M2M network forms a bottleneck, and therefore this architecture is not scalable. This architecture does meet all the other requirements.
To facilitate disease management, [10] proposes a pervasive health system. This system enables selfmanagement by chronic patients --making it possible for users to continuously monitor vital signs, like heart rate or temperature. . Users also log and share health information with health care specialists and friends in SNs through the user interface on their smartphones. The smartphone is called a mobile base unit, which works as a gateway for the vital sign monitor sensors. The Simple Object Access Protocol (SOAP) [11] is proposed for communication between the mobile base unit and the backend. This architecture supports resourceconstrained devices. The mobile base unit is a bottleneck in the architecture, as it is therefore not scalable in terms of the number of M2M devices. This solution is specifically for health applications and hence is not application-domain independent.
Drive and share [12] is an SN that facilitates the sharing of traffic and personal information among drivers in vehicular scenarios. This SN allows the sharing of user-created events (e.g., an accident on the road) from smartphones via a user interface, or of auto-generated events (e.g. bumpy road ahead) with the other users. It also monitors vehicular behavior by tracking functionalities without any user intervention. This vehicular monitoring feature helps to detect incidents like high traffic so as to suggest alternative routes to the users. This vehicular SN does not satisfy the application-domain independence requirement. A smart phone or onboard computer acts as a gateway for onboard sensors to connect to the SN. This gateway allows the architecture to support resource-constrained devices, but it makes the architecture non-scalable in terms of the number of M2M devices, and thus does not meet the third requirement in addition to not meeting the second.
To the best of our knowledge, there is no solution that proposes an M2M-enabled SN that addresses all five of the aforementioned requirements.
IV. PROPOSED ARCHITECTURE
A. The Overall Architecture Our overall architecture (shown in Figure 1 ) consists of three layers, the M2M layer, a network layer and an application layer. The M2M layer includes the M2M devices, an M2M gateway and the M2M network.
The M2M devices collect the data and send them to the M2M gateway through the M2M network. The gateway processes the data and sends them to the application layer. The application layer contains the SN Server and the database. The SN Server receives the data from the M2M gateway, analyzes that data and looks for the occurrence of any event. If the SN Server detects any event, it saves the event in the database and propagates it into the SN. In the network layer, the internet and the access network provide the SN server with the connectivity to the end-users as well as with the M2M gateway. We will discuss each of these components in the following sections.
B. The Gateway
The reason for a gateway-based architecture is that resource constrained devices (e.g., sensors) have low data processing capabilities. They are not able to connect directly to an SN. However, as shown in the overall architecture (Figure 1) , the gateway will certainly be a bottleneck in the architecture between the M2M devices (e.g. sensors) and the SN Server. Hence, the gateway must be designed very carefully, as it plays an important role in scalability. Peer-toPeer (P2P) [13] overlay-based solutions are scalable. We therefore choose a P2P overlay-based gateway on top of the smartphones to address this scalability issue. Before elaborating further on the gateway architecture, we set forth a set of requirements and review the existing P2P overlay based gateway solutions.
1) Gateway Requirements
We derived five requirements that a gateway should meet to support the overall architecture and required functionalities. First, the gateway should be independent of the lower layer M2M technology and support various types of M2M devices. Second, the gateway should minimize the communication overhead between M2M end-devices, the gateway and the SN. The gateway has to support a lightweight communication mechanism between (i) M2M end-devices and the gateway, and (ii) the gateway and the SN, in order to support resourceconstrained devices. The third requirement is that the gateway should be capable of self-organization to handle node joining and node leaving. Node leaving can be either voluntary or involuntary. Our fourth requirement is that the gateway should not have any permanent centralized point. The rationale behind the third and fourth requirements is to avoid a single point of failure. The fifth and last requirement is to support synchronous and asynchronous communications, as the system has to notify when changes happen.
2) Existing Overlay-based Solutions
The authors in [14] have proposed a scalable P2P overlaybased gateway architecture to integrate IMS and mobile sinkbased wireless sensor networks. This gateway is located on top of the users' cell phones. Cell phones are also used as sink nodes for the M2M devices. The gateway collects the data from the M2M devices through sink nodes and publishes it into the IMS presence server. A similar gateway architecture is proposed in [15] to integrate Vehicular Ad-hoc Networks (VANETs), IMS and Wireless Sensor Networks (WSNs). Both of the proposed architectures use the Session Initiation Protocol (SIP) [16] for communication between the nodes. Both of these architectures meet the requirements of being independent of the lower layer M2M technology and of having no permanent centralized point. They also support both synchronous and asynchronous communications. However, the overhead due to SIP is higher than what is suitable for a resource-constrained device. Therefore, these architectures do not meet the requirement of minimizing the communication overhead, i.e., they do not offer a lightweight communication mechanism. They also do not propose any solution for the involuntary departure of a gateway node.
The gateway solution in [17] for home automation and management service uses a replication of services in all the overlay gateway nodes. It provides access to home devices from remote places. As an example, a landlord controls a centralized heating system, and so monitors electricity and gas usage of a building from his office without visiting the building. When any peer in the network requires a particular service, it locates a gateway service to use that particular service. XML messages are exchanged between the nodes, over JXTA protocol. This gateway solution meets all the gateway requirements but one --JXTA communications between nodes are not lightweight.
3) Proposed Gateway Architecture
Our gateway architecture is inspired by the architecture in [14] . It comprises different types of peer nodes. These nodes are grouped into four groups. The first group interacts with the mobile sinks. The second group communicates with the SN. The third group is the storage group, which is responsible for the local data storage in the gateway. The fourth group consists of the super-peers of each of the aforementioned three groups. A super-peer controls its peer group. It also talks to other super-peers as needed to complete a task (e.g., forward data to the SN). The peer roles for the gateway are: Sink Entry Point, Super Sink Entry Point, Publisher Point, Super Publisher Point, Data Storage, and Super Data Management. The architecture of the gateway is shown in Figure 2 . 
b) Node Management
For the gateway node management, all the leader peers are assigned a multicast address. All of the peers know that multicast address. Similarly, the overlay role of each peer is predefined, and each peer knows its role and the group it needs to connect to. For the joining process, a peer sends a request to the multicast address to discover its super-peer. Upon receiving the request, a leader peer responds with its address. If there is no leader in that group yet, the requesting node becomes the leader for the group. The multicast address is also assigned to the peer. A peer in one group knows about all the other peers in that group. Each time a group changes (a peer joins or leaves the group), the leader sends the information to all the members of that group, and it also handles the voluntary departures.
However, the gateway proposed in [14] does not support all the gateway-related requirements. The communications between the nodes are done using SIP, which has a high overhead considering the resource-constrained devices involved. Also, this approach does not handle the involuntary departure of a gateway node. For the gateway architecture, we propose a new lightweight protocol for the P2P overlay and M2M communications. In addition, we propose handling the involuntary departure of a node.
c) Overlay Protocol
We chose the Constrained Application Protocol (CoAP) [18] to address the lightweight communication mechanism. The CoAP is a lightweight, standard-based protocol. It supports both synchronous and asynchronous communications. This protocol is used for the communication between the gateway peers and also for the communication between the M2M devices and the SN server. The CoAP follows the REST (Representational State Transfer) [19] architectural style.
d) Handling Failures and Involuntary-Departures
The gateway stores a small amount of data (e.g., configuration data, temporary data for processing) in the S nodes (storage peers). The gateway requests the corresponding M2M device for the fresh data in case of failure of the S node, and then saves the data again in the S node for future usage. The gateway requests the configuration data from the SN server if it cannot find that data in the S node. In case of a super-peer failure (a voluntary or involuntary departure), the gateway uses the popular heartbeat mechanism --a recovery mechanism, as proposed in [20] .
C. The SN Server Architecture
The SN Server includes several components. The Request Handler receives all requests from the users. It then forwards the user requests to the appropriate handler. The Post Request Handler and the Retrieve Request Handler manage posting and retrieving requests, respectively. The Authentication Manager handles the user authentication and authorization. The Privacy Manager is responsible for retrieving the posts. The M2M Adapter maps M2M end-devices with user profiles from the SN. The M2M Adapter also works as an interface to the SN Server for the M2M devices. The Data Analyzer analyzes the M2M data using one or more of the various algorithms available for event detection. It raises an alarm by creating a post in the SN upon the discovery of an event. The M2M Adapter talks with the M2M devices and forwards the information to the Data Analyzer. The Content Adaptation Manager is responsible for translating M2M data to SNsharable information. The Database Handler talks with the database to save all (relevant) profile information and the M2M data to the server repository. The SN server resources are shown in Figure 3 . We have extended the OpenSocial APIs [21] and the resources to support M2M in the SN. Implementation of the OpenSocial APIs makes applications interoperable with any SN that also supports the OpenSocial APIs. Our proposed SN supports login to the system, logout from the system, creating a new profile, sending and accepting friend requests, posting and retrieving posts. The SN also supports M2M device management, data analysis and content adaptation for M2M-related functionalities.
D. Validation against Requirements 1) The Overall Architecture
An OpenSocial-based SN supports all the basic features of a traditional SN. Therefore, our proposed architecture meets the first requirement. The Data Analyzer module is extensible to support different application domains. Thus, the architecture satisfies the second requirement. Our proposed gateway is scalable, thereby meeting the third requirement. OpenSocial has reference implementations that are easily deployable and ready to use. The architecture satisfies the fourth requirement by using an OpenSocial reference implementation. We have extended OpenSocial resources to support the M2M. The gateway allows resource-constrained devices to connect to the SN and thus the architecture meets the last requirement as well.
2) The Gateway
We have chosen a P2P overlay-based gateway that makes the gateway scalable. We also have proposed the CoAP as the protocol for the gateway. It works on the application layer of the network stack. The CoAP is a lightweight, standard protocol with low overhead, and is designed for resourceconstrained devices [22] . Furthermore, it fosters the scalability of the gateway. CoAP also supports both synchronous and asynchronous communication. Thus, the gateway meets the first, second and fifth requirements. The gateway supports self-organization of the nodes and has no permanent centralized point; therefore, it also meets the third and fourth requirements.
V. IMPLEMENTATION AND EVALUATION

A. The Software Architecture
The software architecture of the SN server is shown in Figure 4 . The CoAP-HTTP Proxy in the M2M Adapter handles the data received from the M2M layer. The Object Profile Mapper maps that data to a profile in the SN and then forwards it on to the Data Analyzer. The Event Detector looks for a potential event with the help of the appropriate data analyzer plugin in the Data Analyzer. When an event is recognized in the Data Analyzer, the Event Detector forwards the relevant data to the Content Adapter, which converts the data into suitable information. The Data Analyzer then creates a post in the SN by sending a posting request to the Post Request Handler.
Users can post from a web browser. The Request Handler realizes a browser-based post or retrieve request. After user authentication with the help of the Authentication Manager, the Request Handler forwards the request to the appropriate handler. The Retrieve Request Handler makes sure that the proper content is retrieved, with the help of the Privacy Manager. The Privacy Group Selector retrieves the data regarding privacy from the database to verify with whom the information should be shared. The Privacy Enforcement block ensures that the data is shared with the appropriate audience.
B. Illustrative Scenario
Let us illustrate the operations of our architecture with the scenario of John in Section II. John is wearing an accelerometer sensor that can sense rapid movements. The sensor sends the data periodically to the SN server through the gateway on his smartphone. The gateway only forwards data to the SN if it detects any movement by analyzing the data. The SN server analyzes the sensory data in more detail. When the analyzer detects a fall event, it requests content adaptation information from the SN and posts about the event in the SN. Figure 5 shows the sequence diagram for the messages exchanged between the different modules in the SN for this posting procedure. The M2M Gateway sends a CoAP POST request to the M2M Adapter. The M2M Adapter converts the COAP request into an HTTP request and maps the sensory data with John's profile. It then sends a POST request to the Data Analyzer. The Data Analyzer detects events with the help of the appropriate analyzer plugin. In this scenario, a fall detection plugin is used. The Content Adaptation Manager converts the M2M data to a human-readable text. The SN then creates a post in John's profile, which is available to his COIs. 
C. Proof of Concept
We have implemented a proof of concept prototype to realize the scenario mentioned in the previous section. The users can access the SN from web browsers. Our implementation includes the Request Handler, Authentication Manager, Post Request Handler, Retrieve Request Handler, M2M Adapter, Data Analyzer, and Content Adapter of the SN Server. The Content Adapter generates textual posts for the SN. The gateway implementation includes the SEP, SPP and SDM. The SEP performs data filtering before forwarding to the SPP. We used the Modulus Acceleration Monitoring and double bump pattern detection algorithm in the Data Analyzer (as proposed in [23] ) to detect a fall from tri-axis accelerometer data.
1) Experimental Setup
The gateway nodes run on a laptop equipped with a 2.4 GHz processor and 6GB of RAM. A personal computer with a 2.66GHz processor and 4GB of RAM serves as the SN Server. The same computer hosts a MySQL server. The computers connect to each other using a Wi-Fi network.
We use a SHIMMER Platinum Dev Kit [24] accelerometer sensor to collect the sensory data and to realize the illustrative scenario described in Section V-B. We simulate the falls with random activities like walking, sitting and sudden rapid movements. We implemented the Modulus Acceleration Monitoring algorithm [24] to detect rapid movements in the gateway. The gateway forwards that data to the SN only if it finds any rapid movement in the accelerometer data.
We simulated a temperature sensor on a sink node and implemented a random function to generate termperature values between 35°C and 45°C. Any change of the temperature value causes the sensor to forward a message to the gateway. The gateway forwards the message to the SN if it exceeds a pre-configured threshold (in our case we used 37.5°C to detect fever).
We measured the performance metrics for 100 messages, as a sensor only generates a message when there is a particular change in its value. For example, a temperature sensor forwards a message when the temperature changes from 37°C to 38°C. Users can login to the SN Server using a web browser from a personal computer or a smartphone to check the posts from their connections.
We implemented our prototype on top of Zing [25] , an open-source implementation of SNs, based on the Apache Shindig framework and OpenSocial APIs [21] . We added the M2M functionalities to Zing. Zing uses the MySQL server as the SN repository. The Data Analyzer module is a black box where various data analyzers can be integrated, based on the sensor/machine-device type. For the CoAP, we have used jCoAP [26] , which is a Java-based open source CoAP reference implementation.
D. Performance Evaluation
1) Performance Metrics
We evaluated the performance of the prototype in terms of delay and network load. The delay is the time difference between the time when a sink sends a message and a post is created in the SN Server. This delay is measured as the time it takes for a request to be forwarded through gateway nodes; i.e., the processing time for finding a potential event and for the adaptation for its posting in the SN Server. The delay is measured in milliseconds. The network load is measured as the number of bytes sent through the network from the sensors to the gateway. We also measured the bytes sent through the network from the gateway to the SN Server.
2) Performance Result
As mentioned earlier, we measured delay and network load for 100 messages. The average delay for posting about a temperature sensor event is 49.77 milliseconds. The average delay for posting an accelerometer event is 115.34 milliseconds. The network load in the gateway for 100 messages is 32498 bytes for the temperature sensor data, and 589186 bytes for the accelerometer data, which can be expressed as, on average, 324.98 bytes and 5891.86 bytes per message, respectively. The gateway forwarded 51% of the messages containing the temperature sensor data. For the accelerometer, the gateway forwarded only 27% of the received messages. The gateway filtered the rest of the data.
As we can see, the average delay and the network load are higher for the accelerometer than for the temperature sensor. This is because the accelerometer aggregates 100 samples per message. These delays are acceptable when considering the scenario. According to [27] , a delay of less than 500ms for medical telemetry is considered to be reasonable.
The proof-of-concept prototype shows that the proposed SN and overlay gateway architecture is capable of generating automatic posts to the SN within an acceptable delay. Finally, the overlay gateway promotes scalability and improves the overall network load. Enhanced event detection algorithms and more sophisticated filtering systems in the gateway would improve the performance of the proposed architecture.
VI. CONCLUSION
This paper has introduced an architecture to enable the M2M to generate automatic posts for the SN. The M2M generates the information, and the SN disseminates the information among the users' COIs. The proposed architecture relies on an overlay-based gateway. This gateway makes the architecture scalable with respect to the number of M2M devices. We have implemented a proof of concept to demonstrate the feasibility of the proposed architecture and partially evaluated its performance. The gateway also filters the M2M data and helps to improve the network load. The proposed architecture can be extended to support security and quality of service.
