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Abstract
Manufacturing applications of virtual reality (VR) technology are growing. The challenge is to
design, implement, and integrate VR simulation for manufacturing systems that improves the
effectiveness of the planning process. This dissertation provides the industry with the technical
infrastructure necessary to design a high-fidelity, collaborative virtual manufacturing planning
system. It introduces the VR setup, the VR planning process, and the use of integrated hardware
and software to produce high-fidelity simulations. The dissertation also provides a framework
and set of guidelines for the architecture of the VR system. The framework is demonstrated by a
high-fidelity VR simulation of a stamping process. The demonstrated product is an inner panel of
an automotive front door. The VR simulation presents a method of visualizing computer-aided
engineering content. A novel comprehensive framework and scales for the fidelity evaluation of
VR systems is also presented. In this work, VR applications in manufacturing are analyzed, and
future VR opportunities and challenges are also presented.
Objective evaluation of the VR simulation was conducted using the fidelity framework
and the scales, whereas the subjective evaluation methods used were VR-simulation-driven data
interpretation. The VR simulation was evaluated by a selective sample of senior engineering
students using a highly reliable scale (Cronbach’s Alpha = .93) questionnaire that was designed
to evaluate functionality, performance, and experience. The results of the subjective evaluation
validate the evaluation of objective scales to be high-medium for the VR system used (M =
12.91, M = 5.11) respectively. Significant positive relationships were found between all factors,
except distraction, which had a significant negative relationship with fidelity. Overall, the
realism and sensory systems factors were found to be the main significant factors affecting the
fidelity of the VR system.
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Fidelity of Virtual Reality System
Fidelity represents the extent to which the design of the simulation and the virtual
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Digital Twin
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Immersion
The objective level of sensory fidelity a VR system provides. Immersion is a
technological aspect of virtual environment that derived from the hardware and software
constraints.
Mixed Reality
Any environment which consists of a blending of real and virtual objects.
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Virtual Reality Simulation
A virtual simulation refers to a simulation involving real people operating simulated
systems using VR technology.
Acronym
CAVE: Cave Automatic Virtual Environment
CAD: Computer-Aided Design
CAE: Computer-Aided Engineering
CAM: Computer-Aided Manufacturing
CF: Control Factor
DF: Distraction Factor
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HMD: Head-mounted Display
IM: Immersion
P: Presence
RF: Realism Factor
SF: Sensory Factor
VMPS: Virtual Manufacturing Planning System
VR: Virtual Reality
VE: Virtual Environment
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1. Chapter 1:
Introduction and Problem Background
Virtual reality (VR) systems have come a long way since the 1960s when VR
technologies were first proposed as a system that can display data and information to all of a
user’s senses. Also, the display system should be able to produce an equal or bigger resolution
than can be achieved naturally (Richardson, 2017; Wolfartsberger, 2019). VR provides an
indirect experience through a virtual space, which interacts with the human sensory systems and
overcomes the spatial and physical constraints of the real world (Richardson, 2017). There are a
range of heterogeneous definitions of VR; these definitions as the VR technologies continue to
grow and advance. Rheingold et al. (1991) defined VR as an experience in which users are
surrounded by a three-dimensions computer-generated representation. In the virtual world, users
are able to move around and see it from different angles. Also, VR can be defined as the use
of computer modeling and simulation that enables a person to interact with an artificial threedimensional (3-D) visual or other sensory environment (Slater et al., 2020). Likewise, VR refers
to an environment represented by models and simulations. This environment is interactive,
allowing the participant to look and navigate about the environment, enhancing the immersion
effect (Department of Defense, 2021). Also, virtual simulation refers to a simulation involving
real people operating simulated systems.
Lopreiato et al. (2017) defined VR as simulations that use a variety of immersive, highly
visual, 3D characteristics to replicate real-life situations. VR simulation is distinguished from
computer-based simulation in that it generally incorporates physical or other interfaces such as a
computer keyboard, a mouse, speech and voice recognition, motion sensors, or haptic devices’’
(p.40). Unlike augmented reality (AR), VR is a technology that creates an artificial world for the
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decision makers to experience. VR generates an interactive immersive experience that allow
users to simulate different scenarios, create alternatives, and collaboratively, make real-time
decisions. There are several factors considered to create a high-fidelity immersive virtual
experiences and maintain it without making users feel disoriented and disorganized.
In today’s technologically driven world, the importance of disruptive technologies, such
as VR, is growing (Alcacer et al., 2019; Ghobakhloo et al., 2018; Guo et al., 2020). Firms must
develop innovative products faster and more efficiently to respond promptly to market needs.
Also, manufacturers must improve their competitiveness by combining manufacturing processes
with advanced technologies. VR technology has become an affordable, yet powerful, tool to do
that (Akpan & Shanker, 2017) as it offers opportunities to reduce the time and cost of the
manufacturing planning processes (Choi et al., 2015).
Several contributions have been made on exploring the VR applications in
manufacturing. The most recent literature review focusing on VR applications in the
manufacturing planning was published in 2015 (Choi et al., 2015). However, that review was not
fully systematic due to the limited analysis of future implications and challenges of VR in
manufacturing. In general, most of the reviews that have been conducted on this topic have not
been conducted rigorously through a systematic review. One exception focuses only on
maintenance operations (Guo et al., 2020). Similarly, Alcácer et al. (2019) and Akpan and
Shanker (2017) have a limited focus on VR’s simulation applications. Bendul et al. (2019),
Ghobakhloo et al. (2018), and Paritala et al. (2017) provided a broad range of applications in
industry 4.0, especially the digital-physical exchange of data. However, the broader context of
current challenges or future research directions, for example, the organizational challenges, are
not considered in those studies.
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VR’s goal is to fully immerse a user in a VE through simulating the same kinds of
physical and psychological reactions they would experience in the real world. In addition, VR
provides the feeling of presence, which is the illusion of being inside the virtual world (Slater,
2009; Slater et al., 2010). Immersion and presence are considered as the main drivers of fidelity
of VR systems. Fidelity is a common and useful concept for distinguishing different VR systems.
The ultimate goal for VR is to provide a high-fidelity experience similar to the real world.
Fidelity represents the extent to which the design of the simulation and the virtual experience
replicate the actual of the real experience (Hoogenes, 2018). Several contributions were made by
researchers to evaluate fidelity of VR systems. Yet, the evaluating of the VR systems' fidelity is
still indistinct, in particular, and debatable.
Motivation
The task of constructing a digital twin (DT) of manufacturing processes is complex and
requires extensive efforts. Many researchers have focused on this goal over the past decades.
Building a virtual factory requires integrated expertise from different fields and concerted
efforts. VR researchers work intensely at advancing the field using cutting edge computer
graphics simulation technologies. In addition, engineers, cognitive scientists, psychologists, and
expert artists and animators are crucial contributors to this field. Such a variety of disciplines are
needed in order to create a realistic, virtual factory that simulates manufacturing processes.
While the ultimate goal of building the ideal virtual factory is challenging, significant
progress has been made. Several studies have shown VR technology is an enabling platform for
design and development tools within manufacturing and operations planning (Bendul & Blunck,
2019; Bordegoni & Ferrise 2013; Cipresso et al., 2019; Dorozhkin et al., 2012; Söderberg et al.,
2017; Wenzel & Jessen 2001). Advances in VR systems have expanded VR applications in
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different fields and have led to VR becoming a dominant tool for training and experiments across
several fields (Cabrera & Wachs 2017).
Currently, even though much progress has been made in the development of VR
technologies that can be easily adopted in home environments using head-mounted display
(HMD) devices, the technology is still being improved to make computer-generated worlds as
believable as reality. VR technologies are still under development, but measuring the fidelity of
VR systems is still not comprehensive enough to address all human-sensory systems. VR
applications have different purposes and end-objectives. Nevertheless, VR simulations do not
need to alert all human-sensory systems to achieve the objectives for which they were created.
As a result, the digital sensory systems used in the VE are considered the main aspect that affects
the overall fidelity of the VR experience, specifically the visual system fidelity. This led us to a
question: Do current measurements of VR applications’ fidelity effectively and accurately
measure fidelity? Hence, future studies are needed to capture objective and subjective measures
of VR systems’ fidelity (Ragan et al., 2015).
In manufacturing, VR technologies are used to design, analyze, and represent complex
manufacturing activities. These activities are performed through an advanced human-computer
interface. This interface allows decision makers to visualize, investigate, and analyze
manufacturing planning as part of operations management. As a result, the introduction of VR
has had an outstanding effect on manufacturing in terms of development time and creating a safe
and efficient environment for both people and machines (de Paula Ferreira et al., 2020; Mourtzis
et al., 2015).
The applications of information technology and disruptive technologies like VR in
manufacturing have emerged in smart factories (Ghobakhloo et al., 2018). These applications
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range from supporting simple machining applications to manufacturing and supply chain
planning and control (Mourtzis et al., 2014). Digitalization in production is a combination of
manufacturing data and connectivity between production elements like robotics, machining,
sensors, and human workers. The visualization of the digital manufacturing system using VR
technology is levelized into three sub areas: factory-level prototyping (virtual layout planning),
virtual assembly environments, and virtual prototyping of lower-level manufacturing activities.
For instance, at the factory-level, VR is used primarily to support modification and simulation of
existing manufacturing cell or shop floors. Also, VR is used to optimize process design layouts.
Seminal contributions have been made by integrating VR and simulation as the foundation of
manufacturing and operations planning to prevent idle time and bottlenecks in manufacturing
systems (Akpan & Shanker, 2017; Dorozhkin et al, 2012; Fillatreau et al., 2013; Mourtzis et al.,
2014).
Problem Statement
As previously mentioned, VR is being used in manufacturing as an effective technology
to achieve prompt integration of information and decision-making through visualization. Yet,
exploring the applications of the VR technology in manufacturing planning are still in particular
unsystematic. Therefore, VR applications in manufacturing planning needs more exploration in
fully systematic review. It enriches analysis of current applications, future implications, and
challenges of VR in manufacturing planning at different levels. On the other hand, the current
evaluations of VR system focus on certain aspects such as visual, auditory, and haptics of the
system not the whole. Accordingly, there is a need for developing a comprehensive evaluation of
the fidelity of the VR systems considering all aspects and factors affecting it.
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The ultimate goal of manufacturing planning process is to increase productivity through
efficiency enhancement while also being profitable, economical, and environmentally friendly.
Accordingly, manufacturers strive to develop manufacturing plans in more efficient and effective
way. However, development of manufacturing plans has challenges associated with frequent
changes of the production portfolio regarding both volume and mix. These changes are results of
the competitive market that require continuous innovations like VR simulation. More
specifically, the integration of high-fidelity VR simulations in the manufacturing planning
process accelerates and improves the performance of developing plans and executing it. Most of
VR simulations found in the literature were focusing on specific tasks, case studies, and one
application. Also the fidelity of most these simulations and VR systems were found to be low to
medium considering all aspects and factors affecting fidelity. However, creating a high-fidelity
VR simulation for a factory is a challenging task. It requires advanced software and high
performance hardware to create a realistic VR environment. As a result, to create a high-fidelity
VR content for manufacturing planning at product, process, and operations level, it requires an
accurate configuration and integration of VR system.
In summary, the problem statement can be summarized as follows:
•

Exploring the applications of the VR technology in manufacturing planning are
unsystematic.

•

There is a need for developing a comprehensive evaluation of the fidelity of the VR
systems considering all aspects and factors affecting that fidelity can be evaluated and
improved in systematic way.

•

The VR systems’ fidelity of simulations and VR systems used in manufacturing planning
were found to be low to medium considering all aspects and factors affecting fidelity.
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Also, these simulations were found to perform one problem or manufacturing plan at the
time. Therefore, there is a need for multipurpose VR simulation that used for
manufacturing planning at different levels of product, process, and operations.
Objectives and Contributions
As mentioned in the introduction, the main objective of this dissertation is to
design and implement a VR manufacturing planning framework with high-fidelity. The
framework for creating virtual collaborative planning systems was derived from the
development process of the VR simulation of this dissertation. The VR simulation
enables manufacturers to plan, digitalize, visualize, validate, and verify manufacturing
systems and complex product designs in an interactive and immersive VE.
The methods and techniques by this framework were developed considering
specific objectives, such as (a) hierarchical product-process planning (Tang, 2018), (b)
precise modeling of manufacturing systems dedicated to producing the car door inner
panel, (c) direct interaction with virtual manufacturing aspects, (d) employment of realtime interaction, and (e) realistic simulations and motion construction of manufacturing
system elements.
The dissertation's outcomes introduced new approaches, techniques, and
evaluations, which contributed to the achievement of the dissertation objectives. The
specific aim is briefly summarized as follows along with the research roadmap
objectives:
•

To propose a novel comprehensive framework of real-time collaborative planning for
complex products using VR technology. The development of the framework was based
on applying and combining a DT concept and virtual planning process requirements. The
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framework illustrates virtual collaborative planning architecture, including core
processes, building blocks, and a detailed description of associated activities and
approaches to visualize manufacturing systems using VR technology.
Research Roadmap Objectives
As mentioned in the previous section, the framework aims at providing the industry with
technical infrastructure necessary to design and implement a high-fidelity collaborative virtual
manufacturing planning system. To achieve this goal, the following roadmap objectives were
developed to systematically create the framework:
•

To explore and demonstrate VR applications in manufacturing and operations planning,
determine opportunities with VR for future ventures, and examine challenges with VR
technologies in manufacturing planning. Likewise, to foresee the adaptation progress of
VR applications and contribute the know-how and requirements of developing virtual
manufacturing planning and control system. In this dissertation, past and current VR
applications in manufacturing were discussed and analyzed into three levels: operations
planning, product, and process levels.

•

To provide a novel comprehensive framework and a scale for evaluating VR systems'
fidelity for all industries by addressing their architecture and the factors that affect overall
fidelity for the digital sensory and interaction systems used in the VR simulation.

•

To design a multipurpose VR simulation with full-scale immersive, interactive
experience. The VR simulation was designed for enabling users to visualize, validate, and
verify manufacturing processes for the offered complex products by direct demonstration.
The demonstrated motions and actions were performed by users directly for specific VEs.
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The VR simulation enables users to simulate the manufacturing system and use it
for different purposes, such as manufacturing planning, research and development and
training. Additionally, it can be used for manufacturing systems development, validation,
verification, and other requirements for improving the overall performance of
manufacturing activities.
This dissertation's results are expected to be useful directly in fields such as VR,
manufacturing planning, computer graphics, computer animation, and robotics. Using
three-dimensional (3D) models of manufacturing systems from vendors helped in the
creation of motions and animations of manufacturing systems concerning actual life
manufacturing performance metrics. Finally, as presented in several chapters of this
dissertation, this approach simplifies and improves the delivery and visualization of
manufacturing techniques and simulations using VR technology.
Furthermore, in this dissertation, VR’s applications in manufacturing were discussed and
analyzed at operations, product, and process levels. The discussion and analyses were conducted
with respect to the integration of VR technology with Industry 4.0 and digital twin concepts. In
addition, future VR ventures and challenges for manufacturing and operations planning were
discussed. This dissertation provides the industrial sector with technical infrastructure necessary
to design a collaborative, virtual manufacturing planning system (VMPS). It also expands on this
system by introducing the VR system setup, the virtual manufacturing planning process, and the
integration of hardware and software to produce high-fidelity virtual simulation for
manufacturing planning purposes. The dissertation provides a framework and set of guidelines
for the architecture of the VR system. The framework and set of guidelines present a simulation
for the stamping process of a car front door inner panel. The VR simulation was designed to
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offer the industrial sector an efficient process of creating virtual process planning. The methods
used in evaluating this work were VR-simulation-driven data collection and interpretation. The
results of this dissertation provide an assessment of the effectiveness of collaborative
manufacturing planning processes with high-fidelity, using VR technology. Finally, the
dissertation presents a novel comprehensive framework and a scale for evaluating VR systems'
fidelity for all industries. The framework and scale describe the factors that affect overall fidelity
and how to systematically evaluate it.
Research Assumptions
The research problem assumed that all computer-aided design (CAD) input was
developed in a native format available for commercial CAD packages. Moreover, this
dissertation assumed that product design was producible, and the manufacturer had the capability
to implement the new technology. A further assumption was that the product development was
conducted in a systematic way based on proper market studies and feedback.
Research Plan and Framework
The aim of this dissertation was to provide the industrial sector with a comprehensive
framework of collaborative planning for complex products. Specifically, by using VR
technology in an interactive, immersive method. Then utilize it for planning and simulating
manufacturing aspects into operations, process, and product levels. To achieve this goal, a
preliminary study for a car door inner panel was established. This study was used for creating
guidelines of developing a scalable manufacturing environment with high-fidelity, using VR
technology. The manufacturing environment of the preliminary study was integrated and
visualized with VR technology. Accordingly, users could interact with a simulated, immersive,
3D environment in real time through multiple sensors. The impact of the VR simulation was
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examined according to the design process and users’ interactions with the system. Also, the
dissertation investigated factors affecting the planning and evaluation process and how this
process optimized and improved, using the framework of this dissertation.
The issues discussed above were investigated using data obtained from a sample of senior
engineering students from Eastern Michigan University (EMU) who have solid background in
product design or who are currently working in product design. A sample of students was
engaged in VR experience at EMU’s VR laboratory for the preliminary study, and they evaluated
the process through a survey, which were analyzed using SPSS software. A sample of senior
students was considered appropriate for this study for the following reasons: (a) they have the
required knowledge and experience to evaluate the new process, (b) it is recommended to
examine the process by professional designers in the same field of preliminary study. Figure 1.1
illustrates the research methodology to achieve the dissertation objectives.
Figure 1.1
Dissertation’s Research Methodology Flowchart

Establishment of the Dissertation Preliminary Study
Doors are a highly complex and fundamental part of the vehicle with respect to the
exterior and interior design. Doors represent a significant percentage of both the outer and the
inner surface of the vehicle. The main purpose of the car door is to allow users to enter and exit
the vehicle. The doors can be opened manually or be electrically powered. Generally, the main
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components of the vehicle door are the front door inner panel, two impact bars, and the front
door outer panel.
A conventional car door inner panel design of a separate header design, as shown in
Figure 1.2, was chosen as a preliminary study to demonstrate the manufacturing and assembly
processes for such using VR technology. A conventional car door design is hinged at its frontfacing edge, allowing the door to swing outward from the vehicle body.
Figure 1.2
Car Inner Panel for the Preliminary Study

Preliminary Study Objective
This preliminary study was fundamental in creating the framework of virtual
collaborative planning and the multipurpose VR simulation. Specifically, this preliminary study
demonstrates the process of planning a car’s front door inner panel in an interactive, immersive
experience with high-fidelity.
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The data and information presented in the preliminary study were estimated to simulate a
highly realistic, VR environment. All data and information concerning the elements of
manufacturing systems, such as machinery, robotics, material handling systems, and inspections,
were acquired from legitimate vendors to increase the experience fidelity. The findings and
analysis of the estimated numbers determined: (a) the types and number of workstations required
on the line, (b) the types of conveyor systems and/or other material handling systems required to
move the products through the workstations, (c) the length of the flow path of a car door inner
panel as it is being assembled, (d) the amount of time a car door panel spends in the plant during
assembly, and (e) the floor space requirements for the plant. These results and other findings
from analysis were used to develop the demonstration of the manufacturing and assembly
processes of the chosen inner door panel.
Car Door Panels’ Manufacturing and Assembly Plant. This preliminary study’s
problem deals with the analysis of workstation, material handling, and floor space requirements
for a car door panel manufacturing and assembly plant. The plant has a product-flow layout for
the pressing stage and a process-flow layout for the welding stage. This plant is capable of
producing 280 front and back side door panels on a daily basis (i.e., 70 front door panels), 35
door panels per hour for one 8-hour shift per day, 5 days per week, 50 weeks per year (i.e., a
total of 56,000 car doors per year). Only the inner and outer main panels are manufactured in the
plant using a stamping process. The window frame is delivered from outside suppliers. The plant
was built and virtualized as a one-story structure, including an inspection unit after the stamping
process, office space for management, technical, and other staff. Also, it includes a virtual
prototyping room for car door panels.
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Brief Description of the Manufacturing Process. The incoming materials are
temporarily stored on steel pallets in a raw material warehouse (RM-Warehouse) until they are
scheduled for production. Once they are ready for production, forklifts transfer the steel pallets,
which each contain around 200 sheets of metal with dimensions of (1.5*1.8*1.5) m, to the first
feeding area (feeding point 1) of the hydraulic press unit. The handling robotics from KUKA
with customized gripper heads feed a single blanked metal sheet at a time from the pallet to the
slat conveyor. Then, it transfers it to the second feeding point (feeding point 2). At the second
feeding point, KUKA handling robotics feed the hydraulic press unit with single blanked sheet
metal. Then, the hydraulic press draws the metal sheet into the desired shape of an inner panel
using a customized drawing die. Plus, the stamped sheet is transferred using KUKA handling
robotics to the trimming station. In trimming station the excess parts of the panel are cut using a
customized cutting die. Likewise, the trimmed stamped panel is transferred to the piercing
station using the conveyor belt between the two stations. At the piercing station a customized
piercing die is used to make holes on the panel as the required design.
The quality inspection unit is an automated laser inspection unit. The main inner panels
are automatically inspected in this unit for any defects resulting from the stamping process. The
main inner panel is transferred using the slat conveyor between the stamping and inspection
units, and each panel is set up on an inspection table and scanned using a laser.
After the main inner panel is inspected, it then moves into a temporary storage area that
serves as a buffer in case of significant delays in the setup process of the window frame. A slat
conveyor transfers the inner panel to the welding unit. The handling robotics from KUKA with
customized gripper heads feed the welding fixture.
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After the car door inner panel is completed, it then moves into a temporary storage area
that serves as a buffer in case of significant downtime delays in the next stations, like the body
shop. From the temporary storage area, the car door inner panel moves into other assembly
processes, where a series of processes are performed to assemble all the car door parts together.
Translation of the Preliminary Study to Virtual Content
Manufacturing process planning can be defined as the systematic determination of the
detailed methods by which products can be manufactured from raw material to finished product
(Grieve 1995). A complete virtual manufacturing planning process includes creating, visualizing,
and optimizing the whole transformation process from a raw material stock into a desired
product. In general, virtual manufacturing process planning includes designing manufacturing
systems and operations. The design includes analyzing geometrical features, dimensional sizes,
materials, etc. of the product.
Accordingly, manufacturing processes are selected to transform the product
specifications from CAD drawings into manufacturing operations. In Figure 1.3, the virtual
manufacturing planning model illustrates interactions between traditional manufacturing
planning and the virtual manufacturing planning model. Also, it shows a series of required steps
to be performed in order to create a virtual manufacturing system. Additionally, Tables 1.1 and
1.2 describe inputs, processes, and outputs for each step of the below model as well as the
interaction with the traditional manufacturing planning process.
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Figure 1.3
The Virtual Manufacturing Planning Model

Creation of the Virtual Reality Simulation
Using a preliminary study of a car door inner panel, this section defines the
implementation process of designing a collaborative VMPS. Also, it suggests a VR setup for the
system implementation. In this dissertation, the VR simulation deals with the analysis of the
workstation, material handling, and floor space requirements for the virtual plant. Table 1.3
summarizes the manufacturing processes, along with estimated cycle time for each process. The
cycle time of deep drawing hydraulic estimations was not as per real life situations because the
data collection process was limited to 5 minutes to experience the VR simulation.
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Table 1.1
Traditional Manufacturing Planning Processes
Description of Module
No.

Module
Input

Process
Analyze product features
and extract bill of materials
(BOM).

Output

1

Product
Selection &
Interpretation

Product
Design

Product
specifications and
manufacturing
features

2

Manufacturing
and Assembly
Process
Selection

Manufacturing Select and describe
features
manufacturing processes
needs for each part planned
to be produced and
assembly processes needs to
deliver the product.

Process flowchart

3

Machine,
Robotics, and
Tools
Selection

Manufacturing Determine machine,
features
robotics, and tools needs to
produce the product along
with capacities and
geometries.

List of
Manufacturing
Systems

4

Material
Handling
Planning

Manufacturing Determine material handling
features
systems needs to transfer the
product along with
capacities and geometries.

List of material
handling systems

5

Routing
Sequence
Planning

Process
planning

Describe and sequence the
required operations needs
for each manufacturing cell.

Route sheet for
each
manufacturing
cell

6

Quality
Planning

Process
planning

Describe quality assurance
methods and equipment
required to ensure delivery
of product at the desired
quality level.

Quality
Assurance Plan

7

Optimize the
plan

Manufacturing Perform simulation to reach
planning
the desired operations
conditions.

Process Plan
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Table 1.2
Virtual Manufacturing Planning Processes
No.

Module

Input
Product
specifications

Description of Module
Process
Create 3D CAD model of the
product along with the digital bill of
materials (DBOM), which includes
list of raw materials, subassemblies,
parts, quantities, features, and
texture to produce a product and
extract the texturing and rendering
of the 3D CAD model.

Output
Digital
product

1

Design Digital
Product &
Virtual
Prototyping

2

Design Digital Digital product and
Manufacturing manufacturing
Systems
features
List of
manufacturing
systems
List of material
handling systems

Create 3D CAD models of the
virtual representation of
manufacturing resources including
machining, material handling,
production systems, tools, and
workers needed to perform
manufacturing processes to produce
a product.

3D models of
manufacturing
systems

3

Design Digital
Operations

Create 3D virtual representation of
the manufacturing processes
sequence that has to be performed to
produce a product.

3D virtual
representation
of production
and assembly
lines

4

Animate
3D models of
Manufacturing manufacturing
Systems
systems
Route sheet for each
manufacturing cell

Create 3D virtual representation of
manufacturing processes operations
according to cycle times in route
sheet for each manufacturing cell.

Animated
manufacturing
systems in 3D
File Formats

5

Design Virtual Layout Planning
Factory
Environment

Create 3D virtual representation of
3D virtual
factory’s building details and layout. representation
of the factory

6

Perform
Graphics &
Rendering

3D virtual
representation of the
factory

Add lighting, cameras, materials,
shaders & textures, particles,
& visual effects.

3D virtual
representation
of the factory

7

Create VR
Application

Manufacturing
planning

Configure the VR application by
adding required customized scripts
for managing navigation and
controlling objects.

VR
application in
executable file
format

3D models of
manufacturing
systems
Process flowchart
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Evaluation of the Virtual Reality Simulation
This section discussed the factors and elements affecting the overall fidelity of a VR
system using the framework that will be discussed in greater detail in Chapter 3. The evaluation
process performed with respect to four interrelated aspects: (a) digital sensory system fidelity, (b)
interaction systems fidelity, (c) simulation system fidelity, and (d) integration among these
aspects to produce high-fidelity virtual experiences.
Table 1.3
The Manufacturing Processes Description
Work Element Description
Move blank sheet to slat conveyor

Machine
Robot KUKA KR500_R2830_MT

Time (s)
1

Move blank sheet to feeding point 2

Single lane In-Floor Slat Conveyor

1

Grip blank sheet from slat conveyor 1 and
place it at hydraulic presser’s bed
Press blank sheets

Robot KUKA KR500_R2830_MT

1

Deep drawing hydraulic press
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Grip stamped sheet from hydraulic press
and place it at slat conveyor 2

Robot KUKA KR500_R2830_MT

1

Move stamped panel to feeding trimming
machine

Single lane In-Floor Slat Conveyor,

1

Trim stamped panel
Move trimmed panel to feeding piercing
machine

Stamping press unit with two die beds 3
Single lane In-Floor Slat Conveyor,
2

Pierce trimmed panel
Move main inner panel to quality
inspection unit
Total Cycle time (sec)

Stamping press unit with two die beds 3
Single lane In-Floor Slat Conveyor
2
40

Conceptual Framework and Research Hypothesis
In the discussion of fidelity evaluation in the literature includes numerous definitions for
presence and immersion, and though several dimensions of fidelity are also identified. The
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interrelation between presence and immersion is not well understood as it depends on the
objectives of the VR simulation. In this dissertation, immersion and presence were measured by
breaking them down into subcomponents and evaluating the relations between these
subcomponents objectively and subjectively, according to the fidelity evaluation criteria for VR
systems presented. Therefore, the end results provide an opportunity to improve processes
associated with creating multipurpose VR application for manufacturing planning.
The principal aim in designing high-fidelity VR systems in manufacturing is to immerse
users to such an extent in the virtual worlds that they accept the virtual world as real. The fidelity
of VR system is a measure of the degree to which a simulation system represents a real-world
system (Kang et al., 2021; Pan et al., 2006). Fidelity of VR systems was considered through two
constructs known as presence and immersion (Slater & Usoh, 1995; Slater, 1997; Slater, 2016).
Therefore, the main purpose of VR interaction is not limited to creating a VE that is easy to use,
it is also about making users feel as though they are inside the virtual world. Accordingly, the
term presence has been associated with three types of illusions:
•

Place illusion, which is the sense of being in the VE, even when one is physically situated
in another environment (Witmer & Singer, 1998; Witmer & Singer, 2005). Place illusion
is about matching users’ perception and body movement, such as corresponding of
graphics with head and hand movements.

•

Plausibility illusion, which is a state of consciousness, the (psychological) sense of being
in the VE and interacting with it (Slater & Usoh, 1995; Slater, 1997; Slater, 2016).
Plausibility illusion is probably the most important illusion when it comes to designing
interactions in VE. It is how credibly the virtual world responds to user’s interactions. In
other words, it is how interactions in VE are perceived as real as in the real world.
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•

Embodiment illusion, which is the sense of being physically present within the VE and
having a body in it. The visual representation of a user inside a VE is called an “avatar.”
Researchers have debated the definition of immersion. Notably, Slater (1997, 2016) and
Slater and Usoh (1995) defined the term immersion as the objective level of sensory

fidelity a VR system provides. Accordingly, immersion can be derived from the hardware and
software constraints, such as the field of view, stereoscopic imaging quality, display size, display
resolution, frame rate and refresh rate amongst others (Slater & Usoh, 1995; Slater, 1997; Slater,
2016). Immersion is a technological aspect of VE.
Scale Development and Validation
The variables identified and used are described using the conceptual framework in Figure
1.4. Measuring immersion and presence using factors of control, sensory systems, distraction,
and realism relationships are summarized in the following research questions and hypotheses:
HA: Realism of VE has a significant positive impact on overall fidelity level.
HB: Sensory factor has a significant positive impact on overall fidelity level.
HC: Distraction factor has a significant negative impact on overall fidelity level.
HD: Control factor has a significant positive impact on overall fidelity level.
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Figure 1.4
Conceptual Research Framework

Methods
A simulation data driven method was used for data collection. A sample of 33
participants of senior engineering students at EMU interacted with the VR application of the
preliminary study. Then they evaluated the overall experience and system fidelity degree using a
standard survey. It consisted of 50 items with a 7-point Likert scale. The survey items were
designed to evaluate system functionality, system performance, and overall experience. Please
refer to Appendix A for the survey document used. Once data collection was finished, then all
data were integrated together to provide the broadest possible understanding as well as validating
outcomes from both methods. Figure 1.5 illustrates the process of developing the VR application
along with data collection in this dissertation. The advantages gained from the mixed method
were the ability to (a) collect quantitative and qualitative data at roughly the same time; (b)
assess information using parallel constructs for both types of data; (c) separately analyze both
types of data; (d) compare results through procedures, such as a side-by-side comparison in a
discussion, and (e) transform the qualitative data set into quantitative scores, or jointly display
both forms of data.
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Figure 1.5
Development and Evaluation Process of the Application

Purpose and Rationale of Using the Methods
The participants were senior engineering students from GameAbove College of
Engineering and Technology. The senior engineering students were selected to
effectively aid in evaluating the content. They were able to interact with the “new
product” to understand the process chain of the framework, and they could evaluate
system functionality, system performance, and overall experience.
The survey was utilized as surveys are the most rigorous method of gaining
insight into the opinion of the target users (Theil, 2014). The scale of 7-likert was used
based on findings by (Weijters, 2010) that such scales are recommended for the sample to
precisely describe their feedback on the VR simulation.
Resource Requirements
The major resource needed for this study was the VR laboratory at EMU. The lab was
utilized to conduct the VR experience and measure the efficiency of the VR application. The
researcher performed the development of the VR experience, data collection, and interpretation
under the supervision of the thesis advisor and senior engineering students from GameAbove
college of engineering and technology EMU. Also, senior students were selected for this study,
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to surge the credibility of the evaluation results, as they have enough knowledge and experience
to evaluate the VR simulation.
Factors and Issues
The dissertation warranted Institutional Review Board (IRB) review and approval before
proceeding. Potential respondents who were engaged in this study received a consent form
consisting of (a) cover letter that described the purpose of the study, description of the VR
laboratory, and equipment to be used during the experience, (b) description of potential risks and
benefits associated with the study, (c) confidentiality and disclosure agreement for respondents
and for the EMU VR laboratory, (d) biographies of the research team, (e) participation
agreement, and (f) laboratory safety instructions. Accordingly, participants were required to read
the consent form carefully and sign required documents before proceeding with the experience.
VR software licenses and hardware functionality were the main roadblocks in this study;
therefore, they were monitored on a regular basis to ensure system functioning before conducting
the VR experience.
Research Limitations
The study limitations should be noted. First, the current VR system at EMU lacks highfidelity auditory system. Thus, it impacted the immersion and the fidelity scores negatively.
Second, the VR simulation demo was limited to 5 minutes addressing all three applications. This
limited timeframe for sharing of information about the manufacturing processes in the simulation
may have affected the study findings. Third, the study only involved senior engineering students
without experts from the industry due to COVID restrictions. This may affect the evaluation
process. Finally, the sample size used in this study were limited due to the pandemic.
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Summary of Chapter
The application of VR in manufacturing are recognized in visualization of virtual
prototyping, static and dynamic simulations, manufacturing systems design, virtual training, and
manufacturing performance data. In this chapter, the dissertation problem statement and general
view on research methodology were discussed. In addition, factors, issues, and limitation were
highlighted.
Overview of Chapters
The remainder of this dissertation is organized as follows:
Chapter 2 presents a broad literature review on the fields related to this dissertation: VR
history, immersive system architecture, and VR applications in manufacturing, with particular
emphases on three levels: operations, process, and product.
Chapter 3 describes the framework for fidelity evaluation of immersive VR systems. The
chapter describes, at first, the fidelity evaluation building blocks, fidelity evaluation
methodology, and fidelity evaluation scale. Following a brief overview of fidelity evaluation
building blocks, the fidelity evaluation framework is described.
Chapter 4 discusses the technical infrastructure necessary to design and implement a
high-fidelity VR manufacturing planning system. The chapter also provides a framework and
guidelines for the collaborative VR manufacturing planning system's architecture based on VR
simulation content. The chapter presents the overall VR simulation and explains all the
implementation details and methodologies involved.
Chapter 5 aims to evaluate the fidelity of the VR simulation objectively and subjectively
and describes the evaluation methods performed to precisely evaluate each factor affecting
fidelity and overall VR system fidelity.
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Chapter 6 summarizes the dissertation conclusions with an analysis of the promising
directions for challenges and future research.
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2. Chapter 2:
A Review of the Literature
This chapter reviews the state-of-the-art research related to this dissertation. The
presented review presents a broad literature review on the fields related to this dissertation: (a)
VR history, (b) VR technology immersive system architecture, (c) fidelity, and (d) VR
applications in manufacturing, with particular emphases on three levels: operations, process, and
product. Additionally, this chapter provides definitions of basic concepts that are important for
understanding VR applications in manufacturing, such as industry 4.0, digital manufacturing,
and DT. In the review of past and current VR applications in manufacturing, 71 articles were
discussed and analyzed into three levels: operations planning, product, and process levels.
The purpose of this section in the literature review is to identify VR applications in
manufacturing and operations planning and determine opportunities for VR in future
implications. Also, to examine challenges associated with VR technologies implementation in
manufacturing planning. Likewise, this section enables manufacturers to foresee the adaptation
progress of VR applications and contribute the know-how. In addition to requirements of
developing VMPS. VR applications can aid manufacturers in achieving rapid consolidation of
information and decision-making through visualization of simulation.
Virtual Reality Technology
VR technologies were first proposed as a system that can display data and information to
all senses of the user with an equal or bigger resolution than the one that can be achieved in a
natural way identical to the real world (Richardson, 2017; Wolfartsberger, 2019).
In the early 1990s, researchers Milgram et al. (1994) introduced a concept called the
reality-virtuality (RV) continuum. While the researchers originally designed the RV
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continuum to address mixed reality (MR) and the display technologies, the original framework is
still quite useful. They defined MR environments as environments where real world and virtual
objects are mixed and presented together. Their definition of MR served as an umbrella term that
encompassed both VR and AR technologies. According to the RV continuum, interfaces can be
classified according to the proportion of their content that is real versus how much is computergenerated, with reality and VR being the extreme cases as shown in Figure 2.1.
Between these two extremes lie MR interfaces, further classified as augmented reality
(AR) and augmented virtuality (AV). According to Milgram et al. (1994), many variations of
technology-altered forms of reality exist beyond the four listed in Figure 2.1; however, they
highlighted four prominent versions in a simplified representation of the RV continuum.
Although the RV continuum proposed by Milgram et al. identified a range of modifications to
reality that now correspond directly to the augmented and VR technologies of our day, rather
than the hypothetical technologies of the early 1990s, some terms like augmented virtuality are
not currently in use but are descriptive of the technologies on the horizon.
Currently, even though much progress has been achieved toward the development of VR
technologies that can be easily adopted in home environments using HMD devices, technology is
being improved to make computer-generated worlds as believable as reality. With millions of
people forced to work remotely due to the COVID-19 pandemic, VR technology has become
more attractive and feasible, corresponding with the changing nature of how companies do
business. These changes might be permanent or temporary, but more advanced VR headsets and
software could change the game if remote work becomes the long-term normal.
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Figure 2.1
The Reality-Virtuality Continuum

Note. The reality virtuality continuum is a model that describes different types of mixed reality.
This image was adopted from Revisiting Milgram and Kishino's reality-virtuality continuum, by
Milgram et al. (1994), Frontiers in Virtual Reality.
Virtual Reality History
The early history of VR spanned multiple decades. During the 1960s, the Sword of
Damocles system was built by Ivan Sutherland and started the digital age of VR. The system
modules were HMD, equipped with a rotation tracking system. The HMD was designed to track
the user’s head and accordingly update the graphics, including stereo sound, but did not provide
any interactivity. In the late 1980s, NASA launched a system called the VIEW workstation. The
system was used by NASA for numerous projects, including training astronauts. Some of this
technology was then taken by a company called Virtual Programming Languages (VPL)
Research, which was in part founded by Jaron Lanier and Thomas Zimmerman who invented the
term “virtual reality.”
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In the late 1980s, the term VR in its modern meaning was popularized by Jaron Lanier,
the founder of the VPL research company (Lewis & Bytes, 1994) who worked on the system
called “Reality Built for Two.” In the early, 90s, the CAVE system was invented by Carolina
Cruz-Neira, Daniel Sandin, and Thomas DeFanti of the University of Illinois. The CAVE system
changed the paradigm of VR by offering a setup less cumbersome than current HMDs, easier to
interact with, and with a large Field of View (FOV) and depth cues (Cruz-Neira et al., 1992).
The CAVE system was based on back-projecting images on walls surrounding the user. For the
first time, this setup allowed for multi-user immersion and interaction in a shared virtual space.
In 2012, Palmer Lucky launched a Kickstarter to fund the product and development of his
prototype headset, the Oculus Rift. Between 2016 and 2017, major technology enterprises
unleashed VR products that were ready to expand the usage of VR in different fields. The Rift
and the HTC Vive led the way, but the floodgates have truly opened. Figure 2.2 is a summary of
major AR/VR developments and shows that VR development in big technological companies
rapidly increased between 2010 and 2017.
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Figure 2.2
The Development in VR Technology in The Last Decade

Note. The image shows the development in VR technology in the last decade. This image was
adopted from AcceleratingBiz. Copyright by AcceleratingBiz Company.
Nowadays, VR is shifting rapidly, and many advances are on the horizon in VR hardware
and software. MR systems and sophisticated technologies are now part of standalone VR
headsets. The key development in VR systems can be seen through wider FOV, varifocal
technology, hand scanning, eye tracking, and other interaction devices.
Immersive Modeling Infrastructure
In VR technologies, the devices and programs used in the creation of virtual space play
an integral role in the fidelity and immersion of the virtual experience. VR immersive systems
provide a complete simulated experience due to the support of several human-sensory output
devices, such as VR 3D shutter glasses and HMDs that enrich the stereoscopic view of the VE
during navigation.
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Immersion is one of the central features of VR technologies; it refers to the amount of
human senses involved in the VR experience, and it can be evaluated through the degree of
interaction involved, as well as the realistic degree of objects used to create the VR environment
(Cipresso et al., 2018). Immersion is directly related to the physical configuration of the VR
system through stereoscopic vision and spatial sound so that users can perceive the VE as in real
life. To create a deep sense of immersion, good design in VEs highly affects the overall VR
fidelity; Grimshaw (2014) described immersion as “the more immersion, the more identity, the
more believability, the more change to the user” (p. 33).
Previously, VR display systems could be classified with respect to immersion as the
following: (a) non-immersive systems that use desktops to reproduce images of the space, (b)
semi-immersive systems that provide stereoscopic 3D scenes on a monitor using projection, and
(c) immersive systems that provide complete simulation of the space with the support of sensory
outputs (Kyrikou & Chrysanthou, 2017). However, such classification of VR systems has
numerous limitations. For instance, this classification criterion is limited to visual display
specifications. VR is a system composed of various hardware and software. Although the
characteristics of the visual display have a dominant influence on the subjective sense of
immersion, the immersive feeling can be improved or reduced by factors other than the visual
display. Also, there is no objective criterion for the semi-immersive level. For this reason, the
same system can be classified differently. In addition, the immersion level may differ even for
the same classification condition. For example, typical desktop VRs are classified as nonimmersive VRs. However, there is no clear basis for whether desktop VRs with added tracking
technology should be classified as non-immersive.
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Stereoscopic 3D Display
Humans are equipped with two eyes that are situated close together, and this positioning
makes us view the same object from slightly different angles. To obtain 3D stereoscopic vision,
our brain receives information from each eye, unites them as one picture, and interprets the slight
difference between each eye view as depth. Based on binocular difference in retina, the human
brain extracts 3D depth information for height, width, and depth (Wibirama et al., 2017).
In VR systems, stereoscopic 3D is implemented through the rendering of left and right
images using a graphic card system that separates the view of right and left eyes. This rendering
technique is broadly known as quad-buffering (Cárcamo et al., 2017). The display system is a
major part of the VR system and a main element that affects the visual fidelity of the VR
experience. The display system allows users to view and interact with the VR experience.
Accordingly, the specifications and quality of the display systems, such as display resolution
pixels and display size, are important to obtain a high quality of stereoscopic vision. A suitable
method for obtaining a large display area and high resolution of images is to use CAVE systems.
CAVEs are equipped with high brightness projectors that project images on large and multiple
surfaces. CAVE can be viewed by multiple users at the same time in a collaborative, interactive
approach. In CAVE systems, each projector projects the VR content on each corresponding
screen, and the projectors are mostly set up on the back of the screen so that the user can move
freely in front of the screen without occluding the projected images. Furthermore, to generate a
stereoscopic vision using projection-based systems, two main methods are used, active and
passive stereo systems, as the following:
Active Stereoscopic. In active stereoscopic systems, the display system (display screen,
projector) is used to generate images for the left and right eye interchangeably. An active stereo
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system mostly uses shutter glasses or active polarization filters. These shutter glasses are
controlled by the graphics system, either through a wire connection or via wireless infrared.
Also, the glasses in sync with the rendered left/right images to ensure that the users see only the
left image in the left eye and the right image in the right eye. To prevent eye fatigue, the frame
rate of an active stereo display should be at least 100 Hz or 50 Hz per eye.
Passive Stereoscopic. In passive stereoscopic systems, two display devices are used: one
for each eye. In passive stereo systems, static polarization filters are used to polarize each eye’s
images from the projectors. The users wear low cost, lightweight polarized glasses to direct the
left/right images into the correct eye. As a result, two graphic cards are needed, in addition to
two projectors that need to be precisely calibrated and aligned. Moreover, in polarization
systems, the choice material of the display screen can influence the polarization direction of
incident light, especially for back-projection systems.
Technologically, VR systems include input and output devices; input devices include
bend-sensing gloves or haptics. Haptics are dedicated for communication between VR users and
virtual space as well as tracking and detecting users’ movement in the virtual space. Moreover,
output devices, such as VR glasses and high-end multiscreen systems, are dedicated to
simulating human body senses, like vision, touch, hearing, and smell, and provide realism to the
virtual experience (Cipresso et al., 2018).
Humans experience virtuality in many domains and thus have a conception of the virtual
as being a part of reality (Grimshaw, 2014). Presence is a concept that explains how we perceive
our relationship(s) to virtuality and reality (Grimshaw, 2014). It is a mental state in which users
recall VR experiences as if they actually occurred. It provides a sense of embodied cognition,
which comes from interactions and expressions simulated by a user’s avatar and a visible and
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tangible effect within the VE. Moreover, the use of an avatar, which is a digital representation of
the user inside the VR experience, can affect and alter human behavior outside virtuality
(Grimshaw, 2014). According to Slater and Wilbur (1997), “Presence is a state of consciousness,
the (psychological) sense of being in the VE” (pp. 603). Therefore, the degree of interactivity,
fidelity of human-sensory systems, and other psychological stimuli are important to create a
sense of presence in an artificial environment.
Indeed, two main factors affect the degree of presence (spatial and self-presence) in VR
experiences; the first factor is vividness, which refers to the technology’s ability to produce a
rich human-sensory interaction through the integration of visual, auditory, and haptic elements.
The second factor is interactivity, which refers to the degree to which the VR environment can
respond to user input (responsiveness) and the ability of the user to respond to the VR
environment (multimodality). Higher degrees of vividness and interactivity provide higher levels
of presence and enrich the VR experience (Yam et al., 2017).
Immersive System Architecture
VR is a 3D computer-generated simulation of the virtual world, and users have the ability
to interact with objects in an immersive experience. The VR system includes different hardware,
software, and middleware in specific arrangements and combinations (configuration) to transfer,
interpret, and render the data that results from users’ interactions with the VE (integration).
First, users use an input device to visualize, initiate action, and generate data of the
representation of the virtual world (VR simulation), including location and orientation through a
tracking system. The generated data from input devices are interpreted through middleware that
considers different rules and behaviors, such as the animation’s motions, physics, and device
manager rules, in the VR simulation. Practically, the game engine is integrated with the
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middleware and through the 3D Application Programming Interface (API), which is a collection
of many libraries to communicate automatically with hardware drivers and start the graphics
processing function of 3D graphics chips. API has greatly improved the efficiency of 3D
programming. At present, the most popular 3D APIs are Direct 3D and OpenGL (Loannidis &
Boutsi, 2020). Finally, the middleware renders the VR simulation and generates interaction with
the user through output devices. This cycle allows us to define the VR system components,
configure the system components, and integrate the data of the VR system. Figure 2.3 illustrates
the VR system data cycle.
Figure 2.3
The Virtual Reality System Data Cycle
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Core Virtual Reality Systems
The collaborative immersive system involves a set of core components required for
designing and implementing the VMPS. This system should be configured and integrated to
produce a high-fidelity VE for manufacturing planning. The core components necessary for
designing and implementing the VMPSs as follows:
•

A VR simulation system, which handles the design, creation, and management of the
virtual content of the manufacturing systems. This component includes the virtual
representations of the manufacturing systems and products.

•

A motion tracking system, which handles the mapping of the head and hand tracking and
updates the viewpoint of the virtual world to match the real-world’s viewpoints.

•

A digital sensory system, which includes all digital sensory systems involved in the VE.
The visual system is a mandatory and fundamental system in VR. It is the system that
handles stereoscopic vision generation through a set of hardware used to display the VE.

•

The integration of system data that serves as the connection point for all components of a
VR system to ensure synchronization between the heterogeneous devices used in the VE.

Virtual Reality System Building Block
In this section, the building blocks and requirements for a VR system to achieve an
immersive, high-fidelity experience are presented. Such a system should be able to present
simulations with high-quality graphics and accurately track a user’s real body, therefore
providing a match between the human-sensory systems and VR systems. The building blocks
of designing and operating a VR system are as follows:
•

Hardware: the VR hardware includes input and output devices that produce stimuli that
override the different senses of the user (sight, hearing, touch, smell, and taste) according
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to human motions and interactions in the virtual experience. The VR hardware
accomplishes this by tracking systems and input devices through motion trackers or
sensors. The sensors and the tracking objects of the VR hardware convert the energy
received from users into a transferrable signal to be interpreted by middleware or
software. Input devices are responsible for providing users with a sense of immersion and
providing data to computers. It is any device that allow users to navigate and interact
within the virtual world that represents the real-world system. Input devices can be
joysticks, mouse/keyboard, force balls/tracking balls, controller wands, VR gloves,
trackpads, on-device control buttons, motion trackers, and bodysuits. Whereas output
devices are responsible for displaying VR content, including visual, auditory, or haptic
displays. For instance, output devices can be 3D displays, screens, projectors, and VR
gloves. Until now, the current state-of-the-art VR systems could not reach the point of
simulating all human senses in an ideal manner.
•

Software is responsible for managing and analyzing incoming data from hardware in
order to generate interactions in the VR experience. Additionally, software is the tool to
create and design VEs. For instance, 3D modeling software like SolidWorks allows users
to construct 3D representations of an object’s geometry and other characteristics, like
visual properties, while game engines like Unity 3D allow users to manipulate visual and
auditory aspects of the VR experience.

•

Integration/Middleware acts like the motor of the integration process of VR systems. The
role of middleware is to link PCs and servers. It provides the VR engine information that
enables internal and external VR functions to pass data between each other. For example,
VR enablers act as a simulation software that integrates all the hardware and software
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components together. Middleware for VR platforms accepts data from the input devices,
performs 3D interactions, and updates the displays according to the user’s orientation.
Virtual Reality Systems
A VR system’s purpose is to provide users with real-time interactivity tracked by the
system using 3D stereoscopic display. HMDs, such as Oculus Rift Leap and Kinect sensors
Magic Leap, achieve this purpose by using small display screens that move with the
viewer. HMDs isolate the user from his surrounding real environment, which can be highly
intrusive and confusing. In contrast, in the high-end multiscreen systems, the projection plane is
fixed and does not move with the viewer’s position and angle as it does in HMDs. High-end
multiscreen systems are a collaborative VR system that allows different users to interact in an
immersive collaborative environment without complete isolation from their real environment.
Table 2.1 shows a comprehensive comparison between major players in HMDs in the VR
industry (as of June 18, 2020).
With respect to immersion, HMDs provide a highly immersive experience as users are
completely isolated from their surroundings whereas in the high-end multiscreen system, the
immersion might be lost if the system is not six-walls. For instance, in a four-wall VR system,
the user might lose the sense of immersion if their line of sight goes beyond the 3D stereoscopic
eyeglass frame.
For the FOV, HMDs commonly have a FOV around 100 degrees whereas in the high-end
multiscreen system, the FOV is around 170 degrees. Therefore, HMDs are inferior to humans’
actual FOV. On the other hand, most high-end multiscreen systems run at a frame rate of 60
frames per second while HMDs run at 90 frames per second.

40

Table 2.1
A Comparison Between HMDs in the VR Industry
HMD Device
Brand

Resolution

FOV

Refresh Rate

Input

HTC Vive Pro

1440x1600

110°

90Hz

Wireless Motion
Controllers

Royole Moon

1920x1080

N/A

60Hz

HDMI, USB,
WiFi

Oculus Rift

1080x1200

110°

90Hz

HDMI 1.3

Samsung Odyssey,
Samsung

1440x1600

110°

90Hz

USB, HDMI

Dell Visor
Windows MR
Headset

1440x1440

105°

90Hz

Wireless Motion
Controllers

Lenovo Explorer
Windows MR
Headset

1440x1440

105°

90Hz

Wireless Motion
Controllers

Acer Windows
MR Developer’s
Edition HMD

1440x1440

105°

90Hz

Motion
Controllers

Sony PlayStation
VR

960x1080

110º

120Hz or
90Hz

Wands

Note. FOV stands for Field of View. USB stands for Universal Serial Bus. HDMI stands for HighDefinition Multimedia Interface.
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As a result, the CAVE systems have been found to be more effective for engineering and
manufacturing planning applications since they overcome limitations in HMDs. Table 2.2.
summarizes the differences between CAVE systems and HMDs.
Table 2.2
A Comparison Between CAVE Systems and HMDs
Criteria

HMD

CAVE

Immersion

Completely Immersive

Completely Immersive/
Immersive

Presence

Full Isolation from
Surroundings

Semi Isolation from
Surroundings

Display Resolution
Pixel

~1 Mpixel per eye

~2-24 Mpixels per screen

Image Quality

Low to Medium

High

Field of View

100 degrees

170 degrees

Tracking Error/Latency

Highly Sensitive

Low Sensitivity

Tracking Volume

Limited Movement

Free Movement

Usage of Wires

Uses Wires

Completely Wireless

No. of Users

Single user

Multiple Users

Comfort of Headset

Bulky

Wireless Lightweight 3D
Shutter Glasses

Collaboration

Limited

High

Cost

Very Low Cost

High Cost

In summary, preliminary research has strived to illuminate a practical evaluation for
fidelity and determine the effects of high-fidelity on task performance. Overall, these evaluations
indicate that high-fidelity VR systems likely afford better immersion than low-fidelity systems.
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For instance, to support a collaborative VE between users, Pala et al. (2021) found that the highfidelity CAVE systems are more effective than HMDs for performing tasks. Similarly, Byun et
al. (2019) found that CAVE systems were better for visualization of training, performance, and
education.
Fidelity Evaluation Building Blocks
Fidelity is how a VR system differs from other VR systems. Harris et al. (2020) proposed
that key elements of psychological, affective, and ergonomic fidelity are the real determinants of
VR system fidelity. The key elements of proposed psychological fidelity include the
measurement and comparison of mental effort, gaze behavior, and neural activity between real
and virtual tasks. Affective fidelity is the self-reported experiences of users or online monitoring
of psychophysiological indices of affect, and ergonomic fidelity assesses the realism of
interaction and tracking of the VR system. In this section, the building blocks and set of factors
required to evaluate fidelity of a VR system are presented. High-fidelity VR systems should be
able to present simulations with high-quality graphics and accurately track the users’ real body,
therefore providing a match between the human-sensory systems and VR systems. The building
blocks of evaluating and designing a VR system are as follows.
Digital Sensory System Fidelity
Digital sensory system fidelity consists of the sensory systems necessary to simulate a
specific event or task virtually. For instance, flowers in a field can be simulated using specific
sensory systems, such as visual, smell, and auditory, to evoke the impression of the flowers and
the field. Accordingly, the choice of digital sensory systems in the VR experience is highly
dependent on the VR simulation’s objectives and applications.
Visual Sensory System
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The fundamental aspect of VR systems is the visual system (Spanlang et al., 2014).
Consequently, the framework suggests the elements of visual system fidelity are the quality of
3D stereoscopic graphics, FOV, field of regard (FOR), frame rate, effective display size, and
display resolution pixel. Figure 2.4 summarizes factors affecting the fidelity of the visual system.
These visual system elements significantly affect aspects of the overall user experience of
fidelity (Menzies et al., 2016; Ragan et al., 2015). As a result, visual system fidelity induces and
highly influences the feeling of presence (Cummings & Bailenson, 2016). In terms of visual
system fidelity, prior research has shown that high-fidelity VR display systems (e.g., 3D graphics
and audio quality) facilitate immersion and presence (Bowman et al., 2012; Cummings &
Bailenson, 2016; Nabiyouni, 2015; Witmer & Singer, 2018).
Figure 2.4
Visual System Fidelity

Note. This figure shows the main factors affecting visual system fidelity along with different
types of virtual reality systems, which are the high-end multiscreen, HMD, and mobileVR.
A Stereoscopic 3D View. A stereoscopic 3D view refers to a unique visual feature that
differentiates VR systems from the majority of other visualization systems. In VR systems,
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stereoscopic 3D is implemented through the rendering of left and right images using a graphic
card system; this rendering technique is broadly known as quad-buffering (Norman, 2010).
Quality of 3D stereoscopic graphics is one of the sub-elements of the visual system fidelity. It
refers to the degree of realism of the visual graphics displayed by the system with respect to the
real world in terms of both accuracy and complexity. A low-fidelity degree of visual realism
results from using low-quality 3D models in terms of geometry and textures, and it may result
from aliasing in graphics. Graphics with high visual realism twin the real world. However,
Volonte et al. (2021) found that photorealistic rendering affects users’ perception where cartoon
characters were considered highly appealing compared with human-like appearance. Menzies et
al. (2017) found that stereoscopy has been shown to positively affect user performance for tasks
while also providing a greater sense of presence.
The display system is an essential element to build a VR system, and it has a major effect
on the visual system fidelity of the VR experience. The display system allows the user to view
and interact with the VR experience. Thus, the specifications and quality of the display systems,
such as the display resolution pixels and the effective display size, are important to obtain highquality stereoscopic vision.
Effective Display Size. Display size refers to the actual physical dimensions of the
display system. Ni et al. (2006) found that increasing effective display size and resolution
reliably improves task performance in large displays. Also, users experienced better navigation,
search, and comparison tasks in an information-rich VE when using large high-resolution
displays.
A suitable method for obtaining a large display area and high image resolution is to
acquire a CAVE system, which is equipped with high brightness projectors that project images

45

on multiple large surfaces that can be viewed by multiple users at the same time in a
collaborative, interactive approach
Display Resolution Pixel. Display resolution pixel refers to the degree of exactness with
which real-world graphics stimuli are reproduced by a display system. Dmitrenko et al. (2017)
found that display resolution affects presence and the overall effectiveness of VR devices.
Figure 2.5
The Field of View

Field of View (FOV). FOV is considered as another significant aspect of immersive
system modeling. It refers to the angular size of the area of the scene that a user can see directly
in the VR experience. Humans’ visual field has a slightly over 210-degree forward-facing
horizontal arc and a vertical range of 150 degrees (Norman, 2010). Figure 2.5 illustrates humans’
FOV limits and definition. A wider FOV allows the user to see more of the scene at once and to
use peripheral vision, while a narrower FOV allows the user to focus on the region of interest in
the VR experience. Common VR systems have a wide range of FOVs, from less than 30 degrees
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(e.g., in some consumer-level HMDs) to 180 degrees or more (e.g., in surround-screen displays
like CAVE). The wider the FOV, the more present the user is likely to feel in the experience.
Dmitrenko et al. (2017) found that increasing FOV has been demonstrated to improve user
performance for tasks that require high navigation accuracy. Also, it has a positive effect on the
effectiveness of VR devices.
Field of Regard (FOR). FOR refers to the total area that can be captured by a movable
sensor. The FOR is important in virtual worlds, as well as in the real world. For example, when
using the CAVE system, the user needs to look at the ceiling and floor screens and sometimes at
a back screen. When using an HMD in a virtual world, the user needs to look around. Thus, the
human FOR is important to consider along with the FOV in visual displays, including wide
HMDs, large displays, and multiple screens (Jang et al., 2016).
The Frame Rate. The frame rate refers to the degree of exactness with which real-world
graphics frames are reproduced by a display system. Frame rate has been shown to affect user
performance as increasing frame rate appears to increase users’ sense of presence, and it affects
the overall effectiveness of VR devices (Sargunam et al., 2017).
Auditory Sensory System
Developers of VR systems tend to focus mainly on the visual sensory system as it is
considered to be the fundamental aspect of VR systems (Spanlang et al., 2014). However, the
auditory system is powerful, and the technology exists to bring high-fidelity audio experiences
into VR (Cooper et al., 2018).
The fidelity of the auditory system consists of three main factors. The first factor is
quality of auditory stimuli, which refers to the degree to which the VR system’s auditory stimuli
corresponds with visual and other interaction systems’ cues. Several contributions suggest the
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potential benefits of integrating multiple sensory systems in virtual experiences (Bowman et al.,
2012; Cooper et al., 2018; Dmitrenko et al., 2017). Cooper et al. (2018) found significant main
effects of audio and tactile cues on task performance and on participants’ subjective ratings.
Dmitrenko et al. (2017) found that sound waves are readily turned on and off to correspond with
the values of digitization. Secondly, realism of the surrounding audio refers to the degree to
which the VR system’s auditory stimuli is a presentable reproduction of real-world sounds.
Bowman et al. (2012) found that high-fidelity realism of the surrounding environment in
auditory systems improves immersion and presence in virtual experiences. Thirdly, audio
resolution refers to the degree of exactness with which real-world sound stimuli are reproduced
by an auditory system. Bowman et al. (2012) found that high audio resolutions can improve
immersion and presence.
Haptics Sensory System
VR systems integrate haptics and modern sensor technology. More advanced systems,
like CAVE, use multiple stereoscopic displays, force-feedback devices (haptic interfaces), and
modern sensing techniques to capture accurate data for further analysis related to planning,
ergonomics, and virtual prototyping, among others. These systems should be designed for a
broader scale adoption using high-quality input and output devices.
In particular, haptics track users’ fingers movement on joints within the VR experience
and allow the streaming of data from gloves over the network. Haptics are useful as interactive
and training tools. Furthermore, VR applications that combine motion sensor technology and
high-fidelity graphics can motivate users to engage in the VR experience. A drawback with
motion sensors is that gloves still lack a consistent natural finger movement and force feedback
that produce physical reactions similar to the real world. Haptics are still an emerging technology
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that need more advancement in reproducing the desired force feedback. Also, wearing sensors
can cause inconvenience and discomfort for some users. Figure 2.6 illustrates the haptic
definition as well as factors affecting the fidelity of haptic systems.
Figure 2.6
Haptics System Fidelity

The fidelity of the haptic system consists of four main factors: (a) Haptic device design,
which refers to the number of DOF a user can have using a haptic device, the accuracy of haptic
movement interpretation by operating software, and the refresh rate. Liu et al. (2019)
demonstrated that the glove-based design yields have higher success rates in performing various
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tasks in VR. Also, Spanlang et al. (2014) found that some haptic devices impair participants from
moving freely during the experiment, thus limiting their range of motion. (b) Haptic movement
capability, which refers to the design and physical features accuracy through which users can
perform the required task accurately and effectively. For instance, such features can be the haptic
design, shape, material specifications, or user-interface. Spanlang et al. (2014) found the haptic
module should be designed to be simple, flexible, and applicable with different hardware and
software parts to be unplugged or replaced with new functionality when needed. (c) Haptic
navigation accuracy, which refers to the degree of accuracy with which an input/output device
estimates a position and an orientation in the VR simulation. Hence, the choice of a full-body
motion tracking system will greatly depend on the VR simulation content and the system setup
(Rogers et al., 2019). (d) Haptic force feedback, which refers to the degree of accuracy with
which an input/output device simulates the feedback of the user’s applied force during
interaction with objects in the VR simulation. Spanlang et al. (2014) found the delivery of haptic
stimulus is complicated by the variety and specialization of touch receptor cells in our skin for
the different types of haptic stimuli, such as pressure, vibration, force, and temperature.
For the other digital sensory systems, such as olfactory and taste, several studies have
explored challenges revolving around scent delivery, detection, and dispersal with respect to the
digital olfactory systems. Moreover, smell and taste are notoriously difficult to generate and
control with respect to a user’s movement (Dmitrenko et al., 2017; Kerruish, 2019). As the
number of detectors involved in human smell is in the thousands, it is difficult to code odors as a
mixture of a small number of primary odors (Rouby et al., 2002). Accordingly, these two senses
were not discussed thoroughly in the framework. Furthermore, as explained by Hoedt et al.
(2017), one challenge that can occur in haptic integration is lack of consistency in the

50

development and application of virtual assembly systems in terms of haptics feedback. Also, in
the 3D virtual interactions, there are limited possibilities to present haptic feedback (Nabiyouni
et al., 2015).
Tracking System Fidelity
There are different categories and classifications of motion tracking systems, each based
on different applications’ techniques, such as magnetic, acoustic, optical, and inertial trackers.
The focus of this dissertation was on optical tracking systems as they are used extensively in
engineering applications. Each of these classifications has advantages and disadvantages, but to
describe these is beyond the scope of this dissertation. Regardless of the technology used,
tracking systems can be classified according to their performance parameters, such as accuracy
and latency. Figure 2.7 shows an example of the optical tracking mechanism along with a
hardware sample.
Different physical factors have a direct effect on the performance of tracking systems,
which directly affects the fidelity of the overall virtual experience (Van der Kruk & Reijne,
2018). For instance, poor accuracy can affect synchronization between movement and its
representation. In addition, poor performance can cause corrupted outcome measures from the
VR simulation. Synchronization between VR users and VR systems is one of the main
determinants for effective audio-visual integration (Harrison et al., 2010) and an important
determinant of simulator fidelity (Wingler et al., 2020). Tracking system fidelity depends on two
sub-elements, according to the suggested model: (a) Motion tracking system accuracy, which
refers to the degree to which the user’s position and orientation are tracked by the VR system in
terms of accuracy. Van der Kruk and Reijne (2018) found that the accuracy of each tracking
system depends on the system specifications, such as weight and size of the sensors, maximum

51

capture volume per camera, and sampling frequency. (b) Synchronization of tracking data, which
refers to the degree of exactness with which user movements for a task in the real world are
reproduced accurately in the virtual world.
Figure 2.7
The Fidelity of Motion Tracking Systems

Note. This figure shows an example of a motion tracking system using optical tracking
technology at the virtual reality laboratory at Eastern Michigan University.
In turn, to create a high-fidelity 3D interaction in the VE, it is necessary to establish
accurate synchronization between movements in the real and the virtual world. Users’ interaction
can be supported by input/output devices, such as motion trackers, control devices (joysticks),
eye trackers, and data gloves.

52

Motion tracking systems are responsible for locating the position and orientation of
specific markers or sensors attached to the user’s body or the device used in the real world for
interaction and then transferring that information to the middleware (Satori, 2020; Spanlang et
al., 2014). Consequently, the middleware interprets and renders the data to visualize it for the
user. Motion tracking system fidelity is highly concerned with how accurately the user’s
movement corresponds to and synchronizes with position and orientation in the virtual world.
In motion tracking systems, the user’s movement in the virtual space can be tracked
through trackers on the full body, head, hand, or other body parts depending on the simulation
objectives. For instance, Pan and Steed (2019) investigated the effect of using a self-avatar,
which allows users to see their feet, legs, and other body parts related to their behavior. Spanlang
et al. (2014) discussed body tracking. Body tracking ideally tracks the movement of the user’s
body parts, including facial expressions. Similarly, Slater et al. (2016) argued that the virtual
body can be designed to look like the real one, or not, and body tracking can be programed to
move with real body movements and so on. In their review of recent literature in using VR for
pediatric pain, Won et al. (2017) found that the tracking capabilities inherent in embodied VR
experiences offers clinicians the ability to monitor their patients’ physical movements and
quantify rehabilitative effort using wearable monitors for tracking physiological data instead of
relying on self-report data. Overall, the fidelity of motion tracking systems increase as more
body parts were involved in the VE.
Consequently, a more sophisticated VR experience requires more advanced hardware and
software systems that are capable of producing a higher fidelity experience. Therefore, one of the
biggest challenges with current VR technology is the need for powerful hardware and software to
generate, simulate, and render data to create high-fidelity VR experiences.
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Simulation System Fidelity
Generic methods for modeling and generating animations and motions have been
extensively studied in engineering, biomechanics, robotics, and computer graphics. In the
literature, we can find a wide variety of methods to generate 3D models and character motions
based on a set of controllers. These methods are usually stable and quite suitable for robotics
purposes, but they might lack certain human-like characteristics in the generated motions. Hence,
the advantages and disadvantages of these various methods must be weighed in relation to the
VR content so that decisions about VR display and interaction systems can be made
appropriately and effectively. (Cabrera & Wachs, 2017).
The VR or digital content can be created from video-based contents such as 360 video
technique, model-based contents, or a mix of both. Computer-generated 3D content, also
sometimes referred to as computer generated imagery (CGI), can be used to simulate
photorealistic real-world images or to portray fantasy worlds with a wide range of 3D creatures.
However, the boundary between video and model-based VR could blur in the near future
because of emerging technologies in areas of computer vision and image-based capturing and
rendering methods, such as light field capture, photogrammetry, and volumetric capturing. The
focus of this dissertation was on model-based content or computer-generated 3D content. Table
2.3 summarizes the differences between video and model-based contents.
VR simulation architecture consists of 3D model design of simulation and 3D interaction
design in simulation. The 3D interaction design in VR simulation can be performed using natural
or magical interactions. The 3D interaction design process depends on the purpose and main
objectives of VR simulation and the nature of tasks performed in different VEs. Norman (2010)
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Table 2.3
A Comparison Between Video Content and Model-Based Content
Aspect
Capturing the
Content

Video Content
Real life images taken with analog
or digital camera stored in format
of images or pixels.

Model-Based Content
3D models along with animations,
graphics, mathematical descriptions
of the geometry and materials, and
the descriptions of lighting of 3D
models.

Photorealistic
Images Quality

Highly realistic real-world images.

Highly realistic virtual-world
images.

Content Format
Viewpoint

Real images or pixels
Fixed: restricts the user's
viewpoint to one specific position
or in some videos, to a dynamic
viewpoint chosen by the director,
not the user.

Computer-generated images
Dynamic: users have the ability
to control the virtual camera in real
time and look from any point of
view.

VR Display

Mobile VR: the image or videobased VR content limits how it is
displayed.
The user's viewpoint is limited to a
specific point and position
tracking, which comes with highend VR displays that does not
really add anything.
Not Interactive: VR content is
stored as images rather than 3D
objects
Fast

High-end VR display with not only
rotation but also position tracking.

News, TV series, and movies,
journalism, sports, medical
training (live surgery are produced
this way or using a combination of
both video content and computergenerated content,

Games, engineering, and design
applications, scientific data
visualizations, medical training

Position and
Orientation
Tracking

VR interaction

VR Content
Development Speed
Applications

Allows users to use their body to
observe an object naturally and thus
utilize the full capacity provided by
model-based VR.
Interactive: motor-based VR can
support real-time interaction with
VR controllers.
Slow
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argued that natural interactions performed using realistic interfaces are not necessarily superior
to enhance the VR simulation fidelity whereas magical interaction allows users to extend their
interactions to be more powerful. Therefore, designing a magical interaction in a VR simulation
is about creating real-world interactions and extending their range and power. In some cases, a
user might want to be able to do things that cannot be done in the real world. On one hand,
Bowman (2007), the guru of 3D interaction, has shown that magical interfaces can be much
more efficient and more usable than realistic interfaces in designing 3D interactions. On the
other hand, using magical interactions in VR simulations can reduce the plausibility of the
interaction, decreasing the feeling of presence.
Psychologist James Gibson (2014) argued about one of the most critical concepts in 3D
interaction design, which is affordances. An affordance refers to the functionality of 3D objects
inside the VR scene along with a presentation of the relationship between the object’s properties
and the technique of interaction with it. It is simply how a user perceives affordances as a user
interface element in the VE (Norman, 2010). For instance, in a VR scene of manufacturing
training for machine operators, when a machine operator sees machine start button, he realizes
that pressing that button starts the machine. Hence, an affordance is the relationship between the
properties of an object (machine start button) and the ability to act on it (pressing on the button
using hands). Accordingly, an affordance in the design of 3D interactions provides similar
experience to the real world compared to an interface. For illustration, workers can assemble and
disassemble a complex automotive part with a six-degree-of-freedom controller. In other words,
based on its properties, the type of controller to be used in the VE should be capable and efficient
to interact with virtual objects. As summary, simulation content should be designed with visual
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signals, signs, and gestures that indicate the presence of affordances in the VE. Proper designing
of affordances can overcome frustrations during the VE.
Integration of the System Data
One significant aspect of VR displays and tracking fidelity is the integration of the
system data. Proper integration of the VR system data allows users in a VE to observe, interact
with, and manipulate the surrounding VE through real-time update of the graphics according to
the viewpoint and interactions. The VR system data originates from several sources of data,
including VR hardware, 2D user interface, 3D user interface, head position and rotation tracking,
hand position and rotation tracking, and any other body parts motion tracking. Different user
inputs from different VR systems support VR interaction. Consequently, the main role in the
integration of VR system data is how to translate the captured data from different VR system
components, like interactions performed in real time by users, into a language that the computer
system understands and reacts to in a real time manner.
Other than users’ body motion tracking, VR system data could include physiology signals
and eye gaze. Physiological signals could include heart rate, brain activities, or muscle
activities. This normally requires some expertise in real-time data processing, and it can be used
in training and therapies. For instance, a tracking system can be used to design manufacturing
processes, taking into consideration health and safety issues by monitoring heart rate while
performing a certain manufacturing activity. Furthermore, VR simulation can be performed
using VR technology integrated with other physical devices that simulate certain movement
corresponding with the interaction in the simulation, such as using VR to simulate and validate a
new model of a car using an actual car steering wheel and driving controls as in the real car.
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The integration of the VR system data fidelity depends on producing a high-fidelity 3D
interaction in the VE by establishing an accurate synchronization between the user’s movements,
the display system, and other systems. A key fundamental fact about VR is that the graphics
update according to changes in the head viewpoint. This process refers to rendering, which is
basically the motion to photon time as shown in Figure 2.8. To avoid nausea and enjoy the
smoothest effects in the VE, it is recommended that rendering time should be under 20 ms, so the
display systems must have a total motion-to-photon latency of no larger than 20 ms to prevent
motion sickness and nausea during the VE (Carmack, 2013). Generally, the motion to photon
time includes three main steps to render an image, as shown in Figure 2.8. First, the tracking
system detects the position and orientation of the user and produces data for the display to
produce a view according to the change in the user’s body movements. Secondly, the visual
system interprets and processes the data to render 3D images.
Figure 2.8
Motion to Photon Time
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Furthermore, the 3D rendered images are displayed with correspondence to the user’s
body movements. As these steps are performed, the delay in the process results in motion-tophoton latency. In this case, the image does not exactly correspond to the actual body
coordination of the user, thereby causing the user to experience motion sickness or nausea. As a
result, the scale of integration of VR data classifies VR systems according to the motion to
photon time, with the minimum total motion-to-photon latency must be no larger than 20 ms.
During the 1990s, the design of the first high-end multiscreen systems, like CAVE,
changed the paradigm of VR by offering a less cumbersome setup than current HMD and by
providing collaborative environments, easier interaction, real-time interactivity, and a large FOV
and depth cues. Around the 2010s, the technological advancements and the involvement of major
technological companies (e.g., Microsoft, Facebook, Intel, Apple, Sony) opened new
opportunities for providing more affordable, high-quality consumer hardware for VR. Prior to
2020, there were pilot experiments in the field of AR and VR. Nowadays, VR companies are
preparing for mass deployments of collaborative experiences, which will open doors for DTs to
assess projects and facilities from the command center of an operator's desk, rather than in-office
only. VR advancements will enhance a range of applications through multi-user collaboration.
Virtual Reality in Manufacturing
Today’s business environment is dominated by hard to predict changes and uncertainties.
Manufacturers are leveraging their competitiveness through many approaches, such as
integrating information technology with manufacturing systems, reducing manufacturing costs,
and improving operations planning. These approaches have forced companies to turn to new and
emerging technologies, such as VR. VR is being used in manufacturing planning and operations
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as an effective technology to achieve prompt integration of information and decision-making
through visualization.
Virtual Reality in Industry 4.0
Industry 4.0 is a new trend in automation and data exchange in manufacturing industries.
The industry 4.0 concept aims to improve the transmission and flow of information in and out of
the organization through emerging innovative technologies like VR, big data, cybersecurity,
internet of things, cloud computing, and collaborative robots (Alcacer et al., 2019). The main
focus in industry 4.0 or smart factory concepts is the automation and integration of
manufacturing data collection and interpretation processes with a significantly limited role of
human factors (de Paula Ferreira et al., 2020).
In industry 4.0, virtualization plays an integral role in duplicating the physical
manufacturing environment and the entire value chain as a DT. In DT, manufacturing data from
the physical world is acquired by sensors and virtually simulated to improve the manufacturing
performance without any disruption of physical manufacturing system activities (Ghobakhloo et
al., 2018). Consequently, VR is the basis of visualization of the smart factory and smart product
in the industry 4.0 concept. Also, VR improves the human-machine interaction (Bendul &
Blunck, 2019) through virtual validation and verification of products and manufacturing systems
(Seth et al., 2011; Xu et al., 2013; Zawadzki & Żywicki, 2016). Furthermore, enterprise size is
one of the most influential factors that determines the level of process virtualization. For
instance, small and medium size enterprises (SMEs) might not be able to afford to establish
specialized units for modeling, simulation, and virtualization. SMEs can overcome this obstacle
by employing a smart factory in which virtual processes can be integrated with operations
planning and training processes.
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Digital Transformation in Manufacturing Planning
The manufacturing sector has been drastically evolving over the last two decades to meet
the needs of emerging markets through technology acceleration, green initiatives, and changing
consumer preferences. Digital manufacturing systems, as manifested in process modeling and
collaboration within the production planning process, will continue to transform the industry
significantly. This transformation will drive more disruptions and competitiveness across the
entire value chain. Digital manufacturing, which refers to the virtual representation of the real
physical manufacturing system with the ability to simulate the entire manufacturing processes
and product development in collaborative way in order to predict, solve, and control problems in
the VE (Paritala et al., 2017), will become the state-of-the-art technology for developing
customized products.
Recently, a new paradigm of visualizing data-driven manufacturing planning has
emerged (Tao et al., 2019). In this new paradigm, manufacturing data can be accumulated and
simulated through different phases of process and product development, including product
design, process development, production planning, layout planning, and training. Many
manufacturing enterprises have applied VR technologies to expedite product development and
manufacturing planning through virtual prototyping and virtual factories. VR provides an
immersive experience by creating an optically tracked, virtual space that interacts with the
human sensory systems and overcomes the spatial and physical constraints of the real world
(Yang et al., 2011). The applications of VR in manufacturing are recognized in visualization of
virtual prototyping, static and dynamic simulations, manufacturing systems design, virtual
training, and manufacturing performance data (Cipresso et al., 2018; Grajewski et al., 2013;
Jones, 2021; Turner et al., 2016). VR technology can be categorized as follows: expression
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technology for stimulating human sensory systems, interaction technology for interfacing reality
with VR, authoring technology for developing VR content, and collaboration technology that
networks multiple participants within a VR space (Bendul et al., 2019; Choi et al., 2015).
Manufacturing planning is the information and documentation that constitute the product
design flows into the planning function. The information-processing activities include process
planning, master scheduling, material requirements planning, and capacity planning.
Manufacturing planning includes deciding what processes should be used to make the parts and
assemble the products (Groover, 2015). Manufacturing planning using VR enables user
interaction during simulation processes and allows for exploration of complex interactions
among objects, users, and operations. Several studies have shown VR technology is an enabling
platform for design and development tools within manufacturing and operations planning
(Bendul & Blunck, 2019; Bordegoni & Ferrise, 2013; Cipresso et al., 2018; Dorozhkin et al.,
2012; Söderberg et al., 2017). The initial requirement to digitalize and visualize manufacturing
systems is to construct a 3D computer-aided design (3D CAD) model of the product or
manufacturing process and to determine the manufacturing processes required to deliver it.
Systematic Review of Virtual Reality Applications in Manufacturing
The most recent literature review focusing on VR applications in the manufacturing
industry was published in 2015 (Choi et al., 2015). However, that review was not fully
systematic due to the limited analysis of future implications and challenges of VR in
manufacturing. In general, most of the reviews that have been conducted on this topic have not
been conducted rigorously through a systematic review. One exception focuses only on
maintenance operations (Guo et al., 2020). Similarly, Alcácer et al. (2019) and Akpan and
Shanker (2017) have a limited focus on VR’s simulation applications. However, the broader
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context of current challenges or future research directions, for example, the organizational
challenges, are not considered in those studies. Table 2.4 shows the gaps in other relevant
reviews, which this current literature review seeks to address.
This review also examines the present research status and challenges connected to VR in
support of digital manufacturing applications. Based on the reviewed studies, challenges and
future research directions were identified. Here, not only technological issues were analyzed but
the broader organizational contexts of current challenges were also taken into consideration. To
do so, a systematic literature review was conducted. The rigorous methodology ensured the
repeatability of the literature review. The rest of this section is structured as follows: introduction
and background to VR in manufacturing, methodology, and the current status of research. Then,
the current challenges associated with the adoption of VR technology in manufacturing planning
are discussed. Based on those challenges, the future research directions and implications are
explored.
Literature Review Methodology
To systematically identify the key technological trends and applications of VR in
manufacturing, this literature review was conducted following the systematic literature review
approach introduced by Booth et al. (2016) and Snyder (2019). Figure 2.9 illustrates the
schematic presentation of stages undertaken to conduct a systematic review of VR applications
in manufacturing. Also, it shows the steps along with the outcomes of each phase.
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Table 2.4
The Summary of Previous Literature Reviews
Author
Guo et al.

Year
2020

Focus
Maintenance

Research Problem
Investigate the
applications of VR in
industrial maintenance to
discover evidence of its
values, limitations, and
future directions

Alcácer et
al.

2019

Simulation

Scanned the industry 4.0
environment and
described the enabling
technologies and systems
involved to create a stateof-the-art factory.

Bendul et
al.

2019

Digitalphysical
exchange

Classified design
decisions during planning
phase of new production
system by comparing
different approaches from
various research domains.

Findings
The results show that VR has proved
its value in benefiting maintenance
issues through the product lifecycle.
However, VR is still not an
indispensable element for the
lifecycle management of products
regarding maintenance-related issues.
Several key findings are concluded
based on the analysis of the 86
studies.
VR can be integrated and combined
with real-time data acquired through
all product lifecycles in order to
generate high-fidelity simulation of
the manufacturing environment.

Gaps
- No future
implications
were highlighted
- Focused on the
applications of
VR in
maintenance

Virtual reality plays an integral role
in digital-physical exchange of
information and improves humanmachine interaction.

- No current
challenges and
future
implications
were highlighted

- Limited future
implications and
challenges of
VR
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Table 2.4 continued
Cipresso
et al.

2018

Industrial
applications

Ghobakhloo et al.

2018

DT

Akpan et
al.

2017

Simulation

Table 2.4 continued

Discussed the evolution,
applications, and future
outlooks of VR
technology.

VR is more effective compared with
old platform in designing and
development decisions.

- No current
challenges were
highlighted
- No future
implications
were highlighted
- No systematic
review
Highlighted industry 4.0
The virtual twin of the smart factory
- No current
architecture design and
aids in optimizing the functionality of
challenges were
technology trends, in
production lines through conducting
highlighted
addition to offering a
various types of simulations in
- No future
strategic roadmap for
isolation of the physical factory.
implications
industry 4.0 transition.
were highlighted
- No systematic
review
Presented the benefits of
All 23 articles confirmed the benefits - Focused on the
VR technology in
of 3D/VR in discrete event
applications of
analyzing and presenting
simulation (DES), and 3D display is
VR in discrete
3D model by reviewing 23 more powerful and leads to better
event simulation
articles that examined the analysis and planning.
- No current
impacts of 3D display on
challenges were
analysis of data or results
highlighted
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Paritala et
al.

2017

DT

Choi et al.

2015

Virtual
Factory

Underlined the present
and future applications of
digital manufacturing,
described the driving
forces of digital
manufacturing, including
shortening product design
and development time,
improving manufacturing
productivity, and
effectively managing
product requirements and
costs.
Surveyed and analyzed
154 articles relevant to
VR application in
manufacturing

Digital manufacturing technology can - No current
be more valuable for the simulation
challenges were
of complex products and their
highlighted
manufacturing operations.
- Limited future
implications and
challenges of
VR
- No systematic
review

VR technology can be categorized
into expression technology,
interaction technology, authoring
technology, and collaboration
technology that networks multiple
participants within a VR space.

- Limited future
implications and
challenges of
VR
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Figure 2.9
The Methodology of Literature Review

Planning. This literature review aims at identifying VR’s applications in manufacturing
planning. Therefore, to determine the research areas that should be covered precisely, the
following research questions were defined to achieve the main objectives of this review:
Q1: What are the current applications of VR in manufacturing planning? To determine
what research focuses are used in the current applications of VR in manufacturing planning,
what the VR systems are used, and how these applications and systems have been evaluated.
Q2: What are the current challenges associated with the adoption of VR technology in
manufacturing planning? To determine the current obstacles related to employing VR
technology at the industrial organizational level and to evaluate the technical limitations of
VR technology.
Q3: What are the future implications of VR technology in manufacturing planning? To
determine opportunities with VR for future ventures in manufacturing planning.
Several databases were used to conduct this literature review. The databases Web of
Science and ScienceDirect were searched. Those databases were used to identify the main
academic papers and books and were chosen due to their broad coverage of articles and journals

67

in VR technology. Google Scholar was utilized to capture more academic and industrial papers
on VR applications in manufacturing. Gephi was utilized to conduct the network and cluster
analysis. Also, Microsoft Excel was used as a data extraction and evaluation tool.
Search. The initial advanced search was constructed through a set of search strings. The
search strings were a combination of (virtual reality and each of the following terms:
applications manufacturing planning, industrial applications, smart factory, digital twin,
product prototyping, process planning, layout planning).
TS = ( virtual reality* AND applications manufacturing planning* OR industrial
applications* OR smart factory* OR digital twin* OR product prototyping* OR process
planning* OR layout planning )
TS = ( "virtual reality"* AND “applications manufacturing planning"* OR "industrial
applications"* OR "smart factory"* OR "digital twin"* OR "product prototyping"* OR "process
planning"* OR "layout planning" )
In this phase, the initial search resulted in 983 documents. Accordingly, exclusions were
performed as per the following exclusion criteria:
•

Potential documents had to be scholarly and peer reviewed.

•

Potential documents had to be focused on VR applications in manufacturing in their
problem identification, literature review, discussion, and analysis.

•

Potential documents had to be written in English.

•

Potential documents’ publication date should be preferably in the last five years.

•

Duplicate documents were excluded.
As Egger and Masood (2020) and Greenhalgh and Peacock (2005) discussed, not all

relevant documents are retrieved through a systematic database search. Therefore, a manual
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search was also conducted using backward and forward citation screening of the selected
journals and articles to counteract that issue. Table 2.5 shows the result of this process.
Table 2.5
Summary of Number of Documents Used Per Database
Total No. of

Web of Science

ScienceDirect

Total

The search phase

412

571

983

The screening phase

163

235

398

The eligibility phase

101

65

166

The assessing phase

47

24

71

The analysis phase

47

24

71

Documents/Database

Screening. After following the exclusion criteria, 511 articles were identified, carefully
reviewed, and narrowed down to 398 articles according to discipline and publication date. In the
screening phase, the content and citation of the potential documents were identified to prioritize
and determine documents considered for literature review. Accordingly, 148 documents were
selected as highly related to VR applications in manufacturing.
Eligibility. Next in the eligibility phase, Google Scholar was used to recognize
documents by following the same methodology of exclusion and inclusion in phases 2 and 3.
Compared to Phases 3 and 4, eligibility was a more in-depth selection of the documents. Hence,
18 articles were added to the final pool of related documents, so the total selected articles were
166 articles. These documents were imported into Microsoft Excel. As the search was conducted
within different databases, duplicates were removed in this phase.
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Assessing. In the assessing phase, the content of the selected potential documents was
assessed qualitatively and filtered with respect to relevancy and taxonomy with VR applications
in manufacturing planning. The criteria used for assessing the documents were based on the
relevancy of the document to the research questions of the literature review and the clarity of the
methodology and results. However, not all documents included in the literature review complied
with the assessing criteria as it was found to be beneficial to identify concepts and provide
examples. The total number of documents that resulted from the assessing phase was 71.
Analysis. In the analysis phase, content analysis was conducted to gain more
understanding about VR applications in manufacturing planning and VR technology
advancement in manufacturing.
Content Analysis
Content analysis was conducted, and results were obtained in this study from the selected
71 articles listed in Table 2.6. Each selected article was analyzed with respect to application
field, area of application, VR technology used, research problem, research findings, and future
implications. Consequently, the following categories in Figure 2.10 were defined based on the
analysis; the selection of the applications was based on other literature review findings and on
the aim of each article used in the analysis. Moreover, VR’s applications in manufacturing were
discussed and analyzed at three levels: operations (FLP, simulation), products (product design,
design validation, and design evaluation), and process (demand and production planning,
assembly validation, safety and ergonomics, and training).
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Figure 2.10
Virtual Reality Applications in Manufacturing Planning

Network and Cluster Analyses
The methodology of the network and cluster analyses is explained in this section in
detail. From the extracted documents in the analysis phase, a network analysis was conducted to
determine the applications of VR manufacturing and the interconnection of applications between
the selected documents. To systematically extract information from the selected documents, a
table was generated. Within this table, the articles were inserted in the first column as rows and
different characteristics of the VR applications, including the details of the study and VR system
used, were inserted as columns.
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Table 2.6
The Literature Review Summary of the Selected Documents
Authors

Year

Application
Field

Area of
Application

Wong et 2021
al.

Demand
Planning

Loading
Optimal
Optimization Loading
Planning
for
aircraft

Gong et
al.

Layout
Planning

VR & FLP

2019

Table 2.6 continued

Research
Method

Case
Study

VR
Technology
(Hardware)
CAVE

HMD and
Point Cloud

Research
Problem

Findings

Future
Implications

Proposed a
system that uses
a feedback loop
during sensory
data capture to
facilitate
decision-making
processes on the
optimal cargo
load plan.
To provide
general guidance
for employing
point cloudbased VR to
support facility
layout planning
(FLP) decisionmaking process.

The control and
connection
between physical
and digital
operations could
enhance the
performance of
various industrial
applications.

The use of 3D
photogrammetry
and laser scanning
could be explored
to reduce the
multi-media
design and 3D
modelling
processing time.

VR was found to
be an effective
tool for FLP.

To conduct further
research about
areas such as point
cloud data
objectification to
integrate with
industrial VR
applications.
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Tao et
al.

2018

Product
Design

VR & DT

Case
Study

HMD

Proposed the
applications and
methods of DT
presented for
product design,
manufacturing,
and service.

Jain et
al.

2017

Data
Analytics

Virtual
Factory

Case
study

HMD

Proposed a path
for the
implementation
of virtual factory
concept.

By creating a DT
of manufacturing
system,
manufacturers
are able to
develop a
complete
integrated digital
footprint of the
value chain and
evaluate it
through VR
technology.
Virtual factory
can serve as a
manufacturing
data analytics
application and
can support other
data analytics
applications.

The existing
technologies in
manufacturing,
mainly focusing
on collecting data
about the physical
product rather
than virtual
model.

Further research
can be conducted
on the
development of
models at higher
levels of the
manufacturing
system hierarchy
and integration of
component
models across the
hierarchy.
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Figure 2.11
The Total Number of Citations per the Field of Application

Accordingly, the selected documents were imported into the network analysis tool
‘Gephi’ (Version 0.9.2) as nodes. Afterwards, the applications of VR were classified and
imported as nodes as well and linked to the main document. Consequently, the edges were
created between the nodes, and the digital object identifier (DOI) was used to merge all
duplicates within the selected documents. As the edges were maintained when merging nodes,
the network was created. Figure 2.11 shows the total number of citations per the field of
application. Figure 2.12 shows the network analysis, with the size of the node indicating the
number of citations based on the VR application area in manufacturing. The VR applications at
the product level, including product design validation and product design planning, were found
to be the highest cited field compared to other fields of applications.
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Figure 2.12
Color-Coded Network Analysis According to the Number of Citations

Figure 2.13 shows another generated network analysis. The modularity algorithm used in
Gephi (Lambiote et al., 2009) uncovers communites within a network according to statistical
properties of the network. The color coding in Figure 2.13 identifies the three categories of VR
applications in manufacturing planning.
A spreadsheet tool was used to present the complete attributes, descriptions, and
categories of the papers with respect to technology applications, as shown in Figures 2.14 and
2.15. Articles and journals that met the selection criteria were included in the literature review
process. This study categorized the review findings based on the application of VR technology in
manufacturing and operations. The articles on assembly validation, demand and production
planning, and simulation were the highest count with 19, 12, and 11 selected articles,
respectively.
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Figure 2.13
Color-Coded Network Analysis According to the Category of Application

Virtual Reality Technologies
In the literature are different ways for decision makers and users to visualize the VR
content. Previously, VR display systems were classified with respect to immersion, as in the
following: non-immersive systems that use desktops to reproduce images of the space, semiimmersive systems that provide stereoscopic 3D scenes on a monitor using projection, and
immersive systems that provide complete simulation of the space with a support of sensory
outputs (Kyrikou & Chrysanthou, 2017). However, such classification of VR systems has
numerous limitations. This classification criterion is limited to visual display specifications
despite VR being a system composed of various hardware and software.
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Figure 2.14
The Percentage of Selected Journals Based on Keywords

Figure 2.15
Number of Papers Selected to Assess VR Applications
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Although the characteristics of the visual display have a dominant influence on the
subjective sense of immersion, the immersive feeling can be improved or reduced by factors
other than the visual display, especially because the semi-immersive level has no objective
criterion. For this reason, the same system can be classified differently. In addition, the
immersion level may differ even for the same classification condition. For example, typical
desktop VRs are classified as non-immersive VRs. However, there is no clear basis for whether
desktop VRs with added tracking technology should be classified as non-immersive.
Siedler et al. (2021) compared the VR to AR in supporting the engineering change
process. The authors presented an approach that identifies whether AR or VR is better for the
change process. Moreover, VR is more suitable for collaboration between multiple participants.
AR offers the capability to record the manufacturing system and to transfer this information to
the VR model, where the deviations can be detected by complex models. Figure 2.16 shows the
number of articles that used a certain visualization technology. The most dominant devices used
were HMDs, followed by projection systems. However, some articles used more than one
visualization technology to compare their performances.
Figure 2.16
The Number of Articles that Used a Certain Visualization Technology
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Virtual Reality Applications in Manufacturing Planning
Manufacturing planning has to be systematic in order to be efficient and effective. VR is
an innovative solution for designing, planning, and controlling manufacturing processes in a
head of production execution. The applications of VR in manufacturing are classified on three
planning levels: product, process, and operations.
Figure 2.17
Product Design and Development Using VR

Product Planning Level
During the concept development phase of the product development lifecycle, VR
provides designers and engineers with a VE in which to evaluate the conceptual design. Figure
2.17 illustrates product design and development using VR. This evaluation is conducted through
virtual experimentations of functional features of the product and to various analyses regarding
design validation and verification. A product’s data model developed from customer feedback is
used to create a virtual prototype. By using virtual prototyping, manufacturers avoid creating a
real prototype to analyze geometry, functionality, and manufacturability of the product. Also,
users can interact with a simulated immersive 3D environment in real time through multiple
sensors. Hence, designers and product users can virtually examine and interact with product
design and features before launching, so product features can be improved rapidly with less cost.
For instance, Berg and Vance (2017) found that in the absence of physical prototypes, virtual
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prototyping is the strongest affordance, another tool in the toolbox. Likewise, Bordegoni and
Ferrise (2013) concluded that by using a multi-sensory model, the fidelity of the VR experience
can be improved since it includes several senses in the experience. Moutzis (2014) found that VR
as a digital manufacturing technology tremendously reduces product development time and its
associated cost while also being a beneficial tool in products’ customization. Furthermore, Choi
(2015) found that VR-related technologies will continue to grow, and VR technologies are
applied widely to design reviews and assembly tests of products.
The percentage of documents discussing VR applications at the product planning level
were as follows: product design planning (10%), product design validation (8%), and product
design evaluation (16%). The total number of selected documents at the product planning level
were the lowest with 14 documents compared to other levels of applications within the time
frame from 2012 to 2021. However, the number of citations for the product planning level fields
of applications were the highest over the other fields with 1843 citations and 64% of total
citations of selected documents.
Product Design Planning
According to the Project Management Institute (2021), the product-oriented process is
about the requirements, specifications, and development of the product as a result of the project.
Product design planning is the translation of customer requirements and product performance
measures into a feasible plan. Product design planning involves translating customer and
technical information into a product design. VR prototypes represent an effective alternative to
physical prototypes and planning the product design. VR simulates and renders multisensory and
real-time modifiable interactions between the user and the prototype (Ferrise et al., 2017).
Moreover, by using a multi-sensory model, the fidelity of VR experience can be improved as it
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includes multiple senses in the VR experiences (Bordegoni & Ferrise, 2013). Schleich et al.
(2017) proposed a reference model to differentiate between a product conceptual model and its
virtual representation for the DT based on the concept of skin model shape as a factor that affects
the fidelity of VR experience. Additionally, Teklemariam et al. (2017) explained how VR
prototypes support designers and engineers in conceptualizing and reducing the time and errors
in product development process. Additionally, the authors suggested that VR with haptic
feedback interaction may enhance the usability evaluation of virtual products; proper use of
haptic feedback devices along with VR may help in reducing the overall cost of product design
and development by avoiding repeated physical prototyping. Also, Gallegos-Nieto et al. (2020)
presented a virtual assembly system with haptic feedback for the automatic generation and
objective assessment of assembly plans. The authors suggested that the virtual assembly system
can be used for assembly planning and product design planning.
Furthermore, Dobrescu et al. (2019) proposed a platform for defining, designing, and
managing a product’s requirements using VR hybrid simulation and cloud computing. The
suggested platform can enable complex process controlling in the product design planning
process. Likewise, Stefan et al. (2020) presented a design review process for cyber-physical
systems using VR technology and found that VR is suitable to visualize digital contents of
products and manufacturing systems to allow users to interact with different alternatives in a
highly immersive experience.
Product Design Validation
Designing and validating designs of new products according to user requirements is a key
success factor in the product design and development process. However, the characterization of
user requirements in the early design stages can sometimes be ambiguous due to the subjectivity
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of these requirements and miscommunication between users and designers. VR technologies
have the potential to enable users to actively participate in the design process and to enable
designers to validate the product designs (Arrighi & Mougenot, 2019).
The percentage of documents discussing VR applications in product design validation
was found to be somewhat high with 8% compared to other fields within the time frame from
2012 to 2021. However, the number of citations for the product design validation field was the
highest over the other fields. Therefore, designing a DT of products and manufacturing systems
enables manufacturers to develop a complete integrated digital footprint of the value chain and
evaluate it through VR technology (Tao et al., 2018).
Song et al. (2018) proposed a user-interactive system based on VR technologies to review
and validate a product design virtually. The suggested system records users' operations and
feedbacks for designers to improve the product. Likewise, Söderberg et al. (2017) proposed the
concept of DT for a geometry assurance that allows manufacturers to determine variations in
product design at early stages of the product design and development process. The concept of DT
for a product geometry can be used to conduct different inspection experimentations through
automatic path planning technique.Balzerkiewitz and Stechert (2020) highlighted the importance
of data exchange between CAD and VR content during the validation process. Finally,
Wolfartsberger et al. (2020) suggested that simple visual cues in the VE can provide effective
means to reduce the time of validating complex product and manufacturing system designs.
Product Design Evaluation
Product design evaluation is crucial to the success of the product design. The design
evaluation is implemented throughout various stages of the product design and development
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process. VR is a valuable technology to support efficient and effective product design and
development applications (Guo et al., 2018).
Dorozhkin et al. (2012) presented a simulation analysis application with users’ interaction
using VR technology that interactively and spontaneously allows modifications on simulation
parameters. The VR interactive simulations can be used to virtually train staff on real-time
performance of work standards in manufacturing through developing a VR training environment
and laboratory for product assemblers.
Process Planning Level
VR offers manufacturing process designers a virtual interactive environment where they
can evaluate and verify manufacturing processes to be performed in order to deliver new
products (Jayasekera et al., 2019). By applying digital manufacturing systems, manufacturers can
overcome some challenges associated with manufacturing process planning (Karvouniari et al.,
2018; Richardson, 2017; Romero et al., 2016; Quevedo et al., 2017; Urbanic et al., 2017). For
instance, creation of more innovative and concurrent manufacturing processes required planners
to develop real-time decisions regarding integration of human and technical resources.
Therefore, digital manufacturing shortens product design and development time and improves
manufacturing productivity. In addition, it effectively manages product requirements and costs
(Golda et al., 2016; Paritala et al., 2017).
The percentage of documents discussing the VR applications at the process planning
level were as follows: demand and production planning (17%), assembly validation (27%),
safety and ergonomics (8%), and training (4%). The total number of selected documents at the
process planning level were the highest with 40 documents compared to other levels of
applications within the time frame from 2012 to 2021. However, the number of citations for the

83
process planning level fields of applications were somewhat high with respect to the other fields
with 747 citations and 26% of total citations of selected documents.
Demand and Production Planning
The percentage of documents discussing the VR applications in the demand and
production planning were found to be relatively high with 17% compared to other fields within
the time frame from 2012 to 2021. However, demand and production planning are significant
fields that can contribute to the maturity of VR application in the industrial sector.
VR is the basis of visualization for simulation of a virtual manufacturing system. It
enables manufacturers to validate and verify products and manufacturing systems before real
production takes place. Also, it facilitates subsequent planning decisions because it integrates
with multiple computer systems and advanced human-computer interfaces to configure
production processes in real time (Ghobakhloo 2018; Paritala et al. 2017). Zhuang et al. (2018)
provided a framework for building a DT for a complex product assembly shop-floor that used to
predict demand and production planning and control. Similarly, Rao et al. (2017) suggested a
framework that is based on four core techniques and utilizing VR technology for visualization.
DT improves the manufacturing planning process (Wu et al., 2009). A DT approach
contains three pillars; the first is the creation of a DT-based process knowledge model. This
model refers to separation and determination of process purposes and requirements based on the
analysis of the product model. The process evaluation mainly includes the following activities
(Wu et al., 2009):
• process planning background, which includes description of product family parts;
• process planning goals according to machining features including machining feature type,
tool selection, etc;
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• process equipment information, which can be acquired through sensor network and
reflects the status of machining according to real-time data.
The second pillar is the establishment of process knowledge based on big data acquired
from machining features structured in hierarchal relationships and process information. Finally,
the third pillar is the process evolution method based on the associated rules to evaluate
reliability of the adjacent process attributes, which incorporate two aspects: evaluation of process
resources according to real-time data acquired from manufacturing equipment and the
confidence level of evaluation.
To improve reusability of manufacturing data, Cochrane et al. (2008) suggested three
guidelines as the following: to separate knowledge from information by precisely determining
process rules and constraints, to classify product and process knowledge through the separation
of product knowledge from manufacturing process knowledge, and to define how manufacturing
resources can perform the manufacturing process. This definition can be applied through the
enterprise, factory, workstations, and cell manufacturing hierarchies (Cochrane et al., 2008).
Similarly, Wu et al. (2009) proposed a DT production planning approach using VR technology to
plan the process requirements according to real-time information about process equipment used
to perform the manufacturing process.
Wong et al. (2021) suggested a demand planning system using VR to reach an optimal
cargo load plan. The system captures data using sensors to facilitate the decision-making
processes on the optimal cargo load plan and safely allocate dangerous goods and special cargo.
Kampker et al. (2020) designed a model for the holistic integration of VR into the production
planning process of scalable production systems. The authors suggested that VR can be used in
different areas of the manufacturing planning process. The main uses of VR in the planning
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process are: (a) virtual cardboard simulation, which replaces the physical cardboard, (b) virtual
planning optimization in which manufacturing cells are analyzed, (c) virtual design of
manufacturing cells, and (d) virtual training for the approved production plans. Likewise,
Bellalouna (2020) examined different case studies of VR applications in manufacturing and
found that the potential of VR applications at SMEs are still immature. However, VR has a
bright future and the potential to revolutionize firm-stakeholder interactions (de Regt et al.,
2020).
Other studies have used VR integrated with haptics for production planning and industrial
training purposes. For instance, Diaz et al. (2019) studied the production planning system of a
virtual welding torch employed during the teaching process of welding tasks for offline
programming of robotic manipulators. The torch was manipulated by the user in a VE applying a
haptic interface. Similarly, Fletcher et al. (2013) presented a haptic virtual process planning that
allowed planning and simulation of production processes to fulfill the product requirements
without any interruption to actual production systems. VR technology integrates with simulation
and has the functionality to virtually plan the manufacturing processes. Finally, Guo et al. (2020)
developed a VR-based maintenance simulation platform to help designers evaluate
maintainability and make decisions related to demand and production planning. VR was
demonstrated to have better abilities than traditional planning methods to help predict production
design flaw and make design decision.
Assembly Validation
Assembly validation is a key step of the product design and development process and
manufacturing process planning. Existing methods, such as physical prototyping, are timeconsuming and do not offer immediate collaborative validation results. Human-machine
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interaction in assembly motion simulation systems have been proposed as a solution to this
problem. However, one of drawbacks of adopting VR systems is that the fidelity of the 3D
content ties to proprietary CAD software or expensive hardware. Yet, VR technologies and
simulation have been fundamental factors of industry 4.0. The number of selected documents
discussing VR applications in assembly validation was found to be the highest with 19
documents compared to other fields within the time frame from 2012 to 2021.
The requirements of flexibility and safety in human-machine interaction systems make
the design and redesign of such systems a complex process with possibility of errors (Malik et
al., 2020). VR simulations help in estimating human-robot cycle times, developing a processplan, optimizing layout, and programming robot controls (Gammieri et al., 2017; Giorgio et al.,
2017; Matsas et al., 2016; Vogel et al., 2017; Wang et al., 2019). In addition, other studies have
shown VR as an effective tool to simulate manufacturing assembly processes and provide
manufacturing managers with the ability to analyze manufacturing processes (Ferrari et al., 2018;
Ruckert et al., 2020; Tahriri et al., 2015).
The human-robot collaboration has been found to be an active research field of VR
supporting assembly operations and validation. Generally, collaborative robots are designed to
improve health and safety conditions for the manufacturing workplace (Bolano et al., 2019;
Bolano et al., 2020; Chadalavada et al., 2015). For instance, Dimitrokalli et al. (2020)
investigated the robot contribution in collaboration with the human to improve efficiency and
reduce musculoskeletal strain during the assembly process. Farooqui et al. (2019) presented an
architecture that enables capturing of robot operation data from existing and new manufacturing
stations through a case study on a robot station at an automotive manufacturing company. The
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case study presented two different views of the data: one relating to the operation perspective
and another representing the product flow between resources.
Other studies have presented methods and applications for haptic interactions with force
feedback devices for assembly validation processes and optimizing assembly sequence problems
(Kind et al., 2020; Lu et al., 2015). Han et al. (2019) developed a framework to extract and
visualize real-time 3D models that could be used in assembly validation. On the other hand,
Gonga et al. (2020) investigated interaction design strategies for a collaborative VR system
through an automotive case study. The case study showed that a multi-user VR system can
complement and improve the existing manufacturing engineering processes. Finally, Siedler et
al. (2021) found that VR is more appropriate than AR for planning in collaborative way.
Safety and Ergonomics
The ability of flexible and advanced manufacturing technologies to provide more
adaptable production capabilities that are less susceptible to disruption makes it likely that these
technologies will be incorporated further, changing the way many manufacturing firms operate.
Recently, the coronavirus disease pandemic has caused serious challenges for the manufacturing
sector. VR is one of the existing smart manufacturing technologies that can be adapted and
integrated into factory operations to ensure business continuity during the pandemic (Gupta,
2020; Zimmerling et al., 2021). VR is an innovative technology for human-centered design of
the workplace in improving job quality and workplace (Caputo et al., 2017).
The value of VR for designing safe workplaces lies in its ability to overcome learning
problems efficiently and effectively, especially at the large scale involved in a manufacturing
setting. The most obvious of these problems is the inherent limitation of 2D content in preparing
workers for real-life situations. Caputo et al. (2017) validated the design of automotive assembly
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lines in a VE based on an ergonomics approach. Also, Grajewski et al. (2013) presented the VR
technology applications for designing a complex manufacturing workplace that achieves a high
level of ergonomics quality. Similarly, Oyekan et al. (2019) analyzed human reactions to
different ergonomics cases. Finally, Karvouniaria et al. (2018) proposed a VR-based decision
tool for exoskeleton integration in industrial lines that aids in the identification of optimal areas
and tasks for application based on simulation results and the effective and safe training of
workers in the correct use of different exoskeletons.
Training
Advances in computer and graphical processing capabilities have made VR a more
affordable and accessible tool to design and train assembly operations during the early stages of
the manufacturing planning process. In addition to training different industrial teams, for
instance, Li et al. (2019) analyzed the applications of VR in logistics training and development
and highlighted the directions of in this field. VR provides a platform for learning by doing
instead of learning by seeing, listening, or observing (Abidi et al., 2019). Due to the complexity
of the industrial production environment, it is challenging to work with transfer-oriented action
tasks in virtual space directly after the training in physical learning environments. With VR,
training participants can learn with transfer-oriented action tasks in virtual space directly after
training in physical learning environments (Riemann et al., 2020). Lastly, Segura et al. (2018)
presented how to improve the usefulness of VR in industrial training and visualization through
per-device calibration and control of stereo perspective projections and focus.
Simulation-based training aims to reduce the time needed to develop skills and
competencies and improve the usefulness of VR in industrial training. VR technology improves
training effectiveness for teams in different areas, such as maintenance, assembly, and safety.
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For example, Kang and Kim (2020) used VR technology to design and implement an industrial
demand-customized educational model to train industrial companies in a collaborative manner.
Aziz et al. (2020) developed a VR training platform for industrial maintenance in the oil and gas
industry. This platform was used to train teams on maintenance and evaluating safety hazards
associated with the maintenance process. Similarly, Lacko (2020) developed a VR system to
train operators on safety and health requirements, especially in times of emergencies and high
stress decisions. Likewise, Muszyn’ska et al. (2019) used VR for planning and training operators
at advanced operations and industrial equipment. Wolfartsberger and Niedermayr (2020) and
Pérez et al. (2019) described the prototype for a VR-supported learning and training application.
Also, Pérez et al. (2019) presented a concept to simplify the authoring process of content with
additional focus on animating assembly procedures. Finally, Chen et al. (2020) highlighted many
advantages of virtual maintenance technology such as designing maintainability of products to
evaluate accurate and efficient maintenance time.
Operations Planning Level
VR technology has been found to be a powerful tool in supporting the factory layout plan
decision-making process (Gong et al., 2016). The virtual representation of factory layout aids in
uncovering uncertainties associated with the execution of production plans; therefore, the
integration of VR technology and simulation provides visualization of simulation events to
conduct a verification of different possible layouts. For instance, after the virtual factory is
prepared and deployed to the server, each stakeholder is provided with the information they need
to create new layouts or assess existing layouts based on their own expertise. Thus, different
layout proposals and feedbacks are gathered for evaluation. Stakeholders keep repeating the
same process until the ideal solution is reached (Gong et al., 2016).
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The percentage of documents discussing the VR applications at the operations planning
level were as follows: facility layout planning (6%), simulation (16%), and data analytics (3%).
The total number of selected documents at the operations planning level was 17 documents.
However, the number of citations for the process planning level fields of applications were the
lowest with respect to the other fields with 280 citations and around 10% of total citations of
selected documents.
Facility Layout Planning
Manufacturing facility layout design has long been recognized as one of the most critical
and difficult design tasks in manufacturing industries. VR overcame traditional layout methods
in solving complex spatial layouts. For instance, Phoon et al. (2017) proposed an interactive
solution approach using VR. This interactive solution for loop layout planning aimed to reduce
the gap between numerical results and the real situation through an enhanced human-machine
interface. Similarly, Gong et al. (2019) developed a general guidance for employing point cloudbased VR to support decisions of layout planning. On the other hand, Bellalouna (2020) assessed
layout planning in real time through a VR-based approach in an immersive VE. Finally, Su and
Huaug (2014) proposed a visualization system for smart building planning to assist end users in
designing applications for smart building using simulation and evaluation.
Simulation
Simulation in VR aims to create an interactive 3D model of real processes and products
for different purposes, such as industrial training, virtual prototyping, manufacturing, and
logistics optimization to perform teleoperation of real processes especially in dangerous
environments (Calvo et al., 2017; Crespo et al., 2015). Phuyala et al. (2020) highlighted the
benefits of VR in improving the performance of industrial teams in the manufacturing planning
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process, mechanization processes, and troubleshooting and maintenance systems. The authors
concluded that VR helps reduce the prototyping and testing cost of any product by visualizing
the design without making it physically. Additionally, VR helps in the digital manufacturing
process to visualize and test products in a simulated environment for the end customers, which
expands more options for product customization, renovation, and rapid testing of product design.
Yildiz et al. (2020) addressed how DT and its architecture support modelling, simulation, and
evaluation of manufacturing systems while employing multi-user (collaborative and coordinated)
VR learning/training scenarios. Likewise, Karagiannis et al. (2021) described how to enable
operators to analyze a product in real time. Finally, Golda et al. (2016) described possibilities of
applications of VR software for modeling and simulating the production and logistics processes
in enterprise in different aspects of product lifecycle management.
Data Analytics
VR is an effective tool for collaborative data visualization and visual exploration. Users
can interface with the data and with one another in a common virtual space. Such connections
are better than any remotely coordinated experience. Hudak et al. (2018) described the hardware
and software of the CAVE and presented results of several performance evaluation experiments.
Also, the authors highlighted the benefits of VR in the area of cognitive info-communications.
Similarly, Jain et al. (2017) proposed a path for the implementation of the virtual factory
concept. Virtual factory can serve as a manufacturing data analytics application and can support
other data analytics applications.
Challenges
This section attempts to answer the second question of the literature review through
determining the current obstacles related to employing VR technology at the industrial
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organizational level. The challenges associated with VR implementation were extracted from the
selected documents and then were classified into organizational and technological challenges as
shown in Table. 2.7.
Organizational
Challenges in the adoption of VR technology in manufacturing processes vary
according to the size of the organization. To adopt VR technologies, a manufacturer must have a
significant capital investment in retrofitting existing facilities, training, and retaining resources.
Additionally, manufacturing industries lack confidence in new immersive investments to
upgrade their existing infrastructure due to concerns of costs involved.
Although transitioning toward industry 4.0 requires the removal of functional barriers
across the entire value chain, it is difficult for SMEs to adopt in the short term. In addition, not
all manufacturers are ready for a full digital transformation. The existing technologies in
manufacturing mainly focus on collecting data about a physical product rather than a virtual
model (Akpan & Shanker, 2017). Most manufacturers and SMEs are competent enough to
digitalize and virtualize only certain areas of their operations. However, current VR solutions for
manufacturing planning are designed around specific hardware, specific manufacturing
problems, and/or as a commercial solution. Therefore, the lack of a comprehensive approach
towards collaborative manufacturing planning at all levels is the main roadblock to taking full
advantage of immersive VR systems. To digitize and improve the engineering process of
industrial companies, especially for SMEs, is still undiscovered. This has led to a poor
implementation and use of VR applications with an engineering scope compared with other
business sectors (e.g., gaming, entertainment).
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Table 2.7
The Current Challenges and Future Directions for VR Industrial Applications
Challenges on Organizational
Level
1. The adoption of VR technology
varies according to the size of the
organization.
2. Relatively high cost required for
upgrading existing facilities and
acquiring resources needed to
employ VR technology.
3. Most manufacturers, especially
SMEs, are competent enough to
digitalize and virtualize only
certain areas of their operations.
4. Lack of a comprehensive
approach towards collaborative
manufacturing planning at all
levels of manufacturing planning.
Future Directions on
Organizational Level
1. To create a DT of the physical
factory that allows manufacturers
to conduct various types of
simulations
2. To integrate other technologies
with industrial VR applications
3. To explore other methods to
acquire and analyze real-time
manufacturing data to visualize it
using VR technology

Challenges on Technological Level
1. VR applications in manufacturing planning
require high accuracy and integration of the
system’s hardware and software.
2. Lack of comprehensive approach to evaluate
and measure the fidelity of VR systems.
3. VR still requires multiple roles to operate and
evaluate from different fields.
4. VR content produced remains constrained to a
particular hardware and software.

Future Directions on Technological Level
1. To improve the fidelity of user experience
design for industrial applications
2. To reduce the processing time for 3D models
in the database of the VR system
3. To conduct further research about areas, such
as point cloud data objectification using
machine learning, 3D data compatibility, and
user-centered design to integrate with
industrial VR applications
4. To explore more advanced methods to acquire
and analyze real-time manufacturing data and
optimize process parameters through
combining and analyzing real-time evaluation
results
5. To conduct further research steps regarding
haptic user interfaces to address more complex
assembly tasks
6. To develop a more precise way of modelling
physical assembly environments
7. The data pre/postprocessor should be able to
automatically convert CAD data to VR data
without the loss of the needed technology data
for the product lifecycle processes.
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Technological
The applications of VR in manufacturing require high accuracy in motion tracking so that
VR can be collaboratively integrated in the central planning phases and the factory planning
process (Jones, 2021; Mourtzis et al., 2014). For instance, one of the challenges that can occur in
haptic integration is the lack of consistency in the development and application of virtual
assembly systems in terms of haptic feedback. The inconsistency occurs due to limited
possibilities to present haptic feedback (Hoedt et al., 2016).
Similarly, measuring VR systems’ fidelity in a comprehensive way is another challenge
to consider. Consequently, in order to better comprehend the aspects of fidelity systems and the
possible impacts of higher-fidelity systems in the manufacturing planning process using VR, it is
necessary to determine the factors affecting fidelity and create a framework for VR systems’
fidelity evaluation.
Furthermore, even though hardware is becoming more available, VR is still not a turnkey
system (Tao et al., 2018). VR systems still require multiple roles to operate and evaluate from
different fields. In addition, many steps are involved in the modeling of digital manufacturing
systems as reality (Berg & Vance, 2017). The CAD modeling and the VR market players have a
variety of motion tracking systems, input and output devices, and 3D content technologies.
Therefore, much of the content produced remains constrained to particular hardware and
software. As a result, file format conversion is required during the creation of 3D content. This
fragmentation makes VR simulation development limited and sometimes not useful for all
engineering applications (Buzjak et al., 2018). However, the challenges associated with
developing collaborative manufacturing planning systems can be summarized as follows:
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•

acquiring, processing, and integrating real-time manufacturing data into the DT model of
physical manufacturing space (Tao et al., 2018);

•

technical problems that might occur during real-time virtual planning, such as bugs in the
3D model caused by errors in exporting CAD system data format (Dangelmaier et al.,
2005);

•

complexity of a 3D model to represent the production processes, which might distort realtime virtualization of simulation (Dangelmaier et al., 2005; Hu et al., 2018);

•

creation of high-fidelity VR experience requires designers to enrich the CAD model
representation with additional information and effects, like lighting and texturing, which
must be designed manually and consume time (Dangelmaier et al., 2005).
Finally, although VR technology will continue to advance and mature in terms of

hardware and software used for manufacturing planning, advancements in integrating
multisource computer-aided engineering and the interaction of visualization are still required
(Akpan & Shanker, 2017). As a result, there is a need to develop an evaluation criterion for the
fidelity of VR techniques used for a given process (Wu et al., 2009) as well as systematic
evaluation and identification for gaps and areas for improvement in modeling software used with
VR technology (Gloda et al., 2016).
Future Directions
This section attempts to answer the third question of the literature review through
determining opportunities with VR for future ventures in manufacturing planning. The
challenges associated with VR implementation were extracted from the selected documents and
then were classified into organizational, technological, and data future implications.
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Organizational
The design of manufacturing and production systems involves various related parties and
entails complex workflows and systematic approaches. These approaches are supported by
digital tools to accelerate and improve the design and configuration of manufacturing systems
through extensive use of 3D modelling and simulation tools to create a DT (Jain et al., 2017). A
DT or virtual factory is a system that predicts, improves, and controls problems with overall
production tasks. DTs can be defined as virtual representations or computer-based models that
are simulating, emulating, mirroring, or twinning the life of a physical entity, which may be an
object, a process, a human, or a human-related feature (Barricelli et al., 2019). Such a system can
be created through integration and communication of a product’s database, 3D modeling,
simulation, and virtual data management (Mourtzis et al., 2014). By creating a DT of a factory,
manufacturers can conduct various types of simulation in isolation of the physical factory (Jain et
al., 2017). In addition, they can develop and evaluate a complete, integrated digital footprint of
the value chain using VR technology to gain more understanding of manufacturing systems and a
new product lifecycle (Tao et al., 2018). Furthermore, virtual manufacturing simulation
facilitates collaboration in designing products and processes, which shortens the design and
development process and makes it cost efficient (Chan et al., 2003).
In a key review of the use of VR in car manufacturing, Langley et al. (2016) argued that
VR prototyping is more efficient and effective than physical mock-ups, especially for virtual
prototyping of complex products like automobiles. Also, VR prototyping is highly beneficial for
planning processes through simulation and clearly invaluable for training and examining the
ergonomic use of the vehicle.
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Consequently, VR could substantially accelerate time to market while cutting costs and
increasing efficiencies throughout a manufacturing process. Specifically, virtual prototypes can
identify defects, simulate testing, and lead to faster decision-making (Lawson et al., 2016). In the
assembly phase, virtual assembly can lead to enhanced workspaces, better safety measures, and
better oversight of part integration and interaction. For these reasons, manufacturers are investing
heavily in VR technology and adoption.
Agile organizations have realized the importance of establishing virtual innovation
centers that allow multiple kinds of verification, validation, and visualization of manufacturing
aspects, such as human factor testing of interactive components of systems. Accordingly, CAD
software is being increasingly used to create DTs for near-real renderings.
The future benefits of VR can be summarized as follows (Gong et al., 2016):
•

bringing products to life, leading to rapid prototyping and shortened design and
development cycles;

•

in-context visualization for experimenting within real settings;

•

long-distance collaboration for tapping into centers of excellence around the globe;

•

with sensor technology, spatial sound, and advanced optics, VR takes objects off the
screen, allowing more sensory interactions, leading to more effective processes.
Digital manufacturing will become the state-of-the-art technology for developing

manufacturing plans and customized products (Akpan & Brooks, 2014). Therefore, further
research can be conducted about integrating other technologies with industrial VR applications
(Ghobakhloo, 2018). Additionally, some areas of improvements can be implemented at the DT
model, such as exploring other methods to acquire and analyze real-time manufacturing data as
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well as optimizing process parameters through combination of real-time evaluation analysis
results (Liu et al., 2019).
Technological
One of the technological main directions is to improve the fidelity of user experience
design. The existing technologies in manufacturing mainly focus on collecting data about the
physical product rather than a virtual model (Tao et al., 2018). For instance, Jain et al. (2017)
suggested that further research can be conducted on the development of models at a higher level
of the manufacturing system hierarchy and integration of component models across the
hierarchy. Wong et al. (2021) suggested that the use of 3D photogrammetry and laser scanning
could also be explored to reduce the multimedia design and 3D modelling processing time for
3D models in the database of the VR system. Moreover, Gong et al. (2019) suggested conducting
further research about areas such as point cloud data objectification using machine learning, 3D
data compatibility, and user-centered design to integrate with industrial VR applications. Wu et
al. (2019) suggested exploring more advanced methods to acquire and analyze real-time
manufacturing data and optimize process parameters through combining and analyzing real-time
evaluation results. Besides, Guo et al. (2020) suggested further work on how to make VR
simulate the physical mechanisms of products better and studying quantitative analysis and
evaluation methods.
Kind et al. (2020) suggested that further research steps regarding haptic user interfaces to
address more complex assembly tasks. This also includes a more precise way of modelling
physical assembly environments, the implementation of multi-sequenced assembly tasks, and
capabilities to verify flexible parts. The authors also suggested improvements to haptics to
simulate real grasping with hands and fingers and implementation of material flow operations
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Future work needs to form an encompassing AR/VR approach to support engineering
changes in manufacturing. To do that, individual steps must be linked to central databases that
store historical and current data that can be shared with different users, which will lead to fewer
errors during the planning of the change process as well as to the simplification and acceleration
of the process execution.
Data
Systematization of information acquisition and composition needs to be addressed
(Adwernat et al., 2020). For instance, Bellalouna (2020) suggested that the data
pre/postprocessor should be able to automatically convert CAD data to VR data without losing
needed technology data for the product lifecycle processes. For this ideally, the standard data
exchange formats already established in the industry should be expanded with the VR aspects.
Furthermore, the pre/postprocessor should convert data from the VR environment into CADcompliant data using standard data exchange formats and provide them to the native CAD tools.
Likewise, Schäffer et al. (2021) suggested some future improvements within VR
interaction development, best practice-based configuration planning, and the preparation of
engineering data. Therefore, exploration of more efficient and reusable approaches for function
and data reuse would be beneficial.
Summary of the Chapter
VR applications in manufacturing promise to provide more efficient, effective, and
shorter processes. In this review, a systematic literature review was applied to explore the three
questions raised in the literature review methodology section. To answer these questions, a total
of 983 primary studies were retrieved from three databases using given strings. After
deduplication and filtering, 71 papers were retained. Exclusions were performed according to
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specific criteria to assess the quality of the 71 selected papers. After the quality assessment, the
71 studies were included, and valuable information was extracted and synthesized from the
selected studies. The following main contributions of this review were based on the literature
review, which has answered the three questions within the context of VR applications in
manufacturing.
The first major contribution of this review is the identification and evaluation of current
applications of VR in manufacturing planning and the VR systems used. Due to the systematic
nature of the review, this review provides a complete view about VR applications in
manufacturing planning. Different analyses were conducted to extract the information in this
review. Citation network analysis was performed and aided in categorizing VR applications into
three main levels: product, process, operations. From this current status, the industry has a
promising future for industrial applications to reduce time and cost of processes associated with
these applications. Although VR is not ready yet for industrial deployment in some areas, it is
already used in many other applications at different levels.
The second major contribution is the identification of the current challenges associated
with the implementation of VR technology in manufacturing planning. The challenges associated
with VR implementation were extracted from the selected documents and then were classified
into organizational and technological challenges. Table 2.7 lists the current challenges on
organizational and technological levels. The third major contribution of this review is to
determine opportunities with VR for future implications in manufacturing planning. Similar to
the second contribution, the future ventures were classified into organizational, technological,
and data levels. At each level, the future implications were identified and listed in Table 2.7.
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This review has two limitations. Firstly, the search work was carried out in mid-2021;
thus, there is a possibility that a few studies were not retrieved from the database due to
publication delays. Secondly, the authors subjectivity in selecting and evaluating the selected
documents. However, several methods were adopted to minimize subjectivity.
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3. Chapter 3:
Collaborative Immersive High-Fidelity Modeling Infrastructure
Collaborative manufacturing planning process is an ongoing screening and evaluation
process to review the manufacturing systems under different scenarios and variables using VR
technology. Collaborative and immersive VR applications are becoming increasingly popular in
the industrial sector, and several software frameworks have been discussed to support this
development in the field of virtual prototyping and simulation of manufacturing processes.
Moreover, in digital manufacturing systems, decision makers enjoy the ability to simulate entire
manufacturing processes and product development in collaborative ways in order to predict,
solve, and control problems in the VE (Paritala et al., 2017).
Developments in visual and tracking systems have expanded VR applications and have
led to VR becoming a powerful tool for decision-making, planning, and conducting training and
experiments across several fields. VR’s goal is to fully immerse a user in a VE through
simulating the same kinds of physical and psychological reactions they would experience in the
real world. The purpose of this chapter was to provide a novel comprehensive framework and a
scale for evaluating the fidelity of VR systems by addressing their architecture and the factors
that affect overall fidelity with respect to the digital sensory and tracking systems used. The
framework is distinct from other fidelity evaluation frameworks in the involvement of integration
and synchronization of VR system data and devices as main factors in fidelity evaluation. Also,
it presents a scale for fidelity evaluation of VR systems and defines high-level useful concepts
for distinguishing different VR systems with respect to fidelity.
Even though VR requires high accuracy in superposition and tracking, VR can be
integrated in the central planning phases and the factory planning process (Mourtzis et. al., 2014)
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in collaborative and communicative means (Jones, 2021). However, current VR solutions for
manufacturing planning are designed around specific hardware, to solve specific manufacturing
problems, and/or are designed as a commercial solution. Therefore, measuring VR systems’
fidelity in a comprehensive way is a big challenge. Consequently, in order to better comprehend
the aspects of high-fidelity systems and the possible impacts of a higher fidelity in the
manufacturing planning process using VR, it is necessary to determine the factors affecting
fidelity and create a framework for VR systems’ fidelity.
This chapter presents a new framework to create and evaluate a collaborative, immersive,
and interactive VR application that addresses the architecture of VR systems and factors that
affect the overall fidelity of VR systems. The framework describes fidelity with respect to two
main areas: the digital sensory system and the interaction system’s fidelities, including subelements for the suggested factor, in order to provide effective and comprehensive measurement
of VR system fidelity.
The fidelity evaluation framework defines high-level common and useful concepts for
distinguishing different VR systems with respect to fidelity. Also, it provides criteria that can be
used to evaluate the VR experience of the collaborative VMPS.
Fidelity of Immersive Virtual Reality Systems
Technological advances in VR systems have expanded VR applications in different fields
and have led to VR becoming a dominant tool for training and experiments across several fields
(Cabrera & Wachs, 2017). A VR application aims to simulate specific aspects of a task to create
alternatives and solutions virtually without using physical aspects and real conditions of the task
(Harris et al., 2020). Yet, evaluating VR systems' fidelity is still ambiguous and debatable. Based
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on the literature review, practical, evidence-based, and controlled methods were found to
evaluate the fidelity of VR systems.
Numerous studies have been conducted to evaluate different VR systems through
practical evaluations. These evaluations consist of a demonstration of VR content using different
VR systems to evaluate the level of fidelity and determine the effects of high-fidelity on task
performance. For instance, Pala et al. (2021) compared the fidelity of CAVE and HMDs through
interactive pedestrian simulators for investigating street-crossing behavior to improve pedestrian
safety. They found that HMD produces more presence feeling than the CAVE system.
Similarly, Elor et al. (2020) compared CAVE and HMD immersive VR exergaming for
adults with mixed abilities. In their study, users were recorded playing a VR game with both
systems, and electroencephalography sensors, galvanic skin response, and heart rate were
collected at runtime, as well as post gameplay surveys. The study results show that across all
abilities, the HMD excelled in game performance, biofeedback response, and player engagement
compared to the CAVE.
In summary, practical evaluations have demonstrated significant benefits of using highfidelity systems compared to low fidelity systems in most cases, but the results of these
evaluations cannot be generalized as different VR applications have their own objectives, which
means that different hardware and software may be used. Moreover, practical evaluations have
high numbers of complex applications and interdependent tasks, making them an improper
method of generalizing the results of fidelity evaluation of different VR systems.
Other researchers have used the evidence-based methods of developing frameworks and
criteria to evaluate the fidelity and validity of VR systems. Harris et al. (2020) developed a
framework for testing and validating a VR system in training perceptual motor skills, such as for
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applications in sports, surgery, rehabilitation, or the military. They found that successful
implementation of training and psychological experimentation using VR required firstly to
establish whether the simulation captures fundamental features of the real task and environment
and elicits realistic behaviors and secondly, to propose evidence-based methods for establishing
fidelity and validity during simulation design. The framework outlined a categorization of
fidelity and validity subtypes. It suggests face validity, construct validity, physical fidelity,
psychological fidelity, affective fidelity, and ergonomics fidelity as the six aspects of VR system
fidelity and generally illustrates how to test each aspect. The framework was found to be focused
on the VR applications in training, without taking into consideration other domains. Also, the
framework is limited to general classification of the fidelity and validity aspects without
demonstrating the sub-elements of these aspects and how they can be evaluated.
Furthermore, controlled evaluation methods were used to overcome the limitations of
practical evaluations. Controlled evaluations of fidelity usually involve the direct comparison of
similar systems or setups while controlling one (univariate) or more (multivariate) aspects of
fidelity to determine their impact on overall system fidelity. For instance, Pastel et al. (2020)
used the univariate method to analyze gaze accuracy and gaze precision using eye-tracking
devices in reality and VR. Moreover, Trenkowski et al. (2019) used the multivariate method to
address interrelationships between field of view, information density, and search performance.
Despite having better generality and fewer variables than practical evaluations of fidelity,
prior controlled evaluations have also had limitations, such as advances in technologies that have
made some of these studies and evaluations outdated. However, in comparison with the
development of VR technology, fidelity evaluation through user experiences needs to be further
studied, especially from technical specifications of VR devices and the research method.
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Moreover, users’ evaluation of fidelity can be derived differently according to the VR content
(Kim et al., 2020). For instance, Hontvedt and Overgard (2019) developed a framework for
configuring simulation fidelity with training objectives. The framework considered fidelity in the
design of a ship simulator for training purposes, conceptualized fidelity requirements in
simulator training through three types of fidelity (i.e., technical, psychological, and
interactional), and linked it to different levels of training and targeted learning outcomes. The
study demonstrated how the fidelity of the simulation relates to the main objectives of the
simulation. Likewise, McMahan and Herrera (2016) suggested three aspects of system fidelity
(i.e., interaction, scenario, and display fidelities) for analyzing and designing VR techniques in
learning and training. They described how system fidelity can be altered by manipulating these
aspects. However, Srivastava et al. (2019) found that the differential effect of visual versus
interactional fidelity on human performance depends on the nature of the cognitive and
functional behavior users employed and the usability of VR systems.
It is commonly assumed that more advanced VR technologies with high-fidelity are
associated with better performances (Franzluebbers & Johnsen, 2018; Liu et al., 2019; Zizza et
al., 2018). Still, using high-fidelity systems can be useful and lead to higher levels of
performance based on the user’s expertise level. Frithioff et al. (2020) found that ultra-highfidelity graphics reduced the performance level of surgeons compared with conventional
graphics, whereas the high-fidelity graphics increased the cognitive level of the training. They
suggested that high-fidelity trainings might be better suited for the training of intermediates or
experienced surgeons.
Also, several empirical studies have investigated how high-fidelity VR technologies can
affect the virtual experience and overall performance. That research implies that increasing the
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fidelity of one or multiple aspects of the VR system can be beneficial to performance
(Franzluebbers & Johnsen, 2018; Frithioff et al., 2020; Liu et al., 2019; Zizza et al., 2018), which
suggests that the overall fidelity of the VE may not be an important factor for overall
performance. Another example of a framework of fidelity evaluation is the framework for
evaluating based on a simulation’s display, interaction, and scenario components suggested by
Ragne et al. (2015). The experimental evaluation of fidelity was designed to test the effects of
fidelity on training effectiveness for a visual scanning task. It was found that the higher the field
of view, the better the performance of the VR system, while high visual realism worsened
performance. However, the researchers suggested that future evaluation criteria are needed to
gain more realistic settings.
The Fidelity Evaluation Framework
In this section, the building blocks and set of factors required to evaluate fidelity of a VR
system are presented. Additionally, the objective and subjective measures are introduced
considering the core modules required for producing a virtual experience, as suggested by
Spanlang et al. (2014). These core modules include (a) the display module, which consists of the
hardware devices used to display the virtual experience, (b) the motion-tracking module, which
maps the user’s movements in the virtual world as in the real world, (c) the VR content, which
consists of the 3D presentation of the simulation content, and (d) the integration module, which
handles the creation, management, and rendering of all virtual entities. Also, it integrates all
other modules.
The framework and the fidelity scale in this chapter were developed based on the existing
literature on the evaluation of fidelity of VR technologies and aims to provide an objective
evaluation based on human biological abilities and advances in VR technologies. Accordingly,
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the factors and elements affecting the overall fidelity of a VR system were classified into four
interrelated aspects: a) digital sensory system fidelity, b) tracking system fidelity, c) simulation
system fidelity, and d) integration among these aspects to produce high-fidelity virtual
experiences.
In the discussion of fidelity evaluation, the literature includes numerous definitions of
presence and immersion. The interrelation between presence and immersion is not well
understood as it depends on the VR simulation’s objectives. In the suggested framework,
immersion and presence were measured by breaking them down into subcomponents. The
fidelity evaluation framework in this chapter proposes scales for measuring fidelity of visual,
auditory, and haptic systems. In these scales, each factor affecting fidelity was quantified and
classified from low to high on a separate scale along with the description of the factor features at
each classification of fidelity. These scales can be used to evaluate the immersion concept.
Virtual Reality Fidelity Framework Objectives
Considering the recent advances in VR systems, the fidelity evaluation framework in
Figure 3.1 was designed to answer the following questions:
•

What were the significant aspects of the digital sensory system’s fidelity on the user
experience?

•

How can fidelity be evaluated objectively and subjectively?
Consequently, to better comprehend the aspects of high-fidelity systems and the possible

impacts of higher-fidelity at the digital manufacturing planning process using VR, it is necessary
to determine the factors affecting the VR system’s fidelity and create a framework to evaluate it.
Additionally, the framework demonstrates the importance of each factor and sub-elements on the
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overall fidelity. In addition, the framework was the foundation of the survey that was used to
collect data from the participants selected to evaluate the multipurpose VR application.
It was hypothesized that increasing fidelity in the digital sensory and tracking systems,
with accurate integration between the factors, would result in the best user performances and
high-fidelity experiences (Cabrera & Wachs, 2017; Cooper et al., 2018; Franzluebbers &
Johnsen, 2018; Liu et al., 2019; Slater et al., 2010; Zizza et al., 2018). Also, the olfactory and
taste factors of digital sensory system were excluded as limited research was found discussing
the factors affecting the fidelity of these two sensory systems.
The framework in Figure 3.1 classifies factors affecting fidelity of VR systems into four
main fidelity components: the digital sensory system, the tracking system, the simulation system,
and the integration and synchronization of the VR system data and devices. Also, it defines highlevel common and useful concepts for distinguishing different VR systems with respect to
fidelity.
The following sections describe the core factors of the framework. For each module, we
first define the role of it within the VR system along with technical aspects. It is outside the
scope of this dissertation to go into full detail for all technologies that could be used in the digital
sensory and tracking systems. We therefore point to review of subsystems where possible and
emphasize the technology used at Eastern Michigan University (EMU). By considering the
digital sensory fidelity sub-elements, the fidelity measurement criteria of digital sensory systems
depend on the fidelity of input and output devices and the accuracy of middleware and software
integration. Reviewing prior criteria of evaluations investigating digital sensory fidelity subelements, Table 3.1 below lists the suggested criteria to measure fidelity of visual, auditory, and
haptics systems with descriptions, related findings, and notes for each criterion in the framework.
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Figure 3.1
Virtual Reality System Fidelity Evaluation Framework
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Table 3.1
Fidelity Evaluation Criteria for Visual, Auditory, and Haptics Systems
Criteria

Description

Findings
A. Visual System Fidelity

Quality of
3D
Stereoscopic
Graphics

The degree to which
the visual image
displayed by the VR
system is a
presentable
reproduction of a
real-world scene, in
terms of both
accuracy and
complexity

Volonte et al. (2021) found that
photorealistic rendering affects users’
perception where cartoon characters were
considered highly appealing compared
with human-like appearance. Menzies et
al. (2017) found that stereoscopy has
been shown to positively affect user
performance for tasks while also
providing a greater sense of presence.

Display Size

The degree of
exactness with
which real-world
sizes are reproduced
by a display system

Menzies et al. (2017) found that display
size affects presence and can result in
faster search times.

Display
Resolution
Pixel

The degree of
exactness with
which real-world
graphics stimuli are
reproduced by a
display system

Dmitrenko et al. (2017) found that
display resolution affects presence and
the overall effectiveness of VR devices.

Frame Rate

The degree of
exactness with
which real-world
graphics frames are
reproduced by a
display system

Tcha-Tokey et al. (2017) found that
frame rate has been shown to affect user
performance as increasing frame rates
appears to increase users’ sense of
presence, and it affects the overall
effectiveness of VR devices.

Field
View

The angular size of
the area of the scene
that a user can see
directly in the VR
experience

Dmitrenko et al. (2017) found that
increasing FOV has been demonstrated to
improve user performance for tasks that
require high navigation accuracy. Also, it
has a positive effect on the effectiveness
of VR devices.

of
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Table 3.1 continued
B. Auditory System Fidelity
Quality of
Auditory
Stimuli

The degree to which
the VR system’s
auditory stimuli
correspond with
visual and other
interaction systems

Dmitrenko et al. (2017) found that sound
waves are readily turned on and off to
correspond with the values of
digitization.

Realism of
the
Surrounding
Audio

The degree to which
the VR system’s
auditory stimuli are
a presentable
reproduction of realworld sounds

Doug et al. (2012) found that highfidelity auditory systems accelerate
immersion and presence.

Audio
Resolution

The degree of
exactness with
which real-world
sound stimuli are
reproduced by an
auditory system

Doug et al. (2012) found that highfidelity auditory systems accelerate
immersion and presence.

C. Haptic System Fidelity
Haptic
Device
Design

The number of DOF
a user can have
using a haptic
device, the accuracy
of haptic movement
interpretation by
operating software,
and the refresh rate.

Spanlang et al. (2014) found that some
haptic devices impair participants from
moving freely during the experiment,
thus limiting their range of motion.

Haptic
Movement
Capability

The design and
physical features’
accuracy through
which users can
perform the required
task accurately and
effectively.

Spanlang et al. (2014) found the haptic
module should be designed to be simple,
flexible, and applicable with different
hardware and software parts to be
unplugged or replaced with new
functionality when needed.
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Table 3.1 continued
Haptic
Navigation
Accuracy

The degree of
accuracy with which
an input/output
device estimates a
position and an
orientation in the
VR simulation

Welch and Foxlin (2002) found no
standard for motion tracking systems.
Hence, the choice of a full-body motion
tracking system will greatly depend on
the VR simulation content and the system
setup.

Haptic
Force
Feedback

The degree of
accuracy with which
an input/output
device simulates the
feedback of the
user’s applied force
during interaction
with objects in the
VR simulation

Spanlang et al. (2014) found the delivery
of haptic stimulus is complicated by the
variety and specialization of touch
receptor cells in our skin for the different
types of haptic stimuli, such as pressure,
vibration, force, and temperature.

In considering the interaction systems’ fidelity sub-elements, the fidelity measurement
criteria depend on the motion tracking system’s ability to collect, interpret, synchronize, and
generate data about the user’s head and hand positions and orientations in the virtual world.
Table 3.2 lists the suggested criteria to measure interaction system fidelity with descriptions,
related findings, and notes for each criterion in the framework.
The Fidelity Evaluation Scale
After identifying the building blocks and set of factors required to evaluate fidelity of a
VR system in the previous section, the factors of a VR experience were classified objectively and
subjectively. Table 3.3 shows how each factor can be evaluated, along with the required
evaluation tools and items to evaluate it objectively and subjectively or a mix of both.
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Table 3.2
Fidelity Evaluation Criteria for Interaction Systems
Criteria

Description

Findings

Motion Tracking
System Fidelity

The degree to which the
user’s position and
orientation are tracked by the
VR system in terms of
accuracy.

Van and Reijne (2018)
found that the accuracy of
each tracking system
depends on the system
specifications, such as
weight and size of the
sensors, maximum capture
volume per camera,
sampling frequency, etc.

Synchronization
of the interaction
data

The degree of exactness with
which user movements for a
real-world task are
reproduced accurately in the
virtual world.

Harrison et al. (2010) found
that the synchronization
between VR users and VR
systems is one of the main
determinants for effective
audio-visual integration.

The fidelity of visual, auditory, and haptics systems were evaluated using the suggested
scale in Figure 3.2, which also includes a general evaluation for other fidelity factors. The
objective of this fidelity scale is to classify objectively the fidelity of VR systems. In this scale,
each factor affecting fidelity was quantified and classified from 1 to 7 or low to high with the
description of the factor features at each classification of fidelity. The scale formulates the details
of the framework by comprehensively analyzing and referring to previous research’s
contribution to fidelity evaluation (Richardson, 2017; Wolfartsberger, 2019; Harris et al., 2020;
Hontvedt & Overgard, 2019; Kim et al., 2020; Pala et al., 2021; Pastel et al., 2020; Schubert,
2003; Slater & Usoh, 1995; Trenkowski et al., 2019; Witmer & Singer, 2005). In addition, the
evaluation criteria were determined according to recent advances in VR technologies and human
biological abilities.
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Table 3.3
Fidelity Evaluation Criteria Summary for Virtual Reality Systems

Field of View

Evaluation Evaluation
Evaluation Items
Method
Tool
Subjective Questionnaire Cooper et al. (2018): The VE visual system felt real.
I felt like I just perceived pictures.
How real did the virtual world seem to you?
How much did the 3D models in the VE seem consistent with
real-world objects?
The virtual world seemed more realistic than the real world.
Objective Physical
The display felt like the real world.
dimensions
of the display
Objective No. of pixels The graphics felt real, and the sense of immersion inside the
per
VE was compelling.
eye/screen
Objective Frame rate
The simulation ran smoothly without interruptions or
Per Second
distortions.
(FPS)
Objective View Degree I could visualize the VE as in the real world.

Field of Regard

Objective

Quality of
Auditory
Stimuli

Subjective Questionnaire The VE auditory system felt real.
How well could you identify sounds?
How aware were you of the sounds of the surrounding real
world while navigating in the virtual world?

Fidelity Aspect

Criteria

The digital sensory
system/visual
system

Quality of 3D
Stereoscopic
Graphics

The digital sensory
system/visual
system
The digital sensory
system/visual
system
The digital sensory
system/visual
system
The digital sensory
system/visual
system
The digital sensory
system/visual
system
The digital sensory
system/visual
system

Effective
Display Size
Display
Resolution
Pixel
Frame Rate

View Degree

I could visualize the VE as in the real world.
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Table 3.3 continued
The digital sensory
system/auditory
system

Realism of the
Surrounding
Audio

Subjective Questionnaire Cooper et al. (2018): The sounds inside the VE felt real.
How much did the auditory system involve you?
How aware were you of sounds in the experience?
How completely were you able to actively (specify a task)
using auditory system?

The digital sensory
system/auditory
system

Audio
Resolution

Objective

The digital sensory
system/haptic
system
The digital sensory
system/haptic
system
The digital sensory
system/haptic
system
The digital sensory
system/haptic
system
The tracking system

Haptic Device
Design

The tracking system

Haptic
Movement
Capability
Haptic
Navigation
Accuracy
Haptic Force
Feedback

THD, Output The VE sound system stimuli were accurately responsive to
Power,
my actions.
Frequency,
SN Ratio, etc.
Subjective Questionnaire Cooper et al. (2018): The interaction with the environment
seemed natural/I felt the haptic system helped me in
completing the assigned task.
Objective
DOF,
I felt that haptics helped me in navigating and interacting in
Tracking per a natural way.
joint, etc.
Objective
Accuracy,
I felt that haptics helped me in navigating and completing
latency
the assigned task effectively.

Subjective Questionnaire The force feedback with the environment seemed natural/I
felt the haptic force feedback made the feel of objects
natural.
Motion
Objective Questionnaire Cooper et al. (2018): The interaction with the environment
Tracking
&
was accurate/I felt the haptic system helped me in
System Fidelity Subjective
completing the assigned task accurately.
Synchronization Objective
Accuracy,
The interaction with the environment seemed natural.
of the
latency
How consistent was the information coming from your
interaction data
various senses?
How much did your experience in the VE seem consistent
with real-world experiences?
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Figure 3.2
The Fidelity Evaluation Scale of VR Systems
The Fidelity Scale of Visual, Auditory, and Haptics Systems

Low

High

Quality of 3D
Stereoscopic Graphics

3D Models with
simple geometry
(wireframe)

3D Models with
complex geometry
& Surfaces

3D Models with
3D Models with complex 3D Models with Highly
realistic rendering and
complex geometry,
geometry, ,high
,medium rendering and rendering and animation animations to real world
animation

Display Size

Monitor based
systems

MobileVR systems

Head Mounted Display
(HMD) system

High-end
Multiscreen
system

Lightweight displays
simulate exact human vision
process

Pixel Density 1– 5
pixels/degree
Minimum Pixel Per Inch
(PPI) is 570 PPI

Pixel Density 5– 10
pixels/degree

Pixel Density 11–
20 pixels/degree

Pixel Density 20–
59 pixels/degree

•

Frame rate of 30
frames per second
(FPS)

Frame rate of 45
frames per second
(FPS)

Display Resolution Pixel

Frame Rate

•
Frame rate of 60
frames per second
(FPS) to avoid nausea

Frame rate of 90
frames per second
(FPS)

Pixel Density 60
pixels/degree same as
Human fovea.
Human PPI is around 1000

Frame rate of 120
frames per second
(FPS)

Field of View

FOV less than 30

FOV 30 - 60

FOV 60-110

FOV 110 - 180

FOV 210

Field of Regard

FOR less than 90

FOR 90 - 110

FOR 110-180

FOR 180- 270

FOR more than 270

Quality of Auditory
Stimuli

Realism of the
Surrounding Audio

Sound correspond
with visual and
interactions with a
Total Sound to ear
Latency < 20 ms

Total Sound to ear
Latency < 10 ms

Total Sound to ear
Latency < 5 ms

Total Sound to ear
Latency < 1 ms

Real-time sound
correspond with visual
and interactions as in
real world

Simple and limited
sound stimuli

Unrealistic sound
stimuli

Sound stimuli
correspond with
animation

High realistic sound
stimuli correspond with
animation and
interaction

Real-time highly realistic
sound stimuli correspond
with animation and
interaction
Real-time 3D audio

Audio Resolution

Monophonic
Playback

Stereo Playback

Binaural stereo audio

3D audio

Haptic Device Design

Haptics with 3 DOF
with low refresh
rate

Haptics with 3 DOF
with medium
refresh rate

Haptics with 6 DOF
with acceptable
refresh rate

Haptics with
hybrid tracking 6
DOF with high
refresh rate

Haptics with hybrid
tracking 6 DOF perform
movements as the real
life

Haptics with 6 DOF
with acceptable
refresh rate

Haptics with
hybrid 6 DOF with
high refresh rate

Haptics with hybrid 6
DOF perform
movements as real life

Haptic Movement
Capability
Haptic Navigation
Accuracy
Haptic Force Feedback

Haptics with 3 DOF
with low refresh
rate
High variation and
delay in task
completion

Variation and
delay in task
completion

Low variation and
delay in task
completion

No variation and task
completed effectively

No variation and task
completed as real life

Simple and limited
force feedback

Unrealistic force
feedback

Force feedback
correspond with
animation

High realistic force
feedback correspond
with animation and
interaction

Real sense of touch and
force feedback correspond
with animation and
interaction as in the real life

Low
Total Motion to photons
time

Total Motion to
Photon < 20 ms

Low
The number of body
parts that can be
accurately tracked by the
VR system

Head
Tracking

Low
The quality of VR content
graphics

Haptics with 3 DOF
with medium
refresh rate

Monoscopic
Graphics

The Fidelity Scale of the Integration of the System Data
Total Motion to
Photon < 20 ms

Total Motion to
Photon < 10 ms

Total Motion to
Photon < 5 ms

The Fidelity Scale of Tracking System
Head and Hand
Tracking

Head, Hand,
and other body
parts Tracking

Full Body
Tracking

High
Real-time Full
Body Tracking

The Fidelity Scale of Simulation System
Stereoscopic
Graphics

Real-time HighQuality 3D Graphics

High

Total Motion to
Photon < 1 ms

High
Real-time UltraQuality 3D Graphics
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The focus in measuring fidelity specifically concentrated on the digital sensory system
fidelity. The importance of each factor affecting fidelity depends on the objectives of the VR
simulation and the user expertise in the tasks or events in the simulation. Overall, the ideal VR
system that has the highest fidelity value among the four building blocks scales. The ideal VR
system would display all digital sensory system aspects, including the five sensations, in a realtime interaction system in a full body tracking mode (Cabrera & Wachs, 2017; Slater, 2009;
Slater et al., 2010). The VR content of the simulation for the ideal VR system should be high
quality 3D graphics similar to the real world. Also, the generated data in the ideal system should
be integrated and synchronized to produce a real 3D graphics VE.
The digital sensory fidelity scale depends on the number of sensations involved in the
VE. As more of the digital sensory systems are used, the more fidelity can be reached. The ideal
VR system would display visual, auditory, haptics, taste, and olfactory systems. Furthermore, the
high-fidelity visual systems are capable of providing highly realistic 3D stereoscopic graphics
through accurately rendering high-density geometry models in a high frame rate display
resolution pixel and field of view. Humans’ visual field has a slightly over 210-degree forwardfacing horizontal arc and a vertical range of 150 degrees (Jang et al., 2016). Accordingly, the
ideal field of view would match the FOV of humans’ visual field. The wider FOV, the more
present the user is likely to feel in the experience. For the FOV, HMDs commonly have a field of
view around 100 degrees, whereas in the high-end multiscreen system, the field of view is
around 170 degrees. Therefore, HMDs are significantly inferior to humans’ actual field of view.
On the other hand, most high-end multiscreen systems run at a frame rate of 60 frames per
second while HMDs run at 90 frames per second (Jang et al., 2016).
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High-fidelity auditory systems improve immersion and presence in the VE. The scale
suggests three factors affect the fidelity of auditory systems. The quality of auditory stimuli was
determined according to mouth-to-ear latency, which refers to the time delay between the user’s
head motion and the corresponding display output of the VR system. Becher et al. (2018)
evaluated the accuracy of the mouth-to-ear latency measurement method using a buzzer directly
attached to the microphone of the measurement system. He found that the mouth-to-ear delay
can be measured very precisely with the measurement system used.
Similarly, haptic system fidelity is highly dependent on the number of DOF a user can
have using a haptic device, the accuracy of haptic movement interpretation by operating
software, and the refresh rate (Becher et al., 2018).
The fidelity of the integration of the VR system data depends on producing a high-fidelity
3D interaction in the VE by establishing an accurate synchronization between movements of the
user and the display system, along with other systems. A key fundamental fact about VR is that
the graphics update according to changes in the head viewpoint. This process refers to rendering,
which is basically the motion to photon time.
The simulation system scale classifies VR systems according to quality of 3D imaging
from monoscopic imaging to high realism 3D graphics. Moreover, the consistency and accuracy
of the simulation system depend on displacement in the user’s view within the VE. The
displacement must be less than 1 arcmin to avoid nausea during the VE (Knecht et al., 2012).
For the interaction system fidelity scale, VR systems are classified according to the body
coverage tracking and the consistency of the interaction experience between users. Accordingly,
motion tracking system fidelity is highly concerned with how accurately the user’s real-world
movement corresponds to and synchronizes with position and orientation in the virtual world.
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A purpose of the VR system is to provide users with real-time interactivity tracked by the
system using 3D stereoscopic display. HMDs achieve this purpose and these features by using
small display screens that move with the viewer. HMDs basically isolate the user from his
surrounding real environment, which can be highly intrusive and confusing. In contrast, in the
high-end multiscreen systems, the projection plane is fixed and does not move with the viewer’s
position and angle as it does in HMDs.
With respect to immersion, HMDs provide high immersive experience as users are
completely isolated from their surroundings whereas in the high-end multiscreen system, the
immersion might be lost when the system is not six sided display screens. For instance, in a fourwall VR system, the user might lose the sense of immersion if projectors are not synchronized to
process the images and obtain a combined visual rendering across all the screens in the system.
Fidelity Evaluation Process
Fidelity evaluation consists of reviewing several studies to capture the objective and
subjective measures of all factors affecting VR systems' fidelity (Wingler et al., 2020).
Immersion is evaluated on the degree to which VR systems deliver an objectively measurable
match to the real world in an interactive way (Slater, 1997). The objective measures include
physiological measures (Shi et al., 2007; Weibel et al., 2018), technical measures (van der Kurk
& Reijne, 2018), time recordings (Meyer et al., 2012), eye movement (Rey et al., 2010), and task
performance (Grajewski et al., 2013; Jennett et al., 2008;). The visual system has also been
proposed as an objective measure for presence in the VR environment (Sunder et al., 2003).
However, to capture subjective evaluation, including the psychological and other subjective
factors listed in Table 3.1, a rigorous method of gaining insight into target users' opinions and
subjective measures is questionnaires (Youngblut, 2003). While interaction techniques have an
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intense effect on fidelity and presence (Seibert & Shafer, 2018), they also play an integral role in
creating collaborative, interactive virtual experiences and are an important determinant of
simulator fidelity. Accordingly, Figure 3.3 illustrates the suggested process of evaluating fidelity
using the fidelity scales along with evaluation items for each factor.
Figure 3.3
The Fidelity Evaluation Process
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Scale Development and Validation
As mentioned in the previous section, the dimensions for each variable affecting
immersion and presence were determined. Presence was evaluated by applying the theoretical
approach used by Sheridan (1992) and Usoh et al. (2000). Sheridan (1992) determined the
underlying factors of presence as sensory information, sensory control, and motor control.
Consequently, Witmer and Singer (2005) developed a 32-item presence questionnaire that
identified three subscales to measure presence through sensory, control, distraction, and realism
factors. However, the questionnaire by Witmer and Singer was criticized for the lack of objective
measures as well as the lack of comprehensive assessment of presence due to the need of items
to capture and measure psychological factors effectively.
Another approach to measuring presence was developed by Slater and Usoh (1994) in
multiple studies. The Slater and Usoh (1994) questionnaires are based on questions relevant to
three themes: (a) embodiment illusion, which is the sense of being physically present in the VE;
(b) plausibility illusion, which is the extent to which the VE becomes the dominant reality; and
(c) place illusion, which is the extent to which the VE is remembered as a “place” and feeling
inside a VE.
The aforementioned questionnaires, in addition to the Igroup Presence Questionnaire
(IPQ) developed by Schubert (2003), were used to derive the items that measure presence for the
multipurpose VR application. The IPQ is a scale for measuring the sense of presence
experienced in a VE. Overall, the presence questionnaires by Witmer and Singer (2005),
Schubert (2003), and Slater and Usoh (1995) are currently the most cited three presence
questionnaires applicable for VEs on Google scholar with 5,155, 1,259, and 1,226 cites
respectively (as of November 2020).

123
Table 3.4 summarizes a sample of the presence and immersion questionnaire items along
with research questions for each variable. The survey, along with interview questions, is in
Appendix A. Measuring immersion and presence using factors of control, sensory, distraction,
and realism relationships will provide answers to the following research question:
•

Does the simulation of the manufacturing processes look and feel realistic?

•

Does the simulation provide an accurate representation of the manufacturing processes,
factory layout, and product prototyping?

•

Does the simulation elicit realistic interactions, movements, and navigation in the factory
to perform planning processes?

•

Does the simulation accurately respond to users’ orders?

•

Do years of experience affect the evaluation of fidelity? If so, how?
The first stage in the creation of VR simulation content was to identify its objectives

through a simulation scope statement. Identifying simulation objectives ensures the development
team fully accomplishes all of the expected results and outcomes. The VR simulation objectives
provide a documented basis for decision-making during the VR simulation development process.
Also, they are used to direct the simulation development team. The project team creates the
simulation scope statement by defining the simulation's primary expected outcomes, purposes,
and system requirements. The second stage is to determine and prioritize factors affecting
fidelity of the VR system. The investigator should identify and assign the importance weight for
each factor to determine the critical fidelity. Then, the investigator objectively and subjectively
evaluates fidelity. Accordingly, the results of the evaluation are consolidated and validated.
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Table 3.4
Presence and Immersion Questionnaire Items
Fidelity Aspect

Presence/
Simulation
System

Factor

Research

Description

Question

Sensory
Factors

Does the
simulation
provide an
accurate
representation
of the
manufacturing
processes,
factory layout,
and product
prototyping?

Item to Measure

• How completely were all of your senses engaged?
• How much did the visual aspects of the environment involve you?
• How much did the auditory aspects of the environment involve you?
• How aware were you of your display and control devices?
• How completely were you able to actively navigate the environment using
visual, auditory, and haptic devices?
• How well could you identify sounds?
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Even though several evaluations demonstrated significant benefits of using high-fidelity
systems compared to low fidelity systems in most cases, the results of these evaluations cannot
be generalized as different VR applications have different objectives and configurations.
Moreover, the fidelity evaluation process has a high number of complex applications and
interdependent variables. VR simulations do not need to alert all human-sensory systems to
achieve the objectives for which they were created; the fidelity of the simulation relates to the
main objectives of the simulation (Hontvedt & Overgard, 2020). Therefore, the first step in
evaluating fidelity is a careful identification of VR simulation objectives and requirements.
Accordingly, the fidelity factor priorities are weighted relevant to the main objectives of the
simulation. Assigning the importance of each factor should be performed by experts in the field
of application. Then, from the fidelity evaluation criteria in Table 3.3, each objective factor can
be evaluated using the fidelity scales in Figure 3.2. Similarly, the subjective factor can be
evaluated using the evaluation items in the fidelity evaluation criteria in Table 3.1. The following
is an example of how the fidelity framework was used to evaluate the VR system objectively at
EMU. To achieve this goal, a preliminary study for a car door inner panel was established and
used for the implementation of the framework.
The VR simulation for this study, as shown in Figure 3.4, consisted of a set of 3D models
of a conventional car door and manufacturing systems required to perform the stamping process.
This simulation was created for layout planning. To prioritize the factors affecting fidelity, the
investigator should identify the VR simulation objectives and the expected end results from the
VR experience. Accordingly, the VR simulation requirements are determined, including visual,
auditory, haptic, 3D interactions, based on the purpose of the VR simulation. Then, the
investigator should assign the importance weight for each factor to determine the critical fidelity
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factors. The critical factors were found to be the visual, haptic, and tracking systems because
they are assumed to be highly important for achieving the VR simulation objective and
performing the layout planning accurately and effectively.
Figure 3.4
Sample of the VR Simulation

Table 3.5 shows the objective evaluation results for each factor can be evaluated
objectively according to Table 3.1 The actual technical specifications of the VR system used for
this simulation were evaluated using the fidelity scale. For instance, the FOV of the EMU CAVE
system was 170 degrees. According to the scale, the VR system’s fidelity was found to be high.
Each aspect was objectively evaluated using the fidelity scale and then the importance was
assigned based on the objective statement of the VR simulation. Accordingly, the score was
calculated by multiplying objective evaluation with importance. Then, the fidelity was classified
according to overall fidelity score classification in Figure 3.6 as a medium-fidelity system for
this specific VR simulation.
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Table 3.5
The Objective Evaluation Results Along With the Classification Matrix
Fidelity Aspect

Criteria

The digital sensory
system/visual system

Effective Display Size

The digital sensory
system/visual system

Display Resolution
Pixel

The digital sensory
system/visual system
The digital sensory
system/visual system
The digital sensory
system/auditory system
The digital sensory
system/haptic system
The digital sensory
system/haptic system
VR simulation system
The tracking system
The tracking system
Integration of VR system
data

Frame Rate
Field of View
Audio Resolution
Haptic Movement
Capability
Haptic Navigation
Accuracy
Visual content
Motion Tracking
System Fidelity
Synchronization of the
Interaction Data
Data consistency with
actions perform by
users

Objective
Evaluation
(A)
4

Importance
(B)

Score
(A x B)

4

16

4

4

16

3

4

12

4

3

12

1

2

2

4

4

16

3

4

12

3
4

4
4

12
16

4

4

16

4

3

12

Average
Fidelity

12.91
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Table 3.6
Overall Fidelity Score Classification
Fidelity

Low

/Importance

1

2

3

4

5

Low-medium

1

1

2

3

4

5

Medium

2

2

4

6

8

10

High

3

3

6

9

12

15

Near to Ideal

4

4

8

12

16

20

5

5

10

15

20

25

According to the scale, the VR system overall fidelity considered as a high-fidelity (M=
12.91). Likewise, the fidelity of digital sensory system (M = 12.29). The visual, auditory, and
haptics systems’ fidelity were found to be (M = 14), (M = 2), (M = 14), respectively. Similarly,
the fidelity of VR simulation, motion tracking, and integration of VR system data were found to
be (M = 12, M = 16, M = 12), respectively. From the results we can notice that the auditory
system’s fidelity has negatively affected the overall fidelity of digital sensory system.
Summary of the Chapter
This chapter presented the VR system architecture along with a new comprehensive
framework for evaluating the fidelity of immersive, collaborative virtual reality applications with
respect to four interrelated aspects: digital sensory system fidelity, interaction systems fidelity,
simulation system fidelity, and the integration of these aspects together. The framework
considers the diversity and complexity of VR tasks involved within the VR experience. A major
strength of this framework is that it considers the diversity and complexity of VR tasks involved
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within the VR experience. Also, it is scalable to different hardware and software configurations
and defines sub-elements of each aspect along with evaluation criteria, methods, and tools.
This chapter also discussed the factors and elements affecting the overall fidelity of a VR
system and provided a comprehensive framework for the evaluation process with respect to four
interrelated aspects: a) digital sensory system fidelity, b) interaction systems fidelity, c)
simulation system fidelity, and d) integration among these aspects to produce high-fidelity
virtual experiences. The fidelity framework also included a description of each factor and
element involved in the four aspects of fidelity. Different physical and psychological factors
have a direct effect on the performance of VR systems, which directly affects the overall virtual
experience fidelity. Accordingly, fidelity evaluation consists of reviewing several studies to
capture objective and subjective measures of all factors affecting the VR systems' fidelity. The
framework presents the evaluation criteria divided into subjective and objective measures
according to a systematic literature review of previous findings related to each aspect and based
on experimental measures. The fidelity of the simulation depends on the main objectives of the
simulation (Hontvedt & Overgard, 2020). Therefore, it was found that increasing fidelity in the
digital sensory and tracking systems, with accurate integration between the factors, would not
always result in the best user performances and high-fidelity experiences as those performances
and experiences highly depend on the simulation objectives. Additionally, the fidelity evaluation
framework defines high-level concepts for distinguishing different VR systems with respect to
fidelity and provides a criterion that was used to evaluate the multipurpose VR application.
Finally, we believe that evaluating fidelity should be performed objectively prior to the
experience, and a mix of subjective and objective evaluations should be completed after the
virtual experience to effectively evaluate the performance of the users and the VR systems.
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4. Chapter 4:
Design and Implementation of High-Fidelity Virtual Reality Simulation for
Manufacturing Planning
In the era of digital manufacturing, 3D modeling and computer graphics techniques are
being used to develop virtual models for manufacturing simulation. However, the high-fidelity of
digital sensory systems, especially the visual realism of the VR simulation, is usually a trade-off
with the real-time and realistic interaction in VR. The adoption of VR in the manufacturing
planning process and simulation has verified its effectiveness in bridging the gap between
different parties involved in the planning process. Simulation of the VR manufacturing system is
a powerful decision support system in manufacturing process planning and scheduling. The
verification and validation of product design can be performed using VR effectively and
collaboratively. Moreover, various process planning, and scheduling are designed and tested
through VEs.
In this chapter, I will review the technical infrastructure necessary to design and
implement a high-fidelity VR manufacturing planning system. Next, I will describe the design of
the virtual manufacturing planning process (VMPS), and the software configuration needed to
produce high-fidelity virtual simulation for manufacturing planning purposes. Finally, I provide
a framework and guidelines for the collaborative VR manufacturing planning system's
architecture based on VR simulation content. The present preliminary study focuses on a
simulation of the stamping process of a car front door inner panel to implement the VMPS
framework and guidelines.
The guidelines described in this chapter target manufacturers in the manufacturing
planning phase. In this phase, manufacturers design VR simulations and make manufacturing
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decisions by direct demonstration. Moreover, the guidelines allow the design and
implementation of an interactive, immersive planning system.
This chapter is organized into the following sections. The first section describes the
manufacturing planning process at three levels to clarify the VR simulation objectives. The
second section aims to describe in detail the design of the VR simulation in this dissertation. The
description includes the VR simulation design process and sub-processes consisting of the major
software in 3D modeling and rendering in computer graphics. It also presents the key 3D
modeling processes, 3D graphics, and VR programming software and tools used to create highfidelity VR simulation content. The techniques in 3D modeling and graphics in VR are
particularly important for real-time and realistic 3D interaction in the VE. Therefore, the third
section describes some of the key challenges and limitations associated with the design and
implementation of the VR manufacturing planning simulation.
Introduction to Manufacturing Planning Process
Manufacturing is an imperative means by which a country creates material wealth. In the
United States, the gross domestic product (GDP) from manufacturing averaged 2012.65 billion
USD from 2005 until 2020, reaching an all-time high of 2236.40 billion USD in the fourth
quarter of 2019 and a record low of 1798.60 USD Billion in the first quarter of 2009 (Trading
Economics, 2020). In the modern global economy, a country can have a strong economy if it has
high demand natural resources or a strong manufacturing sector that can provide wealth to the
country. Consequently, the government can provide its people with high standards of living.
Manufacturing can be defined both technologically and economically. Technologically, it
refers to applying a physical and chemical processes to alter the characteristics of a given raw
material to create a product. Economically, manufacturing refers to transforming the material
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into products by adding value to the material through processing and assembly operations
(Groover, 2020). Manufacturing involves a combination of assembly and processing of multiple
materials or parts to make a new product. The processes associated with changing the
characteristics of materials to create products with the desired shape and specifications are
manufacturing processes. The manufacturing process is a designed operation procedure to
transfer the material into the desired shape and increase its value.
Manufacturing process planning is the systematic determination of the detailed methods
by which products can be manufactured from raw material to finished product (Grieve, 1995). It
involves the description of operations needed to manufacture a product. The description includes
the product specifications, operation constraints, operations sequence, and the machines and
tools required to change the material characteristics into a final product. Generally, the
application of VR in manufacturing planning can be classified into three main areas, which are
product planning (i.e., product level), manufacturing process planning (i.e., process level), and
operation management planning (i.e., operational level). At the operational level, a general part
of the planning process is layout planning. Layout planning involves the planning of factory
space, the sequence of machining, assembly, packing and dispatching of the products. The
manufacturing planning consists of choosing technologies, machines, and human resources
needed to perform the manufacturing processes at the process level. It involves the verification
and validation of products at the product level before the manufacturing processes are performed.
The Virtual Reality Simulation Design and Implementation
In VR, the visualization effect and the quality of computer graphics are critical to
improve the participant engagement and therefore increase VR simulation’s effectiveness for
training purposes (Ragan et al., 2015). However, increasing the visual realism in VR is a
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challenging task requiring high-fidelity of 3D stereoscopic graphics and high-performance
graphic processors to create a realistic VR environment and with real-time interaction. As a
result, to create a high-fidelity VR content for manufacturing planning, I conducted a careful
review of VMPS to streamline the process of designing a VR simulation for manufacturing
planning.
I defined VMPS as the systematic determination of the detailed methods by which
products and processes can be visualized using VR technology to improve manufacturing's
overall performance. A complete VMPS includes creating, visualizing, and optimizing materials'
transformation process into the desired product. In general, virtual manufacturing process
planning includes designing manufacturing systems and operations virtually by analyzing
geometrical features, dimensional sizes, and product materials. Also, it consists of selecting
manufacturing processes to transform the product specifications from CAD drawings into
manufacturing operations.
VR simulation’s manufacturing systems design includes consideration of numerous
factors and the required the involvement of different functions within the organization. Several
approaches and configurations are available for developing the 3D contents of a manufacturing
system. The VR content is the fundamental core element for deciding on VR display and VR
motion tracking systems (Cabrera & Wachs, 2017).
The VR simulation content can be created from video-based content such as the 360
video technique, model-based contents, or a mix of both. Computer-generated 3D content can
simulate photorealistic real-world images or portray fantasy worlds with a wide range of 3D
creatures. The two basic computer-generated content methods are 3D modeling of the content
through 3D modeling software or capturing a 3D model from the real environment using 3D
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scanning techniques. Within this dissertation, the overall approach used was the 3D modeling
using SolidWorks to create a virtual factory dedicated to produce and assemble the inner panel of
car doors. According to Nafors and Johansson (2021), a virtual factory refers to a computerbased model representation of the physical manufacturing system to plan and perform
engineering activities. The stages of creating the 3D contents of a virtual factory for the inner
door panel are shown in Figure 4.1.
Figure 4.1
VR Simulation Design Process

Identification of the VR Simulation’s Objectives
The first stage in the creation of VR simulation content is to identify its objectives
through a simulation scope statement. Identifying simulation objectives involves determining the
expected results and outcomes by the development team. The VR simulation objectives provide a
documented basis for decision-making during the VR simulation development process. It is also
used to direct the simulation development team and related parties. In summary, the project team
has to create the simulation scope statement. The statements should be created at the beginning
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of the project by defining the simulation's primary expected outcomes, purposes, and system
requirements.
Objectives also define the targeted changes in the organization or individuals the
simulation is expected to achieve. Furthermore, having smart objectives for the VR simulation
helps the development team recognize the constraints and limitations of the VR system. VR
simulation objectives should serve a particular purpose. They break down critical steps to
achieving the expectations of the VR simulation at the desired fidelity level. For instance, the VR
simulation's primary goal in the present study was to develop a multipurpose simulation of a car
door inner panel virtual factory. Accordingly, this objective consisted of several milestones and
critical results in service of this primary goal. Moreover, the VR simulation objectives are
fundamental to deciding on the VR display system required and interactions within the VE.
Also, because of the simulation objectives, the development team became aware of the hardware
and software constraints and comprehended their effects on the overall fidelity of the VR
simulation.
The literature review analysis in chapter two revealed VR applications in manufacturing
at three levels of planning (i.e., (list them)). These applications were the basis of visualization for
the VR simulation of manufacturing planning system. Applications at product level enables
manufacturers to validate and verify products and manufacturing systems before real production
takes place. At process level, the applications were used primarily to support modification and
simulation of existing manufacturing cell or shop floors. At the operations level, the applications
were used to optimize process design layouts.
The method and requirements mentioned above, in addition to project management
requirements, were used to develop the strategy and objectives of the VR simulation. The main

136
objective of the VR simulation was to create a full-scale immersive, interactive experience. The
simulation was developed to enable users to visualize, validate, and verify the car door inner
panel's designs and its manufacturing processes by direct demonstration. The interface allows
decision-makers to interactively plan manufacturing at three levels of product, process, and
operational. Also, it visualizes the results of computer-aided engineering (CAE) testing results in
real-time by demonstration. The demonstrated motions and actions allow users to simulate the
manufacturing system and use it for planning, training, and education purposes. Figure 4.2 is the
VR simulation scope statement and objectives sheet.
Figure 4.2
The VR Simulation Scope Statement and Objectives Sheet

Translate the Objective Into VR Requirements
Compared to traditional manufacturing planning, virtual manufacturing planning with an
immersive interactive experience requires different approaches. The VR system requirements are
the required specifications a VR system must have to use particular hardware and software. In
this section, I discuss the technical requirements and the adaptation of VR content from scripts of

137
VR simulation sub-objectives. From the previous section, the sub-objectives were listed in
Figure 4.3 with a script for each, describing the VR scene according to the analysis of the
manufacturing processes of the inner panel and the simulation purposes. Also, the actual
designed VEs were added to better illustrate the scene scripts. The following scene requirements
were determined based on each manufacturing process's outputs. The outputs were used to
translate the preliminary study into virtual content. The identification of VR simulation
requirements process is illustrated in Figure 4.4. at the product, process, and operational levels.
The following are the outcomes from the implementation of the VR simulation requirements
identification process:
a) Include a detailed design drawing of the chosen complex product and descriptions,
including CAD drawings, digital bill of materials, appearance, dimensions, and surface
finishes.
b) Documentation of the selection of processes and sequences associated with
manufacturing and assembly of car door inner panel parts, including full descriptions
about processing steps with supportive diagrams, charts, photos, etc.
c) Selection of equipment, tools, dies, fixtures, clamps, etc., required for manufacturing and
assembly of car door inner panel parts with a full description for each.
d) Assign cycle time for each operation.
e) Develop a layout of manufacturing cells.
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Figure 4.3
Subobjectives and Scene Scripts
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Figure 4.3 continued

Figure 4.4
Identification of VR Simulation Requirements
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Product Selection and Interpretation
In the present study, the door inner panel design used for VR demonstration was selected
according to the main architectures of car door inner panel designs proposed by Daniel E.
Whitney (2008). In his study, door designs from several major players in the automotive industry
from the US, Europe, and Japan were analyzed. The researcher concluded three main common
architectures of car door designs among these auto manufacturers. These design architectures are
header reinforcement, separate header, and integrated header. Accordingly, the separate header
design of a conventional right vehicle front door inner panel was chosen as a preliminary study.
The main components of the inner door panel are the main panel and a window frame. These two
main components were used for implementation. Figure 4.5. illustrates the parts and assembly of
the inner door panel.
Figure 4.5
The Parts and Assembly of the Inner Door Panel
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Designing and Analyzing the Virtual Prototyping
Prototypes can include some or all properties of a product. Holistic prototypes can be
issued for different testing methods or specific for evaluating one property at a time. Virtual
prototyping is an innovative and alternative technique of the physical prototyping, to holistically
validate and verify the product attributes and functions. The creation of the inner panel parts
starts with defining each part's geometrical dimensions through the digital bill of materials
(DBOM). DBOMs were extracted from the 3D modeling software used, and they were used to
describe the raw materials needed, dimensions, appearance, and surface finishes. The initial
designs of the inner panel parts were acquired from open libraries such as GrabCAD.
Accordingly, each part was redesigned to make an assembly of the inner panel. For instance, the
window frame design was modified by adding two beams at the frame's base to fit with the main
panel design and to act as an assembly point in the welding process to join it together. Figures
4.6 and 4.7 are the final designs of the window frame and inner panel along with the DBOM.
Figure 4.6
The Final Design of the Window Frame Along with Digital Bill of Materials
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Figure 4.7
The Final Design of the Inner Panel, Along with Digital Bill of Materials

Furthermore, a simple static stimulation was applied to visualize the results of stress,
displacement, and strain using Finite Element Analysis (FEA) of the window frame. The window
frame was assigned a 6061-aluminum material. A force of about 1500N per item was applied to
the window frame, and as noticed, the maximum stress was not attained. The results of the
analysis as models and charts were extracted for visualization. Figure 4.8 shows the FEA
analysis results of the window frame.
Figure 4.8
The FEA Analysis of the Window Frame
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The main inner panel model was modified and healed to change the model surfaces into
solid faces for further testing and simulation using the 3D modeling software. After converting
surface to solid faces, a 6061-aluminum material was added to extract the DBOM of the model.
Selection of the Manufacturing Systems
The selection of manufacturing processes in the preliminary study deals with analyzing
the product design and features to decide on manufacturing processes needed to produce and
assemble the product. The analysis involves making decisions about workstations requirements,
material handling systems required, and the virtual factory's floor space requirements. Select and
describe manufacturing processes to produce the product.
Car Door Manufacturing Processes
Automotive manufacturing consists of various steps in the production and assembly
processes. These processes include manufacturing and assembling parts of the vehicle during the
assembly-line process. Inner car panel manufacturing is one of these steps, and it may consist of
a mix of human and robotic interactions to perform the required operations.
Depending on the manufacturer, the designs of the inner panel are different and have
several manufacturing processes. Also, parts of the car door inner panel may be purchased and
assembled offsite. Consequently, in the dissertation preliminary study some parts were added to
the assembly line, such as the window frame in the preliminary study. The inner panels are made
from different materials and have composed of several interior panel pieces connected to the
inner panel of the door. The inner panel can be one single piece or multiple pieces as in the
dissertation preliminary allow for interior panels to be installed with consumer or manufacturer
specifications or features.
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A car door is manufactured through different processes such as blanking, stamping,
welding, and assembly. The car door is an assembly of numerous parts; the number of parts
depends on the car door design and material chosen. The car door's significant parts are the outer
panel, inner panel, reinforcement beams, crash bars, window frame, and hinges. The inner panel
is manufactured through the stamping process.
Car door panels manufacturing and assembly plants are usually divided into two major
departments: stamping and spot welding. The two departments must be contained within one
building. Still, the virtual prototyping room must be virtually separated from the virtual plant
since it does not exist in a real physical environment. There is also a reprocess department to fix
car door panels that are rejected after the stamping process's inspection unit. Storage buffers with
substantial capacities were installed between the stamping station and welding station.
The virtual factory designed had a product-flow layout for the stamping stages and a
process-flow layout for the welding stage. The factory prerequisite was to produce a total of
56,000 car doors per year. Only the inner and outer main panels were dedicated to manufacturing
in the virtual factory using the stamping process. In contrast, the window frame was assumed to
be manufactured by outside suppliers. The virtual factory was built and virtualized as a one-story
structure, including an inspection unit after the stamping process, and office space for
management, technical, and other staff. A summary of the workflow is illustrated in Figure 4.9.
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Figure 4.9
The Virtual Factory's Process Flowchart

The process was designed to start by feeding the blanked metal sheets into the slat
conveyor. The slat conveyor transfers the banked sheet to the drawing press station in the
stamping department. Using a handling robotic, the blanked metal sheets transfer from the slat
conveyor to the presser bed. Consequently, the hydraulic press draws the metal sheet into the
desired shape of the inner panel. Then, the stamped sheet transfers using robotics to the trimming
station to cut the panel's excess parts. Accordingly, the trimmed stamped panel transfers to the
piercing station using robotics to make holes on the panel as the required design.
The stamping process forms the door panels. A typical stamping process involves three to
five operations, including drawing, trimming, and piercing operations. According to industry
reports, most of the steel used in the automotive component application is aluminum steel that
ranges from 0.7 to 0.9 mm in thickness (Tisza & Czinege, 2018). Automotive metal stamping is
the component that is punched to achieve the desired shape by incorporating the process with
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stamping dies. The metals generally used in automotive metal stamping are aluminum, steel,
brass, copper, and stainless steel. According to the flowchart of the virtual factory above, the
stamping process involves three operations:
1. Deep drawing is a sheet metal forming operation used to make the car door's main inner
panel. It is performed by placing aluminum sheet metal over a drawing die’s cavity.
Then, pushing the metal into the opening with a presser or puncher. The draw die must
have the exact shape of the inner door to allow the material to be adequately drawn into
the die cavity. Practically, complex parts of the car body are made by a combination of
deep and stretch drawings. There is no reduction of sheet metal thickness in the deep
drawing, whereas, in stretch drawing, the puncher stretches the sheet over the die radius
and forms it in the die.
2. Trimming is a cutting operation performed on the main inner panel to remove the excess
metal from the drawing operation and establish the desired size.
3. Piercing is a cutting operation performed on the trimmed main panel to create holes in the
panel using a puncher and die. The piercing operation has the same process and
machinery as the trimming operation, and both operations cause metal scrap from
punching out excess material or forming shapes.
The quality inspection unit was an automated laser inspection machine. The main inner
panels are automatically inspected for any defects resulting from the stamping process. The
quality inspection unit was designed to transfer between stamping and inspection units through a
slat conveyor. Each panel was designed to set up on the inspection table and be automatically
scanned using a laser unit. Moreover, the room was equipped with different measurement tools
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for quality inspection purposes. After the main inner panel is inspected, it then moves into a
temporary storage area that serves as a buffer in significant delays in the welding process.
At the welding station, practically, more than 4,000 spot-welds are made in the car's
body. The individual inner door panel parts, consisting of the window frame parts, are set up at
welding fixtures by robotics to begin the assembly. The welding fixture then moves through a
series of spot-welding operations using slat conveyor, welding fixture jig, and clamps. Robotics
performed all of these movements to permanently assemble the two parts. After the car door
inner panel is completed, it then moves into other assembly processes, where a series of
processes are performed to assemble all the car door parts.
I analyzed manufacturing and assembly processes, and it were mapped accurately
according to real-life practices derived from videos of the inner panel manufacturing and
assembly. These videos were reviewed and analyzed to estimate the cycle time and supportive
assets needed. Consequently, detailed documentation of the processes and sequences was
prepared and full descriptions about processing steps, supportive diagrams, and charts. Figure
4.10 is the process flowchart of operations in the stamping station at the virtual factory. The
process flowchart was used to describe the processes needed to produce the factory's inner
panel. Appendix B illustrates the full analysis and manufacturing planning process of the
preliminary study.
Accordingly, a list of equipment and tools required for manufacturing and assembling of
car door inner panel parts was developed to match the preliminary study’s factory capacities and
capabilities. The list in Table 4.1. includes a full description of each operation and machining
tools and cycle time. Also, Tables 4.2 and 4.3 illustrate the processing type of each operation.
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Figure 4.10
The Process Flowchart of Operations in the Stamping Station at the Virtual Factory

Identification of Manufacturing Systems’ Assets
After selecting and describing the manufacturing and assembly processes needed for each
part planned, each manufacturing cell was analyzed to identify the VR simulation requirements.
This analysis of manufacturing cells was performed and took into considerations the following
activities:
a. identifying of the internal customer for each cell;
b. defining inputs of each manufacturing cell;
c. determining material handling systems needed to transfer the product along with
capacities and geometries;
d. describing and sequencing the operations for each manufacturing cell;
e. listing the manufacturing systems required along with their specifications to deliver the
planned outcome.
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Table 4.1
Operations Sheet
Part No.
Part Name
Material

RM-001
Blank Sheet
Aluminum

Operation
No.

Operation
Descriptions

OP01

Move blank sheet to
slat conveyor

OP02

Move blank sheet to
feeding point 2

OP03

Grip blank sheet
from slat conveyor 1
and place it at
hydraulic presser’s
bed
Press blank sheets

OP04
OP05

OP06

Grip stamped sheet
from the hydraulic
press and place it at
slat conveyor 2
Move stamped panel
to feeding trimming
machine

OP07

Trim stamped panel

OP08

Move trimmed panel
to feeding piercing
machine

OP09

Pierce trimmed
panel

OP10

Move main inner
panel to the quality
inspection unit

Manufacturing cell Name
Usage
Pieces per unit
Station
Pressing/F
eeding
point 1
Pressing/F
eeding
point 2

Machine
Robot KUKA
KR500_R2830_MT

Stamping unit
Produce SF-001
One stamped sheet

Cycle Rate
time Pc/mi
(sec) n
1
120

Tools
Vacuum
gripper
head

Single lane In-Floor
Slat Conveyor, length:6
m, speed: 3 m/s, belt
width: 1.5 m, stainless
steel
Robot KUKA
KR500_R2830_MT

1

120

1

120

Vacuum
gripper
head

Deep drawing hydraulic
press 2500 ton, size
9.1*8.9*10.6 m
Robot KUKA
KR500_R2830_MT

25

2

1

120

Drawing
die for the
inner panel
Vacuum
gripper
head

Trimming Single lane In-Floor
& Piercing Slat Conveyor, length:6
m, speed: 3 m/s, belt
width: 1.5 m, stainless
steel
Trimming Stamping press unit
& Piercing with two die beds

1

120

3

20

Trimming Single lane In-Floor
& Piercing Slat Conveyor, length:6
m, speed: 3 m/s, belt
width: 1.5 m, stainless
steel
Trimming Stamping press unit
& Piercing with two die beds

2

120

3

20

Trimming Single lane In-Floor
& Piercing Slat Conveyor,

2

120

Pressing/F
eeding
point 2
Pressing/
Hydraulic
Press
Pressing/F
eeding
point 3

Trim die for
the inner
panel

Pierce die
for the
inner panel
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Table 4.2
Process Flowchart Symbols
Symbols

Description

Action Needed

Operation

Value-added to the product

Transport

Moving raw materials, semi-finished goods, and finished goods
from one location to another location

Inspect

The product is being inspected against quality standards

Delay

Temporary hold materials for a period time till next operation

Handle

Sort or Transfer materials from one location to another location

Decide

Make a decision

Table 4.3
The Process Flowchart Sequence of the Preliminary Study
Details of Method

OP01
OP02
OP03
OP04
OP05
OP06
OP07
OP08
OP09
OP10

Operation

Transport

Inspect

Delay

Handle

Decide
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The mapping of process was applied to identify cell customers and outputs. The mapping
of the operations begins with the end of the process. It was aligned with the lean robotics
principle of focusing on the robotic cell’s output. By considering each operation's end outputs,
the planning of assets was concentrated on the simulation's objectives and purposes. In the
virtual factory, each station’s customer is the next operation in the manufacturing flow. For
instance, the welding station is the customer of the stamping station in the dissertation
preliminary study. Figure 4.11 illustrates the mapping diagram of the stamping station. By
mapping the process, each manufacturing cell in the VR simulation was defined in terms of
inputs, outputs, process, and internal customers. Also, it was? defined the number of assets
required to build the stamping workstation.
Figure 4.11
The Mapping Diagram of the Stamping Station
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The creation of the assets needed to build the VR simulation content integrated the previous
sections' analysis. The quality, environment, and safety requirements were considered during the
preparation of the assets list. Table 4.4 list the assets needed for the VR simulation of the stamping
station. Likewise, it categorizes assets with respect to animation into dynamic or static assets to
aid in choosing the right software to animate the manufacturing systems in the VR scene. Besides,
each asset was coded to establish a digital library and identify assets in the VR scene at the game
engine used to develop the VE.
Table 4.4
List of the Assets Needed for the VR Simulation of the Stamping Station
Machine Code
STAM-M-P1

Machine Name

Specifications

No. of 3D
model
2

Deep Drawing
Hydraulic Press
machine
Trimming press
machine

2500 ton, size 9.1*8.9*10.6 m

2500 ton, size 3.725*3.355*4.460
m

2

STAM-M-P3

Piercing press
machine

2500 ton, size 3.725*3.355*4.460
m

2

STAM-MH-KRH

Handling Robot KUKA KR500_R2830_MT,
with Gripper Head maximum reach 2826 mm, height
Robot Package
2.4m, base 1.2*1.2 m, equipped
with vacuum gripper head up to
500 kg
Single lane In- length:6 m, speed: 3 m/s, belt
Floor
Slat width: 1.5 m, stainless steel
Conveyor

6

STAM-MH-RAC

Pallets and Racks

4

STAM-G-SF

Safety Fences

STAM-M-P2

STAM-MH-SC

Steel car door racks to store raw
materials and finished goods,
2*2.5*2 m
Steel safety fences with the mesh
size of 2*2 cm height: 2 m

8

2
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Create the Storyboard of the Virtual Reality Scene
Storyboards in VR are a fundamental tool for previsualizing the VR simulation design
before creating it. They are a collection of digital systems requirements used in the virtual
experience. Also, they communicate spatial position, motions, interactions, and other
requirements of simulation scenes. Storyboards are commonly used in film making, web
development, and game design as an effective tool to frame a VR scene. Many storyboard layouts
are being used in the development of VR simulations, such as drawing in 180 degrees.
The multipurpose simulation in the present study aimed to provide high-fidelity content.
Therefore, the storyboarding approach used translated the actual physical assets and translated
them into computer-generated content through 3D modeling of assets. This approach facilitated
the modeling and texturing of the assets used in the creation of the virtual factory. Table 4.5
illustrates a sample of the storyboarding of the VR simulation.
Creation of 3D Models
The two basic methods of creating meshes and digitizing 3D models are creating 3D
modeling software and capturing a 3D model from the real environment using 3D scanning
techniques. Nevertheless, some simulations were found to have a propensity for errors in
modeling especially for complex geometrical products. For instance, some technical issues may
occur in the virtual manufacturing planning for example, bugs in the 3D model caused by errors
in exporting CAD system data or the complexity of 3D model to represent the production
processes may distort real-time virtualization of simulation. The 3D representation model based
on the approach proposed in the present study considers influences on optimum assembly
sequences through the interactive VE (Lu et al., 2015). The creation of a high-fidelity VR
experience requires designers to enrich the CAD model representation with additional
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Table 4.5
The Storyboarding of the VR Simulation
Operation

Visual

Audio

Interaction

OP01

The scene starts with a
jack handler move the
raw material rack to the
first feeding point. The
handling robot moves the
blank sheet to the slat
conveyor 1

The scene starts with the
sound of the jack to
indicate that the
simulation has begun.
Then, a sound of the
handling robot
movements

Navigation using
6 DOF device
(Apex Vicon)

OP02, OP03,

The bank sheet moves at
the conveyor to reach the
feeding point 2. Handling
robot grips blank sheet
from slat conveyor 1 and
place it at hydraulic
presser’s bed. Then the
machine presses the blank
sheet and forms the main
inner panel

No.

OP04

Scene Objects

• Sound of the sheet
movements
• Sound of the handling
robot
• Sound of the presser.

Navigation using
6 DOF device
(Apex Vicon),
user can fly in the
VE
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information and effects (e.g., lighting, texturing, etc.) which can be designed manually and
consume time.
Three-dimensional scanning is a spatial measurement technology for objects without any
contact with their surfaces. It is a process of collecting information about physical objects’ shape
and other characteristics such as color to construct a 3D model of objects. The spatial
measurements are captured through emitting laser light on the object body and then recording its
reflections off the object surfaces along its trajectory. Three-dimensional scanners are equipped
with a mirror that directs the laser along a 360-degree vertical axis of its core. Accordingly, it
plots the x, y, and z coordinates with reference to the measured distance for each point and the
mirror's angle. The 3D model's quality created by 3D scanners depends on several factors such as
laser capture rate, object surface complexity, and capturing distance.
In the present study, the 3D computer-generated modeling was utilized to build the
virtual factory. The computer-aided design (CAD) modeling was used to create the majority of
dynamic and static assets. Also, it was used to modify and scale other assets. During this process,
the dimensions and specifications of real physical manufacturing systems were recorded for the
CAD model construction using 3D modeling software (SolidWorks). After completing the 3D
models, they were exported through a special plugin at SolidWorks as FBX files. The files were
then imported for 3D model detailing and texturing with the utilization of an integrated
development environment (Unity). The 3D models were imported into Unity to construct a
complete virtual factory for car door inner panels.
Three-dimensional modeling in building a multipurpose VR simulation requires precise
encoding of surface geometry of the assets used. In the discipline of high precision engineering
such as automobile engineering and manufacturing, the 3D models need to be precise and
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smooth to increase the fidelity of the VR simulation’s content. Therefore, the features of a 3D
file format are a crucial consideration in identifying the ideal format, 3D modeling software,
integrated development environment, and VR enabler.
3D Files Format
This section discusses the 3D files formats used in the creation of the high-fidelity 3D
modeling of the VR simulation assets. The files formats were used as the following:
STL stands for STereoLithography which is the universal format for pure 3D information
created by 3D Systems. STL are widely used in 3D printing, it was created subsequently as a
simple way of transferring information about 3D CAD models to 3D printers. In manufacturing,
STL files are used to create the physical prototyping of products and computer aided
manufacturing (CAM). STL files describe only the surface geometry of a 3D object without any
representation of the surface attributes and features. STL encodes the surface geometry of a 3D
model approximately using a triangular mesh. Besides, it does not produce appearance, scene,
and animations. Therefore, it was used to produce the CAE results of the window frame and
convert it into FBX format.
STEP stands for (The Standard for the Exchange for Product Data), which is the most
widely used and most recommended of 3D file formats as its compatible with most of the 3D
modeling software. Also, it supports importing and exporting with a wide range of 3D modeling
solutions. STEP files are widely used in engineering and designing complex product such as
automotive and construction. In automotive, STEP files were used to create a mechanism to
describe the product data along its life cycle. Unlike the STL files, STEP files encode topology,
geometrical dimensions, materials appearances, and properties. Also, it interchanges data
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between CAD, CAM, and CAE solutions. Accordingly, the textures and materials can be
transferred to Unity.
FBX stands for (Film Box) format, which is a proprietary file format that is supports all
features of STEP files in addition to animation and exchange format with most popular propriety
software such as Maya.
Three-dimensional model design starts with object creation. Objects in 3D graphics are
built out of points, a whole bunch of points that are represented as an x, and a y, and a z in the
3D space. These points are formulating together to lines, called edges that are then combined
together to make 2D shapes called polygons. Polygons accordingly combined together to create a
3D surface, called meshes. Consequently, meshes combined to create the 3D model.
The integrated development environment used in the present study was Unity. Unity can
import proprietary files from several 3D modeling software such as 3Dx Max, Maya, Blender,
Cinema4D, etc. the files imported into Unity to develop animation and assets of the VE should
be in FBX format. Even though updates made to the original model are automatically imported
into Unity, although there are some disadvantages associated with importing complex designs to
Unity. The main disadvantages are troubleshooting issues in 3D model features and
characteristics, bugs in the files caused by bloating unnecessary data, and low fidelity of the VR
simulation content. Similarly, there are other issues related to software license and versions
compatibility. Table 4.6 summarizes the compatibility of different file formats to importing and
exporting FBX files of 3D models from the popular industrial 3D modeling software. Even
though SolidWorks is still not supporting the export of FBX files, a special plugin was used to
convert the 3D models to FBX format.
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Table 4.6
Summary of the Compatibility of Different File Formats for Importing and Exporting FBX Files
Import/Export support
Software
STL

OBJ

FBX

SolidWorks

Both

Both

No

Fusion 360

Both

Import

Both

AutoCAD

No

No

Both

Unity

No

Import

Import

Siemens NX

Both

Both

Both

CATIA

Both

NO

NO

Autodesk

Both

Both

Both

3D Modeling Software
The next important consideration is selecting the 3D modeling software that serves the
purposes of the VR simulation. Different software supports importing and exporting of different
3D file formats. Three-dimensional modeling software is used to produce a 3D digital
representation of any object or surface by allowing users to manipulate points in virtual spaces to
form a mesh. Three-dimensional modeling software gives users direct input into each vertex and
manipulates shapes and geometries to create complex accurate models of products. Therefore,
creating 3D models of complex products requires high technical skill and understanding of 2D
modeling as well as an adept knowledge of spatial recognition in modeling.
There is a wide array of 3D modeling software solutions exists in the market, ranging
according to capabilities and cost. This dissertation focuses on computer-aided design (CAD)
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software for mechanical objects. The software is highly specific and designed to be a technical
tool with functions in industrial design and mechanical design. SolidWorks was utilized to
design and modify the 3D models, perform simple CAE analysis, and animate the robotics and
presser movements in the virtual factory. The CAD models extracted from SolidWorks, contains
data like material properties, dimensions, tolerance, and manufacturing process specific
information. Furthermore, the selection of 3D modeling software for this dissertation was based
on key features required to achieve the objectives of the VR simulation. The following are the
key features were required to develop the VR simulation and use it for manufacturing planning:
•

Ability to achieve the VR simulation objectives the selected 3D modeling software
should be able to design and manipulate complex 3D models.

•

Ability to create animation the selected 3D modeling software should be able to create a
realistic motion to robotics and moving objects in the VR scene.

•

Ability to conduct simulations in addition to features for animation and rendering, 3D
modeling software can provide further realistic representation by conducting simulations.
Simulation features allow users to conduct CAD and computer-aided engineering (CAE).

•

Inclusion of component libraries the 3D modeling software should include a library for
pre-made engineering components that facilitates the designing process.

•

Ability to collaborate the selected software allows multiple users to work on a model at
once. This speeds up design time and eliminate the need for more reworks.
SolidWorks published by Dassault Systems, is a parametric featured-based model

software that is used by professional 3D designers in the engineering field. It includes CAD and
CAM features. SolidWorks covers the design process, from design and validation to technical
communications and data management. SolidWorks has engineering resources and features
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matches the objectives of the VR simulation to create accurate and complex designs in efficient
and effective way.
There were some technical issues with using SolidWorks such as the need for powerful
hardware to get the most out of a 3D modeling software. This may include getting a more robust
GPU, processor, and RAM. In addition to that, it was found during the implementation that the
software has a limited ability to import. STL files. Therefore, a secondary program was needed
to download and edit. STL files to visualize the CAE results of the window frame.
Tecnomatix planning and management solutions published by Siemens PLM software, is
one of the best comprehensive solutions for digital manufacturing planning. Because it provides
planning and management solutions and it aligns product development with manufacturing
process planning. In addition to concurrent design of products and manufacturing processes, the
solution provides collaboration and analysis tools to plan manufacturing digitally. Also, it
communicates manufacturing information to the factory and streamline layout planning process.
Tecnomatix manufacturing planning solutions include: (a) Tecnomatix Process Design and
Management to speed up deploying new products and align engineering bills of materials
(eBOMs), manufacturing bills of materials (mBOMs); (b) Tecnomatix Work Instructions
provides an integrated environment that unites product, process, resource, and plant information
into a single, managed environment; (c) Tecnomatix Factory Design and Optimization to
digitally design, layout, configure and optimize factory environment including factors like
clearance, energy, noise, and safety considerations; (d) Tecnomatix Dimensional Quality
solution to analyze the impact of manufacturing processes on design features and tolerances
before they reach the shop floor.
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Tecnomatix’s global technical access center (GTAC) is the support portal for all Siemens
Digital Industries Software products with a wide library of robotics models from different
vendors such as KUKA. The library at GTAC was utilized to download the parts of robots in the
VR simulation.
Some technical issues arose with using Tecnomatix process simulate and the GTAC
library such as the limited visualization of the simulation to HMDs using the VR mode option. In
addition to that, it was found during the implementation that the software has a limited ability to
export. FBX files and animations involved in the simulation. Therefore, a secondary program
was needed to convert the static models used in the simulation as. STEP files.
For integrated VR environments development tool, Unity is cross-platform 3D engine
and an integrated development environment use for creating 3D and 2D games, experiences,
models, and designs. Unity is a powerful platform for creating an identical digital experience of
the physical manufacturing environment ready for real-time VR experience. Unity is a set of
developer tools used to create high-fidelity VR applications as it has a multiplatform build
support that can deploy to a variety of different platforms. Building a high-fidelity VR
simulation in Unity requires integrated expertise from different fields such as engineers,
cognitive scientists, psychologists, expert 3D artists, programmers, lighting experts, audio
experts, and animators.
3D Modeling Process
The development of 3D models in the VR simulation is divided into several key
procedures. The VR models used to create the virtual scenes were divided including into three
categories: (a) 3D models to design; (b) 3D models to assemble and modify that are ready CAD
models downloaded from the open libraries used in the dissertation, and were modified using
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SolidWorks; and (c) models ready to use, which are the 3D models downloaded from the open
libraries and then convert into. FBX format. Figure 4.12 shows the flow chart of the 3D models
development process.
Figure 4.12
The Flow Chart of the 3D Models Development

The specifications of the 3D models that needed to be designed were firstly identified
using vendor’s websites and the specification sheet for each model including CAD drawings.
Then, SolidWorks was used to design the 3D models and create the object 3D geometries and
data. After completion of the 3D modeling process, the models were exported into. FBX files
using a special plugin file’s converter, and then imported into the integrated development
environment (i.e., Unity) for texturing and rendering.
The majority of models to assemble and modify were robotics models. These models
were downloaded as parts from three different libraries including KUKA download center,
GrabCAD, which is a free cloud-based collaboration environment to share CAD files for
different industries with several file formats and Tecnomatix (GTAC). Then, the parts were
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converted into the required file format using CAD exchanger, and imported into SolidWorks to
scale and assemble per the exact dimensions of the robotics models from vendors. Finally, the
majority of static models, such as safety fences, control cabinets, factory building, etc. were
downloaded from GrabCAD as. STEP files and imported into SolidWorks to be converted into.
FBX files using a special plugin. Table 4.7 lists the 3D models used in the VR simulation.
Table 4.7
List of the 3D Models Used in the VR Simulation Along With Each Model Category
Category/Workstation
STAM-M-P1

-

STAM-M-P2

-

3D models to
design
Raw material
jack
Robot Gripper
Head
Blank metal sheet
Stamping die
Racks
Robot Gripper
Head

STAM-M-P3

- Robot Gripper
Head

QUL-M-P1

- Laser inspection
unit
- Charts of CAE
analysis results

Weld-M-P1

- Welding fixture
with clamps

3D models to
3D models ready-toassemble and modify
use
- Raw material stand - Slat conveyor
- KUKA handling
robot
- Deep drawing
press
- Raw material stand
- Car door main
inner panel
- KUKA handling
robot
- Trimming press
- Raw material stand
- Car door main
inner panel
- KUKA handling
robot
- Piercing press
- Window frame
- Car door main
inner panel
- Welding fixture
with clamps
- Welding robot
- Spot welding head
- KUKA handling
robot

- Slat conveyor
- Safety fence
- Safety door

- Slat conveyor

- Slat conveyor
- Control cabinet
- Touch screen
controller
- Optical cameras
- Slat conveyor
- Safety fence
- Safety door
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Designing of the Virtual Environment of the Simulation
Creating a VR simulation for manufacturing planning requires precise integration
between visual, audio, and haptic aspects to produce high-fidelity content. The integration
between these aspects was performed in the integrated development environment (i.e., Unity
3D). The process of integrating and designing a VE was performed including the following
steps: (a) creating the VR assets library, (b) designing the factory infrastructure, (c) designing
VR audio, and (d) integrating haptics in the VR simulation,
VR Assets Library
To avoid the data redundancy, all the VR models of the factory assets (e.g. machines,
robots, tool) were organized in a files as library. These models were determined while
storyboarding the VR scene in the manufacturing planning process performed in the previous
step. Also, the assets were identified and arranged using standardized attributes (e.g., name, ID,
category). Using these attributes, a specifics object (asset) could be quickly found and imported
into the scene. Figure 4.13 shows the VR simulation library and simulation timeline structure in
the game engine used.
Designing the Factory Infrastructure
This module comprises several methods to define the needed factory infrastructure. Using
the assets in the library, all 3D models were imported into Unity with the actual dimensions in
Table 4.4. One unit in Unity is equal to one meter in the virtual world. Accordingly, the assets
dimensions were modified to be identical to the actual physical dimensions. Likewise, the
factory floor dimensions were determined according to the manufacturing planning process
performed in previous sections. The needed items to construct a factory infrastructure (e.g.,
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pillars, stairs, gates, walls, roofs, windows) were considered and imported to increase the fidelity
of the VR scene.
Figure 4.13
VR Simulation Library and Simulation Timeline Structure in Unity

Factory layout planning is the arrangement of all equipment, machinery, and furnishings
within a building envelope after considering the various performance objectives. Thereby, the
design process had taken into considerations different factors such as location, shape, and size of
the factory departments. Also, a detailed layout of all machinery, equipment, and storage areas
were developed for each department in the preliminary study. Likewise, a detailed arrangement
of tools, machinery accessories, parts was developed. Consequently, different interactions were
added to the VE to define the different facility layouts and accordingly define the optimal layout.
Figure 4.14 shows the layout of the virtual factory
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Figure 4.14
The Layout of the Virtual Factory

Designing VR Audio
VR has been shown to be a robust tool for supporting decision-making in a variety of
contexts. VR simulations that lack the multisensory experience of the real-world and, as such,
may not provide all information needed to make reliable decisions. In addition, the presentation
of visual information has a significant impact on perception (Lindquist et al., 2020). Immersive
VEs can be used to experience 3D visualizations with the aim of providing a more realistic
experience by surrounding users with stimuli such as audio stimuli. Despite research primarily
focuses on the spatial fidelity of multi-loudspeaker playback, the overall quality of surround
sound playback was found to be largely determined by timbral fidelity (Zotter & Frank, 2019).
The design of the 3D audio in the VR scene was based on Unity's timeline and assets
Store. Figure 4.15 shows that’s Unity's timeline was used to generate and streamline the audio
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sequences, whereas the assets store was used to download the required audio effects in the VR
scene according to the animations designed for 3D models.
Figure 4.15
Design of VR Simulation Content and Auditory Systems

Integrating Haptics in the VR Simulation
The haptic system was based on the Vicon APEX wand and advanced VR gloves. Vicon
Apex is a robust hand-held wand device used as a tracking and interaction tool within the Vicon
camera system and acts as a virtual hand in the virtual world. The APEX wand has in Figure 4.16
has an ergonomic design and flexible controls that enable the user to interact intuitively with
virtual objects in a 3D environment. The dodecagon (12-sided polygon form) design of APEX is
equipped with camera strobe sensors, which enables users to interact with objects inside the VR
scene as well as tracking users’ position in it.
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Figure 4.16
Haptics Device Used in the Preliminary Study

Vicon Tracker’s software has a built-in algorithm in that sends reliable data directly to
the VR enabler. The tracker software provides haptic vibrations and has five bottoms which are
sent via VRPN to the VR enabler. The haptics system streaming data directly to the Unity 3D
engine. Also, it is running and calibrating through special software that includes an intuitive
dashboard for managing and calibrating the haptics and streaming data from the haptics over the
network. Figure 4.17 show the configuration of the haptics system on the middleware used in the
preliminary study.
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Figure 4.17
Configuration of Haptics System

Animation of 3D Models
The animation of dynamic 3D models was performed using SolidWorks motion studies.
Motion studies in SolidWorks includes wide range of motions, from animation of basic motion
to motion analysis. The animation toolkit in SolidWorks was used to create the motion of
robotics by adding motors at each joint of the robot to simulate movements. Accordingly, the
animations were exported into FBX considering the framerate required to simulate the movement
of the robotic in a realistic way. Then models were imported into the integrated development
environment to streamline the animation of different objects in the VR simulation. One of the
difficulties faced while simulating the movement was how to determine the exact displacement
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for each joint through the motors when the system was in action, so that the correct distance
could be specified.
After importing the FBX files into Unity, the Unity's timeline was used to generate and
streamline the simulation content, game-play sequences, audio sequences, and complex particle
effects. Each animation content created or imported with Unity's timeline consisted of a timeline
asset and a timeline instance. A timeline assets and instance were created for each dynamic
object in the VR simulation. The imported FBX files for robotics contain animation tracks of the
motion created on SolidWorks. These animation tracks were added and streamlined on the
timeline asset of the VR simulation as shown in Figure 4.18. The sequential and timing of
animation clips were based on the analysis performed in the assets identification section which
shows the sequence of required operations along with the assigned cycle time for each.
Moreover, audio effects were added and synchronized with the motion of each object in the VE
as described in the previous sections.
Figure 4.18
The Animation Timeline of the VR Simulation
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Perform Graphics and Rendering
Due to the era of digital information technologies, 3D modeling and computer graphics
techniques drive the explosive growth and have become crucially important in the recent years.
Computer graphics is the process of taking a representation of objects and worlds that
are entirely on the computer and using them to create potentially highly realistic and compelling
images. The process of computer graphics, called rendering, is to turn these 3D representations
into 2D images that can be viewed on a computer screen or in a head-mounted display. The
process of rendering is handled by modern computer graphics hardware and very sophisticated
graphics software. Perez et al. (2020) found that high-fidelity of visual systems can increase the
semantic segmentation of real images. Besides the 3D modeling, texture painting is an essential
step to enhance the visual effects and increase the realism of VEs. Unity 3D provides the texture
painting features and pipelines for 3D rendering that were used for performing graphics and
rendering. The game engine (Unity) was used to perform graphics and rendering of the VR
simulation. Rendering performed included using computer graphics techniques including
materials painting and texture mapping. Then, the 3D models including the corresponding
graphical UV texture maps have to be imported into the game engine for the development of VR
computer program. Likewise, the texture painting and rendering processes were performed by
the game engine.
Implementation and Setup of a Manufacturing Planning Virtual Reality System
In the following sections, we describe the modules of the collaborative VR system for
manufacturing planning and highlight the rationale of using this VR system. For each core
systems, we first define the role of it within the VR system along with technical aspects. It is
outside the scope of this study to go into full detail for all technologies that could be used to
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enable a virtual manufacturing system. We therefore point to reviews of subsystems where
possible and put an emphasize the technology that is used in our own VR lab in Figure 4.19.
Figure 4.19
Eastern Michigan University's VR Laboratory
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Figure 4.20
The 3D Shutter Glasses

The Eastern Michigan University (EMU) CAVE system is equipped with three screens of
acrylic rigid rear projection screens and one polypropylene screen with wide aspect ratio. The
projection system is based on four 3D Digital LED technology projectors; each projector projects
the VR content on each corresponding screen. Figure 4.20 is the 3D shutter glass; users wear it
with retro-reflective markers for head tracking. The haptic system is based on a combination of
optically tracked interaction devices and VR gloves. At EMU VR lab, several optical tracking
cameras that capture speeds up to over 200 frames per second (FPS) in the four-wall VR
environment.
Implementation of Collaborative Immersive Virtual Planning System
The VR multipurpose application developed is a complex system with a broad
adaptability to different hardware and configurations. Several external libraries are orchestrated
by the VR application. These libraries were chosen for their compatibility, adaptability, and
portability with respect to the other available platforms, according to their unique features
compared to other available platforms for engineering applications.
In this section, the collaborative immersive virtual planning architecture, dependencies,
and core processes are discussed through the next paragraphs and summarized in Figure 4.21 the
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architecture of the collaborative virtual manufacturing planning simulation modeling. The
rendering engine was based on the Unity 3D game engine, which provides a wide variety of tools
and high-end graphics capabilities and real-time rendering. It also supports powerful scene
exporters from all major VR settings and 3D modelers. Unity is a cross-platform game engine
developed by Unity Technologies and used to develop video games for PC, consoles, mobile
devices, and websites. The exported FBX files from SolidWorks using the special composer
plugin were imported into Unity to design the VE. The integration and connection between
software components and their applications as well as network communication were based on the
middleware VR enabler. The VR enabler provides a versatile and unified development
environment allowing the easy access to wide range of interaction scripts, C# APIs, and a
graphical user interface to configure VR systems and it also provides advanced settings for the
development of collaborative virtual experience.
VR Simulation Design
The presented VR scene in Figure 4.22 consisted of a set of 3D models of a conventional
car door and the manufacturing systems required to perform the stamping process. In the VR
scene, a conventional car door inner panel with a separate header design was used as a
preliminary study to demonstrate the designing and implementation of the collaborative VR
manufacturing planning system. The following libraries were employed to create the 3D models
for the VR simulation: GrabCAD, Tecnomatix Process Simulate, and KUKA download center.
CAD Exchanger and Tecnomatix Process Simulate were used to convert the format of CAD
files.
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Figure 4.21
The Architecture of the Collaborative Virtual Manufacturing Planning Simulation Modeling
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Figure 4.22
The Inner Door Panel Factory VR Scene

The VR scene was designed for a plant with a product-flow layout as in Figure 4.23. This
plant was supposed to be capable of producing 280 front and back side door panels on a daily
basis (70 front door panels). Only the inner main panel is supposed to be manufactured in the
plant using the stamping process, the window frame and door threaded hinged reinforcement
were supposed to be delivered by outside suppliers. The virtual plant was built and virtualized as
a one-story structure, including a virtual prototyping room for the door panel.
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Figure 4.23
The Virtual Layout of the Factory

The manufacturing process of the car door panel starts when the incoming materials that
have been temporarily stored on steel pallets in a raw material warehouse are scheduled for
production. Once the materials are ready for production, forklifts transfer the sheet metals to the
first feeding area (i.e., feeding point 1) of the hydraulic press unit. The handling robotics with
customized gripper heads from KUKA feed one single blanked sheet of metal at a time from the
pallet to the slat conveyor, which transfers it to the second feeding point (i.e, feeding point 2) as
in Figure 4.24. The transfer of raw materials process. At the second feeding point, the KUKA
handling robotics feed the 3,000-ton hydraulic press unit with a single blanked sheet of metal.
Consequently, the hydraulic press draws the metal sheet into the desired shape of the inner panel
using a customized drawing die. Then, the stamped sheet is transferred using KUKA handling
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robotics to the trimming station in order to cut the excess parts off the panel using a customized
cutting die.
Figure 4.24
The Transfer of Raw Materials Process

Accordingly, the trimmed, stamped panel is transferred by the conveyor belt to the
piercing station where holes in the required design are made on the panel by the customized
piercing die. In this dissertation, the VR simulation dealt with the analysis of the workstation,
material handling, and floor space requirements for the virtual plant.
The quality inspection unit in Figure 4.25 is an automated laser inspection unit where the
main inner panels are automatically inspected for any defects resulting from the stamping
process. The main inner panel is transferred using the slat conveyor between the stamping and
inspection units, and each panel will be setup on inspection table and scanned using laser. After
the main inner panel is inspected, it then moves into a temporary storage area that serves as a
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buffer in case of significant delays in the setup process of the window frame. A slat conveyor is
dedicated to transferring the stored panels to the welding unit.
Figure 4.25
The Quality Inspection Unit

The 3D CAD modeling and animation creation in the VR scene were based on
SolidWorks 2019/2020 program. SolidWorks was the first step in the process of creating CAD
models of the raw objects of the virtual plant. The motion study toolkit in SolidWorks was used
to create the motion simulation and animation of the VR scene. The 3D CAD models of the car
door inner panel and its manufacturing systems were exported from SolidWorks through special
plugin as a FBX file. Accordingly, the FBX files were imported into Unity to create the VE and
design interactions for users within the VE. Unity game engine is attractive due to its integrated
development environment, which simplifies the creation of VEs for users with limited computer
programming experience.
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The virtual prototyping room was used to validate, and verify the product prototyping
(the inner panel's) design by direct demonstration and interaction. The interface allowed
participants to interactively inspect the product design and the CAE results of the window frame
in real-time by demonstration. Figure 4.26 shows the designing process of the VP room.
Figure 4.26
The Designing Process of the Virtual Prototyping Room

Figure 4.27 is a view of the virtual prototyping room in the VR simulation. The students
were to navigate and interact with objects using a VR wand. The virtual scene included 3D
models of the inner panel using different materials and the CAE analysis results of the designed
window frame, meeting room table, the design and analysis charts, and other validation tools.
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Figure 4.27
A View of the CAE Results in the Virtual Reality Simulation

Digital Sensory System Design. The fundamental aspect of a VR system is the visual
system, or the display module. Consequently, the design of the digital sensory system in this
study focused on the display system elements, such as the quality of 3D stereoscopic graphics,
field of view (FOV), frame rate, display size, and display resolution pixel. These visual system
elements have been shown to have significant effects on aspects of the overall user experience
fidelity (Menzies et al., 2016; Ragan et al., 2015; Witmer & Singer 1998). As a result, the visual
system induces and highly influences the feeling of presence (Cummings & Bailenson, 2016). In
terms of the visual system, prior research has shown that high-fidelity VR display systems (e.g.,
3D graphics and audio quality) facilitate immersion and presence (Bowman et al., 2012;
Cummings & Bailenson, 2016; Nabiyouni et al., 2015). The visual system used in this
dissertation was the EMU multiscreen system, which was comprised of four rear-projection
screens with 16:9 aspect ratio. The projection system was based on each screen having one
projector that use DLP technology that supports all major 3D standards for DLP projectors and it
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is compatible with 3D shutter glasses. Utilization the hardware and software of the VR system
for manufacturing planning purposes was one of the main milestones of this dissertation.
Overall, the physical environment of the VR system was replicated into the VE to configure and
integrate system’s hardware and software as shown in Figure 4.28.
Figure 4.28
Virtual Representation of the VR System

The 3D interactions were performed through a special C# script provided by the
middleware libraries was used in the study. This script was added to the interactive objects such
as the product and workstations in the VR scenes. This script allows users to interactively change
different manufacturing cells' locations for layout planning purposes.
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Motion Tracking System Design. The motion tracking system is responsible for
transforming the head and hand motions into real-time 3D head and hand position and
orientation (Slater & Wilbur 1997; Ragan et al., 2015). The system consists of the head-tracking
and hand tracking modules. Both modules send the 3D position and orientation of the user’s head
and hand to the VR simulation through a middleware, which is then used to update the virtual
camera and changes the viewpoint of the users in the VE. In other words, the participant’s head
motions are transformed into real-time 3D head position and orientation. Figure 4.29 illustrates
the design and configuration process.
Figure 4.29
Motion Tracking System Design and Configuration

The motion tracking system in the VR system was based on a Vicon camera system with
onboard sensors that monitor camera position and temperature. At the EMU VR laboratory, there
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are nine available cameras that capture speed up to 250 frames per second (FPS). The system is
easily mountable with variable focal length lens and single cable Ethernet connection. The
cameras track the markers on the user’s head and hand within the VR system via a single cable
Ethernet that is connected to a third-party device, which connects the camera to the computer
device. To achieve highly accurate tracking results, the motion tracking system is regularly
calibrated. This tracking solution processes data extremely fast and streams via VRPN directly to
the middleware that generates data about the user’s position and orientation within the VR
system. A VRPN configuration file was created and saved on the PC. This file includes
hardware in the study (DEVICENAME@localhost) such as the haptics. The VRPN_server file
allows the software and applications used to communicate with the hardware devices in the
study. Then, the VRPN for the devices were configured in the middleware which connects
software components and their applications to run the simulation.
The Integration of System Data Design. This core component of a VR system serves as
the connection point for all components of a VR system to ensure the synchronization between
heterogeneous devices used in the VE. In this dissertation, the integration and connection
between software components and their applications as well as network communication were
based on a special middleware or VR enabler as shown in Figure 4.30. The VR enabler was
chosen because it was designed to be a high performance, easy to integrate with Unity and
motion tracking systems, and complete solution and library for handling all aspects of VR
applications including input devices configuration, stereoscopy, and clustering.
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Figure 4.30
Configuration and Integration of the VR System using the VR Enabler

Summary of Chapter
The applications of VR in manufacturing are recognized in visualization of virtual
prototyping, static and dynamic simulations, manufacturing systems design, virtual training, and
manufacturing performance data. In this chapter, we discussed the technical infrastructure
necessary to design a collaborative VMPS. We described a basic VR system and how it may be
used for this purpose, and then extended this system with the introduction of the VR system
setup, the digital manufacturing planning process, and the integration of hardware and software
to produce high-fidelity virtual simulation for manufacturing planning purposes. This study
serves as a guide for the architecture of a collaborative VR manufacturing planning system.
The design of a digital manufacturing systems involves various related parties and entails
complex workflows and systematic approaches. These approaches are supported by digital tools
to accelerate and improve the design and configuration of manufacturing systems through
extensive use of 3D modelling and simulation tools (Jain et al., 2017). To digitalize and visualize
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manufacturing systems, the initial requirement is to construct a 3D CAD model of the product or
manufacturing process, along with determining manufacturing processes required to deliver it.
In summary, the process of creating a digital manufacturing system involves the following
sequential steps as the following: develop and interpret of product drawings and materials, select
manufacturing processes, determine of machine and operations sequencing, select tooling and
material handling equipment, set process parameters, determine work hold requirements,
selection of quality inspection methods, document the processes, and calculate of the overall
cost of the process (Fletcher et al., 2013).
A more sophisticated VR experience requires more advanced hardware and software
systems that are capable of producing a higher fidelity experience. Thus, one of the main
challenges with the current VR technology is the need for more powerful and effective hardware
and software to generate, simulate, and render data to create high-fidelity VR experiences in a
real-time manner. The dissertation was limited to the technology that is used in our own VR lab.
Therefore, more research is needed outside the scope of this dissertation to understand all
technologies that could be used to enable a virtual manufacturing system.
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5.

Chapter 5:

Results of the Evaluation of Virtual Reality Simulation for Manufacturing Planning
Objective and subjective measures of performance in VR increase as more
sensory systems and cues are delivered. Some sensory systems, like auditory and haptic
systems, increase the cues in the VE, so the fidelity increases. The literature review
outcomes in Chapter 2 showed that the levels of digital sensory and tracking systems are
significant factors in determining fidelity and performance in most cases. Combined with
the case provided, we have contributed to the overall understanding and scaling of the
factors affecting VR systems' fidelity. The framework's major strengths are considering
the diversity and complexity of VR tasks involved within the VR experience and its
scalability to various hardware and software configurations. Also, the fidelity framework
defines sub-elements of each aspect, along with evaluation criteria, methods, and tools.
However, this scale's potential limitations include the inability to objectively and
subjectively capture all the factors affecting fidelity as various VR applications require
different VR systems and configurations.
I evaluate in this chapter the fidelity of the VR simulation objectively and subjectively
and describes the evaluation methods performed to precisely evaluate each factor affecting
fidelity and overall VR system fidelity. At the end of this chapter, the collaborative virtual
manufacturing planning framework is presented with core processes, building blocks, and system
dependencies. Figure 5.1 shows a sample from the subjective evaluation that was conducted.
In VR, users are able to actively explore and interact with the environment, just as one
would do in real life. Therefore, we have a bias towards vision as we take in our information
about the VE through the visual sensory system. Several contributions in multisensory VR
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simulations that involve visual, auditory, and haptic systems suggest the benefits of using the
digital sensory systems in improving the overall fidelity of VR systems. The main improvements
of using more digital sensory systems have been validated in interface design studies in relation
to improved task performance, user satisfaction, and cognitive ability (Jia et al., 2011; Lee et al.,
2013, Shi et al., 2007). In these studies, tasks were found to be performed in less time and with
improved efficiency. For instance, using objectives measures, Weibel et al. (2018) found that VR
systems with more sensory systems enhanced users’ cognitive ability.
Figure 5.1
A Sample of the Objective Evaluation Conducted at the EMU VR Laboratory

Therefore, auditory illusions exist in the same way as optical illusions. Including auditory
illusions in the VE has differential effects on presence, in that both visual and auditory illusions
affect overall presence and realism of the VR simulation. Furthermore, the distraction factor was
reduced, and users’ involvement was improved by using the ambient soundscape (Kern &
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Ellermeier, 2020). However, some studies have shown that using audio feedback in the VE can
degrade the overall performance of the VR simulation. For instance, Cooper et al. (2018)
illustrated that audio and substitute multisensory feedback can adversely affect the overall
experience and might cause sensory overload.
In haptic systems, the possibilities to generate haptic feedback in the VE are
limited. There is haptics with force feedback, which generates forces using a mechanical
interface that responds to the users’ applied forces in the VE. Also, there are haptics with
vibration feedback, which provides tactile signals, and it was found to be more effective
in texture recognition than the haptics with force feedback (Martinez et al., 2019). As
technological advances in manufacturing and VR develop, VR and robotic integration
through haptics is becoming increasingly dominant in manufacturing processes. Martinez
(2019) explored the utility of several protocols for robotic-human communication using
visual, auditory, and haptic cues in supporting robot-human collaboration. The findings
demonstrate the efficacy of the use of haptics for enhancing human-robot
communication.
Generally, high-fidelity VR technologies are associated with better performance
than traditional methods in tasks (Franzluebbers & Johnsen, 2018). However, highfidelity systems are associated with higher costs. In the VR field, fidelity refers to how
similar the VR experience is to real-life experience. Research investigating the benefits of
high-fidelity VR systems suggests that upgrading and improving one or more critical
factors of fidelity can improve the overall performance of VR simulation (Rosa et al.,
2021). This implies that the overall fidelity of the VE may not be an important factor for
overall performance. For example, Massoth et al. (2019) found that the use of high-
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fidelity simulation led to equal or even worse performance and growth in knowledge as
compared to low-fidelity simulation. Similarly, Rosa et al. (2021) found that a high level
of simulator fidelity has little or no effects on skill transfer. Overall, Mourtzis (2020) suggested
that high-fidelity manufacturing systems simulation has proven to be a powerful tool for
designing and evaluating a manufacturing system due to its quick analysis, and low risk.
Summary of Evaluation Aims
In this dissertation, I developed a high-fidelity multisensory VR simulation for virtual
prototyping, process planning, and layout planning of a complex manufacturing product. This
VR simulation integrates visual, auditory, and haptic systems for planning the manufacturing
process of the chosen complex product (i.e., an inner car door panel). The dissertation examines
whether objective and subjective fidelity evaluations result in similar outcomes, so the
effectiveness of the fidelity scale could be validated. We hypothesized that different sensory cues
will not be perceived as distraction; instead, substitute cueing will facilitate task performance and
improve users’ overall subjective experience. We examined which sensory cues (visual, audio,
haptic) were most effective for objective and subjective fidelity evaluations. Additionally, we
also examined the role of using these cues on users’ performance. Furthermore, we established
whether a relationship exists between users’ subjective experience and objective evaluation of
fidelity.
Objective Evaluation of the Virtual Reality System
In Chapter 3 of this dissertation, the objective evaluation results for each factor were
discussed and evaluated objectively according to the fidelity evaluation framework and scale.
The actual technical specifications of the VR system used for the VR simulation were evaluated
using the fidelity scale, and the average overall fidelity was found to be (M = 12.91), which was
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classified according to the overall fidelity score classification, as a high-medium fidelity
system for this specific VR simulation.
The framework and scales in chapter three were developed after analyzing
previous contributions to evaluating VR technologies' fidelity. The scale limits were
assigned based on ideal systems and human biological abilities. However, this framework
is general, and some factors can be added to the evaluation according to the objectives or
expected results from the VR simulation.
In summary, even though much progress has been achieved toward the
development of VR technologies, VR applications do not need to alert all human-sensory
systems to accomplish the objectives they were created to achieve. Also, technological
advancements in the hardware and software of VR systems are still not mature enough to
create a realistic VR experience with all sensations. As a result, the digital sensory system
is considered the main aspect that affects the overall fidelity of the VR experience,
specifically the visual system fidelity.
Subjective Evaluation of the Virtual Reality System
The subjective evaluation of the VR simulation was performed into two phases as
discussed in Chapter 1 of this dissertation and illustrated in Figure 1.4. In the first phase,
a sample of senior engineering students at EMU examined and interacted with the
simulation and the VR system and then evaluated it by using a well-designed survey for
this specific simulation. In the first phase, questionnaires asking about realism, sensory
systems, distraction, and control factors were distributed to sampled students. These
factors were used to evaluate the fidelity of the digital sensory system, motion tracking,
simulation, and integrations of the data variables. These four variables were chosen to
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evaluate users’ presence. Moreover, the questionnaire had nine questions about immersion, so
the result could be validated between the objective and subjective evaluations. The students were
asked to rank the factors identified in the first phase using a 7-item Likert scale.
Participants
This study was approved by the institutional review board (IRB) at the EMU human
subject review committee (UHSRC-FY20-21-191). Informed consent (Appendix A) was
obtained from all participants prior to study participation. Thirty-three participants were recruited
for this study as the following: (29 males, three females, one prefer not to say) aged between 18
and 36).
Apparatus
The study was conducted at the VR lab located in GameAbove College of Engineering
and Technology in Michigan, U.S. The task was to interact within the virtual manufacturing
environment consisting of a virtual prototyping room and a scalable factory for the production of
inner car door panels. Using the haptic system, participants were able to interact with the product
and rearrange the manufacturing workstations in different layout options. These tasks were
performed with visual, auditory, and 3D interaction cues that provided additional task-relevant
information.
Instrument Development
Four demographic variables were included: age range group, gender, sex group, and
years of experience. Sex group (male, female, prefer not to say, others) is a nominal variable,
while the age range’ groups was designed with three groups (1943-1963, 1964-1983, 19842003). The survey is given in Appendix A. The conceptual research framework in Chapter 1
defined the dependent variable as “the fidelity of the VR simulation, immersion, presence.” The
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independent variables were digital sensory system, motion tracking system, VR
simulation, and integration of the system data fidelities. Presence had four variables
measuring the fidelity of the VR system. To ensure validity and reliability of the
measurement scale, the dissertation committee applied face validity. The classification of
fidelity according to the scale used is shown in Figure 5.2. This classification was created
to compare the subjective and objectives evaluations of VR system fidelity and, also, to
validate the fidelity evaluation framework and scale using the dissertation case study.
Figure 5.2
The Subjective Evaluation Scale of Fidelity
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Sampling Plan
The experiment’s sample size of 33 participants is considered good among VR studies in
the manufacturing planning area. In Lanier et al. (2019), a meta-scientific analysis of 61 articles
encompassing a total of 1,122 statistical tests of studies focused on VR. Across all statistical tests
(K = 1,122), the mean total sample size was M = 48.29 participants (SD = 33.25). The lowest
occurring value was four total participants, and the highest occurring value was 182 participants.
The median total sample size was 45 participants. The sample size of the present study was
sufficiently large to apply the analysis. However, due to the limited population size (i.e.,
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university students), this study was an exploratory study applying novel methodology rather than
a confirmatory study.
Virtual Reality System and Simulation Setup
The reinstalling, and reoperating the VR lab after renovation of the college building was
a main milestone for this dissertation. Briefly, the VR setup consisted of three screens of acrylic
rigid projection screens, behind which was an active stereo projector that creates 1920 x 1200
resolution images at a rate of 60Hz. The stereoscopic images were produced using an NVIDIA
Quadro K6000 GPU. Wireless LCD shutter glasses used were synchronized with the projectors.
In this study, twelve infrared cameras from VICON were used to track motions inside the VR
system. The head motion and hand motion were tracked through the motion tracking system.
Also, the haptic system is based on VICON APEX optically tracked interaction device. Plus, the
VR data were updated and processed in real-time manner through a special middleware.
The VR simulation consists of two main scenes that were created according to the
dissertation case study, the virtual prototyping room, and the virtual factory. Each participant
interacted with the objects inside the experience using the haptic device. Figure 5.3 shows the
interaction between a sample of participants with the VR simulation using the haptics system.
Figure 5.3
A Sample of Participants' Interaction Using the Haptics System
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Data Collection Procedure
After proper calibration and tuning of the VR system devices, the data collection process
was performed in the VR laboratory at EMU. And it was conducted after proper calibration and
tuning of the VR system devices as shown in Figure 5.4. Also, the data collection was conducted
without any distractions. The time of the process was 5 minutes in the VE for each participant.
The process started when each participant signed the informed consent form, and then the main
differences between traditional and virtual manufacturing planning processes were explained,
with a small brief about the VR system devices. Every participant wore LCD shutter glasses and
was introduced to the main two scenes of the virtual prototyping room and the virtual factory.
While navigating in the VE, each participant was asked to interact with the factory layout by
moving manufacturing workstations virtually from one location to another.
Figure 5.4
A Sample from the Virtual Validation Process
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To evaluate the fidelity of the VR simulation, participants were required to fill out a
questionnaire for approximately 5 minutes after the end of the VR simulation scenes. The
selected factors to evaluate presence were as follows: control items to evaluate motion tracking
system fidelity (10 questions), sensory system items to evaluate digital sensory system fidelity
(10 questions), distraction to evaluate the integration of VR data fidelity (5 questions), and
realism to evaluate VR simulation fidelity (16 questions). Nine questions collectively captured
immersion. These questions were adapted from Witmer and Singer’s (2005) and Usoh et al.
(2000) questionnaires and the igroup presence questionnaire (IPQ) developed by Schubert
(2003). All adapted questions were transformed into statements, and participants were asked to
mark their answers on a 7-item Likert scale (1-strongly disagree to 7-strongly agree) indicating
how strongly they agreed or disagreed with the statements. Figure 5.5 shows the distribution of
items used to subjectively measure fidelity. The immersion is the physical aspect of the VR
system; therefore, the mean of immersion provides more evidence to validate the objective
results of fidelity evaluation in Chapter 3.
Figure 5.5
The Number of Scale Items Per Variable
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Validity and Internal Consistency of the Measurement Scale
To evaluate the validity and internal consistency of the measurement scales, the
dissertation committee applied face validity. Also, Cronbach’s alpha was applied for inter-term
consistency of independent and dependent variables. Any factor with less than the cut off value
of 0.7 recommended by Nunnally (1978) was omitted.
Evidence in support of the convergent validity was generated by computing corrected
item-correlations. Items having standardized loadings below 0.50, and/or items having no
significant inter-item correlations were deleted. Inter-item correlations greater than or equal to
0.32 provided evidence in support of the convergent validity of the scale (Tabachnick & Fidell,
1996). Moreover, analysis of variance (ANOVA) was utilized to determine which factor had a
significant main effect on the overall fidelity of the system. Finally, conceptual research model
was empirically tested using structural path analysis.
Subjective Evaluation Results
The questionnaire investigated the fidelity of the VR simulation in product prototyping,
process planning, and layout planning. A coding plan was created for each of the variable by
using two letters followed by numeral. Two letters represented the fidelity aspect and the
numeral represented item number. The constructs for each variable type, along with their
elements and codes are provided in Appendix C. Data were analyzed using the SPSS 28.0.0.0
(190) program (IBM SPSS Statistics Subscription).
The questionnaire was constructed to evaluate fidelity subjectively. To ensure the
accuracy of scale items, the questions were examined with respect to phrasing. Questions that
negatively phrased were transformed and recoded into new variables. For instance, the sixth
statement evaluating control factors CF6 “There was delay in the experience between your
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actions and expected outcomes” and CF9 “The control device like the wand interfere with the
performance of assigned tasks or with other activities” were recoded into new variable coded as
“CF6_AR” and “CF9_AR,” respectively. The same method was applied on RF7 “I felt like I just
perceived pictures” RF15 “The virtual world seemed more realistic than the real world” which
were considered as negatively phrased statements. However, the first statement evaluating
immersion IM1 “I still paid attention to the real environment during the VR experience was not
transformed due to the nature of the CAVE VR system because it allows users to collaboratively
make decisions by direct contact, as it required users to be inside the CAVE. Therefore, the users
would still pay attention to the real world stimuli during the experience.
Furthermore, new scale variables were created to evaluate each factor affecting fidelity.
These scales were calculated by computing the mean of statements evaluating that variable. For
instance, fidelity was computed by taking the mean of all questions responses. Likewise, the
presence scale was calculated by averaging questions evaluating control, distraction, sensory
systems, and realism factors. The same method was applied on dependent and independent
scales.
Descriptive Analysis
Participants’ general characteristics, presence fidelity, and immersion fidelity were
analyzed using frequencies, percentages, means, standard deviation, and standard variances.
Figure 5.6 shows participants' frequencies per gender. Thirty-three participants took part in the
virtual manufacturing planning simulation, and they were divided in group of five participants at
a time to apply social distancing. Table 5.1 summarizes the participants’ characteristics, in
addition to the descriptive statistics of other variables. In the table, it was found that all
participants were from the same age group and years of experience except only two participants.
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Therefore, the sample size and characteristics were not conducive for statistical analysis of
between groups.
Table 5.1
Summary of Descriptive Analysis
Characteristics
Gender

Categories
Male
Female
Prefer Not to Say

Frequency
29
3
1

Percentages (%)
87.9
9.1
3

Age

1= “1943-1963”
2= “1964-1983”
3= “1984-2003”

33

100

Years of Experience

1= “1-5”
2= “6-10”
3=“More than 10”

31
2
-

93.9
6.1
-

Figure 5.6
Participants' Frequencies Per Gender

200
The descriptive analysis in Table 5.2 shows the mean fidelity of each factors in the VR
systems along with standard deviation (SD), and standard error. A low standard deviations were
found among all the factors affecting fidelity. The fidelity of the VR system was found to be highmedium fidelity (M = 5.11, SE = .13) which matches with the objective evaluation results.
Similarly, the immersion fidelity was (M = 5.06, SE = .16) and the presence fidelity found to be
(M = 5.13, SE = .14). The order of fidelity level among each factor affecting presence was found
as the follows: the realism factor (RF) fidelity was the highest among other factors (M=5.18, SE =
.13), the control factors (CF) fidelity was (M = 5.17, SE = .16), the distraction factors (DF)
fidelity was (M=3.3, SE=.29), the sensory systems factors (SF) fidelity was (M = 5.02, SE = .18).
Immersion fidelity was (M = 5.2, SE = .55). These findings indicate that the data points tend to be
close to the mean of the data set, which means that the data are normally distributed.
Furthermore, the findings of descriptive analysis for scale’s items depicts that some items have a
high means or fidelity than others as shown in Table 5.3. These findings provide information
about the performance of some aspects of the VR simulation used in the preliminary study. For
instance, the highest evaluation among all items was (M = 6) for question “CF2_The
environment was responsive to actions that you initiated (or performed)” which indicates the
high integration of different sensory systems involved in the study. This result can be verified
with other questions like “RF2_The information coming from your various senses were
consistent” and “RF3_The experience in the virtual factory environment seemed consistent with
real-world factory experiences” were the fidelity means found to be (M = 5.76, M = 5.67)
respectively. Other questions evaluated the performance of VR simulation in manufacturing
planning process, such as “RF16_The virtual factory seemed more efficient for planning
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Table 5.2
Descriptive Analysis of the Variables with the Scale
MediumPoor
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Fidelity Scale
Std.
N

Minimum Maximum

Statistic Statistic

Statistic

Mean

Variance

Deviation

Std.

Std.

Statistic Error Statistic

Error

Fidelity

33

3.72

6.40

5.11

.13

.77

.60

Immersion Fidelity

33

3.11

7.00

5.06

.16

.92

.84

Presence Fidelity

33

3.63

6.49

5.13

.14

.79

.62

Realism Factor

33

3.38

6.44

5.18

.13

.74

.55

33

2.60

6.6

3.3

.29

1.71

2.92

33

2.60

6.60

5.02

.18

1.04

1.1

Control Factor Fidelity

33

3.00

6.70

5.17

.16

.92

.84

Valid N (listwise)

33

Fidelity
Distraction Factor
Fidelity
Sensory System Factor
Fidelity
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purposes than the real world traditional methods,” “SF9_The performance in the manufacturing
planning process is more effective using virtual reality compared with other traditional
methods,” and “RF4_I learned how the inner panel of the door can be manufactured and
assembled” where the fidelity means found to be (M = 5.48, M = 5.82, M = 5.82) respectively.
These results indicate that the fidelity of VR simulation for manufacturing planning processes
were found to be high-fidelity. Moreover, question “RF9_I felt present in the virtual space” was
a direct question about presence to validate the result with the mean presence found in the
previous descriptive analysis. The fidelity of presence was (M = 5.13) for the four factors, while
the fidelity mean of this specific question was found to be (M = 5.15) which indicates the
accuracy of results. The auditory and haptics systems performance was found to be as medium
fidelity. For instance, the fidelity of questions “IM4_The auditory aspects of the environment
immerse me” and “IM5_The haptics aspects of the environment immerse me” were found to be
(M = 4.30, M = 4.27), whereas for visual system it was rounded as (M = 5) indicates highfidelity.
Table 5.3
Descriptive Analysis of the Some Scale Items
Scale Item

Mean

CF2_The environment was responsive to actions that you initiated (or

6.00

performed)
RF2_The information coming from your various senses were consistent

5.76

RF3_The experience in the virtual factory environment seemed consistent

5.67

with real-world factory experiences
RF4_I learned how the inner panel of the door can be manufactured and
assembled

5.82
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Table 5.3 continued
RF5_In the virtual experience of the virtual factory, I had a sense of "being

5.39

there"
RF9_I felt present in the virtual space.

5.15

RF16_The virtual factory seemed more efficient for planning purposes

5.48

than the real world traditional methods
SF2_The visual aspects of the environment involved me

4.91

SF3_The auditory aspects of the environment involved me

4.45

SF8_I was closely able to examine products at the virtual prototyping room

5.73

SF9_The performance in the manufacturing planning process is more

5.82

effective using virtual reality compared with other traditional methods
IM3_The visual aspects of the environment immerse me

4.97

IM4_The auditory aspects of the environment immerse me

4.30

IM5_The haptics aspects of the environment immerse me

4.27

IM9_I was fully involved in the experience

5.55

Valid N (listwise)

Validity and Internal Consistency Analysis of the Measurement Scale
Reliability analysis was performed to construct validity of the measurement scale.
Cronbach’s alpha was applied for testing the one-dimensional qualities of the presence and
immersion scales and the construct validity of each of them. Inter-term consistency of fidelity
presence factors and the immersion was performed. Table 5.4 summarizes the reliability tests
performed for each scale.

204
Table 5.4
Reliability Analysis Summary
Variable Scale

Cronbach Alpha Value (a)

Fidelity 50-items evaluating presence and immersion scales

.93

Presence 41-items

.92

Immersion 9-items

.75

Control factor 10-items fidelity

.81

Sensory systems factor 10-itemsfidelity

.83

Realism factor 16-items fidelity

.77

Distraction factor 2-items fidelity

.76

The internal reliability of the fidelity including presence and immersions scales were
investigated using Cronbach’s alpha. Results indicated that the alpha of the total fidelity of two
scales was highly reliable (a=.93). Alpha values of presence and immersion scales were equal to
.92 and .75, respectively. Likewise, the internal consistency of the control factor subscale,
consisting of 10 items, was found to be highly reliable (a=.81). Five items for the distraction
factor (a=.52) was found to be unreliable, 16 items for realism factor (a=.77) was found to be
reliable and it can reach (a=.82) if RF7 and RF15 were deleted. And 10-items for sensory
systems factor (a=.83). Besides, examination of individual items statistics of distraction scale,
implied that omitting the DF1 “The mechanism which controlled movement through the
environment was natural,” DF2 “I was aware of events occurring in the real world around me,”
and DF3 “I was involved in the planning of the manufacturing processes in the VE experience”
increases the alpha value from .52 to .72, reaching the cut off value of 0.7 recommended by
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Nunnally (1978). Furthermore, these questions were omitted according to theoretical
explanations, such as the awareness of events in the real world is different among HMDs and
CAVE systems. In a CAVE system, users can still see their own body and other users’
bodies during the VE, whereas in HMDs, users are totally isolated. Likewise, the used
mechanism of navigation was designed with magical and natural 3D interactions, which
made answering these questions somewhat unclear. Also, the question about involvement
should have been clearer, such as “I was involved in the interaction and planning of
manufacturing processes in the VE experience.” Table 5.4 summarizes the Cronbach’s
alpha for the independent and dependent variable scales.
To gain more understanding about the strength and direction of linear relationships
between presence and immersion variables, bivariate Pearson and Spearman correlations were
performed between presence, immersion, and overall fidelity. Also, bivariate Pearson and
Spearman correlations were performed within the set of variables that evaluated presence. In
summary, the Pearson correlation evaluates whether there is statistical evidence for a linear
relationship among the variables in the population, whereas Spearman correlation is a
nonparametric measure of rank correlation used to reveal the statistical dependence between the
rankings of presence and immersion. From the scatterplot in Figure 5.7, we can notice that
immersion and presence have a positive linear relationship.
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Figure 5.7
Immersion and Presence Scatterplot

Based on the bivariate analysis results using Pearson correlation in Table 5.5, we can
state that fidelity has a statistically significant positive linear relationship with presence (r = .99,
p < .001), immersion (r = .82, p < .001), control factor (r = .85, p < .001), realism factor (r =
.86, p < .001), and sensory systems factor (r = .80, p < .001). Correspondingly, fidelity has a
statistically significant negative relationship with distraction factor (r = -.60, p < .001).
Similarly, we can state that immersion has a statistically significant positive linear
relationship with presence (r = .73, p < .001). The sensory systems fidelity has the most
significant positive relationship with immersion and presence among other factors of presence
sensory systems factor (r = .75, p < .001), (r = .92, p < .001). Correspondingly, immersion has a
statistically significant negative relationship with distraction factor (r = -.37, p < .001).
Likewise, the order of presence factors affecting fidelity found to be as follows, sensory systems
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factor (r = .93, p < .001), realism factor (r = .87, p < .001), control factor (r = .87, p < .001),
realism factor, and distraction factor (r = -.63, p < .001).
These results are corresponding to the analysis results of Spearman correlations. For
instance, the fidelity correlations were found for presence (r = .99, p < .001), immersion (r =
.81, p < .001), control factor (r = .84, p < .001), realism factor (r = .88, p < .001), and sensory
systems factor (r = .92, p < .001). Also, we can notice how distraction factor has a negative
significant relationship with other factors including immersion. Besides, the sensory factor has
the strongest linear relationship with overall fidelity which corresponding with Pearson
correlations results and with the research assumptions and hypotheses.
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Table 5.5
Pearson’s Correlations Results
Sensory
M

S.D

Control

Distraction

Realism

Factors

Factors

Factor

Fidelity Immersion Presence

Systems
Factors

Fidelity

5.11

.77

1

.82**

.99**

.85**

-.60**

.86**

.80**

Immersion

5.06

.92

.82**

1

.73**

.58**

-.37*

.62**

.75**

Presence

5.13

.79

.99**

.73**

1

.87**

-.63**

.87**

.93**

Control Factors

5.17

.92

.85**

.58**

.87**

1

-.54**

.58**

.80**

Distraction Factors

3.30

1.71

-.60**

-.37*

-.63**

-.54**

1

-.53**

-.46**

Realism Factor

5.18

.74

.86**

.62**

.87**

.58**

-.53**

1

.73**

Sensory Systems Factors

5.02

1.04

.80**

.75**

.93**

.80**

-.46**

.73**

1

**. Correlation is significant at the 0.01 level (2-tailed).
*. Correlation is significant at the 0.05 level (2-tailed).
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Table 5.6
Spearman’s Correlations Results
Sensory
M

S.D

Control

Distraction

Realism

Factors

Factors

Factor

Fidelity Immersion Presence

Systems
Factors

Fidelity

5.11

.77

1

.81**

.99**

.84**

-.62**

.88**

.92**

Immersion

5.06

.92

.81**

1

.77**

.59**

-.64**

.63**

.76**

Presence

5.13

.79

.99**

.77**

1

.85**

-.62**

.90**

.92**

Control Factors

5.17

.92

.84**

.59**

.85**

1

-.58**

.67**

.82**

Distraction Factors

5.08

1.06

-.62**

-.48**

-.64**

-.58**

1

-.59**

-.49**

Realism Factor

5.18

.74

.88**

.63**

.90**

.67**

-.59**

1

.74**

Sensory Systems Factors

5.02

1.04

.92**

.76**

.92**

.82**

-.49**

.74**

1

**. Correlation is significant at the 0.01 level (2-tailed).
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The Structural Path Analysis
The interpretation of the regression statistical results revealed how changes in the
independent variables are related to shifts in the dependent variable. Therefore, it was utilized to
evaluate the significant impact of presence factors and immersion on the overall fidelity and the
test outputs were summarized in Table 5.7 the research model was empirically tested using
structural path analysis, and the analysis began by creating a direct path from the following:
•

Control Factor (CF) and Fidelity (F), Ha: significant positive impact;

•

Distraction Factor (DF) and Fidelity (F), Hb: significant negative impact;

•

Sensory System Factor(SF) and Fidelity (F), Hc: significant positive impact;

•

Realism Factor (RF) and Fidelity (F), Hd: significant positive impact;

•

Immersion (IM) and Fidelity (F), He significant positive impact.

Table 5.7
Regression Analysis Outputs
Ha-He
Ha

Variables in
path model
CF → F

b

t

.26

11.27**

Hypothesis testing result
Supported direct, positive, and significant
effect

Hb

DF → F

-.08

-4.60**

Supported direct, negative, and significant
effect

Hc

SF → F

.28

9.56**

Supported direct, positive, and significant
effect

Hd

RF → F

.32

15.46**

Supported direct, positive, and significant
effect

He

IM → F

.24

12.17**

Supported direct, positive, and significant
effect

*Standardized beta coefficients.
**Significant at p < 0.05
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Meanwhile, the path analysis shown in figure 5.8 indicates that realism and sensory
systems factors have the strongest significant impact on the fidelity of the VR system (b = .32, t
= 15.46) and (b = .28, t = 9.56) respectively. Distraction factor has a significant negative impact
with the fidelity which matches with the theoretical assumptions. Figure 5.8 shows the path
structure analysis results.
Figure 5.8
The Path Analysis Results

However, ANOVA test has shown that sensory systems and control factors have a
significant difference between groups among other factors on the fidelity of the VR system F
(28,4) = 6.36, p = .042, F (28,4) = 7.22, p = .03, respectively. Likewise, all factors evaluating
presence were found significant except distraction factors. Realism factor has a significant effect
on immersion. These results do not provide empirical support for all the fidelity related
hypothesized relationships. Finally, the full statistical output from SPSS in addition to several
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statistical analyses are in Appendix. C. These extra analysis was performed to validate the results
and provide more deep sight into data.
Table 5.8
ANOVA Analysis Outputs
Variables

F

Sig.

CF → F

7.22

.03*

DF → F

3.446

.12

SF → F

6.356

.04*

RF → F

4.534

.08

IM → F

5.321

.57

CF → P

5.34

.02*

DF → P

3.48

.06

SF → P

9.56

.01*

RF → P

9.73

.01*

CF → IM

.81

.67

DF → IM

2.29

.07

SF → IM

1.37

.29

RF → IM

4.03

.01*
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Discussion
This preliminary study investigated how presence and immersion affect the fidelity of the
VR system, and the study validates the objective evaluation results with the subjective results.
The VR simulation designed to plan manufacturing process of a complex product at three
different levels of planning (product, process, and operations). Our principal finding is that
fidelity has a statistically significant positive linear relationship with presence and immersion.
Also, it has the same relationship with presence factors except distraction factor that has a
negative relationship with fidelity. Moreover, immersion has a statistically significant positive
linear relationship with presence. Besides, the sensory systems fidelity has the most significant
positive relationship with immersion and presence among other factors of presence sensory
systems factor. Previous studies have shown that increasing the fidelity of various components of
VR environment, rather than overall VR set up, could be beneficial to performance, and the
findings support this research and further imply that some tasks in VR. For instance, Volonte et
al. (2021) found that photorealistic rendering affects users’ perception, and cartoon characters
were considered highly appealing compared with human-like appearance. Also, Menzies et al.
(2017) found that stereoscopy has been shown to positively affect user performance for tasks.
The findings shown that the fidelity in questions designed to evaluated the performance of VR
simulation in manufacturing planning process were high, such as “RF16_The virtual factory
seemed more efficient for planning purposes than the real world traditional methods,” “SF9_The
performance in the manufacturing planning process is more effective using virtual reality
compared with other traditional methods,” and “RF4_I learned how the inner panel of the door
can be manufactured and assembled”. These results indicate that the fidelity of VR simulation
for manufacturing planning processes were found to be high-fidelity.
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Previous research has reported benefits of adding auditory and haptics to the VR system.
Similarly, in this study we show that using visual, auditory, and haptics improved overall fidelity
of the system, enhanced the manufacturing planning process, and enriched the levels of presence
and immersion. Our data are consistent with previous findings suggesting that appropriate
design, integration, and configuration of VR system would result in the best user performance
and provide high-fidelity VR experiences (Cabrera & Wachs, 2017; Cooper et al., 2018;
Franzluebbers & Johnsen, 2018; Liu et al., 2019; Slater et al., 2010; Zizza et al., 2018).
However, in our study, audio and haptics feedback influenced performance and subjective
ratings positively, even though the fidelity of auditory system was considered low in the
objective evaluation. The analysis of the subjective ratings of a user’s perception in VR
environments showed high similarities to the objective measures of performance. The digital
sensory systems and motion tracking systems have a significant difference between groups
among other factors on the fidelity of the VR system.
To investigate whether the objective evaluation was related to the subjective one, mean
fidelity rates and mean subjective ratings were used for the correlational analysis. The
correlational analysis performed across all normalized data revealed high positive correlations
among all factors except for distraction factor which has a negative significant relationship with
other factors including immersion. Besides, the sensory factor has the strongest linear
relationship with overall fidelity which corresponding with Pearson correlations results and with
the research assumptions and hypotheses.
It is generally assumed that advanced VR technologies with high-fidelity are associated
with better performances (Franzluebbers & Johnsen 2018; Liu et al. 2019; Zizza et al. 2018).
Yet, using high-fidelity systems can be useful and lead to higher levels of performance based on
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the user’s expertise level. Frithioff et al. (2020) found that ultra-high-fidelity graphics reduced
the performance level of surgeons compared with conventional graphics, whereas the highfidelity graphics increased the cognitive level of the training. However, in comparison with the
development of VR technology, fidelity evaluation through user experiences needs to be further
studied, especially from technical specifications of VR devices and the research method.
Virtual Collaborative Manufacturing Planning Framework
The virtual collaborative manufacturing planning framework (VCMPF) was
developed by applying and combining the DT concept and digital planning process
requirements for the production planning and control process. The framework in Figure
5.9 characterizes itself from the traditional method of manufacturing planning in the
involvement of customers, suppliers, and manufacturers as parts of the process to
continuously improve the planning process. Also, the involvement of VR technology as
an innovative visualizations tool in the manufacturing planning process reduces time and
increases the accuracy of the process (Yildiz et al., 2020). As a result, combining these
two paradigms and concepts will help organizations to drive innovation impacts far
beyond the scope of what any one organization could achieve on its own. Furthermore,
engineers and designers can focus on adoption by reusing solutions for reoccurring
problems, especially in the concept development phase.
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Figure 5.9
The Virtual Manufacturing Planning Process

217
The framework architecture was adopted and derived from the analysis of literature
review in Chapter 2 and the guidelines in Chapter 4 for designing and implementing VR
manufacturing planning simulation. The framework conceptualizes the product, process, and
operations in the virtual manufacturing planning process. Also, the framework summarizes the
process of creating a virtual planning systems at the product, process, and operations levels. This
summarization improves the understanding of the VR technology role in the link between these
three levels of manufacturing planning. Also, the framework lists the applications of VR in
manufacturing by creating a virtual factory to simulate different scenarios and make decisions
effectively. The data integration and linkage between the virtual and real environments is outside
the scope of this dissertation. Nevertheless, effective data integration improves the fidelity of VR
simulations and performs complex simulation to achieve desired outcomes (Yildiz et al., 2020).
DT is an emerging and fast-growing technology that creates and connects the
virtual manufacturing environment with the real-life environment to simulate, control,
monitor, and develop manufacturing plans and improve manufacturing outcomes.
Manufacturing systems consist of different characteristics, behaviors, and performances
that engineers are concerned with improving through gathering data from the physical
environment, linking it to the virtual one, and then performing simulations to achieve the
optimal solutions of engineering problems. As a result, VR enables decision makers to
collect and analyze manufacturing data virtually, thereby covering the lifecycles of
product, process, and operations.
Virtual Collaborative Manufacturing Planning System Building Blocks
In this section, the VCMPF architecture, dependencies, and building blocks are discussed
and summarized in Figure 5.10. Virtual representations of real-life factories are integrated
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simulations that aid in the decision-making process for manufacturing problems. Therefore, VR
technologies in manufacturing are considered advanced innovative tools that allow decision
makers to immerse themselves in high-fidelity virtual manufacturing environments. Also, to
evaluate different manufacturing scenarios collaboratively and effectively at all levels of
planning. This section presents four building blocks to create VMPSs.
Figure 5.10
The Collaborative Virtual Manufacturing Planning at Organizational Level

Manufacturing Database
The first and central core component of the framework is the manufacturing database.
The manufacturing database includes data from different aspects of manufacturing systems, such
as machinery, products, and processes, and is the repository of all manufacturing and operations
data that have been captured in daily operations. By acquiring manufacturing databases, decision
makers can have an integrative view about production systems and real-time manufacturing
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execution and control systems. As a result, manufacturing databases are the main source
of information to aid in identifying gaps and areas for improvement.
Networking
Networking aims at connecting and integrating physical manufacturing system with
virtual simulated system, and interpreting manufacturing data. Networks aids decision makers to
generate virtual real-time production planning and control system as well as permits designers
and engineers to collaboratively review product and process designs.
Software
The third component of VR architecture is software. Software includes operating
systems and applications, such as CAE, CAD, and CAM to create the 3D modeling of the
physical environment. Also, software includes product lifecycle management (PLM)
programs to design a product’s lifecycle.
Configuration and Integration of VR System
The fourth and last component of VR architecture is the configuration and integration
process of the hardware, software, and applications through powerful personal computers,
communication enablers, and middleware applications. The effectiveness of the VR architecture
relies on the ability of the virtual manufacturing system to respond to changes efficiently and
effectively in the physical manufacturing world. The data integration in Figure 5.9 shows the
integration between the product, process, and operations levels of planning, which are equivalent
to the enterprise resources planning. The integration of data includes acquiring and storing data
in the manufacturing databases through efficient and effective networking. These data include
product, process, and operations data, in addition to the data that has resulted from VR
simulations. The factory data are synchronized with VR simulations to update manufacturing
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execution plans. Accordingly, this information is used for manufacturing execution to produce
real-time demand driven data that can be shared with suppliers.
Virtual Collaborative Production Planning Core Processes
Currently, the realization of product design hinges progressively on the manufacturers’
capability to generate, simulate, and manage data. Data can be generated through different
phases of product, process, and operations lifecycles. For instance, data can be accumulated
through portfolio planning, concept development, design VP, validation and verification of VP,
actual production and testing, maintenance, and after-sale phases. Therefore, the first core
process of the framework is acquiring and translating manufacturing data into product and
process requirements.
Define Customer Requirements
Designers and engineers translate customers’ voices into product-process requirements.
Fundamentally, they represent these requirements in an easy, understandable way through
translating customer data in CRM into 3D modeling and implementing a conceptual model. At
this step, product data management (PDM) is the key for the design, engineering, and
manufacturing processes as it is a powerful software to manage the product development
process. The product data can include CAD files, engineering data, manufacturing instructions,
parts numbers, bills of materials, data on production processes, permits, and more. A PDM
system stores and organizes this data and lets stakeholders access and update it.
Design, Validate, and Verify Virtual Prototyping
In the product development process, designers and engineers use CAD and CAM to
communicate and test ideas at all phases of product lifecycle management. By applying VR
technologies, designers and engineers can interact and simulate objects within a CAD
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environment, also customers can experience new products and increase their involvement in the
early stages of product development process.
Design Virtual Manufacturing Systems
After developing the virtual prototype, designers and engineers have to design
manufacturing systems by breaking down manufacturing processes conceptually into small
sections. Then, all virtual elements of manufacturing can be categorized in a hierarchical
classification considering each process requirement. The design of manufacturing systems
includes building the virtual twin of the physical manufacturing environment, including its
elements, behaviors, and rules. This process consists of building a virtual representation of the
physical system, including geometric models of manufacturing elements, such as machining and
handling. The process is performed using a computer program or modeling software and
simulation tools. During this step, designers have to reflect the other aspects of the physical
manufacturing system on the VR experience, including workplace details, to increase the
experience fidelity. In this step, 3D modeling of the manufacturing physical environment is
integrated with the VR human sensory systems--visual, auditory, haptic, and taste.
Evaluate and Simulate Virtual Manufacturing Planning System
This step is concerned with determining whether simulation models accurately
represent production models. The main purpose of evaluating the virtual manufacturing
system is to ensure that 3D modeling and simulation of the production system accurately
represent the real physical world system, as well as identifying gaps and errors in the
system. Consequently, decision makers integrate and configure the virtual production
planning system with the physical one to close any gaps between the systems’ functions
and structures. Moreover, they can interact and immerse themselves in the simulated
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virtual twin of the physical manufacturing system. At this stage, they are concerned with
presenting and interpreting the manufacturing model simulation results in order to design
the manufacturing execution system and determine real-time, demand-driven data.
Execute and Continuously Optimize System Performance
The collaborative production planning process is an ongoing screening and evaluation
process to review the manufacturing systems under different scenarios and variables. For
instance, the historical and operational manufacturing data are captured and gathered using
machining, sensors, production environment, etc. Accordingly, the data can be cleaned and
stored to use as an input for the simulation process.
Summary of Chapter
To improve VR simulations and systems fidelity, it is essential to evaluate and measure
system’ aspects in a comprehensive way. The result from our study provides evaluation criteria
and scale to effectively evaluate VR systems. The evaluation demonstrates the importance of
each factor and sub-elements on the overall fidelity. In addition, the focus in measuring fidelity
of the VR simulation was concentrated on the digital sensory system fidelity as it was assumed
the most significant factor affecting fidelity in manufacturing planning process. The importance
of each factor affecting fidelity were analyzed and discussed. It was found that the fidelity of VR
simulation depends on the objectives of the VR simulation, VR system capability, and the user
expertise in the tasks or events in the simulation.
In addition, this chapter focused on the integration of DT, simulations, and VR
technologies to handle the increasing complexity of virtual models in product, process, and
operations system domains. The framework presented the virtual manufacturing planning
process, data integration, and synchronization architecture. The evaluations show that the
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approach has potential for more efficient and effective manufacturing planning in product,
process, and operations.
The VR applications mentioned in the chapters before can be applied in conventional
production systems. For virtual manufacturing systems, these optimizations achieve an even
higher gain in productivity, as multiple planning phases can be validated and verified using VR.
In virtual manufacturing systems, besides the increase in quality of the planning process, VR
applications also lead to higher productivity in the decision making at different levels. The
framework defines building blocks, dependencies, and core processes of developing a
collaborative virtual manufacturing planning framework.
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6. Chapter 6:
Conclusions and Contribution
Realistic and interactive immersive virtual experiences to plan manufacturing processes
are challenging to create. Nevertheless, VR simulations for manufacturing planning have a great
potential to become the main tool for decision-making. VR researchers work intensely at
advancing the field using cutting edge computer graphics simulation technologies. However,
creating a realistic, virtual factory that simulates manufacturing processes requires collective
efforts from engineers, cognitive scientists, psychologists, and expert artists and animators.
In this dissertation, I presented a new framework for manufacturing planning using VR
technology along with implementation of this framework through high-fidelity VR simulation
that is designed to plan manufacturing at product, process, and layout levels. Also, I presented a
new method of visualizing and validating CAE analysis results using VR. In addition, I presented
a novel framework and scale for evaluating VR systems, including all aspects that affect fidelity
of VR systems. The fidelity framework and scale can be used for all industries to evaluate and
improve the fidelity of VR systems. Also, I presented a systematic review that explored,
identified, discussed, and analyzed VR applications in manufacturing planning.
A Systematic Review of Literature (Chapter 2)
VR applications in manufacturing promise to provide more efficient, effective, and
shorter processes. Various efforts and research studies are being conducted to widen this tool
from complex geometry products to other types of products. This effort has to be a collaboration
between different disciplines, such as programming, engineering, psychology, and information
systems. To measure and evaluate virtual manufacturing planning at different levels, each
activity and element associated with each process must be evaluated, starting from designing and
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evaluating hardware and software used and ending with a user’s experiences. Currently, VR
systems’ return on investment can be considered low, but it is gaining rapid popularity in the
manufacturing sector in general and in product development in particular.
VR’s applications in manufacturing were discussed into three levels: products (product
design, design validation, and design evaluation), process (demand and production planning,
assembly validation, safety and ergonomics, and training), and operations (FLP, simulation).
These levels were chosen to capture and cover most of applications of VR technology in the
manufacturing planning.
At the operations level, VR is found to be effective in the virtualization of the entire
value chain and a powerful tool in supporting the factory layout plan decision-making process.
The visualization of simulation events using VR aids in conducting a verification of different
possible layouts and uncovering uncertainties associated with the execution of production plans.
Also, it supports the modification and simulation of existing manufacturing cell or shop floors, as
well as optimizes process design layouts. At the process level, VR facilitates and accelerates
manufacturing decision-making in verification of long-term, medium time range, and short-term
manufacturing planning decisions. These decisions are made through the visualization of
manufacturing processes simulation, ergonomics, material flow, training, etc. At the product
level, VR accelerates the entire product life cycle because virtualization in the early phases of a
product’s life cycle is essential to develop innovative products faster and more efficiently to
respond promptly to market needs. VR provides designers and engineers with a VE to evaluate
the conceptual design through virtual experimentation of functional features of the product, as
well as conducting various analyses regarding design validation and verification.
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Finally, although VR technology will continue to advance and mature in terms of
hardware and software used for manufacturing planning, advancements in integrating
multisource CAE and the interaction of visualization are still required. As a result, there is a need
to develop an evaluation criterion for the fidelity of VR techniques used for a given process as
well as systematic evaluation and identification for gaps and areas for improvement in modeling
software used with VR technology.
The Fidelity Framework and the Scale (Chapter 3)
I presented in this chapter the VR system architecture along with a novel comprehensive
framework for the fidelity evaluation of immersive, collaborative VR applications with respect to
four interrelated aspects: digital sensory system fidelity, interaction systems fidelity, simulation
system fidelity, and the integration of these aspects together. The suggested framework considers
the diversity and complexity of VR tasks involved within the VR experience. A strength of the
suggested framework is that it considers the diversity and complexity of VR tasks involved
within the VR experience. Also, it is scalable to different hardware and software configurations
and defines sub-elements of each aspect along with evaluation criteria, methods, and tools.
This chapter also discussed the factors and elements affecting the overall fidelity of a VR
system and provided a comprehensive framework for the evaluation process with respect to four
interrelated aspects: digital sensory system fidelity, motion tracking systems fidelity, simulation
system fidelity, and integration among these aspects to produce high-fidelity virtual experiences.
The chapter also included a description of each factor and element involved in the four aspects of
fidelity.
Different physical and psychological factors have a direct effect on the performance of
VR systems, which directly affects the overall virtual experience fidelity. Accordingly, fidelity
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evaluation consisted of reviewing several studies to capture objective and subjective measures of
all factors affecting the VR systems' fidelity. The framework presents the evaluation criteria
divided into subjective and objective measures according to a systematic literature review of
previous findings related to each aspect and based on experimental measures. The fidelity of the
simulation depends on the main objectives of the simulation (Hontvedt & Overgard, 2020).
Therefore, it was found that increasing fidelity in the digital sensory and tracking systems, with
accurate integration between the factors, does not always result in the best user performances and
high-fidelity experiences as success highly depends on simulation objectives.
Additionally, the fidelity evaluation framework defines high-level common and useful
concepts for distinguishing different VR systems with respect to fidelity and provides a criterion
that can be used to evaluate the multipurpose VR application.
Design and Implementation of High-Fidelity VR Simulation (Chapter 4)
The applications of VR in manufacturing are recognized in the visualization of virtual
prototyping, static and dynamic simulations, manufacturing systems design, virtual training, and
manufacturing performance data. In this chapter, I discussed the technical infrastructure
necessary to design a collaborative VMPS. I described a basic VR system and how it may be
used for this purpose and then extended this system by introducing the VR system setup, digital
manufacturing planning process, and integration of hardware and software to produce a highfidelity virtual simulation for manufacturing planning purposes. This chapter served as a guide
for the architecture of a collaborative VR manufacturing planning system. Also, the chapter
presented a novel method of visualizing CAE analysis results.
The design of a digital manufacturing system involves various related parties and entails
complex workflows and systematic approaches. These approaches are supported by digital tools
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that accelerate and improve the design and configuration of manufacturing systems through
extensive use of 3D modeling and simulation tools (Jain et al., 2017). To digitalize and visualize
manufacturing systems, the initial requirement is to construct a 3D CAD model of the product or
manufacturing process, along with determining manufacturing processes required to deliver it. In
summary, the process of creating a digital manufacturing system involves the following
sequential steps: develop and interpret product drawings and materials, select manufacturing
processes, determine machine and operations sequencing, select tooling and material handling
equipment, set process parameters, determine work hold requirements, select quality inspection
methods, document the processes, and calculate the overall cost of the process (Fletcher et al.,
2013).
A more sophisticated VR experience requires more advanced hardware and software
systems that are capable of producing a higher fidelity experience. Thus, one of the main
challenges with current VR technology is the need for more powerful and effective hardware and
software to generate, simulate, and render data to create high-fidelity VR experiences in realtime. The dissertation was limited to the technology that is used in our own VR lab.
Results of the VR System Evaluations (Chapter 5)
To improve VR simulations and systems fidelity, it is essential to evaluate and measure
system aspects comprehensively. The results from this study provides evaluation criteria and
scale to effectively evaluate VR systems. The evaluation demonstrates the importance of each
factor and sub-elements on the overall fidelity. In addition, the focus in measuring fidelity of the
VR simulation was concentrated on the digital sensory system fidelity as it was assumed to be
the most significant factor affecting fidelity in the manufacturing planning process. The
importance of each factor affecting fidelity was analyzed and discussed. It was found that the
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fidelity of VR simulation depends on the objectives of the VR simulation, VR system capability,
and the user expertise in the tasks or events in the simulation.
The internal reliability of the fidelity including presence and immersions scales were
found to be highly reliable (a = .93). Alpha values of presence and immersion scales were equal
to .92 and .75, respectively. The correlations analysis results have shown that fidelity has a
statistically significant positive linear relationship with presence (r = .99, p <. 001), immersion
(r = .82, p < .001), control factor (r = .85, p < .001), realism factor (r = .86, p < .001), and
sensory systems factor (r = .80, p < .001). Correspondingly, fidelity has a statistically significant
negative relationship with distraction factor (r = -.60, p < .001). Similarly, immersion has a
statistically significant positive linear relationship with presence (r = .73, p < .001). Also, it was
found that the sensory systems fidelity has the most significant positive relationship with
immersion and presence among other factors of presence sensory systems factor (r = .75, p <
.001), (r = .92, p < .001).
The descriptive analysis showed that low standard deviations were found among all the
factors affecting fidelity. The mean fidelity of the VR system was found to be high-medium
fidelity (M = 5.11, SE = .13), which matches with the objective evaluation results. Similarly, the
mean immersion fidelity was 5.06 (SE = .16), and the mean presence fidelity was found to be 5.13
(SE = .14). The order of fidelity level among each factor affecting presence was found as follows:
the realism factor (RF) fidelity was the highest among other factors (M = 5.18, SE = .13), the
control factor (CF) fidelity was second (M = 5.17, SE = .16), the distraction factor (DF) fidelity
was third (M = 3.3, SE = .29), and the sensory systems factor (SF) fidelity was fourth (M = 5.02,
SE = .18). Immersion fidelity was (M = 5.2, SE = .55). Moreover, the findings of the descriptive
analysis for the scale’s items indicated that some items have a higher means of fidelity than
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others. These findings provide information about the performance of some aspects of the VR
simulation used in the preliminary study. The means of items evaluating the performance of VR
simulation in the manufacturing planning process were found to be high as well (M = 5.48, M =
5.82, M = 5.82) respectively. These results indicate that the fidelity of VR simulation for
manufacturing planning processes was found to be high. However, the auditory and haptic
systems performances were found to be medium fidelity. Also, the mean fidelity of the direct
question evaluating presence was (M = 5.13) for the four factors. The results of subjective
evaluation were found to be identical to the objective evaluation conducted using the fidelity
framework and scale. This result validated the effectiveness of the fidelity scale.
In addition, the chapter presented a framework focused on the integration of DT,
simulations, and VR technologies to handle the increasing complexity of virtual models in
product, process, and operations system domains. The framework presented in this chapter
illustrated the virtual manufacturing planning process, data integration, and synchronization
architecture. The evaluations showed that the approach has potential for more efficient and
effective manufacturing planning in product, process, and operations.
Directions for Future Work
The design and implementation of the VR simulation for manufacturing planning
presented in this dissertation has demonstrated the successful overcoming of several challenges
related to the development, implementation, and evaluation of a virtual factory using VR
technology.
Firstly, the approach of modeling manufacturing systems and processes by direct
demonstration has tremendous potential to be effectively employed in several applications of VR
in manufacturing planning. However, there are areas of improvements for future research in all
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aspects involved in the process of design, implementation, and evaluation. One such
improvement would include expanding the study to involve industry experts working to improve
the credibility of the fidelity framework and the scale presented to evaluate the fidelity of VR
systems. In addition to considering the enhancement of the overall fidelity system, enhancing
medium to low fidelity hardware with highly advanced VR systems, such as an auditory system,
would also be an improvement.
A potential expansion of the presented work in this dissertation could utilize the linkage
of the virtual factory VR simulation with a real manufacturing environment. The integration and
linkage between the two environments would formulate a DT that could be used for a wide range
of analyses of the manufacturing system as the linkage would provide real-time data for
simulation. This could be achieved through applying and deploying the work in real cases in the
industry.
Secondly, the visualization of CAE results could be expanded to visualize the CAE
simulations in a high-fidelity environment. By using this approach, engineers could validate and
verify the product design collaboratively. With further technological advancements, these 3D
simulations could be analyzed using VR. The benefits of deploying this approach could reduce
prototypes needed to validate the design, which would drive down the overall development
costs of the project. Also, deploying VR in CAE results visualization could reduce the
potential for errors in design. Additionally, engineers could notice how the changes to
product design affect performance in a high-fidelity environment, which would allow them
to decide early in the process whether to produce the product or not.
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Thirdly, future research could be conducted to reveal the difference between age,
gender, and years of experience on fidelity evaluation. Moreover, increasing the sample size
would enhance the evaluation process of fidelity and enrich and validate research results.
Finally, the adoption of more advanced VR technologies would enable manufacturers to
visualize complex manufacturing plan scenarios. For instance, new displays, like
autostereoscopic displays, could be substituted for the LCD shutter glasses and provide more
fidelity to the VE. These technological advances would require a careful review of the fidelity
framework and the scale presented in this dissertation. Lastly, because designing VR simulation
requires cooperative efforts from engineers, cognitive scientists, psychologists, and expert artists
and animators, this collaboration between different disciplines would enrich future research
results.

233
References
Adwernat, S., Wolf, M., & Gerhard, D. (2020). Optimizing the design review process for cyberphysical systems using virtual reality. Procedia CIRP, 91, 710715. https://doi.org/10.1016/j.procir.2020.03.115
Akpan, I. J., & Shanker, M. (2017). The confirmed realities and myths about the benefits and
costs of 3D visualization and virtual reality in discrete event modeling and simulation: A
descriptive meta-analysis of evidence from research and practice. Computers &
Industrial Engineering, 112, 197-211. https://doi.org/10.1016/j.cie.2017.08.020
Alcácer, V., & Cruz-Machado, V. (2019). Scanning the industry 4.0: A literature review on
technologies for manufacturing systems. Engineering Science and Technology, an
International Journal, 22(3), 899-919. https://doi.org/10.1016/j.jestch.2019.01.006
Arrighi, P., & Mougenot, C. (2019). Towards user empowerment in product design: A mixed
reality tool for interactive virtual prototyping. Journal of Intelligent
Manufacturing, 30(2), 743-754. https://doi.org/10.1007/s10845-016-1276-0
Aziz, F. A., Alsaeed, A. S. M. A., Sulaiman, S., Mohd Ariffin, Mohd Khairol Anuar, & AlHakim, M. F. (2020). Mixed reality improves education and training in assembly
processes. Journal of Engineering and Technological Sciences, 52(4),
598. https://doi.org/10.5614/j.eng.technol.sci.2020.52.4.10
Balzerkiewitz, H., & Stechert, C. (2020). Use of virtual reality in product development by
distributed teams. Procedia CIRP, 91, 577582. https://doi.org/10.1016/j.procir.2020.02.216

234
Barricelli, B. R., Casiraghi, E., & Fogli, D. (2019). A survey on digital twin: Definitions,
characteristics, applications, and design implications. IEEE Access, 7, 167653167671. https://doi.org/10.1109/ACCESS.2019.2953499
Becher, A., Angerer, J., & Grauschopf, T. (2018). Novel approach to measure motion-to-photon
and mouth-to-ear latency in distributed virtual reality systems.
Bellalouna, F. (2020). Industrial case studies for digital transformation of engineering processes
using the virtual reality technology. Procedia CIRP, 90, 636641. https://doi.org/10.1016/j.procir.2020.01.082
Bendul, J. C., & Blunck, H. (2019). The design space of production planning and control for
industry 4.0. Computers in Industry, 105, 260272. https://doi.org/10.1016/j.compind.2018.10.010
Berg, L. P., & Vance, J. M. (2017). Industry use of virtual reality in product design and
manufacturing: A survey. Virtual Reality : The Journal of the Virtual Reality
Society, 21(1), 1-17. https://doi.org/10.1007/s10055-016-0293-9
Bolano, G., Juelg, C., Roennau, A., & Dillmann, R. (2019, October). Transparent robot
behavior using augmented reality in close human-robot interaction. In 2019 28th IEEE
International Conference on Robot and Human Interactive Communication (RO-MAN;
pp. 1-7). IEEE.
Bolano, G., Roennau, A., Dillmann, R., & Groz, A. (2020, June). Virtual reality for offline
programming of robotic applications with online teaching methods. In 2020 17th
International Conference on Ubiquitous Robots (UR; pp. 625-630). IEEE.
Booth, A., Sutton, A. & Papaioannou, D. (2016). Systematic approaches to a successful
literature review. Los Angeles: SAGE.

235
Bordegoni, M., & Ferrise, F. (2013). Designing interaction with consumer products in a
multisensory virtual reality environment: This paper shows how virtual reality technology
can be used instead of physical artifacts or mock-ups for the new product and evaluation
of its usage. Virtual and Physical Prototyping, 8(1), 5164. https://doi.org/10.1080/17452759.2012.762612
Bowman, D., McMahan, R., & Ragan, E. (2012). Questioning naturalism in 3D user
interfaces. Communications of the ACM, 55(9), 7888. https://doi.org/10.1145/2330667.2330687
Bowman, Doug & McMahan, Ryan. (2007). Virtual Reality: How Much Immersion Is
Enough?. Computer, 40, 36 - 43. https://doi.org//10.1109/MC.2007.257 .
Buzjak, D., & Kunica, Z. (2018). Towards immersive designing of production processes using
virtual reality techniques. Interdisciplinary Description of Complex Systems, 16(1), 110123. https://doi.org/10.7906/indecs.16.1.8
Byun, J., & Tack-Don Han. (2019). PPAP: Perspective projection augment platform with Pan–
Tilt actuation for improved spatial perception. Sensors, 19(12), pages.
http://dx.doi.org/10.3390/s19122652
Cabrera, M. E., & Wachs, J. P. (2017). A human-centered approach to one-shot gesture
learning. Frontiers in Robotics and AI, 4, pages. https://doi.org/10.3389/frobt.2017.00008
Calvo, I., López, F., Zulueta, E., & González-Nalda, P. (2017). Towards a methodology to build
virtual reality manufacturing systems based on free open software
technologies. International Journal on Interactive Design and Manufacturing, 11(3),
569-580. https://doi.org/10.1007/s12008-016-0311-x

236
Caputo, F., Greco, A., Egidio, D. A., Notaro, I., & Spada, S. (2017, July). A preventive
ergonomic approach based on virtual and immersive reality. In International Conference
on Applied Human Factors and Ergonomics (pp. 3-15). Springer.
Cárcamo, J. G., Trefftz, H., Acosta, D. A., & Botero, L. F. (2017). Collaborative design model
review in the AEC industry. International Journal on Interactive Design and
Manufacturing, 11(4), 931-947. https://doi.org/10.1007/s12008-016-0301-z
Carmack, J. (2013). Latency mitigation strategies. Twenty Milliseconds, 59.
Chadalavada, R. T., Andreasson, H., Krug, R., & Lilienthal, A. J. (2015, September). That's on
my mind! Robot to human intention communication through on-board projection on
shared floor space. In 2015 European Conference on Mobile Robots (ECMR; pp. 1-6).
IEEE.
Chen, J., Zhou, D., Kang, L., Ma, L., & Ge, H. (2020). A maintenance time estimation method
based on virtual simulation and improved modular arrangement of predetermined time
standards. International Journal of Industrial Ergonomics, 80, pages.
https://doi.org/10.1016/j.ergon.2020.103042
Choi, S., Jung, K., & Noh, S. D. (2015). Virtual reality applications in manufacturing industries:
Past research, present findings, and future directions. Concurrent Engineering, Research
and Applications, 23(1), 40-63. https://doi.org/10.1177/1063293X14568814
Cipresso, P., Giglioli, I. A. C., Raya, M. A., & Riva, G. (2018). The past, present, and future of
virtual and augmented reality research: A network and cluster analysis of the
literature. Frontiers in Psychology, 9, 20862086. https://doi.org/10.3389/fpsyg.2018.02086

237
Cochrane, S., Young, R., Case, K., Harding, J., Gao, J., Dani, S., & Baxter, D. (2008).
Knowledge reuse in manufacturability analysis. Robotics and Computer-Integrated
Manufacturing, 24(4), 508-513. https://doi.org/10.1016/j.rcim.2007.07.003
Cooper, N., Milella, F., Pinto, C., Cant, I., White, M., & Meyer, G. (2018). The effects of
substitute multisensory feedback on task performance and the sense of presence in a
virtual reality environment. PloS One, 13(2), e0191846e0191846. https://doi.org/10.1371/journal.pone.0191846
Crespo, R., García, R., & Quiroz, S. (2015). Virtual reality application for simulation and offline programming of the mitsubishi movemaster RV-M1 robot integrated with the oculus
rift to improve students training. Procedia Computer Science, 75, 107112. https://doi.org/10.1016/j.procs.2015.12.226
Cruz-Neira, C., Sandin, D., DeFanti, T., Kenyon, R., & Hart, J. (1992). The CAVE: Audio
visual experience automatic virtual environment. Communications of the ACM, 35(6), 6472. https://doi.org/10.1145/129888.129892
Cummings, J. J., & Bailenson, J. N. (2016). How immersive is enough? A meta-analysis of the
effect of immersive technology on user presence. Media Psychology, 19(2), 272309. https://doi.org/10.1080/15213269.2015.1015740
Dangelmaier, W., Fischer, M., Gausemeier, J., Grafe, M., Matysczok, C., & Mueck, B. (2005).
Virtual and augmented reality support for discrete manufacturing system
simulation. Computers in Industry, 56(4), 371383. https://doi.org/10.1016/j.compind.2005.01.007

238
De Giorgio, A., Romero, M., Onori, M., & Wang, L. (2017). Human-machine collaboration in
virtual reality for adaptive production engineering. Procedia Manufacturing, 11, 12791287.
de Paula Ferreira, W., Armellini, F., & De Santa-Eulalia, L. A. (2020). Simulation in industry
4.0: A state-of-the-art review. Computers & Industrial Engineering, 149,
https://doi.org/10.1016/j.cie.2020.106868
de Regt, A., Barnes, S. J., & Plangger, K. (2020). The virtual reality value chain. Business
Horizons, 63(6), 737-748. https://doi.org/10.1016/j.bushor.2020.08.002
Department of Defense. (2018). DoD modeling and simulation glossary. Department of
Defense. https://www.msco.mil/MSReferences/Glossary/TermsDefinitionsS-W.aspx
Dimitrokalli, A., Vosniakos, G. C., Nathanael, D., & Matsas, E. (2020). On the assessment of
human-robot collaboration in mechanical product assembly by use of virtual
reality. Procedia Manufacturing, 51, 627-634.
https://doi.org/10.1016/j.promfg.2020.10.088
Dmitrenko, D., Maggioni, E., & Obrist, M. (2017, October). OSpace: Towards a systematic
exploration of olfactory interaction spaces. In Proceedings of the 2017 ACM
International Conference on Interactive Surfaces and Spaces (pp. 171-180). Association
for Computing Machinery. https://doi.org/10.1145/3132272.3134121
Dobrescu, R., Merezeanu, D., & Mocanu, S. (2019). Process simulation platform for virtual
manufacturing systems evaluation. Computers in Industry, 104, 131140. https://doi.org/10.1016/j.compind.2018.09.008
Dorozhkin, D. V., Vance, J. M., Rehn, G. D., & Lemessi, M. (2012). Coupling of interactive
manufacturing operations simulation and immersive virtual reality. Virtual Reality : The

239
Journal of the Virtual Reality Society, 16(1), 15-23. https://doi.org/10.1007/s10055-0100165-7
Elor, A., Powell, M., Mahmoodi, E., Hawthorne, N., Teodorescu, M., & Kurniawan, S. (2020).
On shooting stars: Comparing CAVE and HMD immersive virtual reality exergaming for
adults with mixed ability. ACM Transactions on Computing for Healthcare, 1(4), 1-22.
https://doi.org/10.1145/3396249
Farooqui, A., Bengtsson, K., Falkman, P., & Fabian, M. (2019). From factory floor to process
models: A data gathering approach to generate, transform, and visualize manufacturing
processes. CIRP Journal of Manufacturing Science and Technology, 24, 616. https://doi.org/10.1016/j.cirpj.2018.12.002
Fei, T., Jiangfeng, C., Qinglin, Q., Zhang, M., Zhang, H., & Fangyuan, S. (2018). Digital twindriven product design, manufacturing and service with big data. The International
Journal of Advanced Manufacturing Technology, 94(9-12), 3563-3576.
https://doi.org/10.1007/s00170-017-0233-1
Fillatreau, P., Fourquet, J. Y., Le Bolloc’h, R., Cailhol, S., Datas, A., & Puel, B. (2013). Using
virtual reality and 3D industrial numerical models for immersive interactive
checklists. Computers in Industry, 64(9), 1253-1262.
https://doi.org/10.1016/j.compind.2013.03.018
Fletcher, C., Ritchie, J., Lim, T., & Sung, R. (2013). The development of an integrated haptic
VR machining environment for the automatic generation of process plans. Computers in
Industry, 64(8), 1045-1060. https://doi.org10.1016/j.compind.2013.07.005
Franzluebbers, A., & Johnsen, K. (2018, October). Performance benefits of high-fidelity passive
haptic feedback in virtual reality training. In Proceedings of the Symposium on Spatial

240
User Interaction (pp. 16-24). Association for Computing Machinery.
https://doi.org/10.1145/3267782.3267790
Gallegos-Nieto, E., Medellin-Castillo, H. I., Xiu-Tian, Y., & Corney, J. (2020). Haptic-enabled
virtual planning and assessment of product assembly. Assembly Automation, 40(4), 641654. https://doi.org/10.1108/AA-10-2019-0169
Gammieri, L., Schumann, M., Pelliccia, L., Di Gironimo, G., & Klimant, P. (2017). Coupling of
a redundant manipulator with a virtual reality environment to enhance human-robot
cooperation. Procedia CIRP, 62, 618-623. https://doi.org/10.1016/j.procir.2016.06.056
Ghobakhloo, M. (2018). The future of manufacturing industry: A strategic roadmap toward
industry 4.0. Journal of Manufacturing Technology Management, 29(6), 910936. https://doi.org/10.1108/JMTM-02-2018-0057
Gibson, J. J. (2014). The ecological approach to visual perception: Classic edition. Psychology
Press. https://doi.org/10.4324/9781315740218
Golda, G., Kampa, A., & Paprocka, I. (2016). The application of virtual reality systems as a
support of digital manufacturing and logistics. IOP Conference Series. Materials Science
and Engineering, 145(4), 42017. https://doi.org/10.1088/1757-899X/145/4/042017
Gong, L., Berglund, J., Wang, Z., Larborn, J., Skoogh, A., & Johansson, B. (2016). Improving
manufacturing process change by 3D visualization support: A pilot study on truck
production. Procedia CIRP, 57(C), 298-302. https://doi.org/10.1016/j.procir.2016.11.052
Graafland, M., Vollebergh, M. F., Lagarde, S. M., van Haperen, M., Bemelman, W. A., &
Schijven, M. P. (2014). A serious game can be a valid method to train clinical decisionmaking in surgery. World Journal of Surgery, 38(12), 3056-3062.
https://doi.org/10.1007/s00268-014-2743-4

241
Grajewski, D., Górski, F., Zawadzki, P., & Hamrol, A. (2013). Application of virtual reality
techniques in design of ergonomic manufacturing workplaces. Procedia Computer
Science, 25, 289-301. https://doi.org/10.1016/j.procs.2013.11.035
Grieve, R. J. (1995). Computerised manufacturing process planning systems: Hong-Chao
Zhang and Leo Alting Chapman & Hall, London (1994) 336pp ISBN 0 412 413000 0.
Elsevier Ltd. https://doi.org/10.1016/0951-5240(95)90003-9
Grimshaw, M. (Ed.). (2014). The Oxford handbook of virtuality. Oxford University Press.
https://doi.org/10.1093/oxfordhb/9780199826162.001.0001
Groover, M. P. (2020). Fundamentals of modern manufacturing: materials, processes, and
systems (7th ed.). John Wiley & Sons.
Groover, M. P., & Groover, M. P. (2015). Automation, production systems, and computerintegrated manufacturing (4th ed.). Prentice Hall.
Guo, Z., Zhou, D., Chen, J., Geng, J., Lv, C., & Zeng, S. (2018). Using virtual reality to support
the product’s maintainability design: Immersive maintainability verification and
evaluation system. Computers in Industry, 101, 4150. https://doi.org/10.1016/j.compind.2018.06.007
Guo, Z., Zhou, D., Zhou, Q., Mei, S., Zeng, S., Yu, D., & Chen, J. (2020). A hybrid method for
evaluation of maintainability towards a design process using virtual reality. Computers &
Industrial Engineering, 140, 106227. https://doi.org/10.1016/j.cie.2019.106227
Guo, Z., Zhou, D., Zhou, Q., Zhang, X., Geng, J., Zeng, S., Lv, C., Hao, A. (2020). Applications
of virtual reality in maintenance during the industrial product lifecycle: A systematic
review. Journal of Manufacturing Systems, 56, 525538. https://doi.org/10.1016/j.jmsy.2020.07.007

242
Gupta, S. K. (2020). Towards Next Generation Pandemic Proof Factories. Smart and
Sustainable Manufacturing Systems, 4, 260-263. https://doi.org/10.1520/SSMS20200058
Hale, L., Linley, E., & Kalaskar, D. M. (2020). A digital workflow for design and fabrication of
bespoke orthoses using 3D scanning and 3D printing, a patient-based case
study. Scientific Reports, 10(1), 7028-7028. https://doi.org/10.1038/s41598-020-63937-1
Han, Y. S., Lee, J., Lee, J., Lee, W., & Lee, K. (2019). 3D CAD data extraction and conversion
for application of augmented/virtual reality to the construction of ships and offshore
structures. International Journal of Computer Integrated Manufacturing, 32(7), 658-668.
https://doi.org/10.1080/0951192X.2019.1599440
Harris, D. J., Bird, J. M., Smart, P. A., Wilson, M. R., & Vine, S. J. (2020). A framework for the
testing and validation of simulated environments in experimentation and
training. Frontiers in Psychology, 11, 605. https://doi.org/10.3389/fpsyg.2020.00605
Harrison, N. R., Wuerger, S. M., & Meyer, G. F. (2010). Reaction time facilitation for
horizontally moving auditory-visual stimuli. Journal of Vision (Charlottesville,
Va.), 10(14), 16-16. https://doi.org/10.1167/10.14.16
Heredia Perez, S. A., Marques Marinho, M., Harada, K., & Mitsuishi, M. (2020). The effects of
different levels of realism on the training of CNNs with only synthetic images for the
semantic segmentation of robotic instruments in a head phantom. International Journal
for Computer Assisted Radiology and Surgery, 15(8), 1257-1265.
https://doi.org/10.1007/s11548-020-02185-0
Hoedt, S., Claeys, A., Van Landeghem, H., & Cottyn, J. (2016). Evaluation framework for
virtual training within mixed-model manual assembly. IFAC-PapersOnLine, 49(12), 261266. https://doi.org/10.1016/j.ifacol.2016.07.614.

243
Hoedt, S., Claeys, A., Van Landeghem, H., & Cottyn, J. (2017). The evaluation of an
elementary virtual training system for manual assembly. International Journal of
Production Research, 55(24), 74967508. https://doi.org/10.1080/00207543.2017.1374572
Hontvedt, M., & Øvergård, K. I. (2020). Simulations at work: a framework for configuring
simulation fidelity with training objectives. Computer Supported Cooperative
Work, 29(1-2), 85-113. https://doi.org/10.1007/s10606-019-09367-8
Hoogenes, J. (2018). Surgical education: development of curricula to optimise training and
evaluate competency [Doctoral dissertation, Manchester Metropolitan University].
ProQuest Dissertations & Theses Global.
https://doi.org/10.1016/j.chb.2019.06.015
Hu, L., Liu, Z., & Tan, J. (2018). A VR simulation framework integrated with multisource CAE
analysis data for mechanical equipment working process. Computers in Industry, 97, 8596. https://doi.org/10.1016/j.compind.2018.01.009
Hudák, M., Korečko, Š., & Sobota, B. (2018). Special input devices integration to LIRKIS
CAVE. Open Computer Science, 8(1), 1-9. https://doi.org/10.1515/comp-2018-0001
Jain, S., Shao, G., & Shin, S. J. (2017). Manufacturing data analytics using a virtual factory
representation. International Journal of Production Research, 55(18), 5450-5464.
https://doi.org/10.1080/00207543.2017.1321799
Jang, W., Shin, J. H., Kim, M., & Kim, K. K. (2016). Human field of regard, field of view, and
attention bias. Computer Methods and Programs in Biomedicine, 135, 115-123.
https://doi.org/10.1016/j.cmpb.2016.07.026

244
Jayasekera, R. D. M. D., & Xu, X. (2019). Assembly validation in virtual reality: A
demonstrative case. The International Journal of Advanced Manufacturing
Technology, 105(9), 3579-3592. https://doi.org/10.1007/s00170-019-03795-y
Jia, D., Bhatti, A., & Nahavandi, S. (2011, January). User-centered design and evaluation of an
interactive visual-haptic-auditory interface: a user study on assembly. In World
Conference on Innovative Virtual Reality (Vol. 44328, pp. 263-272).
ASME. https://doi.org/10.1115/WINVR2011-5562
Jones, A. (2021). Use of virtual reality for hazard safety training to reduce high risk and
significant safety incidents and increase training engagement. Springer International
Publishing. https://doi.org/10.1007/978-3-030-72781-9_10
Kampker, A., Wessel, S., Lutz, N., Bildhauer, M., & Hehl, M. (2020). Holistic integration of a
VR solution into the planning process of scalable production systems. Procedia
CIRP, 88, 133-138. https://doi.org/10.1016/j.procir.2020.05.024
Kang, H., & Kim, J. (2020). A study on design and case analysis of virtual reality contents
developer training based on industrial requirements. Electronics (Basel), 9(3),
437. https://doi.org/10.3390/electronics9030437
Kang, N., Sah, Y. J., & Lee, S. (2021). Effects of visual and auditory cues on haptic illusions for
active and passive touches in mixed reality. International Journal of Human-Computer
Studies, 150, 102613. https://doi.org/10.1016/j.ijhcs.2021.102613
Karagiannis, P., Togias, T., Michalos, G., & Makris, S. (2021). Operators training using
simulation and VR technology. Procedia CIRP, 96, 290294. https://doi.org/10.1016/j.procir.2021.01.089

245
Karvouniari, A., Michalos, G., Dimitropoulos, N., & Makris, S. (2018). An approach for
exoskeleton integration in manufacturing lines using virtual reality techniques.Procedia
CIRP, 78, 103-108. https://doi.org/10.1016/j.procir.2018.08.315
Kern, A. C., & Ellermeier, W. (2020). Audio in VR: Effects of a soundscape and movementtriggered step sounds on presence. Frontiers in Robotics and AI, 7, 2020. https://doi.org/10.3389/frobt.2020.00020
Kerruish, E. (2019). Arranging sensations: Smell and taste in augmented and virtual reality. The
Senses & Society, 14(1), 31-45. https://doi.org/10.1080/17458927.2018.1556952
Kim, Y. M., Rhiu, I., & Yun, M. H. (2020). A systematic review of a virtual reality system from
the perspective of user experience. International Journal of Human-Computer
Interaction, 36(10), 893-910. https://doi.org/10.1080/10447318.2019.1699746
Kind, S., Geiger, A., Kießling, N., Schmitz, M., & Stark, R. (2020). Haptic interaction in virtual
reality environments for manual assembly validation. Procedia CIRP, 91, 802807. https://doi.org/10.1016/j.procir.2020.02.238
Knecht, M., Traxler, C., Mattausch, O., & Wimmer, M. (2012). Reciprocal shading for mixed
reality. Computers & Graphics, 36(7), 846856. https://doi.org/10.1016/j.cag.2012.04.013
Kyriakou, M., & Chrysanthou, Y. (2018, November). How responsiveness, group membership
and gender affect the feeling of presence in immersive virtual environments populated
with virtual crowds. In Proceedings of the 11th annual International Conference on
Motion, Interaction, and Games (pp. 1-9). Association for Computing Machinery.
https://doi.org/10.1145/3274247.3274509

246
Lacko, J. (2020, January). Health safety training for industry in virtual reality. In 2020
Cybernetics & Informatics (K&I; pp. 1-5). IEEE. https://doi.org/
10.1109/KI48306.2020.9039854
Langley, A., Lawson, G., Hermawati, S., D'Cruz, M., Apold, J., Arlt, F., & Mura, K. (2016).
Establishing the usability of a virtual training system for assembly operations within the
automotive industry. Human Factors and Ergonomics in Manufacturing & Service
Industries, 26(6), 667-679. https://doi.org/10.1002/hfm.20406
Lanier, M., Waddell, T. F., Elson, M., Tamul, D. J., Ivory, J. D., & Przybylski, A. (2019).
Virtual reality check: Statistical power, reported results, and the validity of research on
the psychology of virtual reality and immersive environments. Computers in Human
Behavior, 100, 70-78.
Lawson, G., Salanitri, D., & Waterfield, B. (2016). Future directions for the development of
virtual reality within an automotive manufacturer. Applied Ergonomics, 53, 323330. https://doi.org/10.1016/j.apergo.2015.06.024
Lee, M., Billinghurst, M., Baek, W., Green, R., & Woo, W. (2013). A usability study of
multimodal input in an augmented reality environment. Virtual Reality, 17(4), 293-305.
https://doi.org/10.1007/s10055-013-0230-0
Li, Y., Wang, D., & Liu, Y. (2018, June). The application of virtual reality technology in
logistics training. In International Conference on Intelligent and Interactive Systems and
Applications (pp. 668-675). Springer.
Lindquist, M., Maxim, B., Proctor, J., & Dolins, F. (2020). The effect of audio fidelity and
virtual reality on the perception of virtual greenspace. Landscape and Urban
Planning, 202, 103884. https://doi.org/10.1016/j.landurbplan.2020.103884

247
Liu, H., Zhang, Z., Xie, X., Zhu, Y., Liu, Y., Wang, Y., & Zhu, S. C. (2019, May). High-fidelity
grasping in virtual reality using a glove-based system. In 2019 International Conference
on Robotics and Automation (ICRA; pp. 5180-5186). IEEE.
Liu, J., Zhou, H., Tian, G., Liu, X., & Jing, X. (2019). Digital twin-based process reuse and
evaluation approach for smart process planning. The International Journal of Advanced
Manufacturing Technology, 100(5), 1619-1634. https://doi.org/10.1007/s00170-02005977-5
Liu, K. Y., Volonte, M., Hsu, Y. C., Babu, S. V., & Wong, S. K. (2019). Interaction with
proactive and reactive agents in box manipulation tasks in virtual
environments. Computer Animation and Virtual Worlds, 30(3-4), e1881.
https://doi.org/10.1002/cav.1881
Loannidis, C., & Boutsi, A. (2020). Multithreaded rendering for cross-platform 3d visualization
based on vulkan api. International Archives of the Photogrammetry, Remote Sensing and
Spatial Information Sciences, XLIV-4-W1-2020, 57-62. https://doi.org/10.5194/isprsarchives-XLIV-4-W1-2020-57-2020
Lopreiato, J. O., Downing, D., Gammon, W., Lioce, L., Sittner, B., Slot, V., Spain, A. E., & the
Terminology & Concepts Working Group. (2016). Healthcare simulation dictionary.
http://www.ssih.org/ dictionary
Lu, H., Zhen, H., Mi, W., & Huang, Y. (2015). A physically based approach with human–
machine cooperation concept to generate assembly sequences. Computers & Industrial
Engineering, 89, 213–225. https://doi.org/10.1016/j.cie.2015.04.032
Malik, A. A., Masood, T., & Bilberg, A. (2020). Virtual reality in manufacturing: Immersive
and collaborative artificial-reality in design of human-robot workspace. International

248
Journal of Computer Integrated Manufacturing, 33(1), 22-37.
https://doi.org/10.1080/0951192X.2019.1690685
Martinez, J. (2019). Incorporating haptics in a human-robot collaborative manufacturing
process. California State University.
http://ezproxy.emich.edu/login?url=https://www.proquest.com/dissertationstheses/incorporating-haptics-human-robot-collaborative/docview/2307190808/se-2
Massoth, C., Röder, H., Ohlenburg, H., Hessler, M., Zarbock, A., Pöpping, D. M., & Wenk, M.
(2019). High-fidelity is not superior to low-fidelity simulation but leads to
overconfidence in medical students. BMC Medical Education, 19(1), 1-8.
https://doi.org/10.1186/s12909-019-1464-7
Matsas, E., Vosniakos, G. C., & Batras, D. (2017). Effectiveness and acceptability of a virtual
environment for assessing human–robot collaboration in manufacturing. The
International Journal of Advanced Manufacturing Technology, 92(9), 3903-3917.
https://doi.org/10.1007/s00170-017-0428-5
McMahan, R. P., & Herrera, N. S. (2016). AFFECT: altered-fidelity framework for enhancing
cognition and training. Frontiers in ICT, 3, 29. https://doi.org/10.3389/fict.2016.00029
Menzies, R. J., Rogers, S. J., Phillips, A. M., Chiarovano, E., De Waele, C., Verstraten, F. A., &
MacDougall, H. (2016). An objective measure for the visual fidelity of virtual reality and
the risks of falls in a virtual environment. Virtual Reality, 20(3), 173-181.
https://doi.org/10.1007/s10055-016-0288-6
Mestre, D. R. (2017). CAVE versus head-mounted displays: ongoing thoughts. Electronic
Imaging, 2017(3), 31-35. https://doi.org/10.2352/ISSN.2470-1173.2017.3.ERVR-094

249
Meyer, G. F., Wong, L. T., Timson, E., Perfect, P., & White, M. D. (2012). Objective fidelity
evaluation in multisensory virtual environments: Auditory cue fidelity in flight
simulation. PloS One, 7(9), e44381e44381. https://doi.org/10.1371/journal.pone.0044381
Mourtzis, D. (2020). Simulation in the design and operation of manufacturing systems: state of
the art and new trends. International Journal of Production Research, 58(7), 1927-1949.
https://doi.org/10.1080/00207543.2019.1636321
Mourtzis, D., Doukas, M., & Bernidaki, D. (2014). Simulation in manufacturing: Review and
challenges. Procedia CIRP, 25, 213-229. https://doi.org/10.1016/j.procir.2014.10.032
Mourtzis, D., Papakostas, N., Mavrikios, D., Makris, S., & Alexopoulos, K. (2015). The role of
simulation in digital manufacturing: Applications and outlook. International Journal of
Computer Integrated Manufacturing, 28(1), 3-24.
https://doi.org/10.1080/0951192X.2013.800234
Muszyńska, M., Szybicki, D., Gierlak, P., Kurc, K., Burghardt, A., & Uliasz, M. (2019,
September). Application of virtual reality in the training of operators and servicing of
robotic stations. In Working Conference on Virtual Enterprises (pp. 594-603). Springer.
https://hal.inria.fr/hal-02478804
Nabiyouni, M., Saktheeswaran, A., Bowman, D. A., & Karanth, A. (2015, March). Comparing
the performance of natural, semi-natural, and non-natural locomotion techniques in
virtual reality. In 2015 IEEE Symposium on 3D User Interfaces (3DUI; pp. 3-10). IEEE.
https://doi.org/10.1109/3DUI.2015.7131717

250
Nåfors, D., & Johansson, B. (2021). Virtual engineering using realistic virtual models in
brownfield factory layout planning. Sustainability (Basel, Switzerland), 13(19),
11102. https://doi.org/10.3390/su131911102
Ni, T., Bowman, D. A., & Chen, J. (2006, June). Increased display size and resolution improve
task performance in information-rich virtual environments. In Proceedings of Graphics
Interface 2006 (pp. 139-146).Canadian Information Processing Society.
https://doi.org/10.1145/1143079.1143102
Norman, D. A. (2010). Natural user interfaces are not natural. Interactions, 17(3), (6-10).
https://doi.org/10.1145/1744161.1744163
Oviatt, S., Coulston, R., & Lunsford, R. (2004, October). When do we interact multimodally?
Cognitive load and multimodal communication patterns. In Proceedings of the 6th
International Conference on Multimodal Interfaces (pp. 129-136). ACM.
Oyekan, J. O., Hutabarat, W., Tiwari, A., Grech, R., Aung, M. H., Mariani, M. P., LópezDávalos, L., Ricaud, T., Singh, S., & Dupuis, C. (2019). The effectiveness of virtual
environments in developing collaborative strategies between industrial robots and
humans. Robotics and Computer-Integrated Manufacturing, 55, 4154. https://doi.org/10.1016/j.rcim.2018.07.006
Pala, P., Cavallo, V., Dang, N. T., Granié, M., Schneider, S., Maruhn, P., & Bengler, K. (2021).
Is the street-crossing behavior with a head-mounted display different from that behavior
in a CAVE? A study among young adults and children. Transportation Research. Part F,
Traffic Psychology and Behaviour, 82, 15-31. https://doi.org/10.1016/j.trf.2021.07.016

251
Pan, Y., & Steed, A. (2019). How foot tracking matters: The impact of an animated self-avatar
on interaction, embodiment and presence in shared virtual environments. Frontiers in
Robotics and AI, 6, 104. https://doi.org/10.3389/frobt.2019.00104
Pan, Z., Cheok, A. D., Yang, H., Zhu, J., & Shi, J. (2006). Virtual reality and mixed reality for
virtual learning environments. Computers & Graphics, 30(1), 20-28.
https://doi.org/10.1016/j.cag.2005.10.004
Paritala, P. K., Manchikatla, S., & Yarlagadda, P. K. D. V. (2017). Digital manufacturingApplications past, current, and future trends. Procedia Engineering, 174, 982-991.
https://doi.org/ 10.1016/j.proeng.2017.01.250
Pastel, S., Chen, C., Martin, L., Naujoks, M., Petri, K., & Witte, K. (2021). Comparison of gaze
accuracy and precision in real-world and virtual reality. Virtual Reality : The Journal of
the Virtual Reality Society, 25(1), 175-189. https://doi.org/10.1007/s10055-020-00449-3
Pérez, L., Diez, E., Usamentiaga, R., & García, D. F. (2019). Industrial robot control and
operator training using virtual reality interfaces. Computers in Industry, 109, 114120. https://doi.org/10.1016/j.compind.2019.05.001
Project Management Institute. (2017). A guide to the Project Management Body of Knowledge
(PMBOK guide) (6th ed.). Project Management Institute.
Quevedo, W. X., Sánchez, J. S., Arteaga, O., Álvarez, M., Zambrano, V. D., Sánchez, C. R., &
Andaluz, V. H. (2017). Virtual reality system for training in automotive mechanics. In
International Conference on Augmented Reality, Virtual Reality and Computer Graphics
(pp. 185-198). Springer.
Ragan, E. D., Bowman, D. A., Kopper, R., Stinson, C., Scerbo, S., & McMahan, R. P. (2015).
Effects of field of view and visual complexity on virtual reality training effectiveness for

252
a visual scanning task. IEEE transactions on visualization and computer graphics, 21(7),
794-807. https://doi.org. 10.1109/TVCG.2015.2403312
Rao, Y., Xu, B. L., Jing, T., Zhang, F., & Zhao, X. Y. (2017). The current status and future
perspectives of virtual maintenance. Procedia Computer Science, 107, 58-63.
https://doi.org/10.1016/j.procs.2017.03.056
Rey, B., Alcañiz, M., Tembl, J., & Parkhutik, V. (2010). Brain activity and presence: A
preliminary study in different immersive conditions using transcranial Doppler
monitoring. Virtual Reality, 14(1), 55-65. https://doi.org/ 10.1007/s10055-009-0141-2
Rheingold, H. (1991). Virtual reality. Summit Books.
Richardson, D. (2017). International Encyclopedia of Geography, 15 Volume Set: People, the
Earth, Environment and Technology (Vol. 1). John Wiley & Sons.
https://digitalcommons.unomaha.edu/facultybooks/316
Rogers, K., Funke, J., Frommel, J., Stamm, S., & Weber, M. (2019, May). Exploring interaction
fidelity in virtual reality: Object manipulation and whole-body movements.
In Proceedings of the 2019 CHI Conference on Human Factors in Computing
Systems (pp. 1-14). Association for Computing Machinery.
https://doi.org/10.1145/3290605.3300644
Roldán, J. J., Crespo, E., Martín-Barrio, A., Peña-Tapia, E., & Barrientos, A. (2019). A training
system for Industry 4.0 operators in complex assemblies based on virtual reality and
process mining. Robotics and Computer-Integrated Manufacturing, 59, 305-316.
https://doi.org/10.1016/j.rcim.2019.05.004.
Romero, D., Bernus, P., Noran, O., Stahre, J., & Fast-Berglund, A. (2016). The Operator 4.0:
human cyber-physical systems & adaptive automation towards human-automation

253
symbiosis work systems. In IFIP International Conference on Advances in Production
Management Systems (pp. 677-686). Springer. https://doi.org/ 10.1007/978-3-319-511337_80
Rosa, E., Dahlstrom, N., Knez, I., Ljung, R., Cameron, M., & Willander, J. (2021). Dynamic
decision-making of airline pilots in low-fidelity simulation. Theoretical Issues in
Ergonomics Science, 22(1), 83-102. https://doi.org/10.1080/1463922X.2020.1758830
Rouby, C., Schaal, B., Dubois, D., Gervais, R., & Holley, A. (Eds.). (2002). Olfaction, taste,
and cognition. Cambridge University Press.
Rückert, P., Tracht, K., Herfs, W., Roggendorf, S., Schubert, V., & Schneider, M. (2020).
Consolidation of product lifecycle information within human-robot collaboration for
assembly of multi-variant products. Procedia Manufacturing, 49, 217-221.
https://doi.org/10.1016/j.promfg.2020.07.022
Sanchez-Diaz, A., Zaldivar-Colado, U., Pamanes-Garcia, J. A., & Zaldivar-Colado, X. (2019).
Operation of a haptic interface for offline programming of welding robots by applying a
spring-damper model. International Journal of Computer Integrated Manufacturing,
32(11), 1098-1116. https://doi.org/10.1080/0951192X.2019.1686177
Sargunam, S. P., Moghadam, K. R., Suhail, M., & Ragan, E. D. (2017, March). Guided head
rotation and amplified head rotation: Evaluating semi-natural travel and viewing
techniques in virtual reality. In 2017 IEEE Virtual Reality (VR; pp. 19-28). IEEE.
https://doi.org/ 10.1109/VR.2017.7892227
Sartori, F. (2020). An API for wearable environments development and its application to
mHealth field. Sensors (Basel, Switzerland), 20(21),
5970. https://doi.org/10.3390/s20215970

254
Schäffer, E., Metzner, M., Pawlowskij, D., & Franke, J. (2021). Seven levels of detail to
structure use cases and interaction mechanism for the development of industrial virtual
reality applications within the context of planning and configuration of robot-based
automation solutions. Procedia CIRP, 96, 284289. https://doi.org/10.1016/j.procir.2021.01.088
Schleich, B., Anwer, N., Mathieu, L., & Wartzack, S. (2017). Shaping the digital twin for
design and production engineering. CIRP Annals, 66(1), 141-144.
https://doi.org/10.1016/j.cirp.2017.04.040
Schubert, T., Friedmann, F., & Regenbrecht, H. (2001). The experience of presence: Factor
analytic insights. Presence: Teleoperators & Virtual Environments, 10(3), 266-281.
https://doi.org/ 10.1162/105474601300343603
Schuchardt, Philip and Bowman, Doug A.(2007).The benefits of immersion for spatial
understanding of complex underground CAVE systems. Proceedings of ACM Symposium
on Virtual Reality Software and Technology (VRST), pp. 121-124. Association for
Computing Machinery. https://doi.org/10.1145/1315184.1315205
Seibert, J., & Shafer, D. M. (2018). Control mapping in virtual reality: Effects on spatial
presence and controller naturalness. Virtual Reality, 22(1), 79-88.
https://doi.org/10.1007/s10055-017-0316-1
Seth, A., Vance, J. M., & Oliver, J. H. (2011). Virtual reality for assembly methods prototyping:
A review. Virtual Reality, 15(1), 5-20. https://doi.org/10.1007/s10055-009-0153-y
Sheridan, T. B. (1992). Musings on telepresence and virtual presence. Presence: Teleoperators
& Virtual Environments, 1(1), 120-126. https://doi.org/ 10.1162/pres.1992.1.1.120

255
Shi, Y., Ruiz, N., Taib, R., Choi, E., & Chen, F. (2007, April). Galvanic skin response (GSR) as
an index of cognitive load. In CHI'07 extended abstracts on human factors in computing
systems (pp. 2651-2656). Association for Computing Machinery.
https://doi.org/10.1145/1240866.1241057
Siedler, C., Glatt, M., Weber, P., Ebert, A., & Aurich, J. C. (2021). Engineering changes in
manufacturing systems supported by AR/VR collaboration. Procedia CIRP, 96, 307312. https://doi.org/10.1016/j.procir.2021.01.092
Skarbez, R., Smith, M., & Whitton, M. C. (2021). Revisiting Milgram and Kishino's realityvirtuality continuum. Frontiers in Virtual Reality, 2, 27.
https://doi.org/10.3389/frvir.2021.647997
Slater, M. (2009). Place illusion and plausibility can lead to realistic behaviour in immersive
virtual environments. Philosophical Transactions of the Royal Society B: Biological
Sciences, 364(1535), 3549-3557.
Slater, M., Gonzalez-Liencres, C., Haggard, P., Vinkers, C., Gregory-Clarke, R., Jelley, S.,
Watson, Z., Breen, G., Schwarz, R., Steptoe, W., Szostak, D., Halan S., Fox, D., &
Silver, J. (2020). The ethics of realism in virtual and augmented reality. Frontiers in
Virtual Reality, 1, 1. https://doi.org/10.3389/frvir.2020.00001
Slater, M., & Sanchez-Vives, M. V. (2016). Enhancing our lives with immersive virtual
reality. Frontiers in Robotics and AI, 3, 74. https://doi.org/10.3389/frobt.2016.00074
Slater, M., Spanlang, B., & Corominas, D. (2010). Simulating virtual environments within
virtual environments as the basis for a psychophysics of presence. ACM Transactions on
Graphics (TOG), 29(4), 1-9. https://doi.org/10.1145/1778765.1778829

256
Slater, M., Usoh, M., & Steed, A. (1995). Taking steps: The influence of a walking technique
on presence in virtual reality. ACM Transactions on Computer-Human Interaction
(TOCHI), 2(3), 201-219. https://doi.org/10.1145/210079.210084
Slater, M., & Wilbur, S. (1997). A framework for immersive virtual environments (FIVE):
Speculations on the role of presence in virtual environments. Presence: Teleoperators &
Virtual Environments, 6(6), 603-616. https://doi.org/ 10.1162/pres.1997.6.6.603
Snyder, H. (2019). Literature review as a research methodology: An overview and
guidelines. Journal of Business Research, 104, 333-339.
https://doi.org/10.1016/j.jbusres.2019.07.039
Söderberg, R., Wärmefjord, K., Carlson, J. S., & Lindkvist, L. (2017). Toward a digital twin for
real-time geometry assurance in individualized production. CIRP Annals - Manufacturing
Technology, 66(1), 137-140.
Song, H., Chen, F., Peng, Q., Zhang, J., & Gu, P. (2018). Improvement of user experience using
virtual reality in open-architecture product design. Proceedings of the Institution of
Mechanical Engineers, Part B: Journal of Engineering Manufacture, 232(13), 2264–
2275. https://doi.org/10.1177/0954405417711736
Spanlang, B., Normand, J. M., Borland, D., Kilteni, K., Giannopoulos, E., Pomés, A., González
F. M., Perez M. D., Arroyo P. J., Muncunill X. N., & Slater, M. (2014). How to build an
embodiment lab: Achieving body representation illusions in virtual reality. Frontiers in
Robotics and AI, 1, 9. https://doi.org/10.3389/frobt.2014.00009
Srivastava, P., Rimzhim, A., Vijay, P., Singh, S., & Chandra, S. (2019). Desktop VR is better
than non-ambulatory HMD VR for spatial learning. Frontiers in Robotics and AI, 6, 50.
https://doi.org/10.3389/frobt.2019.00050

257
Su, J. M., & Huang, C. F. (2014). An easy-to-use 3D visualization system for planning contextaware applications in smart buildings. Computer Standards & Interfaces, 36(2), 312-326.
https://doi.org/10.1016/j.csi.2012.07.004
Tahriri, F., Mousavi, M., Yap, H. J., Siti Zawiah, M. D., & Taha, Z. (2015). Optimizing the
robot arm movement time using virtual reality robotic teaching system. International
Journal of Simulation Modelling, 14(1), 28-38. https//doi.org/
10.2507/IJSIMM14(1)3.273
Tang, H. (2018). An integrated product-process hierarchical modeling method for development
of complex assembly manufacturing systems. Procedia CIRP, 76, 26. https://doi.org/10.1016/j.procir.2018.01.023
Tao, F., Sui, F., Liu, A., Qi, Q., Zhang, M., Song, B., Guo Z., Lu S. C., & Nee, A. Y. (2019).
Digital twin-driven product design framework. International Journal of Production
Research, 57(12), 3935-3953. https://doi.org/10.1080/00207543.2018.1443229
Tcha-Tokey, K., Loup-Escande, E., Christmann, O., & Richir, S. (2017). Effects of interaction
level, framerate, field of view, 3D content feedback, previous experience on subjective
user experience and objective usability in immersive virtual environment. The
International Journal of Virtual Reality, 17(3), 2751. https://doi.org/10.20870/IJVR.2017.17.3.2898
Teklemariam, H. G., & Das, A. K. (2017). A case study of phantom omni force feedback device
for virtual product design. International Journal on Interactive Design and
Manufacturing (IJIDeM), 11(4), 881-892. https://doi.org/ 10.1007/s12008-015-0274-3

258
Tisza, M., & Czinege, I. (2018). Comparative study of the application of steels and aluminum in
lightweight production of automotive parts. International Journal of Lightweight
Materials and Manufacture, 1(4), 229-238. https://doi.org/10.1016/j.ijlmm.2018.09.001
Trepkowski, C., Eibich, D., Maiero, J., Marquardt, A., Kruijff, E., & Feiner, S. (2019, March).
The effect of narrow field of view and information density on visual search performance
in augmented reality. In 2019 IEEE Conference on Virtual Reality and 3D User
Interfaces (VR; pp. 575-584). IEEE.https://doi.org/ 10.1109/VR.2019.8798312
Turner, C. J., Hutabarat, W., Oyekan, J., & Tiwari, A. (2016). Discrete event simulation and
virtual reality use in industry: New opportunities and future trends. IEEE Transactions on
Human-Machine Systems, 46(6), 882-894.
http://dx.doi.org/10.1109/THMS.2016.2596099
Urbanic, R. J., Hedrick, R. W., & Burford, C. G. (2017). A process planning framework and
virtual representation for bead-based additive manufacturing processes. The International
Journal of Advanced Manufacturing Technology, 90(1), 361-376.
https://doi.org/10.1007/s00170-016-9392-8
Usoh, M., Catena, E., Arman, S., & Slater, M. (2000). Using presence questionnaires in
reality. Presence (Cambridge, Mass.), 9(5), 497503. https://doi.org/10.1162/105474600566989
Van der Kruk, E., & Reijne, M. M. (2018). Accuracy of human motion capture systems for
sport applications; State-of-the-art review. European Journal of Sport Science, 18(6),
806-819. https://doi.org/10.1080/17461391.2018.1463397
Vogel, C., Walter, C., & Elkmann, N. (2017). Safeguarding and supporting future human-robot
cooperative manufacturing processes by a projection- and camera-based technology. In

259
Proceedings of the 27th International Conference on Flexible Automation and Intelligent
Manufacturing (FAIM), 11, 39–46. https://doi.org/ 10.1016/j.promfg.2017.07.127
Volonte, M., Anaraky, R. G., Venkatakrishnan, R., Venkatakrishnan, R., Knijnenburg, B. P.,
Duchowski, A. T., & Babu, S. V. (2021). Empirical evaluation and pathway modeling of
visual attention to virtual humans in an appearance fidelity continuum. Journal on
Multimodal User Interfaces, 15(2), 109-119. https://doi.org/10.1007/s12193-020-00341-z
Wang, Q., Cheng, Y., Jiao, W., Johnson, M. T., & Zhang, Y. (2019). Virtual reality humanrobot collaborative welding: A case study of weaving gas tungsten arc welding. Journal
of Manufacturing Processes, 48, 210-217. https://doi.org/10.1016/j.jmapro.2019.10.016
Weibel, R. P., Grübel, J., Zhao, H., Thrash, T., Meloni, D., Hölscher, C., & Schinazi, V. R.
(2018). Virtual reality experiments with physiological measures. Journal of Visualized
Experiments : JoVE, (138), https://doi.org/10.3791/58318
Wibirama, S., Nugroho, H. A., & Hamamoto, K. (2017). Evaluating 3D gaze tracking in virtual
space: A computer graphics approach. Entertainment Computing, 21, 11-17.
https://doi.org/ 10.1016/j.entcom.2017.04.003
Wingler, D., Joseph, A., Bayramzadeh, S., & Robb, A. (2020). Using virtual reality to compare
design alternatives using subjective and objective evaluation methods. Herd, 13(1), 129144. https://doi.org/10.1177/1937586719851266
Witmer, B. G., & Singer, M. J. (1998). Measuring presence in virtual environments: A presence
questionnaire. Presence, 7(3), 225-240.
Wolfartsberger, J. (2019). Analyzing the potential of virtual reality for engineering design
review. Automation in Construction, 104, 2737. https://doi.org/10.1016/j.autcon.2019.03.018

260
Wolfartsberger, J., & Niedermayr, D. (2020, March). Authoring-by-doing: Animating work
instructions for industrial virtual reality learning environments. In 2020 IEEE Conference
on Virtual Reality and 3D User Interfaces Abstracts and Workshops (VRW; pp. 173-176).
IEEE. https://doi.org/ 10.1109/VRW50115.2020.00038
Won, A. S., Bailey, J., Bailenson, J., Tataru, C., Yoon, I. A., & Golianu, B. (2017). Immersive
virtual reality for pediatric pain. Children, 4(7), 52.
https://doi.org/10.3390/children4070052
Wong, E. Y., Mo, D. Y., & So, S. (2021). Closed-loop digital twin system for air cargo load
planning operations. International Journal of Computer Integrated Manufacturing, 34(78), 801-813. https://doi.org/10.1080/0951192X.2020.1775299
Wu, Y., Liu, X., Zhao, H., & Wang, M. (2009, December). Research on locating video format
and its retrieving method. In 2009 First International Conference on Information Science
and Engineering (pp. 2153-2156). IEEE.
Xu, Z., Zhang, J., Li, Y., Jiang, S., & Sun, Y. (2013). Product modeling framework based on
interaction feature pair. Computer-Aided Design, 45(12), 1591-1603.
https://doi.org/10.1016/j.cad.2013.08.002
Yang, X., Malak, R. C., Lauer, C., Weidig, C., Hagen, H., Hamann, B., & Aurich, J. C. (2011).
Virtual reality enhanced manufacturing system design. In Proceedings of the 7th CIRP
International Conference on Digital Enterprise Technology (pp. 125-133).
Yildiz, E., Møller, C., & Bilberg, A. (2020). Virtual factory: Digital twin based integrated
factory simulations. Procedia CIRP, 93, 216221. https://doi.org/10.1016/j.procir.2020.04.043

261
Yim, M. Y. C., Chu, S. C., & Sauer, P. L. (2017). Is augmented reality technology an effective
tool for e-commerce? An interactivity and vividness perspective. Journal of Interactive
Marketing, 39, 89-103. https://doi.org/ 10.1016/j.intmar.2017.04.001
Youngblut, C., & Huie, O. (2003, March). The relationship between presence and performance
in virtual environments: Results of a VERTS study. In IEEE Virtual Reality, 2003,
Proceedings (pp. 277-278). IEEE.
Zawadzki, P., & Żywicki, K. (2016). Smart product design and production control for effective
mass customization in the industry 4.0 concept. Management and Production
Engineering Review, 7(3), 105-112. https://doi.org/ 10.1515/mper-2016-0030
Zhuang, C., Liu, J., & Xiong, H. (2018). Digital twin-based smart production management and
control framework for the complex product assembly shop-floor. The International
Journal of Advanced Manufacturing Technology, 96(1), 1149-1163. https://doi.org/
10.1007/s00170-018-1617-6
Zimmerling, A., & Chen, X. (2021). Innovation and possible long-term impact driven by
COVID-19: Manufacturing, personal protective equipment and digital
technologies. Technology in Society, 65, 101541. https://doi.org/
10.1016/j.techsoc.2021.101541
Zizza, C., Starr, A., Hudson, D., Nuguri, S. S., Calyam, P., & He, Z. (2018, January). Towards a
social virtual reality learning environment in high fidelity. In 2018 15th IEEE Annual
Consumer Communications & Networking Conference (CCNC; pp. 1-4). IEEE.
https://doi.org/10.1109/CCNC.2018.8319187
Zotter, F., & Frank, M. (2019). Auditory events of multi-loudspeaker playback.
In Ambisonics (pp. 23-40). Springer.

262
Appendix A: Preliminary Study Survey
Dear Participant,
I am a PhD candidate in the GameAbove College of Engineering and Technology at Eastern
Michigan University. For my doctoral dissertation, I am examining the fidelity of a virtual reality
simulation of a car door inner panel. This survey is for purely academic purposes only. I deeply
thank you for participating in this research study by completing the short survey attached.
If you have any questions or comments regarding the questionnaire, or you would like to know
more about this research, please contact me by email.
Thank you for your time.
Yours sincerely,
Hamza Al Jundi, haljundi@emich.edu
•

Section One: Please check the box with information applies to you:
1943 - 1963
Age
1964 - 1983
Range
1984 - 2003

Sex:
_____Female
_____Male
_____ Prefer not to reply

Years of
1-5
Experience
5-10
in
engineering
More than 10
and
technology
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•

Section Two: Please read each statement below and rate each statement on a scale from 1 to 7 in the box next to it.

SN
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

Strongly
disagree

Disagree

Somewhat
disagree

Neither agree
nor disagree

Somewhat
agree

Agree

Strongly agree

1

2

3

4

5

6

7

Item
I was able to control events inside the virtual world using the wand.
The environment was responsive to actions that I initiated (or performed).
The interactions with the environment seemed natural.
I was able to anticipate what would happen next in response to the actions that I performed.
I could navigate, move, or manipulate objects in the virtual environment using the wand.
There was delay in the experience between my actions and expected outcomes.
I quickly adjusted to the virtual environment of the car door factory.
I felt proficient in moving and interacting with the virtual environment at the end of the experience.
The control devices like the wand interfere with the performance of assigned tasks or with other activities.
I could concentrate on the assigned tasks or required activities rather than on the mechanisms used to
perform those tasks or activities.
The mechanism that controlled movement through the environment was natural.
I was aware of events occurring in the real world around me.
I was involved in the planning of the manufacturing processes in the virtual environment experience.
The control mechanism was distracting.
The visual display or quality interferes, distracted me from performing assigned tasks or required activities

Score
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16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39

I could compel my senses of objects like machines, robotics, and goods moving through space
The information coming from my various senses was consistent.
The experience in the virtual factory environment seemed consistent with real-world factory experiences.
I learned how the inner panel of the door can be manufactured and assembled.
In the virtual experience of the virtual factory, I had a sense of "being there."
I felt that the virtual world surrounded me.
I felt like I just perceived pictures.
I had a sense of acting in the virtual space rather than operating something from outside.
I felt present in the virtual space.
I was aware of the real world surrounding while navigating in the virtual world (sounds, room temperature,
other people, etc.).
I still paid attention to the real environment during the experience.
I was completely captivated by the virtual world.
The virtual world seemed real to me.
The 3D models in the virtual environment seemed consistent with real-world objects.
The virtual world seemed more realistic than the real world.
The virtual factory seemed more efficient for planning purposes than the real-world traditional methods.
My senses were completely engaged.
The visual aspects of the environment involved me.
The auditory aspects of the environment involved me.
I was aware of the display and control devices.
I was able to actively navigate the environment using visual, auditory, and haptic devices.
I could identify sounds well.
I could compel my senses of moving around inside the virtual environment.
I was able to examine products closely at the virtual prototyping room.
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40
41
42
43
44
45
46
47
48
49
50

The performance in the manufacturing planning process is more effective using virtual reality compared
with other traditional methods.
I was concentrated only on the virtual space.
I still paid attention to the real environment during the VR experience.
I was captivated by the virtual experience.
The visual aspects of the environment immersed me.
The auditory aspects of the environment immersed me.
The haptic aspects of the environment immersed me.
The information provided through different senses in the virtual environment was consistent.
The virtual world seemed to me like I was walking in a real factory.
I was aware of the real world during the experience.
I was fully involved in the experience.
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Appendix B: Virtual Manufacturing Planning Process
1. Flow chart of manufacturing process

Robot move blank
sheets to slat
conveyor 1

Start

• Robot with
gripper head
package
• Slat conveyor
• Pallets

End

Robot grip blank
sheet from slat
conveyor 1 and
place it at
hydraulic drawing
press ‘s bed

Deep drawing
press stamp the
blank sheet
• Hydraulic deep
drawing press

• Robot with
gripper head
package

Move the main
inner panel part
to the quality
inspection unit
• Slat conveyor 2

Pierce the
trimmed panel
• Piercing
Machine
• Slat conveyor 2

Robot grip
stamped sheet
from hydraulic
press and place it
at slat conveyor 2

Move stamped
panel to trimming
press
• Slat conveyor 2

• Robot with
gripper head
package

Move the
trimmed panel to
the piercing
machine
• Slat conveyor 2

Trim the stamped
panel
• Trimming
Machine
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2. Manufacturing Process Description
Part No.
Part Name
Material
Operation
No.

RM-001
Blank Sheet
Aluminum
Operation Descriptions

OP01

Move blank sheet to slat Pressing/Feeding
conveyor
point 1

Robot
KR500_R2830_MT

OP02

Move blank sheet to feeding Pressing/Feeding
point 2
point 2

2

120

OP03

Grip blank sheet from slat Pressing/Feeding
conveyor 1 and place it at point 2
hydraulic presser’s bed
Press blank sheets
Pressing/Hydraulic
Press
Grip stamped sheet from the Pressing/Feeding
hydraulic press and place it at point 3
slat conveyor 2
Move stamped panel to Trimming
&
feeding trimming machine
Piercing

Single lane In-Floor Slat
Conveyor, length:6 m, speed: 3
m/s, belt width: 1.5 m,
Robot
KUKA
KR500_R2830_MT

2

120

Vacuum gripper
head

Deep drawing hydraulic press
2500 ton, size 9.1*8.9*10.6 m
Robot
KUKA
KR500_R2830_MT

25

2

2

120

Drawing die for
inner door panel
Vacuum gripper
head

Single lane In-Floor Slat
Conveyor, length:6 m, speed: 3
m/s, belt width: 1.5 m,
Stamping press unit with two
die beds
Single lane In-Floor Slat
Conveyor, length:6 m, speed: 3
m/s, belt width: 1.5 m,
Stamping press unit with two
die beds
Single lane In-Floor Slat
Conveyor, length:6 m, speed: 3
m/s, belt width: 1.5 m,

2

120

3

20

2

120

3

20

2

120

OP04
OP05
OP06
OP07
OP08
OP09
OP10

Manufacturing cell Name
Usage
Pieces per unit
Machine

Station

Trim stamped panel

Trimming
Piercing
Move trimmed panel to Trimming
feeding piercing machine
Piercing

&

Pierce trimmed panel

&

Trimming
Piercing
Move the main inner panel to Trimming
the quality inspection unit
Piercing

&

&

Cycle
time
(sec)
KUKA
2

Stamping unit
Produce SF-001
1 stamped sheet
Rate
Tools
Pc/min
120

Vacuum gripper
head

Trim die for the
inner panel

Pierce die the for
the inner panel
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3. List of Manufacturing Systems
Manufacturing
Process
Stamping
STAM

Stamping

Station
Station#1:
Pressing
M

Station#2:
Pressing
M

Machine Name &
Code
Deep Drawing
Hydraulic Press
machine
STAM-M-P1

Trimming &
Piercing
STAM-M-P2 &
STAM-M-P3

Physical Representation

Specifications
2500 ton, size 9.1*8.9*10.6 m

2500 ton, size
3.725*3.355*4.460 m
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Manufacturing
Process
Material Handling
MH

Station#1:
Pressing

Material Handling
MH

Station#1:
Pressing

Station

Machine Name &
Code
Handling Robot with
Gripper Head Robot
Package
STAM-MH-KRH

Single lane In-Floor
Slat Conveyor
STAM-MH-SC

Physical Representation

Specifications
KUKA KR500_R2830_MT,
maximum reach 2826 mm,
height 2.4m, base 1.2*1.2 m,
equipped with vacuum gripper
head up to 500 kg

length:6 m, speed: 3 m/s, belt
width: 1.5 m, stainless steel
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Manufacturing
Process
Material Handling
MH

Station#1:
Pressing

Machine Name &
Code
Pallets and Racks
STAM-MH-RAC

All
G

All
Stations

Safety Fences
STAM-G-SF

Station

Physical Representation

Specifications
Steel car door racks to store
raw materials and finished
goods, 2*2.5*2 m

Steel safety fences with the
mesh size of 2*2 cm height: 2
m
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4. Manufacturing Cell Summary
Controller
CUSTOMER
Welding
Station

PROCESS
Press Blank Sheet

INPUT

OUTPUT
Trim Stamped Sheet

One blank
Aluminum Sheet
stacked on rack

One main inner
panel part

Pierce Trimmed Sheet

Total cycle time (sec)
No. of Stamping Presses
No. of handling robots
No. of Racks

45
3
3
1

5. Machine/Equipment Flowchart:
Symbols

Description Action Needed
Operation
Value-added to the product
Transport
Inspect

Moving raw materials, semi-finished goods, and finished goods
from one location to another location
The product is being inspected against quality standards

Delay

Temporary hold materials for a period time till next operation

Handle

Sort or Transfer materials from one location to another location

Decide

Make a decision

Move blank sheet to slat conveyor
Move blank sheet to feeding point 2
Grip blank sheet from slat conveyor 1 and place it at
hydraulic presser’s bed
Press blank sheets
Grip stamped sheet from the hydraulic press and place it
at slat conveyor 2
Move stamped panel to feeding trimming machine
Trim stamped panel
Move trimmed panel to feeding piercing machine
Pierce trimmed panel
Move main inner panel to the quality inspection unit

Decide

Handle

Delay

Inspect

Transport

Details of Method

Operation
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6. Manufacturing Process Description:
Part No.

SF001, SF002, SF003

Manufacturing cell Name

Welding unit

Part Name

Inner Panel

Usage

Produce FG-001

Material

Aluminum

Pieces per unit

1 Inner Panel

Operation

Operation Descriptions

Station

Machine

No.

Cycle

Rate

time

Pc/min

Tools

(sec)
OP01

OP02

Grip main inner panel to the Welding/Feeding Robot
welding fixture

point 1

Weld part 1,2 and 3

Welding/Feeding Robot
point 2

KUKA

2

120

KR500_R2830_MT

KUKA

KR240_R2830_MT

Vacuum

gripper

head

2

120

Welding Head
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7. List of Manufacturing Systems:
Manufacturing
Process
Welding
WELD

Welding
WELD

Station
Station#1:
Pressing
M

Machine Name &
Code
KUKA Ready 2
Welding Package
WELD-M-P1

Station#2:
Pressing
M

Welding Fixtures
with clamps
WELD-M-P2

Physical Representation

Specifications
KUKA KR240_R2830_MT,
maximum reach 2826 mm,
height 2.4m, base 1.2*1.2 m,
equipped with spot welding
head from KUKA package

Welding fixture with nine
clamps, size:
3.017*1.42*1.341 m
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All
G

All
Stations

Safety Fences
STAM-G-SF

Steel safety fences with the
mesh size of 2*2 cm height: 2
m

8. Manufacturing Cell Summary
Controller
CUSTOMER
Welding
Station

PROCESS
Grip and install parts

OUTPUT

INPUT
One main inner
panel part
One threaded
hinge
reinforcement
One window
frame

Weld parts

Total cycle time (sec)
No. of Welding Robots
No. of handling robots

One car door
inner panel part

20
8
3

9. Manufacturing Process Description:
Work Element Description
Grip main inner panel to the welding
fixture
Weld part1,2, and 3
Total Proposed Cycle time (sec)

Machine
Robot KUKA KR500_R2830_MT

Time (s)
2

Single lane In-Floor Slat Conveyor

18
20

10. Manufacturing Process Summary:
No.

Parameter

Value

1
2
3
5
6

Total cycle time (sec)
Total machining time (sec)
Total handling time (sec)
No. of handling robots
No. of welding robots

20
18
2
2
8
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11. Machine/Equipment Flowchart:
Symbols

Description Action Needed
Operation
Value-added to the product
Transport
Inspect

Moving raw materials, semi-finished goods, and finished goods
from one location to another location
The product is being inspected against quality standards

Delay

Temporary hold materials for a period time till next operation

Handle

Sort or Transfer materials from one location to another location

Decide

Make a decision

Details of
Method

Operation Transport

Inspect

Delay

Handle

Decide

Grip main inner
panel to the
welding fixture
Weld part 1,2,and
3
Audio Library
https://assetstore.unity.com/packages/audio/sound-fx/hydraulic-mechanism-robot-93920
https://assetstore.unity.com/packages/audio/ambient/sci-fi/robotic-sound-effects-33583#content
https://assetstore.unity.com/packages/audio/sound-fx/hydraulic-mechanism-robot-93920
https://assetstore.unity.com/packages/audio/sound-fx/robotic-sfx-pack-4-104510
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Appendix C: Statistical Analysis Outputs
Coding Plan
Name

Code

Type

Gender

1: Female

Nominal

2: Male
3. Prefer not to reply
Years of experience

1: 0 (No experience)

Ordinal

2: 1-5 (beginner)
3: 5-10 (moderate)
4: more than 10 (expert)
Motion tracking fidelity:
Control factor

CF1

Ordinal

CF2
CF3
CF4
CF5
CF6
CF7
CF8
CF9
CF10
Integration of the system fidelity:
Distraction factor

DF1
DF2
DF3
DF4
DF5

Ordinal
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Digital sensory system fidelity:
Realism factor

RF1

Ordinal

RF2
RF3
RF4
RF5
RF6
RF7
RF8
RF9
RF10
RF11
RF12
RF13
RF14
RF15
RF16
VR simulation fidelity:
Sensory factor

SF1
SF2
SF3
SF4
SF5
SF6
SF7
SF8
SF9
SF10

Ordinal

281
Immersion

IM1

Ordinal

IM2
IM3
IM4
IM5
IM6
IM7
IM8
IM9
IM10

1. Descriptive Analysis
Frequencies
Statistics
N

Valid
Missing

Mean
Median
Std. Deviation
Variance
Sum
Frequency Table

Age
33
75
3.00
3.00
.000
.000
99

Gender
33
75
1.15
1.00
.442
.195
38

Yrs_of_experience
33
75
1.06
1.00
.242
.059
35

Age
Valid
Missing
Total

Gender

1984-2003
System

Frequency
33
75
108

Percent
30.6
69.4
100.0

Valid Percent
100.0

Cumulative Percent
100.0
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Valid

Missing
Total

Male
Female
PreferNotToSay
Total
System

Frequency
29
3
1
33
75
108

Percent
26.9
2.8
.9
30.6
69.4
100.0

Valid Percent
87.9
9.1
3.0
100.0

Cumulative Percent
87.9
97.0
100.0

Yrs_of_experience
Valid

Missing
Total

1-5
6-10
Total
System

Frequency
31
2
33
75
108

Percent
28.7
1.9
30.6
69.4
100.0

Valid Percent
93.9
6.1
100.0

Cumulative Percent
93.9
100.0
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2. Reliability Analysis
Scale: Fidelity
Case Processing Summary
N
%
Valid
33
30.6
Excludeda
75
69.4
Total
108
100.0
a. Listwise deletion based on all variables in the
procedure.
Cases

Reliability Statistics
Cronbach's Alpha
.933

Cronbach's Alpha
Based on
Standardized Items
.938

N of Items
50

Reliability Scale: Presence
Case Processing Summary
N
%
Cases
Valid
33
30.6
a
Excluded
75
69.4
Total
108
100.0
a. Listwise deletion based on all variables in the
procedure.
Reliability Statistics
Cronbach's Alpha

Cronbach's Alpha
Based on
Standardized Items

N of Items

284
.920

.926

41

Reliability Scale: Immersion
Reliability Statistics
Cronbach's Alpha
Based on
Cronbach's Alpha Standardized Items
.748
.753

N of Items
9

Reliability
Reliability Scale: Control Factor Fidelity
Reliability Statistics
Cronbach's Alpha
Based on
Cronbach's Alpha Standardized Items N of Items
.810
.837
10
Reliability Scale: Distraction Fidelity Trial 1
Reliability Statistics
Cronbach's Alpha
Based on
Cronbach's Alpha Standardized Items N of Items
.517
.473
5
Item-Total Statistics

DF1_The mechanism which
controlled movement through the
environment was natural
DF2_ was aware of events
occurring in the real world around
me
DF3_I was involved in the
planning of the manufacturing
processes in the virtual
environment experience
DF4_AR
DF5_AR

Cronbach's Alpha if
Item Deleted
.370
.682
.410

.338
.364
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Reliability Scale: Distraction Fidelity Trial 2
Reliability Statistics
Cronbach's Alpha
Based on
Cronbach's Alpha Standardized Items N of Items
.682
.685
4
Reliability Scale: Distraction Fidelity Trial 3
Reliability Statistics
Cronbach's Alpha
.679

Cronbach's Alpha
Based on
Standardized Items
.674

N of Items
3

Item-Total Statistics

DF1_The mechanism which
controlled movement through the
environment was natural
DF4_AR
DF5_AR

Cronbach's Alpha if
Item Deleted
.760
.491
.439

Reliability Scale: Distraction Fidelity Trial 4
Reliability Statistics
Cronbach's Alpha
.760

Cronbach's Alpha
Based on
Standardized Items
.760

N of Items
2

Item Statistics
DF4_AR
DF5_AR

Mean
4.7273
4.6667

Std. Deviation
1.94089
1.86525

Inter-Item Correlation Matrix
DF4_AR
DF5_AR
DF4_AR
1.000
.613
DF5_AR
.613
1.000

N
33
33
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Reliability Scale: Realism Fidelity
Reliability Statistics
Cronbach's Alpha
.768

Cronbach's Alpha
Based on
Standardized Items
.789

N of Items
16

Reliability Scale: Sensory Systems Fidelity
Reliability Statistics
Cronbach's Alpha
.830

Cronbach's Alpha
Based on
Standardized Items
.839

N of Items
10

Correlations

Control
Pearson Correlation
Factor_Fidelity Sig. (2-tailed)
Sum of Squares and Cross-products
N
Fidelity
Pearson Correlation
Sig. (2-tailed)
Sum of Squares and Cross-products
N
Presence_
Pearson Correlation
Fidelity
Sig. (2-tailed)
Sum of Squares and Cross-products
N
RealismFactor_ Pearson Correlation
Fidelity
Sig. (2-tailed)
Sum of Squares and Cross-products
N
SensorySystem Pearson Correlation
Factor_Fidelity Sig. (2-tailed)
Sum of Squares and Cross-products
N
Immersion_Fide Pearson Correlation
lity
Sig. (2-tailed)
Sum of Squares and Cross-products
N
DistractionFact Pearson Correlation
orAR_Fidelity Sig. (2-tailed)
Sum of Squares and Cross-products
N
**. Correlation is significant at the 0.01 level (2-tailed).
*. Correlation is significant at the 0.05 level (2-tailed).

CF
Fidelity
1
27.073
33
.845**
<.001
19.239
33
.865**
<.001
20.014
33
.575**
<.001
12.583
33
.796**
<.001
24.427
33
.582**
<.001
15.707
33
-.541**
.001
-27.217
33

Fidelity
.845**
<.001
19.239
33
1
19.163
33
.989**
<.001
19.264
33
.859**
<.001
15.831
33
.931**
<.001
24.044
33
.823**
<.001
18.702
33
-.603**
<.001
-25.502
33

P
Fidelity
.865**
<.001
20.014
33
.989**
<.001
19.264
33
1
19.783
33
.873**
<.001
16.350
33
.926**
<.001
24.310
33
.732**
<.001
16.899
33
-.628**
<.001
-27.023
33

RF
Fidelity
.575**
<.001
12.583
33
.859**
<.001
15.831
33
.873**
<.001
16.350
33
1
17.710
33
.730**
<.001
18.122
33
.617**
<.001
13.465
33
-.534**
.001
-21.743
33

SF
Fidelity
.796**
<.001
24.427
33
.931**
<.001
24.044
33
.926**
<.001
24.310
33
.730**
<.001
18.122
33
1
34.801
33
.746**
<.001
22.832
33
-.457**
.008
-26.042
33

IM
Fidelity
.582**
<.001
15.707
33
.823**
<.001
18.702
33
.732**
<.001
16.899
33
.617**
<.001
13.465
33
.746**
<.001
22.832
33
1
26.917
33
-.370*
.034
-18.572
33

DF
Fidelity
-.541**
.001
-27.217
33
-.603**
<.001
-25.502
33
-.628**
<.001
-27.023
33
-.534**
.001
-21.743
33
-.457**
.008
-26.042
33
-.370*
.034
-18.572
33
1
93.470
33
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Nonparametric Correlations
Correlations

Spearman's rho

ControlFactor_Fidelity

Fidelity

Presence_Fidelity

RealismFactor_Fidelity

SensorySystemFactor_Fidelity

Immersion_Fidelity

DistractionFactorAR_Fidelity

Correlation Coefficient
Sig. (2-tailed)
N
Correlation Coefficient
Sig. (2-tailed)
N
Correlation Coefficient
Sig. (2-tailed)
N
Correlation Coefficient
Sig. (2-tailed)
N
Correlation Coefficient
Sig. (2-tailed)
N
Correlation Coefficient
Sig. (2-tailed)
N
Correlation Coefficient
Sig. (2-tailed)
N

ControlFactor_Fide
lity
1.000
.
33
.843**
<.001
33
.845**
<.001
33
.672**
<.001
33
.817**
<.001
33
.590**
<.001
33
-.581**
<.001
33

Fidelity
.843**
<.001
33
1.000
.
33
.990**
<.001
33
.884**
<.001
33
.921**
<.001
33
.814**
<.001
33
-.619**
<.001
33
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Correlations

Spearman's rho

ControlFactor_Fidelity

Fidelity

Presence_Fidelity

RealismFactor_Fidelity

SensorySystemFactor_Fidelity

Immersion_Fidelity

DistractionFactorAR_Fidelity

Correlation Coefficient
Sig. (2-tailed)
N
Correlation Coefficient
Sig. (2-tailed)
N
Correlation Coefficient
Sig. (2-tailed)
N
Correlation Coefficient
Sig. (2-tailed)
N
Correlation Coefficient
Sig. (2-tailed)
N
Correlation Coefficient
Sig. (2-tailed)
N
Correlation Coefficient
Sig. (2-tailed)
N

Presence_Fidelity
.845**
<.001
33
.990**
<.001
33
1.000
.
33
.899**
<.001
33
.915**
<.001
33
.771**
<.001
33
-.643**
<.001
33

RealismFactor_Fid
elity
.672**
<.001
33
.884**
<.001
33
.899**
<.001
33
1.000
.
33
.735**
<.001
33
.628**
<.001
33
-.590**
<.001
33
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Correlations

Spearman's rho

ControlFactor_Fidelity

Fidelity

Presence_Fidelity

RealismFactor_Fidelity

SensorySystemFactor_Fidelity

Immersion_Fidelity

DistractionFactorAR_Fidelity

Correlation Coefficient
Sig. (2-tailed)
N
Correlation Coefficient
Sig. (2-tailed)
N
Correlation Coefficient
Sig. (2-tailed)
N
Correlation Coefficient
Sig. (2-tailed)
N
Correlation Coefficient
Sig. (2-tailed)
N
Correlation Coefficient
Sig. (2-tailed)
N
Correlation Coefficient
Sig. (2-tailed)
N

SensorySystemFact
or_Fidelity
Immersion_Fidelity
.817**
.590**
<.001
<.001
33
33
.921**
.814**
<.001
<.001
33
33
**
.915
.771**
<.001
<.001
33
33
**
.735
.628**
<.001
<.001
33
33
1.000
.755**
.
<.001
33
33
**
.755
1.000
<.001
.
33
33
-.487**
-.484**
.004
.004
33
33
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Correlations

Spearman's rho

ControlFactor_Fidelity

Correlation Coefficient
Sig. (2-tailed)
N
Fidelity
Correlation Coefficient
Sig. (2-tailed)
N
Presence_Fidelity
Correlation Coefficient
Sig. (2-tailed)
N
RealismFactor_Fidelity
Correlation Coefficient
Sig. (2-tailed)
N
SensorySystemFactor_Fidelity
Correlation Coefficient
Sig. (2-tailed)
N
Immersion_Fidelity
Correlation Coefficient
Sig. (2-tailed)
N
DistractionFactorAR_Fidelity
Correlation Coefficient
Sig. (2-tailed)
N
**. Correlation is significant at the 0.01 level (2-tailed).

DistractionFactorA
R_Fidelity
-.581**
<.001
33
-.619**
<.001
33
-.643**
<.001
33
-.590**
<.001
33
-.487**
.004
33
-.484**
.004
33
1.000
.
33
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Oneway
ANOVA
ControlFactor_Fidelity

Presence_Fidelity
RealismFactor_Fidelity
DistractionFactor_Fidelity
SensorySystemFactor_Fidelity
Immersion_Fidelity

Between Groups
Within Groups
Total
Between Groups
Within Groups
Total
Between Groups
Within Groups
Total
Between Groups
Within Groups
Total
Between Groups
Within Groups
Total
Between Groups
Within Groups
Total

Sum of Squares
26.548
.525
27.073
19.750
.034
19.783
17.169
.541
17.710
34.255
1.420
35.675
34.036
.765
34.801
26.213
.704
26.917

df
28
4
32
28
4
32
28
4
32
28
4
32
28
4
32
28
4
32

Mean Square
.948
.131

F
7.224

.705
.008

83.206

.613
.135

4.534

1.223
.355

3.446

1.216
.191

6.356

.936
.176

5.321
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ANOVA
ControlFactor_Fidelity

Presence_Fidelity
RealismFactor_Fidelity
DistractionFactor_Fidelity
SensorySystemFactor_Fidelity
Immersion_Fidelity

Between Groups
Within Groups
Total
Between Groups
Within Groups
Total
Between Groups
Within Groups
Total
Between Groups
Within Groups
Total
Between Groups
Within Groups
Total
Between Groups
Within Groups
Total

Sig.
.033

<.001
.075
.118
.042
.057
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Oneway
ANOVA
ControlFactor_Fidelity

RealismFactor_Fidelity
DistractionFactor_Fidelity
SensorySystemFactor_Fidelity
Immersion_Fidelity

Between Groups
Within Groups
Total
Between Groups
Within Groups
Total
Between Groups
Within Groups
Total
Between Groups
Within Groups
Total
Between Groups
Within Groups
Total

Sum of Squares
26.548
.525
27.073
17.169
.541
17.710
34.255
1.420
35.675
34.036
.765
34.801
26.213
.704
26.917

df
28
4
32
28
4
32
28
4
32
28
4
32
28
4
32

Mean Square
.948
.131

F
7.224

.613
.135

4.534

1.223
.355

3.446

1.216
.191

6.356

.936
.176

5.321
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Oneway
ANOVA
ControlFactor_Fidelity

RealismFactor_Fidelity
DistractionFactor_Fidelity
SensorySystemFactor_Fidelity

Between Groups
Within Groups
Total
Between Groups
Within Groups
Total
Between Groups
Within Groups
Total
Between Groups
Within Groups
Total

Sum of Squares
25.958
1.115
27.073
17.300
.410
17.710
33.455
2.220
35.675
33.981
.820
34.801

ANOVA
ControlFactor_Fidelity

RealismFactor_Fidelity
DistractionFactor_Fidelity
SensorySystemFactor_Fidelity

Between Groups
Within Groups
Total
Between Groups
Within Groups
Total
Between Groups
Within Groups
Total
Between Groups
Within Groups
Total

Sig.
.022

.005
.062
.005

df
26
6
32
26
6
32
26
6
32
26
6
32

Mean Square
.998
.186

F
5.373

.665
.068

9.734

1.287
.370

3.478

1.307
.137

9.563
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Oneway
ANOVA
ControlFactor_Fidelity

RealismFactor_Fidelity
DistractionFactor_Fidelity
SensorySystemFactor_Fidelity

Between Groups
Within Groups
Total
Between Groups
Within Groups
Total
Between Groups
Within Groups
Total
Between Groups
Within Groups
Total

Sum of Squares
14.678
12.395
27.073
15.137
2.573
17.710
27.455
8.220
35.675
23.193
11.608
34.801

ANOVA
ControlFactor_Fidelity

RealismFactor_Fidelity
DistractionFactor_Fidelity
SensorySystemFactor_Fidelity

Between Groups
Within Groups
Total
Between Groups
Within Groups
Total
Between Groups
Within Groups
Total
Between Groups
Within Groups
Total

Sig.
.670

.007
.066
.286

df
19
13
32
19
13
32
19
13
32
19
13
32

Mean Square
.773
.953

F
.810

.797
.198

4.025

1.445
.632

2.285

1.221
.893

1.367
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Regression
Descriptive Statistics
Fidelity
RealismFactor_Fidelity
SensorySystemFactor_Fidelity
DistractionFactorAR_Fidelity
Immersion_Fidelity
ControlFactor_Fidelity

Mean
5.1152
5.1837
5.0242
3.3030
5.0572
5.1667

Std. Deviation
.77385
.74394
1.04284
1.70907
.91714
.91981

N
33
33
33
33
33
33

Model Summary
Model
1
2
3
4
5

R
.931a
.967b
.983c
.996d
.998e

R Square
.867
.936
.967
.992
.995

Adjusted R Square
.863
.932
.963
.991
.995

Std. Error of the
Estimate
.28687
.20222
.14837
.07465
.05693

Change Statistics
R Square Change
F Change
.867
201.854
.069
32.385
.031
26.730
.025
86.572
.004
21.140
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Coefficientsa

Model
1
2
3

4

5

(Constant)
SensorySystemFactor_Fidelity
(Constant)
SensorySystemFactor_Fidelity
RealismFactor_Fidelity
(Constant)
SensorySystemFactor_Fidelity
RealismFactor_Fidelity
ControlFactor_Fidelity
(Constant)
SensorySystemFactor_Fidelity
RealismFactor_Fidelity
ControlFactor_Fidelity
Immersion_Fidelity
(Constant)
SensorySystemFactor_Fidelity
RealismFactor_Fidelity
ControlFactor_Fidelity
Immersion_Fidelity
DistractionFactorAR_Fidelity

Unstandardized Coefficients
B
Std. Error
1.644
.249
.691
.049
.617
.252
.483
.050
.400
.070
.207
.201
.310
.050
.404
.052
.243
.047
-.062
.105
.192
.028
.365
.026
.249
.024
.204
.022
.323
.116
.207
.022
.331
.021
.218
.019
.203
.017
-.034
.008

Standardized
Coefficients
Beta
.931
.650
.385
.417
.388
.289
.259
.351
.297
.241
.278
.318
.259
.241
-.076

t
6.592
14.208
2.448
9.622
5.691
1.029
6.225
7.833
5.170
-.590
6.844
13.901
10.526
9.304
2.784
9.555
15.457
11.272
12.165
-4.598

Descriptive
Descriptive Statistics
CF1_I was able to control events inside the virtual world using the wand
CF2_The environment was responsive to actions that you initiated (or
performed)
CF3_The interactions with the environment seemed naturally
CF4_I was able to anticipate what would happen next in response to the
actions that you performed
CF5_I could navigate, move, or manipulate objects in the virtual environment
using the wand
CF7_I was quickly adjusted to the virtual environment of the car door factory
CF8_I felt proficient in moving and interacting with the virtual environment at
the end of the experience
CF9_ The control devices like the wand interfere with the performance of
assigned tasks or with other activities
CF10_I could concentrate on the assigned tasks or required activities rather
than on the mechanisms used to perform those tasks or activities
DF1_The mechanism which controlled movement through the environment
was natural
DF2_ was aware of events occurring in the real world around me
DF3_I was involved in the planning of the manufacturing processes in the
virtual environment experience
RF1_I could compel my senses of objects like machines, robotics, and goods
moving through space
RF2_The information coming from your various senses were consistent
RF3_The experience in the virtual factory environment seemed consistent with
real-world factory experiences
RF4_I learned how the inner panel of the door can be manufactured and
assembled
RF5_In the virtual experience of the virtual factory, I had a sense of "being
there"
RF6_I felt that the virtual world surrounded me
RF8_I had a sense of acting in the virtual space, rather than operating
something from outside.
RF9_I felt present in the virtual space.
RF10_I was aware of the real world surrounding while navigating in the virtual
world? (i.e., sounds, room temperature, other people, etc.)
RF11_I still paid attention to the real environment during the experience
RF12_I was completely captivated by the virtual world.
RF13_The virtual world seemed real to me
RF14_The 3D models in the virtual environment seemed consistent with realworld objects
RF16_The virtual factory seemed more efficient for planning purposes than the
real world traditional methods

N
33
33

Mean
5.91
6.00

33
33

5.15
5.76

33

5.79

33
33

5.27
5.42

33

4.30

33

5.27

33

5.12

33
33

5.91
4.97

33

5.55

33
33

5.76
5.67

33

5.82

33

5.39

33
33

5.24
4.94

33
33

5.15
5.58

33
33
33
33

5.18
4.27
4.06
5.39

33

5.48
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SF1_My senses were completely engaged
SF2_The visual aspects of the environment involved me
SF3_The auditory aspects of the environment involved me
SF4_I was aware of the display and control devices
SF5_I was able to actively navigate the environment using visual, auditory,
and haptics devices
SF6_I could identify sounds well
SF7_I could compel my senses of moving around inside the virtual
environment
SF8_I was closely able to examine products at the virtual prototyping room
SF9_The performance in the manufacturing planning process is more effective
using virtual reality compared with other traditional methods?
SF10_I was concentrated only on the virtual space
IM1_I still paid attention to the real environment during the VR experience
IM2_I was captivated by the virtual experience
IM3_The visual aspects of the environment immerse me
IM4_The auditory aspects of the environment immerse me
IM5_The haptics aspects of the environment immerse me
IM6_The information provided through different senses in the virtual
environment were consistent
IM7_The virtual world seemed to me like a real factory I was walking in
IM8_I was aware of the real world during the experience
IM9_I was fully involved in the experience
DF4_AR
DF5_AR
CF6_AR
RF15_AR
RF7_AR
Valid N (listwise)

33
33
33
33
33

4.61
4.91
4.45
5.12
5.09

33
33

4.82
5.03

33
33

5.73
5.82

33
33
33
33
33
33
33

4.67
5.18
5.36
4.97
4.30
4.27
5.42

33
33
33
33
33
33
33
33
33

4.70
5.76
5.55
4.7273
4.6667
3.3939
5.6061
3.8485

