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Boltzmann machine is a powerful tool for modeling probability distributions that govern the
training data. A thermal equilibrium state is typically used for Boltzmann machine learning to
obtain a suitable probability distribution. The Boltzmann machine learning consists of calculating
the gradient of the loss function given in terms of the thermal average, which is the most time
consuming procedure. Here, we propose a method to implement the Boltzmann machine learning
by using Noisy Intermediate-Scale Quantum (NISQ) devices. We prepare an initial pure state that
contains all possible computational basis states with the same amplitude, and apply a variational
imaginary time simulation. Readout of the state after the evolution in the computational basis
approximates the probability distribution of the thermal equilibrium state that is used for the
Boltzmann machine learning. We actually perform the numerical simulations of our scheme and
confirm that the Boltzmann machine learning works well by our scheme.
I. INTRODUCTION
Boltzmann machine (BM) [1, 2] is a parametric
stochastic model for the statistical machine learning.
In the statistical machine learning, constructing a suit-
able generative model for given data set is an important
task. It is proven that restricted Boltzmann machine
(RBM) [3–5], which is a variant of BM, can approximate
any discrete distribution [6], and hence RBM is a ver-
satile model to represent an unknown distribution be-
hind the given data set. RBM has already been used in
many applications such as dimensionality reduction [7],
collaborative filtering [8], classification [9], topic mod-
elling [10], feature learning [11], and deep learning [12–
15]. All the aforesaid applications adopt approximate
methods for learning process of BM because the pro-
cess of the original BM requires calculations of expec-
tation values with respect to the Boltzmann distribution
of the model describing the thermal equilibrium state,
which are in general computationally hard. To mitigate
the computational cost, many approximate algorithms on
classical computers have been used [16–22]. As such, de-
veloping efficient algorithms to calculate the expectation
values is attracting the interest of researchers in the field
of machine learning.
In order to enhance the performance of machine learn-
ing tasks, quantum machine learning, that is machine
learning by using quantum computers, has been pro-
posed. There are many algorithms of quantum machine
learning with fault-tolerant quantum computers, such as
quantum support vector machine [23], linear regression
[24], data fitting [25], and quantum principal component
analysis [26]. Meanwhile, great efforts have been devoted
to develop quantum algorithms and hardware in the near
term intermediate scale quantum (NISQ) era [27]. Varia-
tional quantum algorithms (VQAs) have been considered
to be the first useful application on NISQ computers,
because they only need shallow quantum circuits [28–
32]. In VQAs, trial wave functions are generated from
parametrized shallow depth quantum circuits and param-
eters are optimised by classical computers. Considering
parametrised quantum circuits as a quantum analogue of
a classical neural network, one may be able to implement
machine learning tasks, e.g., quantum circuit learning for
supervised learning [33] and data-driven quantum circuit
learning for generative modelling [34]. As quantum cir-
cuits are used for generating the trial wave function, one
can leverage exponentially increasing Hilbert space in the
number of qubits, which may enhance the representabil-
ity of the model significantly.
Motivated by the recent development of the quantum
machine learning with NISQ device, we propose a new
scheme to implement the BM learning by using NISQ de-
vice based on the variational imaginary time simulation.
A Gibbs state can be prepared by leveraging thermofield-
double technique combined with the variational imagi-
nary time simulation [31], and we can in principle use
this state for Boltzmann machine learning. However, this
technique needs two copies of quantum states, which is
not necessarily ideal for NISQ devices because the num-
ber of qubits is quite restricted for them. Instead, in
order to reduce the number of the required qubits, we
use a pure initial state that contains all possible compu-
tational basis states with the same amplitude (that is a
separable state of |+ + · · ·+〉 where |+〉 = 1√
2
(|0〉 + |1〉)
is an eigenstate of σˆx), and perform the imaginary time
evolution on the initial state to obtain the desired state.
By reading out the state in the computational basis after
applying the variational imaginary time simulation algo-
rithm, the probability distribution becomes the same as
what is required for the BM learning. Importantly, the
necessary number of the qubits of our scheme is halved
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2compared to the previous approach to prepare the Gibbes
state [31]. As the number of qubits is limited in NISQ
devices, our efficient scheme to use fewer qubits would
have a practical advantage.
The rest of this paper is organized as follows. In section
II, we explain the standard setup of BM learning. In sec-
tion III, we give the outline of the variational imaginary
time simulation. In section IV, we propose our algorithm
of BM learning with the variational imaginary time sim-
ulation. In section V, we show the numerical results of
our algorithm. In section VI, we compare our method
with other schemes of BM learning. Finally, we conclude
and summarize this paper, in section VII.
II. BOLTZMANN MACHINE LEARNING
Boltzmann machine is a generative model that gener-
ates binary data according to a certain probability dis-
tribution. Let σ ∈ {−1, 1}N be a set of binary parame-
ters where σi denotes i-th component and N is the total
number of the unit. First, we define the learning model
P (σ|u) of BM by
P (σ|u) = 1
Z(u)
exp [−H(σ,u)] , (1)
H(σ,u) = −
∑
i<j
Jijσiσj −
N∑
i=1
hiσi, (2)
where H(σ,u) denotes the Ising Hamiltonian, P (σ|u)
denotes the Boltzmann distribution, Z(u) the partition
function, and u a vector of the parameters of the Hamil-
tonian u = (J12, J13, · · · , JN−1N , h1, · · · , hN )T . A lower
energy (the value of H(σ,u)) configuration of σ has a
larger probability P (σ|u) based on Eq. (1).
We define an empirical distribution PD(σ) derived
from a training data-set as follows.
PD(σ) =
1
D
D∑
d=1
δ(σ, σ(d)), (3)
where δ(x, y) denotes a Kronecker delta of N dimen-
sions, D denotes the total number of the training data,
and σ(d) ∈ {−1, 1}N (d = 1, · · · , D) denotes d th binary
values of the training data.
Our aim is to find optimal parameters u such that the
distribution in Eq (3) can be well reproduced by P (σ|u).
For this purpose, we need to adopt a measure to quantify
a distance between two probability distributions, and we
minimize the distance between them by choosing the op-
timized parameters. Specifically, we adopt the Kullback-
Leibler divergence (KLD) as a measure:
KL(PD||P ) =
∑
σ∈{−1,1}N
PD(σ) log
PD(σ)
P (σ|u) . (4)
The KLD is always greater than or equal to zero
(KL(PD||P ) ≥ 0), and the KLD becomes zero if and
only if two probability distributions are identical. Mini-
mization of the KLD over the parameter u is equivalent
to the maximum likelihood estimation as a function of u.
We use the gradient method to minimize the KLD over
u at the s-th update
u[s+ 1] = u[s]− η
[
∂
∂u
KL(PD||P )
]∣∣∣∣
u=u[s]
, (5)
where η denotes a learning rate satisfying 0 < η  1,
u[s] = (J12[s], · · · , JN−1N [s], h1[s], · · · , hN [s])T denotes
the set of the learning parameter at the s-th update, and
∂/∂u = (∂/∂J12, · · · , ∂/∂JN−1N , ∂/∂h1, · · · , ∂/∂hN )T
denotes the nabla operator of the parameter u. By
rewriting the derivative in Eq. (5), we obtain the fol-
lowing expression:
∂KL(PD||P )
∂u
= −
〈
∂H(σ,u)
∂u
〉
+
1
D
D∑
d=1
∂H(σ = σ(d),u)
∂u
, (6)
where 〈f(σ)〉 = ∑σ f(σ)P (σ|u) denotes an expectation
value associated with P (σ|u), which corresponds to a
thermal equilibrium average of f(σ). In Eq. (6), the first
term is the expectation value and the second term is the
average with respect to training data. The second term
does not depend on u, and so we should calculate only
the first term every time we update the parameters u.
However, a brute force approach to calculate the first
term needs O(2N ) step, which is not tractable. In this
paper, we propose a method to use a quantum algorithm
to calculate the thermal equilibrium average.
III. VARIATIONAL IMAGINARY TIME
SIMULATION
We here review the variational imaginary time simula-
tion, which is compatible with NISQ devices. The Wick-
rotated Schro¨dinger equation describing the imaginary
time evolution can be written as [31, 35]:
d |ψ(τ)〉
dτ
= −(Hˆ − 〈ψ(τ)| Hˆ |ψ(τ)〉) |ψ(τ)〉 . (7)
The state at time τ is expressed as:
|ψ(τ)〉 = exp(−Hˆτ) |ψ(0)〉√
〈ψ(0)| exp(−2Hˆτ) |ψ(0)〉
, (8)
whose norm is unity.
In the variational imaginary time simulation algorithm
introduced in Ref. [35], instead of directly simulating
3Eq. (7), one employs the parametrized wave function
|ϕ(~θ(τ))〉 on a parametrized quantum circuit:
|ϕ(~θ(τ))〉 = U(~θ) |0¯〉
U(~θ) := UN (θN )...Uk(θk)...U(θ1),
(9)
where Uk(θk) corresponds to a parametrized gate consti-
tuting the variational quantum circuit, θk is a real pa-
rameter and |0¯〉 is an initial sate of this ansatz which is
usually chosen to be equal to |ψ(0)〉.
Then, Eq. (7) is mapped onto the evolution of the pa-
rameters. Here, we use the McLachlan variational prin-
ciple [36, 37] to derive the time derivative equations for
~θ(τ). Following the principle, we minimize the distance
between the exact evolution and that of the parametrized
trial state as
δ
∥∥∥∥( ∂∂τ + Hˆ − 〈ϕ(~θ(τ))| Hˆ |ϕ(~θ(τ))〉) |ϕ(~θ(τ))〉
∥∥∥∥ = 0,
(10)
which leads to
M
∂~θ(τ)
∂τ
= ~C, (11)
where
Mk,j = <
(
∂ 〈ϕ(~θ(τ))|
∂θk
∂ |ϕ(~θ(τ))〉
∂θj
)
, (12)
Ck = −<
(
〈ϕ(~θ(τ))| Hˆ ∂ |ϕ(
~θ(τ))〉
∂θk
)
. (13)
Here, ‖ |ϕ〉 ‖ = 〈ϕ|ϕ〉. Solving Eq. (11), for a small in-
terval δτ , the imaginary time evolution can be approxi-
mately simulated when we use a suitable update rule
~θ(τ + δτ) ' ~θ(τ) +M−1(τ) · C(τ)δτ, (14)
where we use the Euler method.
Note that each element of M and ~C can be evalu-
ated on quantum circuits efficiently. The derivative of
parametrized gates can generally be represented as:
∂Uk
∂θk
=
∑
i
ak,iUkuˆk,i. (15)
Here, uˆk,i is a unitary operator, with ak,i being a complex
coefficient. For example, dUk/dθk = −iσˆxUk(θk), and
one can see ak,i = −i and uk,i = σˆx. Thus, the derivative
of the parametrized state |ϕ(~θ(τ))〉 is
∂ |ϕ(~θ(τ))〉
∂θk
=
∑
i
ak,iUk,i |0¯〉 , (16)
where
Uk,i = UN · · ·Uk+1Ukuˆk,iUk−1 · · ·U1. (17)
Using Eq. (17), one can express Mk,j as
Mk,j =
∑
p,q
<
(
a∗k,paj,q 〈0¯|U†k,pUj,q |0¯〉
)
. (18)
For ~C, assuming that the Hamiltonian Hˆ can be decom-
posed as Hˆ =
∑
j fjPˆj , where fj is real and Pˆj is a tensor
product of Pauli operators, we obtain
Ck = −
∑
i,j
<
(
ak,ifj 〈0¯|U†(~θ)PˆjUk,i |0¯〉
)
, (19)
Notice that all the elements of M and ~C can be repre-
sented in the form of
b< (eiφ 〈0¯|V |0¯〉) ,
where b and φ are real parameters determined by ak,i,
and V is a unitary operator, which is either U†k,pUj,q or
U†PˆjUk,i. One can compute elements of M and ~C by
leveraging quantum circuits shown in Fig. 1.
IV. BM LEARNING WITH VARIATIONAL
IMAGINARY TIME SIMULATION
In this section, we describe our proposal of a quantum
algorithm to calculate the thermal equilibrium average in
Eq. (6). Especially, we adopt the variational imaginary
time simulation described in the previous section. For
this purpose, we replace σi in the Hamiltonian (2) with
the Pauli matrix σˆz,i. We define the eigenstates of σˆz by
|0〉 , |1〉 (σˆz |0〉 = |0〉 , σˆz |1〉 = − |1〉).
We thus introduce the quantum Hamiltonian as fol-
lows.
Hˆ(u) = −
∑
i<j
Jij σˆz,iσˆz,j −
N∑
i=1
hiσˆz,i (20)
By using the variational imaginary time simulation, we
can prepare such as
|ψu〉 =
√
2N
Z(u)
e−Hˆ(u)/2 |+ + · · ·+〉 , (21)
using the initial state |+ + · · ·+〉. Here, |+〉 = (|0〉 +
|1〉)/√2 and |+ + · · ·+〉 = |+〉 ⊗ |+〉 ⊗ · · · ⊗ |+〉.
Once Eq. (21) is prepared, one can calculate the ther-
mal equilibrium average in the right hand side of Eq. (6)
as follows:〈
∂H(σ,u)
∂u
〉
=
〈
ψu
∣∣∣∣∣ ∂Hˆ(u)∂u
∣∣∣∣∣ψu
〉
. (22)
This is because |ψu〉 =
∑
σ
√
P (σ|u) |σ〉 and the density
operator corresponding to |ψu〉 has all the same diago-
nal elements about the computational basis as those of
4(|0〉+ eiφ |1〉)/√2 X • X • H
... ...
|0¯〉 U1 Uk−1 uk,p Uk Uj−1 uj,q
(a)
(|0〉+ eiφ |1〉)/√2 X • X • H
... ...
|0¯〉 U1 Uk−1 uk,i Uk UN Pj
(b)
FIG. 1. Quantum circuits for calculating (a) <(eiφ 〈0¯|U†k,pUj,q |0¯〉) and (b) <(eiφ 〈0¯|U†k,iPˆjU |0¯〉).
the Gibbs state e−Hˆ(u)/Z(u), and ∂Hˆ(u)/∂u has only
σˆz terms. Note that both Eq. (8) and Eq. (21) are nor-
malized, and therefore when the initial state |ψ(0)〉 =
|+ + · · ·+〉 evolves from τ = 0 to τ = 1/2 following
Eq. (7), two states are equal. This evolution is required
for every update of the parameter u in the learning pro-
cess.
Algorithm 1 Optimization of learning parameter
Initialize u with the normal distribution
for s = 1, 2, . . . , Nstep do
τ ← 0
~θ ← ~0
repeat
Calculate matrix M using Eq. (18)
Calculate vector ~C using Eq. (19)
~θ ← ~θ +M−1 ~C δτ
τ ← τ + δτ
until τ = 1/2
|ψu〉 ← |ϕ(~θ)〉 using Eq. (9)
∂KL
∂u
← −
〈
ψu
∣∣∣∣∣ ∂Hˆ(u′)∂u′
∣∣∣∣∣
u′=u
∣∣∣∣∣ψu
〉
+
1
D
D∑
d=1
∂H(σ = σ(i),u′)
∂u′
∣∣∣∣
u′=u
u← u− η ∂KL
∂u
end for
return u
V. RESULTS
In this section, we show the performance of our scheme
by numerical simulations. For this purpose, we need to
generate a training data. First, we randomly generate a
set of parameters u∗l (l = 1, 2, · · · , L) where L denotes
the number of the parameter sets. We use a normal dis-
tribution with a mean of 0 and a variance of 1 to gen-
erate each component of u∗l . We call u
∗
l true parame-
ters. Second, for a given u∗l , we generate training data
σ(i,l) ∈ {−1, 1}N (i = 1, · · · , D) based on a probabil-
ity distribution of P (σ|u∗l ), which provides us with L
groups of the training data. Third, we calculate P
(l)
D (σ)
in Eq. (3) by using each group of the training data. In
our numerical simulations, we adopt a case of N = 4,
L = 30, and D = 1000.
Our simulation method with the number of iteration
steps Nstep , a fixed step size of the imaginary time evo-
lution δτ , and the learning rate η (0 < η  1) is summa-
rized in Algorithm 1. Here, we choose Nstep = 100 and
δτ = 0.1 in the numerical simulations
|+〉 RY RX • • • RY
|+〉 RY RX RY • •
|+〉 RY RX RY RY •
|+〉 RY RX RY RY RY •
FIG. 2. Our ansatz circuit for the variational imaginary time
simulation with 4 qubits.
Based on the training data, we run our algorithm as
follows. First, by using one of the groups of the train-
ing data (u∗1), we perform numerical simulations of our
scheme where we choose our ansatz circuit for the vari-
ational imaginary time simulation as Fig. 2, and obtain
the learning parameters u
(l)
opt after the optimization by
using the gradient method Eq. (5) from s = 0 to Nstep.
We need an initial guess of u (u[0] in Eq. (5)) for the
simulation, and we use the normal distribution with a
mean of 0 and a variance of 1 for the initial guess at
each time. Second, we can perform the same numeri-
cal simulations as the first step but by using a different
group of the training data (u∗2, u
∗
3, . . . , u
∗
L), we obtain a
different learning parameter after the optimization. We
repeat this process L times. Note that, although in our
numerical simulations we can directly calculate the right-
hand side of the expectation value in Eq. (22), we need
a sampling to obtain the expectation value when we use
a quantum computer as shown in the Fig. 1.
To evaluate the performance of our scheme, we con-
sider the KLD between the true distribution P (σ|u∗l )
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FIG. 3. The KLD between the true distribution and the ob-
tained distribution from the imaginary time evolution at each
iteration step. We take an average of KLD over all groups of
training data at each step, and show each mean value and
standard deviation in this plot. The KLD converges to zero,
and thus our scheme based on the imaginary time evolution
can reproduce the training data.
and estimated distribution P (σ|u(l)[s]) in Eq. (1) op-
timized by the variational imaginary time simulation,
where u(l)[s] denotes a learning parameter at the s-th
step. Fig. 3 shows the average and standard deviation
of such KLD at s-th step over the true parameters u∗l
(l = 1, 2, . . . , L). These results show that all the aver-
age and the standard deviation of the KLD converge to
zero, and thus our scheme can successfully reproduce the
probability distribution that generated the training data,
which shows the high performance of our proposal as BM
learning.
Furthermore, we investigate how the convergence
speed of the KLD depends on the given true parame-
ters u∗l . Fig. 4 shows the histogram of the values of the
KLD at 25th, 50th, and 100th iteration step, respectively.
At 25th iteration step, the values of the KLD strongly
depends on the true parameters u∗l . However, as we in-
crease the iteration step, the standard deviation becomes
smaller, and most of the KLD becomes close to zero at
100th iteration step.
In addition, we examine whether the variational imag-
inary time simulation actually provides us with the tar-
get state described in Eq. (21). It is worth mention-
ing that the state obtained by the variational imaginary
time simulation can be different from the target state,
because its performance strongly depends on the ansatz
of the quantum circuit, and our machine learning algo-
rithm may work well accidentally because we only use
some parts of the expectation values in our scheme and
not use the full information of the obtained state. To in-
vestigate how close the state obtained by the variational
imaginary time simulation is to the target state, we plot
the fidelity between them in Fig. 5. The fidelity is more
than 0.995. These results show that the good agreement
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FIG. 4. The histogram of the values of the KLD at 25th,
50th, and 100th iteration steps, respectively. We set the total
iteration step Nstep = 100. The range of the KLD values is
from 0 to 0.26, and we divide it into 20 bins. We plot the
histogram as the number of the counts in each bin.
between the obtained state and target state.
VI. COMPARISON WITH OTHER SCHEMES
OF BOLTZMANN MACHINE LEARNING
An interesting question for future work is whether our
scheme is more useful due to the quantum properties or
not, compared with the classical scheme of the BM learn-
ing such as Markov-chain Monte Carlo samplings [38]. To
answer this question, we need a careful benchmark of the
performance of our scheme by using an actual NISQ de-
vice, because it is difficult to obtain an analytical proof of
quantum speedup as with many other NISQ algorithms.
We leave this for future work. However, without such an
assessment about the quantum speedup, our work pre-
sented in this paper could still contribute to the society
for the following two reasons. First, most of the imple-
mentations of the BM learning are heuristic, and thus
they may not always be able to find the suitable solution
if we focus on just a specific implementation. There-
fore it is better if we have more options to perform the
BM learning for searching the suitable solutions. Sec-
ond, a quantum algorithm based on gate operations is
compatible with a protocol called blind quantum com-
putation [39]. Here, a client can safely delegate a quan-
tum algorithm to a server who has a gate-type quantum
computer, and the server cannot steal any information
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FIG. 5. The fidelity between the target state described in the
Eq. (21) and the obtained state from the variational imaginary
time simulation against the iteration steps. The fidelity is
around or more than 0.995 at every iteration step. These
results show that our ansatz circuit is suitable to generate the
target state |ψu〉 (21) with a reasonably good approximation.
about what the client performs with the server machine
where the security is based on fundamental physics law
such as no-signaling principle [40]. Therefore, in princi-
ple, our scheme can be implemented with blind quantum
computation, while information-theoretically secure BM
learning is not known in classical implementations.
Let us compare our scheme with other approaches for
BM learning with quantum devices. First, there are
works on the preparation of Eq. (21) by using quan-
tum annealing machine. They construct the Hamilto-
nian whose ground state of which is equal to Eq. (21).
However, such a Hamiltonian includes many-body (more
than three-body) interactions and is difficult to realize
experimentally. Second, with the NISQ device, there is
another method to create a thermal equilibrium state by
minimizing the free energy function with a fixed temper-
ature [41–46]. Nevertheless, the free energy function is
determined by the energy expectation value and the von
Neumann entropy, and it is a non-trivial problem to cal-
culate the von Neumann entropy on a relatively shallow
quantum circuit. Finally, only recently, the variational
imaginary time simulation was used for quantum Boltz-
mann machine learning with numerical calculations and
an IBM quantum device [47]. In their scheme, they can
realize a thermal equilibrium with the Hamiltonian that
contains not only σˆz terms but also σˆx and σˆy terms. A
trade off is that their scheme requires to double the num-
ber of qubits with respect to the number of units in the
original problem, which is twice as large as that of ours,
which would show practical advantage of our scheme for
implementing the BM learning by using just σz terms.
VII. CONCLUSION
In conclusion, we propose a scheme to implement BM
learning based on the variational imaginary time simula-
tion with NISQ devices. Unlike the previous approaches
that prepare a thermal equilibrium state [31], we use a
pure state whose distribution mimics the thermal equi-
librium distribution. The necessary number of the qubits
of our scheme is twice smaller than that of the previous
scheme to use the imaginary time evolution to prepare
the Gibbs state [31] Our results show potential for an
efficient use of the NISQ device for the BM learning.
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