We estimate a unit root bilinear process using the Maximum Likelihood method with loglikelihood function constructed by means of the Kalman filter, and evaluate the finite sample properties of this estimator.
Introduction
Let { } =1 be a discrete time series. A process of the form:
(2.1) with (0 2 ) and coe cients 0 = 1 R = 1 2 = 1 2 = 1 2 = 1 2 is called a bilinear process. The bilinear process is denoted by ( ) and reduces to linear ( ) i the coe cients = 0
Detailed theoretical analysis of various bilinear models is presented by Granger and Andersen (1978) . We restrict our analysis to investigating the subclass of bilinear processes with a single bilinear term,
(1 0 1 1) Granger and Andersen (1978) show that the necessary stability condition for the process, = 1 1 + 11 1 1 + (2.2) with 1 11 6 = 0 , (0 2 ), is 1. Introducing the restriction 1 = 1 CLM define the so-called unit root bilinear process 1 , which is our main interest in the present study. We consider a process of the form:
Clearly, process (2.3) is non-stationary since it does not satisfy the aforesaid stability condition. Further, the process has a drift that depends on the non-linearity parameter, since ( ) = 2 Furthermore, the first di erenced process = 1 1 + is also nonstationary, unlike the first di erence of the linear unit root process. To see this, observe that taking 0 = 0 = 0 we find ( ) = ( ) a function of the time, (see CLM for details) which does not converge to a constant as and thus the unconditional distribution of is not independent of time. Similarly to Donsker's classical invariance principle, Charemza, Lifshits and Makarova (2002) introduce scaling in space and time of process (2.3) with factors 1 and 1 respectively, and show firstly, asymptotic convergence of the scaled process to the solution of a stochastic di erential equation and secondly, that this solution (a) is well-defined for (0 1 ), (b) coincides with the limit process of the linear model for 0 and (c) is divergent for 1 . Hereafter, we restrict our analysis to processes of the form (2.3) with finite sample size and
´, which seem to be of practical use in economics, as such unit root bilinear processes are not explosive, with positive mean (recall that ( ) = 2 ). Although not explosive within sample ( ), any such process with constant coe cient will eventually become explosive, when 2 , which may be a desirable property when modelling certain price movements.
To visualize consider the sample paths of a few (1 0 1 1) processes generated following (2.2) and using an identical sequence of innovations (0 1) ( Fig. 1 (a) -(c) below). As is evident from Fig. 1 (a)-(b), an increase in the coe cient of bilinearity induces larger variability in the generated processes as well as a steeper trend in the mean.
3 Estimating the bilinear coe cient in a unit root bilinear process
In our univariate, unit root bilinear process, (2.3), the coe cient of bilinearity determines the impact of the non-linear part of this process,
on the observed variable The non-linear part contains the innovations 1 which are unobserved, thus leading to di culties with regard to the estimation of the bilinear coe cient. The present work suggests estimating process (2.3) by means of the Maximum Likelihood method. We construct the log-likelihood function, ln ( ; 2 ) applying the Kalman filter to the state-space form presented in Section 3.1:
where and 2 stand for the unknown parameters, = { 0 1 2 } is the set of observations available at time = 1 2 and ( | 1 ) denotes the recursively expressed probability density function of given 1 . Recursive substitution of
= 1 1) into equation (2.3) yields:
vanishes with increasing and, given that { } =0 (0 2 ) the distribution of conditional on 1 is approximately Gaussian with known mean and variance (see Hamilton, 1994 , for the corresponding mean and variance expressions). Note that if we take 0 = 0 as an initial condition then the conditional distribution is exactly Gaussian. In addition, since equation (3.1) leads to a log-likelihood function, which is a polynomial of degree 2 with respect to , ln ( ; 2 ) may have more than one real local maximum.
The Kalman Filter algorithm
To construct the log-likelihood function, ln ( ; 2 ), we convert the unit root bilinear process into a state-space form (i.e. a system of two equations: state equation and observation equation), and apply a tool applicable to non-linear and non-stationary processes, namely the Kalman filter algorithm. It is, however, well-known that the state-space form of a given process is not necessarily unique (see, for example, Harvey, 1989, pp. 102-103) . Moreover, the non-linearity of our underlying process (2.3) might result in state-space representations with a state vector following a non-stationary process. This would lead to di culties with regard to the choice of the state vector initial values, so we use the following state-space representation of (2.3), which is computationally convenient as the state vector is a stationary process (see below):
The coe cient of bilinearity, , and the variance of the innovations, 2 , are the parameters to be estimated. Given the set of observations = { 0 1 2 } available at time , the Kalman filter algorithm recursively generates an optimal non-linear forecast of the state vector +1 = 1
. Because the state vector is a stationary process, we may start the algorithm with an initial valueˆ 1|0 = £ 0 0 ¤ 0 (see Hamilton, 1994) . In brief, the KF algorithm consists in the consecutive application of the following four steps, executing steps 2 to 4 times:
step 1 : initialization of the state vectorˆ 1|0 ; step 2 : optimal least squares forecast of the next observationˆ | 1 = 1 based on the information available at time 1, namely the conditional distribution of ; step 3 : updating the state vectorˆ | = 1 based on the information available at time ; step 4 : one period ahead optimal forecast of the state vectorˆ +1| = 1 , based on the information available at time .
We estimate the unknown parameters and 2 applying the Maximum Likelihood method to the string of conditional distributions delivered at Step 2. It is straightforward to show that the log-likelihood function ln ( ; 2 ), derived using the KF algorithm applied to the state-space form above, is bounded for 1 To maximize ln ( ; 2 ) we require numerical optimization algorithms; however, some such methods (e.g. BFGS, BHHH, DFP, Polak-Ribiere Conjugate Gradient), often fail to maximize our log-likelihood function.
Maximizing the log-likelihood function
If speed is required then, by sacrificing some accuracy, we maximize ln ( ; 2 ) by the well-known Newton-Raphson algorithm; however, when precision is needed or NR fails to maximize our log-likelihood function, we adopt the so-called Simulated Annealing (SA) algorithm (see Corana et al., 1987 , Go e et al., 1994 .
The SA algorithm has a number of advantages over the conventional numerical optimization techniques. It has fewer inherent limitations, for example there is no need for the function to be smooth or continuous, and it is applicable to multivariate, ill-conditioned functions with many local optima. SA overcomes the main problems associated with traditional optimization algorithms (e.g. infinitely large parameter values, looping through the same point, slow convergence or lack of convergence, finding local instead of global optimum, etc.) and finds the global optimum or a good, near-optimal local optimum. Corana et al. (1987) , for example, test the SA algorithm against (a) the Nelder and Mead simplex method (see Nelder and Mead, 1965) and (b) a global optimizer using Adaptive Random Search (see Marsi et al., 1980) , applying these methods to the Rosenbrock function (of dimensions 2 and 4) and to multiminima functions (of dimension 2, 4 and 10). In all the cases SA found the global minimum or the local minimum closest to the global one and, with a few exceptions, proved to be "much more reliable and e cient than the other algorithms" (see Corana et al., 1987, pp. 278) . Later, Go e et al. (1994) apply SA to four econometric problems and compare the SA's performance to the one of few conventional algorithms (i.e. simplex, conjugate gradient and quasi-Newton algorithms), showing that the SA algorithm is superior.
A major advantage of the SA algorithm is its ability to find the global optimum irrespective of the initial parameter values. As is well-known the conventional numerical optimization techniques, require suitably chosen initial values, which should be as close as possible to the true parameter values. On the other hand, a disadvantage of the SA algorithm is its high computational cost (see Go e et al., 1994) . As a result, in our simulation studies (see Section 4) we use the NR algorithm to maximize the log-likelihood function, ln ( ; 2 ) switching to SA only if this fails to converge. Unless otherwise specified, we assign 0 and If NR fails to converge, we apply the SA algorithm. SA is also used in the application to prices (see Section 6).
In brief, whilst the conventional optimization algorithms (including NR) move uphill iteratively, by moving uphill and downhill the SA algorithm ensures first, independence from the initial parameter values and second, the ability to escape from a local optimum and to proceed to find the global one. The Simulated Annealing approach is described in the following section.
The Simulated Annealing Algorithm
Intuitively, the principles of the SA algorithm can be compared with those of a physical process by which molten metal is cooled. If the process of cooling is slow (known as annealing), the metal passes gradually from high to low energy state, that is, to the global minimum energy state of the system. If, however, the metal is cooled rapidly, when fully cooled it might contain more energy than annealed metal, that is the system will be in a local minimum state with higher energy than the energy of a slowly cooled metal system.
Assume one is interested in finding the global maximum of a bounded function, ( ), where = ( 1 2 ) is an dimensional vector collecting the parameters to be estimated (e.g. in our case ( ) = ln ( ; ) with = £ 2 ¤ 0 ). We outline the SA algorithm following the work of Corana et al. (1987) and Go e et al. (1994) . The algorithm consists in the successive execution of the following steps:
step 1 : Initialization of the vectors and and the temperature : · = 0 is an dimensional vector of parameters such that the -th coordinate, 0 = 1 takes any value in an initially specified interval, in which the parameter lies; · = 0 is an dimensional vector of step lengths such that the -th coordinate, 0 = 1 corresponds to 's initial step length; · temperature = 0 ; step 2 : A new point, = ( 1 ) is generated by the rule:
= + where = 1 is the -th coordinate direction and [ 1 1] is a uniformly distributed random number; step 3 : A decision of acceptance or rejection of the new point, is formed as follows:
· if ( ) = ( ) then is accepted, := and the algorithm moves uphill;
· if ( ) ( ) then is accepted with probability
If is greater than a uniformly distributed random number 0 0 [0 1], then := and the algorithm moves downhill. This is known as the Metropolis criterion (see Metropolis et al., 1953) ; step 4 : Steps 2 to 3 are repeated for each coordinate direction = 1 ; step 5 : Steps 2 to 4 are repeated times; step 6 : The step vector, , is adjusted such that one-half of the total number of moves are accepted (see Corana et al., 1987 , for more detail); step 7 : Steps 2 to 6 are repeated times, that is the length of the step vector is updated times; step 8 : The temperature is reduced following the rule: = where the reduction factor [0 1] is set by the user; := Clearly, the higher the coe cient the slower the temperature falls; step 9 : Steps 2 to 8 are repeated until a termination criterion is satisfied (see Corana et al., 1987 , for more detail).
It is clear from (3.2) that starting at the current maximum and at lower temperature decreases the number of downhill moves and, consequently, the length of the step vector, , declines, thus, concentrating the new search on the most promising area. The temperature is reduced every cycles of moves along every direction and after step adjustments, that is till it is low enough so that no useful improvement can be expected from further temperature diminishing. The parameters and are set by the user and suggestions for their values are presented in Corana et al. (1987) .
When using the SA algorithm, however, one needs to carefully choose the initial temperature 0 (see Corana et al., 1987) . Detailed discussion of this issue is also presented in the work of Go e et al. (1994) , who propose a useful way of determining the initial temperature, 0 namely: starting at low temperature, say, e 0 = 10 and with reduction factor larger than unity, say, e e = 1 5 we identify the temperature, f , at which all the intervals in which the unknown parameters must lie, are in the search area. The initial temperature is then set as 0 = e .
Finite sample properties of the Kalman filter estimator
To examine the finite sample bias and rmse of the KF estimator applied to a unit root bilinear process, we conducted a series of Monte Carlo simulation experiments for samples of size = 50 100 250 500 and coe cients of bilinearity in the range
´. In each experiment we generate series of length following a DGP of the form (2.3) with (0 1); apply the NR algorithm to the log-likelihood obtained via the Kalman filter to obtain the estimates of and repeat 1 000 times to calculate bias and rmse of the KF estimator. The NR algorithm is initialized using the true parameter values. If it fails to maximize the log-likelihood function, we switch to the SA algorithm. Disregarding the sample size the use of the SA increases with the increase in the magnitude of the bilinear coe cient being over 20% for approaching the theoretical upper limit of 1 To test the significance of the unit root bilinear coe cient estimated by the KF algorithm, we calculate the Student t-statistic critical values for samples of di erent size, = 50 100 250 500 and levels of significance 0.01, 0.05, 0.1 (see Table 2 below). To do this, we generate 30,000 random walk series = 1 + with (0 1) = 1 2 , each time estimating a model of the form = 1 1 + . To maximize the loglikelihood function in this experiment we again use the NR algorithm 2 , initializing the parameters and 2 with b andˆ 2 b (see Section 3.2) with their SA estimates as necessary to secure convergence. In addition, to allow for a drift di erent from 2 we also calculate the Student t-statistic critical values for regressions of the form = + 1 1 + where is a constant.
2 Because this is convenient for calulating the t-statistic. As is evident from Table 2 , the distribution of the Kalman filter estimates shrinks with an increase in sample size, approaching the Normal distribution for samples of large size.
Testing for unit root bilinearity
Clearly, the distribution of the estimates of the bilinear coe cients in processes of the form (2.2) will vary with the variation in the values of the coe cient 1 Since in the present study we investigate the class of processes (2.2) with 1 = 1 only (i.e. process (2.3)), before testing for bilinearity (i.e. 6 = 0 ) we test for presence of a unit root in the firstorder (linear) autoregressive process. This is the first step of the two-step testing procedure suggested by CLM. Conditional on the presence of a unit root, the second step consists in testing the null hypothesis of no bilinearity, = 0, versus the alternative of bilinearity, 6 = 0 , in a regression of the form = In the practical exercise below we test for the presence of bilinearity applying the OLS method (with critical values calculated for the purposes of this analysis) and the Maximum Likelihood method based on the KF (with critical values reported in Table 2 ), and compare the results. Rejection of the null hypothesis = 0 leads to an inference in favour of bilinearity.
6 Application to prices
Data and results
The data are monthly, seasonally unadjusted consumer or retail price indices (CPI or RPI) for 105 countries, collected from Datastream (see www.datastream. com). The series vary in length from 120 to 379 observations, and cover various time periods between January 1970 and December 2001.
All the 105 price series are tested for a bilinear unit root at the 5% level of significance. Initially, we test for a unit root applying the well-known DF test (MacKinnon, 1991, critical values) . If the null of a unit root is not rejected we proceed with testing for bilinearity (see Section 5). We reject the null hypothesis of no bilinearity for 37 price series, if the OLS estimator is applied (see Section 3.2), and for 39 price series, if the KF estimator is used. All the estimated regressions include a constant. A summary of the test and estimation results is presented in Table 3 , which lists the significant bilinear coe cient estimates only. To find the KF estimates of the bilinear coe cient, b , we used the SA algorithm 3 with = 20 = 20 and = 0 85. The null hypothesis of no bilinearity is not rejected.
