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COMMUTATIVE DIAGRAM OF THE GROSS-PITAEVSKII
APPROXIMATION
By Stefan Adams∗ and Chiranjib Mukherjee∗
University of Warwick and University of Mu¨nster
It is well-known that the Gross-Pitaevskii variational formula de-
scribes the the ground state energy of of N-indistinguishable trapped
particles (bosons) in a dilute state in the large system size N → ∞.
The goal of the present article is to prove that the Gross-Pitaevskii
formula also appears in the iterative limit of zero temperature and
large system size of the product ground state energy of the N-particle
Hamiltonian operator.
1. Background and motivation.
1.1. The Gross-Pitaevskii formula. Consider anN -particle quantum
system which is described by an N -particle Hamiltonian operator
HN = −
N∑
i=1
∆i +
∑
1≤i<j≤N
v(|xi − xj|) +
N∑
i=1
W (xi), (x1, . . . , xN ) ∈ (R
d)N .
In the present set up, the kinetic energy term ∆i acts on the i
th particle,
v : (0,∞) → (0,∞) is a potential which captures mutual (or pair) inter-
action between two particles, decays fast at infinity and explodes close to
the origin, while W : Rd → [0,∞] is a trap potential which tends to keep
the quantum particles confined in a bounded region (e.g. W (x) = |x|2 or
W = ∞1Λ with Λ ⊂ R
d a compact subset of Rd). An important task in
quantum statistical mechanics is a complete description of such a particle
system at zero (or very low) temperature in the many-particle limit N →∞
(or Λ → Rd). The incentive for such a task is motivated by the quest for
a rigorous understanding of the emergence of Bose-Einstein condensation
(BEC), which is a physical phenomenon introduced in the work of S.N.
Bose in 1924 and followed up by the predictions of Einstein in 1925. This
phenomenon concerns a statistical description of the quanta of light: In a
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system of particles obeying Bose statistics and whose total number is con-
served, there should be a temperature below which a finite fraction of all
the particles “condense” into the same one-particle state. In other words,
a macroscopic portion of the atoms collapses at low temperatures into the
lowest possible energy state so that the wave function of N indistinguish-
able particles (or bosons) is solely described in terms of the one-particle wave
function.
Rigorous mathematical pursuit pertinent to BEC started in 1940s with
the works of Bogoliubov and Landau as well as Penrose and Feynman, see
[AB04a, AB04b] for a review. Another sound mathematical approach to
analyze the above quantum system involves studying the system at “dilute
state” on a particular scale: Physically, diluting the system corresponds to
keeping the particles confined in a bounded region (e.g. by the presence of
a trap W as above) and maintaining the range of the inter-particle distance
small compared to the mean particle distance, e.g. for a suitable constant
βN = βN (d, v)→ 0 as N →∞ the pair interaction potential v is replaced by
its rescaled version vN (·) = β
−2
N v(·/βN ) leading to the rescaled Hamiltonian
(1) HN = −
N∑
i=1
∆i +
∑
1≤i<j≤N
vN (|xi − xj|) +
N∑
i=1
W (xi),
In this regime, the ground state and its energy for HN were studied in the
many-particle limit N → ∞ in a series of works of Lieb, Seiringer, Solovej
and Yngvason ([LSY00a, LY01, LSY01]). Indeed, let
(2)
χN :=
1
N
inf
h∈H1(RdN )
‖h‖
L2
=1
〈
h,HNh
〉
= inf
h∈H1(RdN )
‖h‖
L2
=1
[ N∑
i=1
(
‖∇ih‖
2
2 + 〈h
2,W (xi)〉
)
+
∑
1≤i<j≤N
〈
h2, v(|xi − xj|)
〉]
be the ground-state energy per particle. Then it was shown in the aforemen-
tioned works that in d = 2, 3 and under appropriate choice of βN = βN (d, v)
1
and suitable assumptions on v and W (see Remark 2.6), the well-known
Gross-Pitaevskii formula adequately describes the ground state energy χN
1In the most physically relevant case d = 3, βN is chosen to be βN = 1/N , see Remark
2.6.
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in the limit N →∞:
(3) lim
N→∞
χN = χ
(GP) (def)= inf
φ∈H1(Rd)
‖φ‖2=1
(
‖∇φ‖22 + 〈W,φ
2〉+
α
2
‖φ‖44
)
The variational formula on the right hand side is known as the Gross-
Pitaevskii formula, which was derived by Gross and Pitaevskii independently
in 1961 based on the aforementioned work of Bogoliubov and Landau. In this
variational formula, the pair-interaction function v manifests only in the the
parameter α = α(v), known as the scattering length, see Remark 2.6. 2 Fur-
thermore, minimizers h⋆N of the variational formula (2) exist and are called
the ground states of the Hamiltonian HN . Moreover, there is a unique mini-
mizer φ(GP) = φ(GP)(α) of the Gross-Pitaevskii formula (3) which is smooth,
strictly positive and bounded ([LSY00a, Theorem 2.1]). It was also shown
in [LSY00a, LY01, LSY01] that h⋆N approaches the product ground state
(φ(GP)α )⊗N as N gets large.
1.2. Gross-Pitaevskii formula and the ground-product state en-
ergy of HN . It turns out that the Gross-Pitaevskii formula is also approx-
imated by the ground product state energy of HN in the low temperature
limit for large system size, which will now be explained in a probabilistic
context. Let B(1), . . . , B(N) denote N independent Brownian motions in Rd
with law P and a starting distribution which is suppressed from the notation.
Then fix any inverse temperature β > 0 and choose vN (·) = N
d−1v(N ·) in
the Hamiltonian HN defined in (1), and set
(4)
KN,β :=
1
N
∑
1≤i<j≤N
1
β
∫ β
0
ds
∫ β
0
dtNdv
(
N |B(i)s −B
(j)
t |
)
+
N∑
i=1
∫ β
0
dsW (B(i)s ),
and
(5) F(N,β) := logEP
[
e−KN,β
]
.
Then it was shown in [ABK06a, Theorem 1.7] that for any N ∈ N and under
suitable assumptions on v and W (see below),
(6)
lim
β→∞
1
βN
logEP
[
e−KN,β
]
= lim
β→∞
1
βN
F(β,N)
=
1
N
χ(⊗)N
2As per physical prediction, α is the only parameter defined by v that persists in the
limit N → ∞ as a pre-factor in the quartic term of χ(GP).
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where
(7)
χ(⊗)N = infh1,...,hN
‖hi‖2=1 ∀i=1,...,N
〈
h1 ⊗ · · · ⊗ hN ,HN (h1 ⊗ · · · ⊗ hN )
〉
= inf
h1,...,hN
‖hi‖2=1 ∀i=1,...,N
[ N∑
i=1
(
‖∇hi‖
2
2 + 〈W,h
2
i 〉
)
+
∑
1≤i<j≤N
〈h2i , VNh
2
j 〉
]
and for any function h, we wrote
(8) (VNh)(x) =
∫
Rd
vN (|x− y|)h(y)dy.
Note that the variational formula χ⊗N can be interpreted as the ground state
energy of the restriction of HN to the set of N -fold product states h1 ⊗
· · · ⊗ hN , we can conceive of χ
⊗
N as the the ground product state energy
of HN . It was also shown in [ABK06a, Theorem 1.14] that the average
ground product state energy 1Nχ
⊗
N approximates the aforementioned Gross-
Pitaevskii formula in the large system limit N →∞, see [ABK06a, Theorem
1.14]. Indeed, for any d ∈ {2, 3},
(9) lim
N→∞
(
lim
β→∞
1
βN
F(β,N)
)
= lim
N→∞
(
1
N
χ⊗N
)
= χ(GP)
where χ(GP) is the Gross-Pitaevskii formula (3) for α = 18π
∫∞
0 v(r)dr <
∞. Given this context, it is natural to speculate if, and is conjectured in
[ABK06a] and [ABK06b, p. 468], the above approximation continues to hold
in the iterative limit
lim
β→∞
lim
N→∞
(βN)−1F(β,N),
i.e. if the order of the limit β → ∞ and N → ∞ is reversed in (9). The
first main goal of our present work is to provide a rigorous proof of this
conjecture and show that
lim
β→∞
(
lim
N→∞
1
βN
F(β,N)
)
= lim
N→∞
(
lim
β→∞
1
βN
F(β,N)
)
= χ(GP)
with χ(GP) defined in (3) for α = 18π
∫∞
0 v(r)dr <∞. The precise statement
can be found in Theorem 2.2.
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1.3. Ground product state energy of the Dirac interaction. Next
we consider a further interesting choice of the interaction potential in the
Hamiltonian HN in (1), where we no longer choose the interaction as a func-
tion, but as a measure, while still preserving the singularity at zero. Indeed,
the interaction in (4) the rescaled potential Ndv(N ·) converges weakly to
the Dirac delta measure δ0 as N →∞. We will now consider a similar, but
more singular interaction which contains such a Dirac measure already at
finite system size N . In other words, we will consider
(10)
LN,β =
1
N
∑
1≤i<j≤N
1
β
∫ β
0
∫ β
0
dsdt δ0
(
|B(i)s −B
(j)
t |
)
+
N∑
i=1
∫ β
0
W (B(i)s )ds,
see Section 2.2 for a precise formulation. We also remark that the factor
1
β before the double integral makes the model interesting. Indeed, the dou-
ble integral is of order β2 for paths that intersect (possibly at different
times), and the entropic cost for this behavior is e−O(β); it is relatively easy
to suspect that such a behavior is typical under the transformed measure
1
ZN,β
e−LN,βdP. Hence, it is the factor 1β that makes the energy and the en-
tropy terms run on the same scale and still gives the paths enough freedom
to fluctuate.
In this set up of singular interaction potential, it is natural to wonder if
the (rescaled) free energy
1
Nβ
GN,β :=
1
Nβ
logE
[
e−LN,β
]
converges to in the low temperature regime to the ground-product state
energy of
H (δ0)N = −
N∑
i=1
∆i +
N∑
i=1
W (xi) +
∑
1≤i<j≤N
δ0(|xi − xj |).
Indeed, for any N ∈ N and λ > 0, it was conjectured in [ABK06a, Eq. (1.35)]
lim
β→∞
1
Nβ
GN,β =
1
N
χ
(δ0)
N (λ) :=
1
N
inf
h1,...,hN
‖hi‖2=1∀i=1,...,N
[ N∑
i=1
(
‖∇hi‖
2
2
+ 〈W,h2i 〉
)
+
∑
1≤i<j≤N
〈h2i , h
2
j 〉
]
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Our second main result, stated in Section 2.2, contains as a particular in
particular a proof of this conjecture, see Theorem 2.3.
2. Main results.
2.1. Gross-Pitaevskii formula in the commutative limit. From
now on we fix a spatial dimension d ∈ {2, 3}. Recall the definition of the
free energy FN,β = logE
[
e−KN,β
]
from (4) for the rescaled pair interaction
potential
vN (|x|) = N
d−1v(N |x|).
Assumption 2.1. We impose the following assumptions on the trap po-
tential W and the interaction potential v, respectively.
• Assume that W : Rd → [0,∞] is continuous in {W < ∞} with
limR→∞ inf |x|>RW (x) = ∞. Moreover, {W < ∞} is either equal to
R
d or is a bounded and connected open set.
• Let v : [0,∞]→ [0,∞] be measurable, bounded from below and contin-
uous on {v < ∞}. Moreover, sup{r > 0: v(r) = ∞} = 0 and v
∣∣
[η,∞)
is bounded for all η > 0. We are particularly interested in the singular
case v(0) =∞ (examples of such v include super-stable potentials and
potential of Lennard-Jones type [R69]). Furthermore, we assume that
(11)
∫
Rd
v(|x|)dx <∞,
∫
Rd
v(|x|)2dx <∞.
Finally, there exists ε > 0 and a decreasing function v˜ : (0, ε) → R
with v ≤ v˜ on (0, ε) such that
(12)
∫
Bε(0)
G(0, y)v˜(|y|)dy <∞,
where G(0, y) =
∫∞
0
1
(2πr)d/2
e−
|x−y|2
2r dr denotes the Green’s function for
the free Brownian motion in Rd.
We are now ready to state our first main result.
Theorem 2.2. Fix d ∈ {2, 3} and let Assumption 2.1 be satisfied. Then
for α = 18π
∫∞
0 v(r)dr <∞,
(13)
lim
β→∞
(
lim
N→∞
1
βN
F(β,N)
)
= lim
N→∞
(
lim
β→∞
1
βN
F(β,N)
)
= inf
φ∈H1(Rd)
‖φ‖2=1
(
‖∇φ‖22 + 〈W,φ
2〉+
α
2
‖φ‖44
)
= χ(GP).
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Let us underline the relevance of Theorem 2.2 in the present context.
As already remarked earlier, the zero-temperature limit of the rescaled free
energy 1NFN,β is described by the product ground state energy χ
(⊗)
N . The
replacement of the ground state energy χN (defined in (2)) by its product
state counterpart χ(⊗)N is known as the Hartree-Fock approach and the varia-
tional formula χ⊗N is called the Hartree formula, see the physics monograph
[DvN05, Ch. 12]. The limiting assertion (9) then shows that the Hartree
formula too approximates the Gross-Pitaveskii limit as N →∞. In this con-
text, Theorem 2.2 underlines that this approximation of the Gross-Pitaevskii
formula is stable under the iteration of the limits β → ∞ and N → ∞, i.e.
the diagram
1
NβFN,β χ
(⊗)
N
χ(⊗)(β) χ(GP)
N →∞
β →∞
β →∞
N →∞
actually commutes, see (19) for the definition of the large scale limit χ⊗(β)
at positive temperature. Such an assertion also reconfirms the physical in-
tuition that the Hartree model is a suitable ansatz for a rigorous under-
standing of the so-called trace formula of the canonical ensemble model,
which is akin to the Hartree model discussed so far. Indeed, the bottom of
the spectrum of HN can also be obtained by trace of e
−βHN , i.e. 1NχN =
− limβ→∞
1
Nβ log Tr[e
−βHN ], see Ginibre [G71]. Now the Feynman-Kac for-
mula (for traces) implies that Tr[e−βHN ] =
∫
dxE(β)x
[
e−β〈W+V ,µβ〉
]
where
E
(β)
x denotes expectation w.r.t. a Brownian bridge B¯s = (B
(1)
s , . . . , B
(N)
s ) in
R
dN pinned at x in the time interval [0, β], µβ =
1
β
∫ β
0 δB¯sds and W (x) =∑N
i=1W (xi) and V(x) =
∑
i<j v(|xi − xj |). Thus (see also [ABK06a, Theo-
rem 1.5])
1
N
χN = lim
β→∞
1
Nβ
logE
[
e−
∑
1≤i<j≤N
∫ β
0 ds v(|B
(i)
s −B
(j)
s |)+
∑N
i=1
∫ β
0 W (B
(i)
s )
]
.
The logarithm of the expectation on the right hand side above is called
the free energy of the canonical ensemble model, which is closely related to
the Hartree model defined in (4), except for that the pair-potential of the
Hartree models captures interactions of the trajectories, while the canonical
ensemble model above is defined via interactions of the particles. However,
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like the Hartree model, the zero temperature limit of the rescaled free energy
of the canonical ensemble model above also converges to the Gross-Pitaevskii
formula as N → ∞, recall (3). On the other hand, for a fixed positive tem-
perature, investigation of the large systems limit of this free energy is an
important open problem. However, the stability of the approximation in
Theorem 2.2 is an instructive rigorous step towards a full understanding of
the desired limiting scheme
lim
β→∞
(
lim
N→∞
1
Nβ
log Tr[e−βHN ]
)
of the canonical ensemble model.
2.2. Ground product states for the Dirac interaction H (δ0)N in the
low temperature regime β → ∞. We will now state our main results
concerning the interaction LN,β defined in (10). As already remarked, this
is only a formal expression and a precise meaning is given by the Brownian
intersection local time which is defined as follows. Fix 1 ≤ i < j ≤ N and
consider the process X(i,j)st = B
(i)
s − B
(j)
t , the so-called confluent Brownian
motion of B(i) and B(j). It is known [GHR84, Th. 1] that this two-parameter
process possesses a local time, i.e., there is a random process (L(i,j)β (x))x∈Rd
such that, x 7→ L(i,j)β (x) may be chosen to be continuous and moreover, for
any bounded and measurable function f : Rd → R,
(14)
∫
Rd
f(x)L(i,j)β (x) dx =
1
β2
∫ β
0
ds
∫ β
0
dt f
(
B(i)s −B
(j)
t
)
=
∫
Rd
∫
Rd
µ(i)β (dx)µ
(j)
β (dy)f(x− y).
where
(15) µ(i)β =
1
β
∫ β
0
δ
B
(i)
s
ds ∈ M1(R
d)
is the normalized empirical measure (or the occupation measure) of the ith
Brownian motion, which is a random element of the space M1(R
d) of prob-
ability measures on Rd. Both the empirical measures µ(i)β as well as the
intersection local time L(i,j) will play useful roˆles later on in the article.
Note also that the aforementioned continuity property, L(i,j)β (0) is well-
defined, which is just the (normalized) amount of interaction of the trajec-
tories B(i) and B(j) until time β. Hence, we rewrite (10) precisely as
(16) LN,β =
β
N
∑
1≤i<j≤N
L(i,j)(0) +
N∑
i=1
∫ β
0
W (B(i)s )ds.
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Recall that GN,β = logE
[
e−LN,β
]
. Given (6) and the results stated in Section
2.1, a natural question is to determine the rescaled free energy limβ
1
NβGN,β
in the zero-temperature limit for any fixed N → ∞. Such a task was con-
jectured to be true also in [ABK06a, Eq. 1.35]. Our next main result proves
this conjecture.
Theorem 2.3. Suppose that W satisfies the conditions imposed in As-
sumption 2.1. Then for any fixed N ∈ N,
(17)
lim
β→∞
1
Nβ
GN,β =
1
N
χ
(δ0)
N (λ) :=
1
N
inf
h1,...,hN
‖hi‖2=1 ∀i=1,...,N
[ N∑
i=1
(
‖∇hi‖
2
2
+ 〈W,h2i 〉
)
+
∑
1≤i<j≤N
〈h2i , h
2
j 〉
]
2.3. Relevant remarks and existent literature.
Remark 2.4 (On the Assumptions on v and W ). The continuity as-
sumptions on W and v are needed for the proof of the limiting upper bound
for (6) as β →∞ which relies on large deviation arguments and needs con-
tinuity of the map M1 ∋ µ 7→ 〈µ,W ∧M+(v◦|·|)∧M) in the weak topology.
Moreover, the requirement (12) is required for the lower bound for (6), see
[ABK06a, Remark 1.8].
Remark 2.5 (On dimensions d ∈ {2, 3}). For any fixed system size
N ∈ N, the zero temperature limit (6) was shown to hold in any dimension
d > 1. Now recall that the limit N → ∞ in (9) holds under the rescaling
vN = N
d−1v(N ·) leading to (4). Since Ndv(N ·) is an approximation of
the Dirac measure at 0, the double integral
∫ β
0
∫ β
0 N
dv
(
N |B(i)s − B
(j)
t |
)
is
an approximation of the intersection local time
∫ β
0
∫ β
0 δ0(|B
(i)
s −B
(j)
t |) of B
(i)
and B(j), and thus the convolution integral w.r.t VN (recall (8) and (7)) also
converges formally to the quartic term in the Gross-Pitaevskii formula. The
intersection local time is a measure which is supported on the set of (mutual)
intersections of B(i) and B(j) and can be defined rigorously in d ∈ {2, 3}.
This measure also manifests in the limit N → ∞ of 1NF(N,β) for a fixed
positive temperature β in the variational formula χ(⊗)(β), see (19) and the
discussion that follows.
Remark 2.6 (The scattering length). Recall that the approximation (3)
was shown in [LSY00a, LY01, LSY01] in d ∈ {2, 3} assuming that v > 0
with v(0) > 0 and
∫∞
1 v(r)r
d−1dr < ∞ and choosing vN (·) = β
−2
N v(·β
−1
n )
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where βN = 1/N in d = 3. In d = 2, βN = (α˜(v)
−1‖φ(GP)‖−24 )N
1/2e−N/2α˜(v)
where φ(GP) is the unique minimizer of the Gross-Pitaevskii formula for α =
α˜(v) is the scattering length which is defined as follows. In d = 3, α˜(v) =
limr→∞
[
r− u(r)v(r)
]
∈ (0,∞) with u′′ = 12uv on (0,∞) and u(0) = 0. In d = 3,
it is known that α˜(v) < 18π
∫∞
0 v(r)dr (recall Theorem 2.2 and note that
the latter integral is also referred to as the first Born approximation of the
scattering length of v, see [LSSY05]). In d = 2, if v has compact support in
[0, R⋆] then the scattering length is defined as log α˜(v) =
log r−u(r) logR
1−u(r) for
r ∈ (R,R⋆) with u
′′ = 12uv on [0, R] with u(R) = 1 and u(0) = 0. In case
v does not have compact support, the scattering length is defined as a limit
obtained from approximating v by a compactly supported function.
Remark 2.7 (Reduced density matrix and BEC). We recall the varia-
tional formula χN defined in (2). Then χN possesses a unique minimizer h
⋆
N
which defines the so-called reduced density matrix as γN (x, y) :=
∫
(Rd)N−1 h
⋆
N (x, x2, . . . , xN )h
⋆
N (y, x2, . . . , xN )dx2 . . . dxN .
If φ(GP) is the unique minimizer of the Gross-Pitaevskii formula (3) (with
the scattering length α = α˜(v) defined above) then it was also shown in
[LSY00a, LY01, LSY01] that limN→∞ γN = φ
(GP)⊗φ(GP) in the trace norm.
The latter assertion also implies that the reduced density matrix has an
eigenvalue of order 1, underlining also the emergence of the Bose-Einstein
condensation.
Remark 2.8 (Absence of a trap). So far the results have been stated
and proved in the presence of a trap term W . In this setting, the probabilis-
tic approaches used in [ABK06a] are based on applying Donsker-Varadhan
theory of large deviations for the distribution of Brownian occupation mea-
sures which will no longer hold true if we assume W ≡ 0. In this case, since
all the models which have been discussed are shift-invariant functionals of the
occupation measures (µ(i)β , µ
(j)
β ) for i 6= j, similar statements can be derived
using the theory developed recently in [MV14] pertaining to compactification
of orbits spaces of probability measures and large deviation theory therein.
3. Proof of Theorem 2.2. The proof of Theorem 2.2 will be carried
out in three main steps. First we will set up some relevant notation and
collect some preliminary facts which will be useful in the sequel. Let Cb(R
d)
denote the space of continuous and bounded functions, while M1(R
d) de-
notes the space of probability measures on Rd. For any β > 0, let us first
introduce the energy functional Jβ :M1(R
d)→ [0,∞] defined by
(18) Jβ(µ) = sup
f∈Cb(Rd)
[
〈µ, f〉 −
1
β
logE
(
e
∫ β
0 f(Bs)ds
)]
.
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For any α, β > 0, now let us define the variational formula
(19) χ(⊗)(β) = inf
φ∈L2(Rd)∩L4(Rd)
‖φ‖2=1
[
Jβ(φ
2) + 〈W,φ2〉+
α
2
‖φ‖44
]
.
In the formula above, we wrote J (φ2) = J (µ) for µ(dx) = φ2(x)dx for
‖φ‖2 = 1.
The three terms in the variational formula χ(⊗)(β) can be interpreted
as follows. The term 〈W,φ2〉 is the energy gained by the paths for staying
constrained in a bounded region enforced by the trap potential W . The
quartic term
∫
φ4 is a manifestation of the limiting effective interaction
captured by the aforementioned intersection local time
∫ β
0
∫ β
0 δ0(|B
(i)
s −B
(j)
t |)
coming from Ndv(N ·)⇒ δ0, recall Remark 2.5. The energy functional Jβ is
a (relative) entropy term, which can be read off naturally as the optimal cost
paid by the averages of the empirical distributions of the Brownian paths
which satisfy a Cramr´ type large deviation principle with a rate function
which is the Fenchel-Legendre transformation of the logarithmic moment
generating functional the empirical measure of a single Brownian path, see
the proof of Proposition 3.2 below.
The rest of Section 3 is denoted to the roof of Theorem 2.2. We will
recall the following useful fact, which follows standard arguments in large
deviation theory.
Lemma 3.1. There exists µ ∈ M1(R
d) such that Jβ(µ) <∞. Moreover,
Jβ(µ) = ∞ unless µ is absolutely continuous w.r.t. the Lebesgue measure
with density φ2(x) = dµdx and φ ∈ H
1(Rd) and ‖φ‖2 = 1. Finally, there exists
a unique strictly positive minimizer φ⋆ ∈ L
4(Rd)∩L2(Rd) of the variational
formula (19).
Proof. The proof is based on standard arguments and is omitted, see
e.g. [ABK06b, Lemma 1.2, Lemma 2.1, Lemma 2.2].
3.1. The many particle limit of the rescaled free energy at fixed tempera-
ture. The first step of the proof of Theorem 2.2 is
Proposition 3.2. Fix β > 0 and suppose that Assumption 2.1 holds.
Then for α = 18π
∫∞
0 v(r)dr,
lim
N→∞
1
βN
F(β,N) = −χ⊗(β).
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Proof. The proof of the above fact follows directly from [ABK06b, The-
orem 1.1]. For the convenience of the reader we provide a brief sketch of the
proof.
Recall (14). Then we may rewrite
(20)
AN,β :=
1
N
∑
1≤i<j≤N
1
β
∫ β
0
∫ β
0
Ndv
(
N |B(i)s −B
(j)
t |
)
dsdt
= βNd−1
∑
1≤i<j≤N
∫
Rd
v(zN)L(i,j)β (z) dz
= Nβ
∫
Rd
v(x)
1
N2
∑
1≤i<j≤N
L(i,j)β (
1
N x) dx.
Using the aforementioned continuity, we have L(i,j)β (0) = limx→0 L
(i,j)
β (x)
and formally, this quantity is also equal to the normalized total intersection
local time of the two motions B(i) and B(j) up to time β, i.e., L(i,j)β (0) =∫
Rd
dx
µ
(i)
β (dx)
dx
µ
(j)
β (dx)
dx . Thus, with α(v) =
1
8π
∫∞
0 v(r)dr, using (20) we can
formally write
(21)
AN,β ≈ Nβ
1
2
α(v)
2
N2
∑
1≤i<j≤N
L(i,j)β (0)
≈ Nβ
1
2
α(v)
∑
1≤i<j≤N
∫
dx
µ(i)β (dx)
dx
µ(j)β (dx)
dx
≈ Nβ
1
2
α(v)
〈 1
N
N∑
i=1
µ(i)β ,
1
N
N∑
i=1
µ(i)β
〉
= Nβ
1
2
α(v)
∥∥∥dµN,β
dx
∥∥∥2
2
,
where in the last line we wrote µN,β =
1
N
∑N
i=1 µ
(i)
β . By Cramer’s theorem,
(µN,β)N∈N satisfies a weak large deviation principle on M1(R
d) with speed
Nβ (As N →∞ for a fixed β) and rate function Jβ which is the Fenchel-
Legendre transformation of f 7→ 1β logE
[
e
∫ β
0 f(Bs)ds
]
, i.e., P[µN,β ≈ φ
2(·)] =
exp[−Nβ(J (φ2) + o(1))]. Moreover, exponential tightness of the sequence
(µN,β)N∈N strengthens the last assertion to a strong large deviation princi-
ple. Thus, using the approximation (21) and subsequently using Varadhan’s
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Lemma, we have
E
[
e−KN,β
]
= E
[
e−AN,β−Nβ〈W,µN,β〉
]
≈ E
[
exp
{
−Nβ
[〈
W,µN,β
〉
−
1
2
α(v)
∥∥∥dµN,β
dx
∥∥∥2
2
]}]
= e−Nβ[χ
(⊗)(β)+o(1)].
Certainly the approximation (21) needs justification as the intersection local
time is not a pointwise product of the “empirical densities” µ(i)β (dx)/dx –
such densities simply do not exist since µ(i)β is not absolutely continuous
w.r.t. the Lebesgue measure in d > 1. Moreover, while applying Varadhan’s
lemma above, we assumed that continuity of the map µ 7→ ‖µ(dx)dx ‖
2
2 which is
not true in general. Both steps can be justified by a well-known mollification
procedure and an exponential approximation which allows one to remove the
mollification in the large deviation analysis, see [ABK06b].
3.2. The variational formula χ(⊗)(β) in the zero-temperature limit β →
∞. Recall the variatioanal formula χ(⊗)(β) from (19). The goal of this
section is to prove
Theorem 3.3. Fix any α > 0. Then,
lim
β→∞
χ(⊗)(β) = inf
φ∈H1(Rd)
‖φ‖2=1
(
‖∇φ‖22 + 〈W,φ
2〉+
α
2
‖φ‖44
)
= χ(GP)
Given Proposition 3.2, the proof of Theorem 3.3 follows directly from
Proposition 3.4. Recall the energy function Jβ from (18). Then for
any µ ∈M1(R
d),
lim
β→∞
Jβ(µ) =
{
1
2‖∇φ‖
2
2 if φ
2 = dµdx exists and φ ∈ H
1(Rd),
∞ else.
Proof of Proposition 3.4. Note that given Lemma 3.1, it suffices to prove
Proposition 3.4 for µ ∈ M1(R
d) such that φ2 = dµdx exists and φ ∈ H
1(Rd).
In this case, we will split the proof into two parts.
Lemma 3.5 (Upper bound). Let µ ∈ M1(R
d) such that φ2 = dµdx with
φ ∈ H1(Rd). Then,
lim sup
β→∞
Jβ(µ) ≤
1
2
‖∇φ‖22.
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Proof. Let P(φ) be the diffusion starting at 0 corresponding to the gen-
erator
L(φ) =
1
2
∆ +
∇φ
φ
· ∇.
It follows readily that P(φ) is ergodic with invariant measure µ ∈ M1(R
d)
with density φ2(·).
Let Fβ be the σ-algebra generated by a Brownian path (Bs)s∈[,β] in the
time interval [0, β]. Then by Girsanov’s theorem,
(22)
dP(φ)
dP0
∣∣∣∣
Fβ
= exp
[
−
∫ β
0
∇φ(Bs)
φ(Bs)
dBs +
1
2
∫ β
0
∣∣∣∣∇φ(Bs)φ(Bs)
∣∣∣∣2 ds]
= exp
[
− log φ(0) + log φ(Bβ) +
1
2
∫ β
0
∣∣∣∣∇φ(Bs)φ(Bs)
∣∣∣∣2 ds]
=
φ(Bβ)
φ(0)
exp
[
1
2
∫ β
0
∣∣∣∣∇φ(Bs)φ(Bs)
∣∣∣∣2 ds].
which provides a formula for the relative entropy on the time interval [0, β]:
(23)
1
β
H(P(φ)|P)
∣∣
Fβ
=
1
β
E
P(φ)
[
log
(
dP(φ)
dP0
∣∣∣∣
Fβ
)]
=
1
β
E
P
(φ)
[log(φ(Bβ))]−
1
β
log φ(0) +
1
β
E
P
(φ)
[
1
2
∫ β
0
∣∣∣∣∇φ(Bs)φ(Bs)
∣∣∣∣2 ds]
Note that by the ergodic theorem applied to the measure P(φ), the third
term in the last display converges to the spatial average 12
∫
dx|∇φ(x)|2 as
β →∞, while the first two terms disappear in the same limit. Hence,
(24) lim
β→∞
(
1
β
H(P(φ)|P)
∣∣
Fβ
)
=
1
2
‖∇φ||22.
Now, by a change of measure argument, followed by Jensen’s inequality,
1
β
logE
[
e
∫ β
0
f(Bs)ds
]
=
1
β
logEP
(φ)
[
e
∫ β
0
f(Bs)ds exp
{
− log
(
dP(φ)
dP0
∣∣∣∣
Fβ
)}]
>
1
β
E
P(φ)
[ ∫ β
0
f(Bs)ds
]
−
1
β
H
(
P
(φ)|P
)∣∣
Fβ
Again by the ergodic theorem for P(φ) implies that the first term above
converges to 〈f, φ2〉, and combined with (24), the latter assertion implies
lim inf
β→∞
1
β
logE
[
e
∫ β
0 f(Bs)ds
]
> 〈f, φ2〉 −
1
2
‖∇φ‖22,
which proves the lemma.
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Lemma 3.6 (Lower bound). Let µ ∈ M1(R
d) such that φ2 = dµdx with
φ ∈ H1(Rd). Then,
lim inf
β→∞
Jβ(µ) >
1
2
‖∇φ‖22.
Proof. It suffices to show that for some f ∈ Cb(R
d),
(25) lim inf
β→∞
[
〈f, φ2〉 −
1
β
logE0
[
e
∫ β
0
f(Bs)ds
]]
>
1
2
‖∇φ‖22.
Let us fix c > 0. We will first show that for f = fc =
− 1
2
∆φ
c+φ , the expectation
(26) lim sup
β→∞
1
β
logE0
[
e
∫ β
0 f(Bs)ds
]
≤ 0
has a sub-exponential growth. To see the above claim, start with the parabolic
equation
∂tΨ =
1
2
∆Ψ+ fΨ
Ψ(0, x) = c+ φ(x).
Since f = fc =
− 1
2
∆φ
c+φ , the function Ψ(t, x) = c+φ(x) for all t > 0 obviously
solves the above equation. Therefore, by the Feynman-Kac formula,
c+ φ(x) = Ψ(β, x) = Ex
[
e
∫ β
0 f(Bs)ds (c+ φ)(Bβ)
]
> cEx
[
e
∫ β
0 f(Bs)ds
]
Therefore,
Ex
[
e
∫ β
0 f(Bs)ds
]
≤
c+ φ(x)
c
which proves (26). Passing to the limit c → 0 provides the desired lower
bound.
4. Proof of Theorem 2.3. The proof of Theorem 2.3 is based on a
large deviation principle for the distribution of the total intersection local
time L(i,j)β (0) of the i
th and the jth Brownian path until time β. This object
is closely related to the so-called Brownian intersection measure
(27) ℓβ(A) = ℓ
(1,2)
β (A) =
∫
A
dy
2∏
i=1
∫ β
0
dsδy(B
(i)
s ), A ⊂ R
d,
supported on the set S = ∩2i=1B
(i)([0, β]) which is non-empty in d ∈ {2, 3}.
Note that L(i,j)β (0) =
∑
i<j β
−2
∫
Rd
1ℓ(i,j)β (dx) is obtained from the total mass
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of the locally finite measure β−2ℓ(i,j)β (·) ∈ M(R
d). If we now recall the defi-
nition of LN,β from (10), since
N∑
i=1
∫ β
0
dsW (B(i)s ) =
n∑
i=1
β〈W,µ(i)β 〉,
the task of proving Theorem 2.3 reduces to proving a large deviation prin-
ciple for the distribution of the tuple(
β−2ℓβ, µ
(1)
β , . . . , µ
(N)
β
)
∈ M(Rd)⊗M1(R
d)N
as β → ∞, combined with an appropriate application of the contraction
principle and Varadhan’s lemma (for the relevant functionalM1(R
d) ∋ µ 7→
〈µ,W 〉). A variant of this task was carried out in [ABK06a, Theorem 1.12]
when the Brownian motions are replaced by simple random walk on the lat-
tice Zd, where the intersection measure is simply defined to be the pointwise
product of the local times (the number of visits of the random walk) at any
given lattice site. Since the Brownian occupation measures µ(i)β are singular
in d > 2, the present situation is quite different from the one corresponding
to random walks on lattices.
A precise definition of ℓβ is provided by a suitable approximation scheme.
Indeed let ϕε be a smooth mollifier, i.e., if ϕ = ϕ is a non-negative, C
∞-
function on Rd having compact support with with
∫
Rd
ϕ(y) dy = 1, we take
ϕε(x) = ε
−dϕ(x/ε).
Then
∫
Rd
ϕε = 1 and ϕε ⇒ δ0 weakly as probability measures. Then the
mollified occupation densities are defined as
µ(i)ε,β(y) = ϕε ⋆ µ
(i)
β (y) =
1
β
∫ β
0
ds ϕε(B
(i)
s − y) i = 1, 2.
For each fixed ε > 0, these are smooth bounded functions in Rd, and we can
take the pointwise product
ℓε,β(y) =
2∏
i=1
µ(i)ε,β(y)
and define ℓε,β ∈ M(R
d) to be the measure with density ℓε,β(y). Note that
without any mollification, the pointwise product of the occupation measures∏2
i=1 µ
(i)
β themselves is a discontinuous operation. The smoothing procedure
w.r.t. ϕε alleviates the situation and makes the pointwise product ℓε,β a
continuous functional of the smoothed occupation densities µ(i)β,ε. Then the
following superexponential estimate is crucial in the present context:
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Lemma 4.1. For any a > 0 and any continuous and bounded function
f : R→R,
(28)
lim
ε↓0
lim sup
β→∞
1
β
logP
[{
β−2
∣∣〈f, ℓβ − ℓε,β〉∣∣ > a} ∪ 2⋃
i=1
{
β−2
∣∣〈µ(i)β − µ(i)ε,β〉∣∣ > a}]
= −∞.
The above estimate in particular shows that the deviations of ℓβ from its
smoothed counterpart ℓε,β is small, even on an exponential scale.
We now turn to the proof of Lemma 4.1. When the Brownian motions
are restricted to a compact subset of Rd (i.e., the free probability measure
P is replaced by a sub-probability measure P
(
· ∪ ∩2i=1 {τi > β}
)
where τi
is the first exit time of the ith Borownian motion from a bounded set Rd),
the estimate (28) was proved in [KM11, Proposition 2.3]. The proof there
is based on an application of the spectral theorem of the Laplacian (with
Dirichlet boundary condition) that provides a Fourier expansion of the tran-
sition sub-probability densities of the Brownian paths in terms of eigenvalues
and eigenfunctions of the Laplacian. In the present context of treating free
Brownian motions in the full space Rd such an eigenvalue expansion is not
available and we employ a different method.
Proof of Lemma 4.1:. It suffices to show that for any a > 0 and countin-
uous and bounded test function f : Rd → R,
(29) lim
ε↓0
lim sup
β→∞
1
β
log P
[{
β−2
∣∣〈f, ℓβ − ℓε,β〉∣∣ > a}] = −∞.
We first note that by Chebycheff’s inequality, for any integer k ∈ N,
(30) P
[
β−2
∣∣〈f, ℓβ − ℓε,β〉∣∣ > a] ≤ a−k β−2k E[∣∣〈f, ℓβ − ℓε,β〉∣∣k],
Thus it suffices to handle the moments appearing on the right hand side.
Let τ be an exponential random variable with parameter 1, which is inde-
pendent of both B(1) and B(2). We note that by Brownian scaling property,
E[〈ℓθr, f〉
k] = θk/2 E[〈ℓr, f〉
k] for any θ, r > 0. If E(τ) denotes expectation
with respect to τ ,[
E⊗ E(τ)
]{
〈f, ℓτ − ℓε,τ 〉
k
}
= E(τ)
[
(τt−1)k/2
]
E
⊗
{∣∣〈f, ℓβ − ℓε,β〉∣∣k}
= β−k/2 Γ
(
1 +
k
2
)
E
{∣∣〈f, ℓβ − ℓε,β〉∣∣k}
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If we combine this estimate with (30), we get,
(31)
P
{
β−2
∣∣〈f, ℓβ−ℓε,β〉∣∣ > a} ≤ [a−k βk/2
Γ
(
1 + k2
)] β−2k [E⊗E(τ)][∣∣〈f, ℓτ−ℓε,τ〉∣∣k],
If we can prove that
(32) lim
ε↓0
lim sup
k↑∞
1
k
log
[
1
k!2
[
E⊗ E(τ)
][∣∣〈f, ℓτ − ℓε,τ〉∣∣k]] = −∞.
then in (31) we can choose k = ⌈β⌉ and apply Stirlings’s formula to see that
the requisite claim (29) follows from (32).
We remark that it suffices to prove (32) without the absolute value inside
the expectation, since for k → ∞ along even numbers, we can simply drop
the absolute value in (32), and when when k is odd, we can use Jensen’s
inequality to go from the power k to k+1 and use that ((k+1)!2)k/(k+1) ≤
k!2Ck for some C ∈ (0,∞) and all k ∈ N.
For any λ ∈ Rd, let ϕ̂ε(λ) =
∫
Rd
dx ei 〈λ,x〉 ϕε(x) denote the Fourier trans-
form of the mollifier ϕε so that |ϕ̂ε(λ)−1| → 0 as ε→ 0. Then, by Parseval’s
identity,
〈ℓε,β, f〉 = C
∫
Rd
dλ f̂(λ) ϕ̂ε(λ)
∫ β
0
∫ β
0
dσ ds ei〈λ,B
(1)
σ −B
(2)
s 〉
for some positive constant C. Hence,
E
[〈
f, ℓτ − ℓε,τ
〉k]
= Ck
∫
(Rd)k
( k∏
j=1
dλj f̂(λj)
[
1− ϕ̂ε(λj)
])
×
2∏
l=1
[ ∫
[0,τ ]k
ds1 . . . dsk E
(1)
{
ei
∑k
j=1〈λj ,B
(l)
sj
〉
}]
Let ∫
[0,τ ]k≤
ds =
∫
0≤s1≤···≤sk≤τ
ds1 . . . dsk
and let Sk denote the symmetric group of permutations of {1, . . . , k}. Then
for any Brownian path B, by time-ordering and the Markov property, we
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get ∫
[0,τ ]k
ds1 . . . dsk E
{
ei
∑k
j=1〈λj ,Bsj 〉
}
=
∑
σ∈Sk
∫
[0,τ ]k≤
ds E
{
ei
∑k
j=1〈λσ(j),Bsj 〉
}
=
∑
σ∈Sk
∫
[0,τ ]k≤
ds E
{
exp
{
i
k∑
j=1
〈 k∑
l=j
λσ(l), Bsj −Bsj−1
〉}}
=
∑
σ∈Sk
∫
[0,τ ]k≤
ds
k∏
j=1
exp
{
− (sj − sj−1)
∣∣∣∣ k∑
l=j
λσ(l)
∣∣∣∣2}.
Then[
E⊗ E(τ)]
[〈
f, ℓτ − ℓε,τ
〉k]
= Ck
∫
(Rd)k
( k∏
j=1
dλj f̂(λj)
[
1− ϕ̂ε(λj)
])
×
[ ∑
σ∈Sk
∫ ∞
0
dr e−r
∫
[0,r]k≤
ds
k∏
j=1
exp
{
− (sj − sj−1)
∣∣∣∣ k∑
l=j
λσ(l)
∣∣∣∣2}]2
= Ck
∫
(Rd)k
( k∏
j=1
dλj f̂(λj)
[
1− ϕ̂ε(λj)
])
×
[ ∑
σ∈Sk
k∏
j=1
∫ ∞
0
exp
{
− r
(
1 +
∣∣∣∣ k∑
l=j
λσ(l)
∣∣∣∣2)}]2
= Ck
∫
(R3)k
( k∏
j=1
dλj f̂(λj)
[
1− ϕ̂ε(λj)
])
×
[ ∑
σ∈Sk
k∏
j=1
1
1 +
∣∣∑k
l=j λσ(l)
∣∣2
}]2
.
Jensen’s inequality for 1k!
∑
σ∈Sk
implies
E
[〈
f, ℓτ − ℓε,τ
〉k]
≤ Ckk!2
∫
(Rd)k
k∏
j=1
[
dλj
(
f̂(λj)
[
1− ϕ̂ε(λj)
]) ( 1
1 +
∣∣∑k
l=j λl
∣∣2
)2]
≤ C˜k k!2
∫
(R3)k
k∏
j=1
[
dλj
[
1− ϕ̂ε(λj − λj−1)
] ( 1
1 +
∣∣λj∣∣2
)2]
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Recall that |1− ϕ̂ε(λ)| → 0 as ε→ 0 and note that in d ∈ {2, 3},
(33)
∫
Rd
dλ
(1 + |λ|2)2
<∞.
These two facts then imply that
(34)
lim
ε→0
lim sup
k→∞
1
k
log
∫
(Rd)k
k∏
j=1
[
dλj
[
1− ϕ̂ε(λj − λj−1)
]
.
(
1
1 +
∣∣λj∣∣2
)2]
= −∞.
Now let us split the integral
∫
(Rd)k in two parts by writing (R
d)k = (I)k ∪
(II)k where
(I)k =
{
(λ1, . . . , λk) ∈ (R
d)k : #{1 ≤ j ≤ k : |λj | > R} > ηk
}
,
for some η ∈ (0, 1) and R > 1. Let ϕε(x) =
1
Zε
exp{− |x|
2
2ε }1Bε(0)(x) where
Zε =
∫
Bε(0)
exp{− |x|
2
2ε }. Then ϕ̂ε(λ) =
1
Zε
exp{−ε2|λ|2/2}, and thus for any
given δ > 0, we can choose λ0 = λ0(ε) small enough so that 1 − ϕ̂ε(λ) < δ
for |λ| < λ0, while
∫
BR(0)c
dλ (1 + |λ|2)−2 < δ for R large enough, thanks to
(33). Then on the set (I)k, we can ignore the terms 1− ϕ̂ε(·) ≤ 1 and take
advantage of the fact that at least ηk of the k integrals are taken outside the
ball of radius R around the origin and these integrals are therefore small,
while the other (1−η)k integrals yield only some bounded exponential rate,
i.e.,∫
Ak
k∏
j=1
dλj
(1 + |λ2j |)
2
≤
(
k
ηk
) (∫
Rd
dλ
(1 + |λ|2)2
)(1−η)k (∫
BR(0)c
dλ
(1 + |λ|2)2
)ηk
≤ C(δ)ηk
with C(δ) → 0 as δ → 0. On the complement (II)k, we can also use that,
for suitably chosen η, there are at least ηk indices j ∈ {1, . . . , k} such that,
1 − ϕ̂ε(λj − λj−1) ≤ δ (for ε small enough) and deduce a similar estimate
for the integral
∫
(II)k
as above. If we combine these two estimates, and send
δ → 0, we end up with (34), which in turn provides the desired estimate
(29).
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Proof of Theorem 2.3.. For the proof of Theorem 2.3 we will need two
additional ingredients. First, we need that for any ε > 0, the distribution of
the tuples
(
β−2ℓε,β, µ
(1)
ε,β, . . . , µ
(N)
β ) satisfies a weak large deviation principle
in the space M(Rd)⊗M1(R
d)N with rate function
(35)
Iε
(
µ;µ1, . . . , µN
)
= inf
{1
2
p∑
i=1
‖∇ψi‖
2
2 : ψi ∈ H
1(Rd), ‖ψi‖2 = 1, ψ
2
i ⋆ ϕε =
dµi
dx
∀i = 1, . . . , N,
and
N∏
i=1
ψ2i ⋆ϕε =
dµ
dx
}
,
if µ has a density, and Iε(µ) = ∞ otherwise. This statement can be found
in [KM11, Lemma 2.1]. Moreover, it was also shown in [KM11, Proposition
2.2] for every µ ∈ M(Rd)
(36) sup
δ>0
lim inf
ε↓0
inf
Bδ(µ;µ1,...,µN )
Iε = I (µ;µ1, . . . , µN ),
where
(37) I
(
µ;µ1, . . . , µN
)
=
1
2
p∑
i=1
‖∇ψi‖
2
2,
if µ, µ1, . . . , µN each have densities ψ
2N and ψ21 , . . . , ψ
2
N with ‖ψi‖2 = 1
for i = 1, . . . , N such that ψ,ψ1, . . . , ψp ∈ H
1(Rd) and ψ2N =
∏N
i=1 ψ
2
i ;
otherwise the rate function is ∞.
For the proof of Theorem 2.3 we will now need to apply Varadhan’s
lemma. Given Lemma 4.1 and the above two assertions, the rest of the
proof now follows the same line of arguments as [ABK06a, Theorem 1.12].
The details are routine and are therefore omitted.
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