Abstract. This work proposes and analyzes a hyper-spherical adaptive hierarchical sparse-grid method for detecting jump discontinuities of functions in high-dimensional spaces. The method is motivated by the theoretical and computational inefficiencies of well-known adaptive sparse-grid methods for discontinuity detection. Our novel approach constructs a function representation of the discontinuity hyper-surface of an N -dimensional discontinuous quantity of interest, by virtue of a hyper-spherical transformation. Then, a sparse-grid approximation of the transformed function is built in the hyper-spherical coordinate system, whose value at each point is estimated by solving a one-dimensional discontinuity detection problem. Due to the smoothness of the hyper-surface, the new technique can identify jump discontinuities with significantly reduced computational cost, compared to existing methods. Moreover, hierarchical acceleration techniques are also incorporated to further reduce the overall complexity. Rigorous complexity analyses of the new method are provided as are several numerical examples that illustrate the effectiveness of the approach.
1. Introduction. Numerical approximation is an important tool used to define solution techniques for physical, biological, social, and economic systems. In simulations of such systems, the relationship between the inputs that drive the system and the outputs, i.e., the system responses, are described by a multivariate function which is usually the target of the numerical approximation. Often the target function exhibits jump discontinuities, which have motivated many research efforts devoted to discontinuity detection. Traditionally, discontinuity detection has been associated with capturing jump discontinuities of a process with respect to temporal and/or spatial variables; thus, most efforts are restricted to low-dimensional problems. However, high-dimensional discontinuity detection is of significant importance to cases where the system outputs depend on a large number of input variables. For example, this challenge arises in uncertainty quantification (UQ), where physical systems with uncertainties are described by stochastic partial differential equations (SPDEs) with random input data. It is well known that an output of interest derived from of the solution of an SPDE may depend on a large number of random variables. Outputs of interest often contain jump discontinuities, sometimes because of irregular behavior in random coefficients, or because the output of interest itself is defined in terms on nonsmooth functions, e.g., indicator functions. Such challenges also arise in optimization and control problems where again, the controls are characterized using a large number of parameters and discontinuous cost functionals typically arise. As such, the development of accurate and efficient numerical techniques for detecting high-dimensional discontinuities is important to not only UQ and control, but to other mathematics, engineering, and science research communities.
A straightforward approach to resolve the challenges faced when approximating discontinuous functions is to first subdivide the high-dimensional parameter domain into several subdomains, in each of which the target function is continuous or even smoother. Then, in each subdomain, construct a piecewise continuous polynomial approximation using well-known methods such as sparse-grid interpolants [4, 18, 19] or even orthogonal polynomial expansions [7] . Obviously, these approaches require that the boundaries of the subdomains follow the discontinuity manifolds of the target function. Although such approaches are conceptually easy to understand, they are severely challenged numerically when one requires accurate representations of the detected discontinuities in even moderate dimensions. Recently, several attempts have been made to alleviate the challenges in locating discontinuities. In [1, 2] , a polynomial annihilation approach, originally developed for one and two-dimensional edge detection, was extended to solve problems in higher dimensions. However, such methods rely on the evaluation of the target function based on a set of local tensorproduct grids, so that the number of function evaluations grows exponentially as the dimension increases. Improvements were made in [15] by incorporating an adaptive hierarchical sparse-grid (AHSG) approximation in order to reduce the computational cost. The AHSG methods have been demonstrated to be effective in high-dimensional function approximation [4, 23, 25] , numerical integration [3, 8, 9, 11, 20] , finite difference methods [10] and Bayesian inference [17, 24, 26] , etc. Moreover, the AHSG methods also have successfully impacted a variety of important applications, including data mining [5] , manifold learning [6] , image processing [21] and financial engineering [14] , etc. However, the effectiveness of the AHSG approximations inextricably relies on the smoothness of the target function. When approximating a discontinuous function, mesh refinement is invariably needed in the vicinity of discontinuities, resulting in a significant deterioration in the sparsity of the grid, i.e., using an AHSG method, a discontinuity of an N -dimensional function, which typically occurs across an N − 1 dimensional hyper-surface, has to be approximated using a "dense" grid, as illustrated by Example 3.1 in §3.2. This disadvantage dramatically limits the applicability of AHSG methods for high-dimensional discontinuity detection.
To combat these challenges, in this work, we propose a hyper-spherical adaptive hierarchal sparse-grid (HS-AHSG) method for approximating N -dimensional functions containing jump discontinuities across an N − 1 dimensional hyper-surface. Our HS-AHSG approach achieves the desired performance and retains most of the grid sparsity of AHSG methods, that are known to be effective for the approximation of smooth functions. The basic idea is to approximate the discontinuity hyper-surface directly instead of approximating the discontinuous function, motivated by observing that the hyper-surface itself is often continuous or even smoother. Therefore, the number of grid points needed to approximate the hyper-surface can be significantly reduced compared to existing AHSG methods. To achieve this, the first step is to define a function representation of the N − 1-dimensional discontinuity hyper-surface. Under a mild assumption about its geometry, the hyper-surface is transformed to a function in a hyper-spherical coordinate system. Note that the transformed function is defined in the subspace constituted by N − 1 angle coordinates; the function value at a certain point is the Euclidean distance between the origin of the hyper-spherical coordinate system and the discontinuity along the direction determined by the N − 1 angles. The next step is to develop an approach to evaluate the transformed function, i.e., calculating the desired Euclidean distance at a given point. Fortunately, this is relatively easy to implement because it reduces to a one-dimensional discontinuity detection problem along each of the directions determined by the N − 1 angles. Many existing techniques can be used to fulfill this relatively straightforward task, such as the polynomial annihilation or an existing adaptive method. In particular, if the discontinuous function has a characteristic property (defined in §2), e.g., a characteristic function, then root-finding methods can be applied as well. Based on the above two steps, an HS-AHSG approximation of the discontinuous hyper-surface can be constructed in the N − 1-dimensional subspace, with the use of the hyper-spherical coordinate system.
The efficiency of our algorithm is characterized by the total number of function evaluations required by the HS-AHSG approximation. Thus, the computational complexity is not the number of sparse-grid points, but is the sum of the number of function evaluations consumed by all the one-dimensional discontinuity detection problems. Taking the bisection method as an example, the number of iterations required to achieve a prescribed accuracy is determined by the length of initial search interval. Thus, to further improve the computational efficiency, we incorporate the hierarchal acceleration technique proposed in [7, 13] into the HS-AHSG framework. Specifically, the HS-AHSG approximation on a coarse sparse grid is used to predict the value of the transformed function at the new added points on a finer sparse grid. In this way, the length of the initial search interval for each bisection simulation is significantly reduced, as well as the necessary number of search iterations. It is worth noting that the proposed method differs from existing efforts on manifold learning [6, 22] , which requires a set of data points that are on/near the target manifold, and the solution procedure is to find the optimal approximation in the sparse polynomial subspace by minimizing objective functions. In our approach, we do not require a set of points on/near the target hyper-surface to run our algorithm. The sparse grid points on/near the hyper-surface are captured using one-dimensional root-finding algorithms.
The main contributions of this paper are summarized as follows.
• A comprehensive framework of the HS-AHSG method for high-dimensional discontinuity detection is constructed.
• The performance of several approaches for the evaluation of the transformed function are investigated.
• The computational efficiency of the HS-AHSG method is improved by incorporating hierarchical acceleration techniques.
• Rigorous complexity analyses are provided for the proposed algorithms.
• Numerical examples are provided to illustrate the theoretical results and demonstrate the efficiency of HS-AHSG methods.
The rest of the paper is organized as follows. Specific problem definition and preliminary notions are discussed in §2. In §3, the AHSG method is briefly reviewed and an example is given to illustrate its disadvantages when attempting to detect even moderate dimensional discontinuities. Our main results are given in §4. The function representation of the discontinuity hyper-surface and its evaluation are discussed in §4.1 and §4.2, respectively; the basic and accelerated HS-AHSG algorithms are presented in §4.3 and §4.4, respectively. Rigorous complexity analyses are conducted in §4.5. Numerical tests are provided in §5; concluding remarks, limitations of this approach as well as future directions are discussed in §6. 
We observe that the volume of γ in R N is zero and Γ 1 and Γ 2 are both open along γ. We consider a generic N -dimensional discontinuous function f (y) : Γ → R given by
where y = (y 1 , . . . , y N ) ∈ R N and f 1 (y) and f 2 (y) are continuous functions in Γ 1 and Γ 2 \γ, respectively. Based on the fact that f (y) = f 1 (y) for y ∈ γ ⊆ ∂Γ 1 , we assume f (y) has a jump discontinuity on γ such that f 1 (y * ) = lim Γ1 y→y * ∈γ f 1 (y) = lim Γ2 y→y * ∈γ f 2 (y) < +∞ for y * ∈ γ, which means the discontinuity only occurs when approaching γ from the subdomain Γ 2 . The goal is to accurately capture the discontinuity hyper-surface γ. We also assume that ∂Γ 1 is a continuous hyper-surface such that Γ 1 and Γ 2 are disjoint. As such, there exists a continuous function G(y) defined in Γ such that γ = y ∈ Γ | G(y) = 0 , i.e., γ is implicitly defined by the equation G(y) = 0, and such that f = f 1 (y) for G(y) > 0 (i.e., y ∈ Γ 1 \γ) and f = f 2 (y) for G(y) < 0 (i.e., y ∈ Γ 2 \γ). Note that G(y) = 0 is only an abstract representation of γ and that its availability is not necessary for detecting the discontinuity. Moreover, for a specific γ, the function G(y) is not unique.
In one dimension (N = 1), γ reduces to one or two points in Γ ⊂ R, so that it is relatively easy to capture the discontinuity of f (y). However, in higher dimensions (N > 1), detecting discontinuities becomes difficult because γ is, in general, an N − 1 dimensional hyper-surface with measure zero in R N . What is worse, there is no direct information available about the location or geometry of γ, so that we can only rely on indirect information about f (y) and G(y) to infer the location of γ. In this work, f (y) in (2.1) is treated as a black-box function, i.e., given any y ∈ Γ as an input, the function value can be obtained as an output without any knowledge about the analytical expressions of f (y) or G(y). Before moving forward, we provide two examples of discontinuous functions of interest.
Example 2.1. Consider the generic function f (y) : Γ → R defined by
where f 1 and f 2 are continuous functions, µ is a positive real constant. In this case, the function G(y) is defined by
n . The discontinuity γ = y ∈ R N | G(y) = 0 is a sphere in R N with radius µ and ∂Γ 1 ∪ ∂Γ = ∅, γ = ∂Γ 1 . There are three specific scenarios one must consider:
(S 1 ) f (y) can be evaluated as a black-box function; (S 2 ) f (y) is the characteristic function of Γ 1 , e.g., f 1 (y) = 1 and f 2 (y) = 0; (S 3 ) Both f (y) and G(y) can be evaluated as black-box functions.
Example 2.2. [Probability of an event depending on the solution of an SPDE] Let the function u(y, x) : Γ × D → R denote the solution of an SPDE given by L(a(y, x))(u(y, x)) = h(y, x) where the coefficient a(y, x) of the differential operator L and the right-hand side h(y, x) are random fields, and
N denote physical variables and random variables, respectively. By assuming that y has a joint probability density function ρ(y) : Γ → R + with ρ(y) ∈ L ∞ (Γ), in practice, we may be interested in quantifying the probability of an event about u(y, x). For example, such an event may be the spatial average F (u) = 1 |D| D u(y, x)dx exceeding a threshold value u, where |D| denotes the volume of the physical domain D. This probability can be expressed as
where X {F (u)≥u} (y) is the characteristic function. As such, the target function f (y) is X {F (u)≥u} (y)ρ(y) and γ is determined by G(y) = F (u(y)) − u = 0.
From the above examples, we observe that, in practice, there may be additional indirect information available about f (y) and G(y) that can help one capture discontinuities. For instance, in Example 2.2, when defining Γ 1 = {y ∈ Γ | X {F (u)≥u} (y) = 1}, the function G(y) can be evaluated as well and the membership of a given y ∈ Γ in the subdomain Γ 1 can be determined by the computable value of f (y). Thus, we consider discontinuity detection problems under one of the following three assumptions:
A 1 : Given y ∈ Γ, only f (y) can be evaluated; A 2 : Given y ∈ Γ, the value f (y) can determine if f (y) = f 1 (y) or f (y) = f 2 (y), i.e., if y ∈ Γ 1 or y ∈ Γ 2 ; A 3 : Given y ∈ Γ, both f (y) and G(y) can be evaluated. It is easy to see that A 2 is a sufficient condition for A 1 and that A 3 is a sufficient condition for both A 1 and A 2 . Under A 1 , it is known that there exist jump discontinuities in Γ, but no information about the location of γ can be inferred from the function values of f (y). In the context of A 2 , function values of f (y) can indicate the membership of a given point y ∈ Γ in the subdomain Γ 1 ∈ Γ, which is referred to as the characteristic property. Under A 3 , because G(y) can be evaluated directly, detecting γ is equivalent to finding all the roots of the implicit equation G(y) = 0. In one dimension (N = 1), this is straightforward to accomplish using classic root-finding algorithms, e.g., the bisection method. In higher dimensions, classic root-finding methods might make it easy to find one root but approximately determining the whole surface γ is, in general, difficult. It is natural to look for more efficient algorithms for dealing with discontinuous functions satisfying A 2 or A 3 . Such improved methods are discussed in detail in §4.
Because it is almost impossible to solve for the analytical expression describing the hyper-surface γ, the main goal of our effort is to efficiently construct, in N dimensions, an accurate approximate hyper-surface, denoted by γ. To assess the performance of our approaches, the accuracy of γ as an approximation of γ is measured by the distance between γ and γ defined as
In addition, as indicated in (2.3), we are also interested in estimating the integral of f (y) over a subdomain of interest, i.e., either Γ 1 or Γ 2 . Without loss of generality, the accuracy of γ is thus also assessed by the metric 5) where Γ 1 is the approximation of Γ 1 resulting from the approximation γ of γ. On the other hand, as shown in Example 2.2, the computational cost on evaluating f (y) or G(y) often dominates the total cost of constructing γ, e.g., because of the complexity of the PDE solver required to perform those evaluations. Thus, we use the number of function evaluations of either f (y) or G(y) as the metric to assess the efficiency of constructing γ.
As discussed in §1, a straightforward way to estimate the integral Γ1 f (y)dy is to use MC methods, but the computational cost may not be affordable due to the slow convergence. Alternatively, the adaptive hierarchical sparse-grid (AHSG) method has been employed in discontinuity detection [15] , but its efficiency deteriorates dramatically as the dimension N increases. The new approach proposed in §4 is a variant of the AHSG method but features much improved efficiency. To set the stage, before introducing our approach, we will briefly review, in §3, the standard AHSG method and illustrate its unsatisfactory performance in discontinuity detection.
3. Adaptive hierarchical sparse-grid approximation. In §3.1, we briefly review hierarchical sparse-grid interpolation that is the foundation of adaptive hierarchical sparse-grid (AHSG) interpolation (see [4] for details). In §3.2, the AHSG method is introduced and its shortcomings in high-dimensional discontinuity detection is illustrated via a numerical example.
3.1. Hierarchical sparse-grid interpolation. The goal is to construct a Lagrange interpolant to a function η(y) : Γ → R using hierarchical piecewise polynomials [4] . We begin with the one-dimensional hat function having support [−1, 1], given by ψ(y) = max{0 , 1 − |y|}. An arbitrary hat function with support (y l,i − h l , y l,i + h l ) can be generated by dilation and translation, i.e., ψ l,i (y) = ψ 
where ∆ l (η) only involves the basis functions ψ l,i (y) for i = 1, 3, 5, . . . , 2 l − 1. Then, the interpolant U l (η) can be represented in the following hierarchical form
where the basis functions needed by U 0 (η) and ∆ l (η) for l = 1, . . . , l constitute the one-dimensional hierarchical basis of level l. Next, we consider the hierarchical sparse-grid interpolation of a multivariate function η(y) defined, without loss of generality, over the unit hypercube
The one-dimensional hierarchical basis can be directly extended to the Ndimensional domain Γ using tensorization. Specifically, the N -variate basis function ψ l,i (y) associated with the point y l,i = (y l1,i1 , . . . , y l N ,i N ) is defined using tensor products, i.e., ψ l,i (y) := N n=1 ψ ln,in (y n ), where l = (l 1 , . . . , l N ) ∈ N N is a multi-index indicating the resolution level of the basis function. Note that the resolution level can be different in each of the N directions. Then, the sparse-grid the level L hierarchical sparse-grid approximation η L (y) of the target function η(y) is given by
where the multi-index set B l is given by
This interpolant is a direct extension, via the Smolyak algorithm, of the one-dimensional hierarchical interpolant. The definition of the surplus w l,i is based on the facts that η l (η l−1 (y)) = η l−1 (y) and
We denote by H l (Γ) = {y l,i |i ∈ B l } the set of points corresponding to the operator ∆ l1 ⊗ · · · ⊗ ∆ l N with l = (l 1 , . . . , l N ). Then, the sparse grid corresponding to the interpolant η l is given by
where H l (Γ) is nested, i.e., H l−1 (Γ) ⊂ H l (Γ). In addition, with ∆H 0 (Γ) = H 0 (Γ), we denote by ∆H l (Γ) = H l (Γ)\H l−1 (Γ) the set of newly added grid points on level l.
3.2.
Adaptive hierarchical sparse-grid interpolation. By virtue of the surpluses ω l,i , the interpolant in (3.3) can be represented in a hierarchical manner, i.e.,
where η L−1 (y) is the sparse-grid interpolant and ∆η L (y) is the hierarchical surplus interpolant. According to the analyses in [4] , for smooth functions, the surpluses ω l,i of the sparse-grid interpolant η L (y) tend to zero as L tends to infinity. For example, in the context of using piecewise-linear hierarchical bases and η(y) having bounded mixed second-order derivatives, the surplus ω l,i can be bounded by
where the constant C surp is independent of the level |l| and the dimension N (see Lemma 3.3 in [4] ). This provides a good avenue for constructing adaptive sparse grids using the magnitude of the surplus as an error indicator, especially for irregular functions having, e.g., steep slopes or jump discontinuities. An alternative adaptive sparse-grid approach based on wavelet basis is described in [12] . Specifically, the one-dimensional hierarchical grid has a tree-like structure where each grid point y l,i on level l has two children on level l + 1, namely y l+1,2i−1 and y l+1,2i+1 . At each successive interpolation level, the basic idea of adaptivity is to use the hierarchical surplus as an error indicator to refine the grid by adding two new points on the next level for each point on the current level for which the magnitude of its surplus is larger than the prescribed error tolerance. Then, it is straightforward to extend the adaptivity from the one-dimension to the multi-dimensional adaptive sparse grid. In general, a grid point in an N -dimensional space has 2N children which are also the neighbor points of the parent point. We start with an isotropic sparse grid of level L min > 0 and build an approximation η Lmin (y) in order to capture the main profile of η(y). Thus, for L ≥ L min , we only add those grid points on level L whose parent on level L − 1 has a surplus greater than the prescribed tolerance. In this way, the N -dimensional adaptive sparse-grid interpolant of level L with the error tolerance being α > 0 can be represented by
where the multi-index set
, and ∆H l,α (Γ) for l > L min , only contains the sparse grid points added by the mesh refinement.
In the literature, the AHSG method has been used to approximate irregular functions [4, 16] in low dimensional spaces (N ≤ 3). However, in these cases, the AHSG method cannot achieve the desired efficiency as in approximating smooth functions. What is worse, it will eventually converge slower than a simple Monte Carlo method, even for a moderate 4-dimensional discontinuous function, as shown in the following example.
where the discontinuity hyper-surface γ is the unit hyper-sphere in R N . For N = 1, 2, 3, 4, L min = 4, and L max = 100, we build AHSG approximation f L,α (y) with α = 0.01. The error is measured by the metric e int defined in (2.5). Because the surplus will not decay to zero around the hyper-sphere, mesh refinement will not stop until the level L reaches L max . Thus, we compute and plot, in Figure 3 .1, of the error e int vs. the number of function evaluations, by increasing the resolution level L up to L max . For comparison, the error of Monte Carlo simulations are also plotted in Figure 3 .1. We observe that the AHSG approximation outperforms Monte Carlo in the one and two-dimensional cases, but performs similarly in three dimensions, and, in four dimensions, Monte Carlo outperforms the AHSG. To investigate the reason of such failures, we plot, in Figure 3 .2, the resulting adaptive sparse grids in the two and three dimensions for an error e int < 0.01. Note that mesh refinement places a dense set of grid points in the vicinity of the discontinuities, resulting in a loss of the desired grid sparsity. In fact, the N -dimensional hypershere γ, across which the function is discontinuous, is approximated by an extremely dense grid. It is the loss of the sparsity that makes the AHSG approximation fail when attempting discontinuity detection in high-dimensional space. Moreover, because the target function f (y) is discontinuous, the accuracy of the AHSG approximation cannot be improved by using high-order hierarchical basis [4] . In fact, the accuracy is worse for piecewise-quadratic approximations than it is for piecewise-linear approximations; see The grids produced by the AHSG method for approximating the integral of f (y) given by (3.7) with linear hierarchical basis and e int < 0.01: (a) the twodimensional sparse grid has 969 points; (b) the three-dimensional sparse grid has 936,093 points.
4. Hyper-spherical adaptive sparse-grid method for discontinuity detection. In this section, we propose a hyper-spherical adaptive hierarchical sparsegrid (HS-AHSG) method that overcomes the disadvantages of the AHSG method for high-dimensional discontinuity detection. The basic idea is to directly approximate the discontinuity hyper-surface γ itself, instead of refining the sparse grid in the vicinity of γ. Unlike the discontinuous function f (y) in (2.1), the hyper-surface γ is continuous or even smoother, so that the drawbacks of the AHSG method mentioned above can be avoided when directly approximating γ. However, in general, γ is usually not a function in the Cartesian coordinate system in R N , so that the hyper-spherical transformation is introduced into our approach to convert γ into a function in the hyper-spherical coordinate system. Details about the conversion and the evaluation of the transformed function are discussed in §4.1 and §4.2, respectively. The main HS-AHSG algorithm is described in §4.3. In §4.4, the efficiency of the proposed algorithm is further improved by incorporating the hierarchal acceleration technique proposed in [13] . Rigorous error estimate and ε-complexity analyses are provided in §4.5, for the algorithms discussed in §4.3 and §4.4. 
where y 0 = (y 0,1 , . . . , y 0,N ) denotes the origin of the hyper-spherical coordinate system. Based on this transformation, we would like to transform the discontinuity hyper-surface γ defined by the implicit equation G(y) = 0 into the hyper-spherical coordinate system, and represent it by an explicit function of θ = (θ 1 , . . . , θ N −1 ). To this end, we make the following assumption on the geometry of the subdomain Γ 1 and the origin y 0 . Assumption 4.1. For the underlying domain Γ = Γ 1 ∪γ ∪Γ 2 in (2.1), we assume that Γ 1 is a star-convex domain in R N and that a point y 0 in Γ 1 is given such that, for all y ∈ Γ 1 , the line segment {y 0 + ty | t ∈ [0, 1]} from y 0 to y is in Γ 1 .
Remark 4.2. When Γ 1 is a convex domain, it is also star-convex and any point in Γ 1 can be used as the origin y 0 ; the function given in Example 2.1 provides an example of this case. If y 0 is not known a priori, it can be obtained by Monte Carlo sampling in Γ, as long as f (y) has the characteristic property. In practice, y 0 is sometimes available for the problem of interest. For instance, as discussed in Example 2.2, the interest of investigating the probability of an event usually results from the occurrence of such event in a physical experiment with a specific set of parameter values. In this case, these values can be used to define the origin y 0 . On the other hand, if Γ 1 is not convex, the set of points qualified to be used as y 0 is only a subset of Γ 1 . In this case, especially when the target function has no characteristic property, it is much more difficult to choose a qualified y 0 .
Based on the transformation (4.1) with origin y 0 satisfying Assumption 4.1, there exists a unique
is the Euclidean distance between y 0 and ∂Γ 1 along the direction θ. Under the definitions in §2, given θ ∈ Γ s , there are two possibilities for the location of (g(θ), θ), i.e., (g(θ), θ) ∈ ∂Γ∩∂Γ 1 or (g(θ), θ) ∈ γ. Thus, g(θ) is the desired function representation of the discontinuity hyper-surface γ. Unlike the equation G(y) = 0, g(θ) is an explicit representation of γ, so that it becomes feasible to estimate γ directly by approximating g(θ) in Γ s . However, Assumption 4.1 only guarantees the existence of g(θ) and the value of g(θ) at θ ∈ Γ s is unknown a priori. Therefore, a strategy of evaluating g(θ) is provided in §4.2.
4.2.
Evaluation of the function representation of γ. Before moving forward, for clarity, in Table 4 .1 we list and explain the notations used in the sequel. Essentially, the evaluation of g(θ) becomes a discontinuity detection problem for the one-dimensional function f θ (r) in the interval [S r (y 0 ), S r (β θ )]. If (g(θ), θ) ∈ ∂Γ∩∂Γ 1 , then f θ (r) is a continuous function on the line segment the function representation of
the approximation of g(θ) S(y) the transformation from Cartesian coordinates y to hyperspherical coordinates (r, θ) S −1 (y) the inverse transformation of S(y) S r (y) the transformation from y to the radial coordinate r S θ (y) the transformation from y to the angular coordinates θ = (θ 1 , . . . , θ N −1 ) β θ the Cartesian coordinates (β θ,1 , . . . , β θ,N ) of the intersection point of ∂Γ ∩ ∂Γ 1 and the ray from y 0 along the direction θ f θ (r) the target function f restricted to the ray along the direction θ, i.e.,f θ (r) = f (S −1 (r, θ)) so that g(θ) can be estimated by capturing the discontinuity of f θ (r). We discuss the evaluation of f (y) in the absence of the characteristic property (under Assumption A 1 ) in §4. 4.2.1. f (y) without the characteristic property. Under Assumption A 1 given in §2, we cannot distinguish whether f θ (r) is continuous or discontinuous in [S r (y 0 ), S r (β θ )], so that one needs to first approximate the whole profile of f θ (r), then identify the existence and location of the discontinuity by analyzing the approximation. For each θ, we use the one-dimensional ASGH approach to construct an adaptive approximation of f θ (r) in the interval [S r (y 0 ), S r (β θ )]. The adaptivity will automatically refine in the region where f θ (r) has large variations, including jump discountinuities. To find a value g(θ) such that | g(θ)−g(θ)| ≤ τ , an adaptive interpolant is constructed by setting η = f θ in (3.6), with the maximum level of the adaptive grid being L max = log 2 (|y 0 − β θ |/τ ) . Note that the hierarchical surplus decays to zero as the level L increases in the smooth region of f θ (r), but not near the jump discontinuity. Thus, if the mesh refinement stops automatically at a level L < L max , it means that f θ (r) is continuous in [S r (y 0 ), S r (β θ )] so that g(θ) = |β θ − y 0 | and (g(θ), θ) ∈ ∂Γ ∪ ∂Γ 1 . Otherwise, due to Assumption 4.1, f θ (r) has only one jump discontinuity at (g(θ), θ) and thus g(θ) can be determined by
where [r 1 , r 2 ] is the interval which contains the largest variation of f θ (r) based on the available samples in H Lmax,α ([S r (y 0 ), S r (β θ )]). If τ is sufficiently small, then we have g(θ) ∈ [r 1 , r 2 ] with |r 1 − r 2 | < τ .
4.2.2.
f (y) with characteristic property. Under Assumptions A 2 or A 3 , relying on the characteristic property, root-finding approaches can be employed to improve the efficiency of searching. Specifically, to evaluate g(θ) at θ ∈ Γ s , we first evaluate f (y) at y = β θ . If f (β θ ) = f 1 (β θ ), then(g(θ), θ) ∈ ∂Γ ∩ ∂Γ 1 and |β θ − y 0 | is the exact value of g(θ). Otherwise, we have (g(θ), θ) ∈ γ ⊂ ∂Γ 1 and g(θ) is the location of the jump discontinuity of the function f θ (r) which can be represented by
where S −1 (r, θ) ∈ Γ. The simplest root-finding approach is the bisection method starting with r −1 = 0 and r 0 = |β θ − y 0 |. In the k-th iteration, we have r k = (r k−1 +r k−2 )/2, where f θ (r k−1 ) = f 1 (S −1 (r k−1 , θ)) and f θ (r k−2 ) = f 2 (S −1 (r k−2 , θ)). For a prescribed accuracy τ such that | g(θ) − g(θ)| ≤ τ , the necessary number of iterations K is given by 2) and the final approximation is defined by g(θ) = (r K + r K−1 )/2. Note that the bisection method is preferable when f (y) has the characterization property because it only adds one neighboring point at each iteration whereas the AHSG method adds two neighboring points at a time.
In case f (y) satisfies Assumption A 3 , i.e., G(y) can be evaluated as a black-box function, other root-finding methods with faster convergence rates can be used to improve the efficiency of searching. For instance, G(y) = F (u(y)) − u in Example 2.2 can be evaluated such that the discontinuity of f θ (r) can also be detected by searching the root of G(S −1 (r, θ)) = F (u(S −1 (r, θ))) − u = 0. In this work, relying on the smoothness of G(y), we use the Regula Falsi method [?], a variant of the secant method. As is the case of using the bisection method, we start with r −1 = 0 and r 0 = |β θ − y 0 |; in the k + 1-th iteration, r k+1 is defined by
where k is the maximum index less than k such that
It is known that the Regula Falsi method converges slower than the secant method but the iterates generated by (4.3) are all contained within the initial interval [S r (y 0 ), S r (β θ )]. Thus, one does not need to worry about the issue of getting negative r k from (4.3). When |r k − r k | becomes sufficiently small, one can switch to the secant method to obtain faster convergence.
4.3.
The hyper-spherical adaptive hierarchical sparse-grid algorithm. We now describe a complete procedure for the HS-AHSG method. Under Assumption 4.1, we would like to build an adaptive sparse-grid interpolant of g(θ) representing γ in the N − 1 dimensional domain Γ s . At each grid point θ l,i , g(θ l,i ) is estimated by g(θ l,i ) using the approaches discussed in §4.2. Thus, we actually construct an interpolant of the approximation g(θ). For fixed L min > 0 and α > 0, the adaptive sparse-grid interpolant at level L is defined by setting η(θ) = g(θ) in (3.6), i.e.,
where the surpluses { ω l,i | |l| ≤ L, i ∈ B α l } are computed based on the set of approximate function values g(θ l,i ) θ l,i ∈ H L,α (Γ s ) . Recall that if (g(θ l,i ), θ l,i ) is on the boundary ∂Γ ∩ ∂Γ 1 , g(θ l,i ) = g(θ l,i ) has no numerical error; otherwise, g(θ l,i ) is computed by either the AHSG method discussed in §4.2.1 or one of the root-finding methods discussed in §4.2.2. The approximated hyper-surface γ is given by
Algorithm 1 is the main algorithm we use to construct our HS-AHSG approximation, where the bisection method is used under the Assumption A 2 .
Algorithm 1:
The hyper-spherical adaptive sparse-grid approximation
By building the approximation g L,α (θ), we decompose a high-dimensional discontinuity detection problem to a set of one-dimensional discontinuity detection problems which are much easier to solve than the original problem. Due to the continuity of g(θ) resulting from the closeness of ∂Γ 1 , the sparsity of the resulting sparse grid can be retained such that all the disadvantages of the traditional adaptive sparse-grid approach shown in Example 3.1 can be completely avoided. As mentioned in §2, since the cost of function evaluations is usually dominant, so that the total computational cost of constructing the HS-AHSG approximation g L,α (θ) can be measured by
where M τ l,i is the number of function evaluations for obtaining g(θ l,i ) with the accuracy τ . Note that M τ l,i = 1 in the sense that f (y) has the characteristic property and (g(θ l,i ), θ l,i ) is on the boundary of Γ. It is well known that the convergence of either the AHSG method or of root-finding methods heavily depends on the size of the search interval. So far, the search interval for each θ l,i is set to [S r (y 0 ), S r (β θ )] which is the largest possible interval, because we assume that no knowledge about the function value g(θ l,i ) is known a priori. In the next section, the efficiency of constructing g L,α (θ) is improved by taking advantage of its hierarchal structure.
4.4. Accelerated approximation using sparse-grid hierarchies. In (4.5), at each grid point θ l,i , M τ l,i is determined by the prescribed accuracy τ and the initial search interval. So far, the initial search interval for each θ l,i is set to [S r (y 0 ), S r (β θl,i )] because no knowledge about the value g(θ l,i ) is known a priori. Such an assumption is true on level L = 0. However, when L ≥ 1, by the definition of surplus, we have
for each newly added point θ l,i ∈ ∆H L,α (Γ s ) on level L. As such, the HS-AHSG approximation of level L − 1 can provide a prediction of g(θ l,i ) with the error being the unknown surplus. Based on the upper bound given in (3.5), such a prediction will become more and more accurate as L increases. Thus, for L ≥ 1, we utilize the HS-AHSG approximation of the previous level to reduce the size of the initial search interval in order to accelerate the evaluation of g(θ).
Assuming the target function f (y) has the characteristic property, we give the algorithm for the accelerated bisection method in Algorithm 2 which can be extended to other approaches with relative ease. The basic idea behind Algorithm 2 is to set one of the endpoints, e.g., r −1 , of the initial search interval to the predicted value given by the interpolated value g L,α (θ l,i ) at the new added point θ l,i . Besides that, several practical issues in terms of efficiency and robustness are considered as well. First, one needs to properly define the other endpoint r 0 such that |r −1 − r 0 | will become smaller as the level L increases and the interval [r −1 , r 0 ] can cover the discontinuity location g(θ l,i ). Theoretically, r 0 can be chosen according to the upper bound of the error |g(θ) − g L,α (θ)|. However, since the a priori error bound is only known up to a constant, in the computations, we use the hierarchical surplus, which acts as an a posteriori error estimate, to choose the other endpoint r 0 . Specifically, for the new added grid points on level L, we initially set the length |r −1 − r 0 | to the maximum magnitude, denoted by ξ, of all surpluses on level L − 1. Note that such surpluses actually characterize the error of the interpolant on level L − 2 which means ξ is not the optimal choice, but in most cases, it is big enough to cover the discontinuity and it also decays to zero as L increases. However, in order to avoid the scenario that both r −1 and r 0 are on the same side of the discontinuity, e.g., r −1 , r 0 < g(θ), we add two loops in Algorithm 2 to recursively enlarge the length |r −1 − r 0 | by ξ until the interval [r −1 , r 0 ] covers the value g(θ).
Algorithm 2:
The accelerated bisection method to compute g l,i ≈ g(θ l,i ) for
5. ε-complexity analyses. We provide error estimates and ε-complexity analyses of the proposed HS-AHSG method for approximating the discontinuity hypersurface γ, i.e., the function g(θ). For simplicity, we assume the target function f (y) satisfies Assumption A 2 . The analyses are carried out in the context of the isotropic sparse-grid interpolation, given in (3.3), coupled with a bisection method. The underlying domain Γ is set to (0, 1) N . For the sake of notational convenience, we set N = N − 1 in the following derivation, and use · to denote the L ∞ (Γ s ) norm. First, we observe that the total error e = g(θ) − g L (θ) can be decomposed as
where g L (θ) is the isotropic HS-AHSG approximation of the exact target function g(θ). Here, we study a specific type of discontinuity hyper-surfaces satisfying the following assumption. Assumption 4.3. Under the assumption 4.1, the transformed function g(θ) characterizing γ is in the space
N . An estimate for e is given in the following lemma. Proposition 4.4. Under Assumption 4.1 and 4.3, if the transformed function g(θ) is in the space X 2 (Γ s ), then the error e = e 1 + e 2 in (4.6) can be bounded by
where τ is the tolerance for the bisection method, the constant C sg is independent of the level L and the dimension N . Proof. The proof is given in Appendix A.1 Now, we analyze the cost of constructing g L (θ) with the prescribed error ε > 0. According to the error estimate in Proposition 4.4, a sufficient condition of e = g(θ) − g L (θ) ≤ ε is that
Let C min denote the minimum cost, i.e., the minimum number of function evaluations, needed to satisfy (4.8) and (4.9). The goal is to determine an upper bound for C min . Note that, for fixed dimension N and level L, the total cost C total is determined by solving the inequality (4.9). The larger is L, the smaller is τ which means, when using the bisection method, a greater number of function evaluations are needed to achieve the accuracy τ . Therefore, the estimation of C min has two steps. Given N and ε, we first determine upper bounds for the minimum L needed to achieve (4.8); then, we substitute the obtained value into (4.9) to get an upper bound for C min .
To perform the first step, we need to estimate the numbers of degrees of freedom of H l and ∆H l for l ≤ L, denoted by |H L | and |∆H l |, respectively. The estimation of |H L | has been studied in [4, 18] , but the estimate in [18] is not sufficiently sharp and the estimate in [4] has no results related |∆H l |. In the following lemma, we provide estimates for |∆H l | which directly leads to an estimate of |H L |.
Lemma 4.5. The dimensions of the subspaces ∆H l and H L for N ≥ 2, i.e., the numbers of grid points in ∆H l (Γ s ) and H L (Γ s ), respectively, are bounded by
for 0 ≤ l ≤ L and, correspondingly,
Proof. The proof is given in Appendix A.2 Similar to the analyses in [23] , we solve the inequality (4.8) to obtain an upper bound for L such that the error of the isotropic sparse-grid interpolant g L (θ) is smaller than the prescribed accuracy ε 2 . Lemma 4.6. For ε < 2C sg in (4.8), the accuracy e 1 ≤ ε 2 can be achieved with a minimum level L such that
is a monotonically decreasing sequence defined by t k = ln(t k−1 h) with t 0 = e e − 1 ln h.
Proof. The proof is given in Appendix A.3 Corollary 4.7. Under Lemma 4.6, for k ∈ N, we have
It is an immediate result by substituting (A.4) into (A.3). Now we derive an upper bound for C min in the context of the isotropic HS-AHSG method using linear basis without acceleration Theorem 4.8. Under Lemma 4.5 and 4.6, the minimum total cost C min for building the isotropic sparse-grid approximation to g(θ) with accuracy g(θ) − g L (θ) ≤ ε based on Algorithm 1 satisfies the estimate
where C sg is defined as in (4.8) and the constants α 1 , · · · , α 8 are defined by
, α 7 = e e − 1 log 2 2e ln 2 + 1, α 8 = 2 − log 2 (C sg ).
(4.11)
Proof. The proof is given in Appendix A. 4 Next, we analyze the computational cost of the accelerated Algorithm 1 by ex-ploiting Algorithm 2. Unlike the unaccelerated Algorithm 1 for which the length τ 0 of the initial search interval is set to be of the same scale as the domain Γ, in Algorithm 2, for each new added sparse grid point θ l,i with L = |l| ≥ 1, the desired function value g(θ l,i ) is firstly predicted by the level L − 1 HS-AHSG interpolant g L−1 (θ l,i ), and then this prediction is used as one endpoint of the initial search interval in the bisection simulation, i.e., r −1 = g L−1 (θ l,i ). For simplicity, the other endpoint is defined by the upper bound of the error of the prediction, i.e., |g(θ l,i ) − g L−1 (θ l,i )|. In this case, the interval [r −1 , r 0 ] will include the exact function value g(θ l,i ). This is slightly different from the strategy used in Algorithm 2 in which the local error indicator, i.e., the surplus, is used because the upper bound of |g(θ l,i ) − g L−1 (θ l,i )| is only known up to a constant. In the following derivation, the error bound given in (4.7) is still valid, but, at sparse grid points θ l,i for |l| = L, we can obtain a sharper bound for the error of g L−1 (θ). The result is provided in the following lemma. Lemma 4.9. If the transformed function g(θ) is in the space X 2 (Γ s ), then, at each sparse grid point θ l,i with L = |l| ≥ 1 and i ∈ B l defined in (3.4), the error
where C surp is independent of L and τ is the tolerance of the bisection algorithm.
Proof. The proof is given in Appendix A.5 Finally, the upper bound of C min in the context of using the HS-AHSG method with acceleration is in the following theorem.
Theorem 4.10. Under Lemma 4.5, 4.6, and 4.9, the minimum total cost C min incurred of building the isotropic sparse-grid approximation to g(θ) with accuracy g(θ) − g L (θ) ≤ ε using the accelerated HS-AHSG method satisfies the estimate
where C sg is the constant in (4.8), the constants α 1 , · · · , α 5 are defined as in Theorem 4.8 and α 9 is defined by
Proof. The proof is given in Appendix A.6 Remark 4.11. Theorem 4.8 and 4.10 tell us that the total cost of the HS-AHSG method is mainly determined by the number of sparse-grid points. Asymptotically, the growth rate of |H L | is characterized by the constants α 4 and α 5 , and the cost due to inaccurate initial searching interval is of order log 2 (1/ε). According to the analyses in [4, 23] , the growth rate can be reduced when using high-order hierarchical polynomial bases. In general, with a p-th order hierarchical basis, we have α 4 = (p + 2)/(p + 1) and α 5 = 1/(p + 1). Note that the use of acceleration technique with accurate initial guesses will reduce the total cost by a factor of log 2 (1/ε) asymptotically, which will be demonstrated in the following section.
Numerical examples.
In this section, we use three discontinuity detection problems to illustrate the performance of the proposed method. The first example is used to test the HS-AHSG method in approximating discontinuities of functions with the characteristic property. In the second example, a generic discontinuous function without the characteristic property is considered and the importance of the choice of the origin y 0 is demonstrated. The third example is an application of the HS-AHSG method in computing the probability of an event that depends on the solution of a partial differential equation with random inputs. 
where the characteristic domains of F 1 (y) and F 2 (y) are a unit hyper-sphere and a layer in the unit hyper-cube, respectively. The linear hierarchal basis is used for building the HS-AHSG approximation and the bisection method is used to estimate the value of transformed function g(θ) at the sparse-grid points. First, to illustrate the distribution of the sparse grid points generated by the HS-AHSG method, we set N = 3 and plot, in Figures 5.1 and 5.2, the discontinuity surface γ, the surface of g(θ), and the sparse-grid points forF 1 (y) and F 2 (y), respectively. By comparing Figure 3 .2(b) and Figure 5 .1, we can see the advantage of the HS-AHSG method. The resulting sparse grid contains only 160 points to achieve the desired accuracy whereas the classic AHSG method requires 36,093 grid points. Instead of directly approximating the discontinuous function F 1 (y), we approximate the transformed surface shown in Figure 5.1(b) , where its smoothness retains the sparsity of the resulting grid. In Figure 5 .2, we can see that the surface γ is only a part of the boundary ∂Γ 1 but Γ 1 is a closed subdomain in Γ. There are a total of 1120 sparse grid points on ∂Γ 1 with only 349 points on γ and 771 points on ∂Γ 1 . According to the discussion in 4.2, at the sparse-grid points placed on ∂Γ 1 \γ, there is no need to run the bisection algorithm to evaluate g(θ) at the 771 points on ∂Γ 1 so that a significant amount of computational effort is saved. In Figures 5.2 , we observe that g(θ) is not differentiable at the edges and vertices of the characteristic domain Γ 1 so that the HS-AHSG approximation does mesh refinement around these regions. Although the lack of a derivative is not as bad as a jump discontinuity, it may result in a failure of the HS-AHSG method if the volume of such a singularity grows fast as the dimension N increases. This issue will be considered in future work.
Next, we test the convergence of the HS-AHSG method in detecting the discontinuity of F 1 (y) in three cases: the HS-ASHG method with isotropic sparse grids and no acceleration, the HS-AHSG method with isotropic sparse grids and acceleration, and the HS-AHSG method with adaptive sparse grids and acceleration. The origin of the hyper-spherical coordinate system is set to y 0 = (0.2/ √ N , . . . , 0.2/ √ N ) which is 0.2 away from the origin (0, . . . , 0). In Table 5 .1, we list the computational costs of the three tested cases for N = 2, 3, 4, 5, 7, 9 where the interpolation error is tested is measured by the metric e ∞ in (2.4). As expected, for high-dimensional discontinuity detection, our approach achieves faster convergence rates than the well known AHSG method. Moreover, for the same accuracy, acceleration and adaptivity can provide a significant saving in computational cost. which is plotted in Figure 5 .3(a), where the jump discontinuity is along the curve y 2 1 + y 2 2 = 1 + 1 4 cos (4 · arctan (y 2 /y 1 )). The domain Γ 1 is defined as the interior of this curve. Note that Γ 1 is star-convex but not convex so that only a subset of points in Γ 1 can be used as the origin of the hyper-spherical coordinate system. We test our approach with the origin being (0, 0) and (−1.1, 0) and the bisection method is used to approximate the transformed function g(θ). The captured discontinuity curves are plotted in Figure 5.3(b) . It is easy to see that the point (0, 0) is a qualified point to be the origin of the polar system so that the approximate curve captures the discontinuity very well. In contrast, (−1.1, 0) does not satisfy the Assumption 4.1 so that the function f θ (r) has multiple roots along some directions wheras the bisection algorithm can only find one root. Thus, the discontinuity curve is not captured correctly in a subdomain of Γ s , as shown in Figure 5 .3(b). In addition, if we assume the function f (y) has no characteristic property, the onedimensional AHSG approach discussed in §4.2.1 has to be used to estimate the value of the transformed function g(θ). For comparison, the decays of the interpolation error measured by the metric e ∞ in (2.4) are plotted in Figure 5 .3(c). When setting the origin y 0 = (−1.1, 0), the error does not decay toward zero because of the violation of Assumption 4.1. When y 0 = (0, 0), we can see that the use of the bisection method based on the characteristic property and the hierarchical acceleration can significantly reduce the number of function evaluations to achieve the prescribed accuracy. 
where Γ 1 is the domain of interest described by the characteristic function X Γ1 (y). Note that this example satisfies the Assumption A 3 given in §2 and the implicit function is defined by G(y) = 1.2− D u(x, y)dx = 0 which is smooth due to the regularity of the solution u. In this case, we can use more advanced root-finding methods discussed in §4.2.2, such as the Regula Falsi method. Here we use the HS-AHSG method with both acceleration and adaptivity and only compare the performances of different root-finding methods. At each point y ∈ Γ, the PDE in (5.4) is solved using the finite element (FE) method on a 50 × 50 mesh in the physical domain. Because we are focusing on improving the accuracy of capturing discontinuities in the stochastic domain, the error from the spatial discretization is ignored, and the FE projection is treated as the exact solution. An approximation to the exact value of the QoI in (5.6) is computed using Monte Carlo sampling. The origin y 0 is set to (0.01, 0.2, 0.05). The surface γ and its transformed representation are plotted in Figure 5 .4(a) and 5.4(b), respectively. For L min = 3 and α = 0.01, we end up with a total of 344 sparse grid points in the hyper-spherical domain Γ s ; those points are also plotted in Figure 5 .4(a) and 5.4(b). In Figure 5 .4(c), we show the error decay of the HS-AHSG approximations using the bisection and Regula Falsi methods, respectively, where the error is measured by the metric e int in (2.5). We observe that the Regula Falsi method can provide additional savings in computational costs over the bisection method by taking advantage of the availability and smoothness of G(y). Further evidence can been seen in Table 5 .2. 6. Conclusions. In this paper, we proposed a comprehensive methodology, for detecting an N −1 discontinuity hyper-surface of function defined in an N -dimensional bounded domain. This approach removes the continuity assumption required by adaptive sparse-grid methods, thus enabling high-dimensional approximations. Both the- oretical and numerical results demonstrate the significant improvements yielded by our approach, when compared to existing techniques. Moreover, this technique is not restricted to extensions of sparse grid methods; it can be combined with any other numerical method for high-dimensional approximation such as radial basis approaches and mesh-free interpolation schemes. However, since our approach requires the hypersurface in which the discontinuity is located at an N − 1-dimensional manifold, we are only able to detect a single hyper-surface at a time, determined by the origin of the hyper-spherical system. More importantly, this choice of origin is also critical to the performance of our approach, as it dictates the shape, and therefore the steepness of the gradient, of the transformed hyper-surface. Finally, our technique relies on the fact the hyper-surface satisfies the star convexity assumption, and thus, for general non-convex hyper-surfaces the proposed approach may fail to converge. Our future efforts will focus on relaxing this assumption to include general geometries of the domain of interest, so that problems with more complicated hyper-surfaces can be investigated. Proof. According to the analyses in [4] , for g(θ) ∈ X 2 (Γ s ), e 1 is the error arising from the linear isotropic sparse-grid interpolation which is bounded by
where the constant C sg is independent of the level L and the dimension N (see Theorem 3.8 in [4] ). According to the definition in (3.3), e 2 can be written as
where g(θ)− g(θ) ≤ τ . Thus, it is seen that estimating e 2 is equivalent to estimating the Lebesgue constant, denoted by Λ N ,L , of the interpolation operator involved. From the representation in (3.3), Λ N ,L can be estimated using triangle inequality, i.e.,
where Λ l = Π N n=1 Λ ln is the Lebesgue constant of ∆ l1 ⊗ · · · ⊗ ∆ l N and Λ ln is the Lebesgue constant of ∆ ln . By the definition in (3.1), it is easy to show that
where λ ln and λ ln−1 are the Lebesgue constants of U ln and U ln−1 , respectively. In the context of linear hierarchical polynomials, we have λ ln = 1. Thus, the Lebesgue constant Λ N ,L can be bounded by
Thus, the error e 2 in (A.2) can be estimated by
so that, along with (A.1), (4.7) is obtained.
A.2. The proof of Lemma 4.5.
Proof. Using the (3.3) and exploiting the nesting structure of the sparse grid, the dimension of H L can be represented by
where m ln = 2 ln + 1 is the number of grid points involved in the one-dimensional interpolant U ln (·) and m −1 = 0. For the linear hierarchical basis, m ln −m ln−1 = 2 ln −1 for l n ≥ 1. We now derive an upper bound for |∆H l | for l ≥ 1. Note that there are
ways to form the sum l with N nonnegative integers, so we have
By an inequality from Stirling's approximation of a factorial, i.e.,
we obtain that
It is easy to see that |∆H 0 | satisfies the above inequality as well. This concludes the proof about |∆H l |. The estimate for |H L | can be obtained immediately based on the estimate of |∆H l |.
A.3. The proof of Lemma 4.6.
Proof. We observe that the value of the minimal solution of the inequality (4.8) has two possibilities, i.e., L < N and L ≥ N . In the former case, all values larger than N are also solutions of (4.8). Hence, we assume the solution of (4.8) is larger than N . It is also observed that if L ≥ N , we have
Thus, instead of solving (4.8) directly, it is sufficient to solve and that the inequality (A.4) is satisfied. Furthermore, for k ≥ 0, t k = ln(t k−1 h) ≤ t k−1 is also the solution of (A.4) due to the fact that ln t k + ln h = ln(ln t k−1 + ln h) + ln h ≤ ln t k−1 + ln h = ln(t k−1 h) = t k .
(A.5) Thus, the sequence {t k } ∞ k=0 monotonically converges to a unique solution t * such that t * = ln t * + ln h. Based on the sequence {t k } ∞ k=0 , we can easily find a sequence of upper bounds {L k } ∞ k=0 for the minimum L satisfying the inequality (4.8).
A.4. The proof of Theorem 4.8.
Proof. According to the definition in (4.5), the cost C min can be bounded by
where L k for k ∈ N is determined from Lemma 4.6 and K(τ 0 , ε, L, N ) is the necessary number of iterations for the bisection method to achieve the accuracy ε/2 in (4.9) at each grid point for fixed N , L, ε, and initial search interval length τ 0 . We can see that the necessary tolerance τ of the bisection method is determined by (4.9), i.e., where we temporarily treat K as a positive real number for convenience and the desired iteration number is K . According to the discussion in §4.2.2, τ 0 is set to |y 0 − β θ | without any prior knowledge, thus τ 0 ≤ ( N + 1) 1 2 which is the length of the diagonal of [0, 1] N . Substituting L 0 into (A.7), we have Hence, by substituting (A.8) and (A.9) into (A.6), the proof is finished.
A.5. The proof of Lemma 4.9.
Proof. As in (4.7), we split the error into two parts, i.e.,
where e 1 is the definition of the hierarchical surplus ω l,i whose upper bound is given in [4] , i.e., |e 1 | ≤ C surp · 2 −2L with C surp is independent of L and e 2 measures the error between the exact prediction of the surplus and the perturbed one. To estimate e 2 , we need to extend the formula for calculating surpluses given in [4] by including the sparse grid points on the boundary. Based on [4, Lemma 3.2], we can see that for each grid point θ l,i with |l| ≥ 1, its exact surplus ω l,i can be computed from the function values of g(θ) as follows:
where A l,i (·) is an N -dimensional stencil that provides the coefficients for a linear combination of the nodal values of the function g to compute ω l,i . Specifically, A l,i is product of N one-dimensional stencils A ln,in for l n > 1, n = 1, . . . , N , defined by where e n is a vector of zeros except for the n-th entry that is one, and h ln is a scalar equal to a half of the length of the support of the basis function ψ l,i (θ) in the n-th direction. Note that we have A 0,0 (g) = [0, 1, 0] 0,0 (g), for l n = 0, i n = 0, A 1,0 (g) = [0, 1, −1] 1,0 (g) for l n = 1, i n = 0 and A 1,2 (g) = [−1, 1, 0] 1,2 (g) for l n = 1, i n = 2. It is easy to see that the sum of the absolute values of the coefficients of A l,i (·) is equal to 2 N . Note that all the involved grid points in (A.10) belong to g L−1 (θ) except for θ l,i . Thus, due to the fact that |g(θ) − g(θ)| ≤ τ , the error e 2 can be estimated by |e 2 | = |A l,i (g − g) − (g(θ l,i ) − g(θ l,i ))| ≤ 2 N τ, which completes the proof.
A.6. The proof of Theorem 4.10.
Proof. For L = L 1 , according to the definition in (4.5), C min can be bounded by
where we temporarily treat K as a positive real number for convenience and the desired iteration number is K . Based on Lemma 4.9, we define the initial search interval τ 
