For robots with joint elasticity, discrepancies exist between the motor side information and the load side (i.e., end-effector) 
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INTRODUCTION
For industrial robots with indirect drive mechanisms (e.g., gear transmissions), the load side encoder is often not available due to the cost and assembly issues. Using motor side encoder signals for feedback control, however, may not guarantee satisfactory control performance at the load side due to the robot joint dynamics. To overcome this problem, it has been suggested to attach a low-cost MEMS accelerometer at the robot end-effector to measure the translational acceleration [1] [2] [3] . Then, the accelerometer measurements are incorporated with the motor encoder signals to obtain an estimate of the end-effector position and/or velocity. Although these methods have successfully improved the load side tracking performance [4] , there still remain various practical issues when applying these techniques to industrial robot systems. For example, the accelerometer location must be precisely known, but manually calibrating the sensor location requires a long period of time. Thus, the sensor based estimation scheme is difficult for industrial applications which involve frequent changes of sensor location due to task variations. More specifically, the load side accelerometer is manually mounted at the location which requires the most attention for performance improvement. Such locations may change from one task to another due to task variations. The accelerometer may be mounted magnetically to the robot end-effector so that the accelerometer location can be changed easily. In such situation, the sensor frame location needs to be identified every time when the sensor moves to a new location. A standard sensor frame calibration method [5] is to command the robot to move such that the designated sensor location touches a reference point with different postures. Then, the sensor frame location can be computed using the robot posture information and the corresponding accelerometer measurements. This calibration process requires significant effort. Therefore, developing an algorithm that can automatically detect the accelerometer's mounting position and orientation becomes an important issue.
In this work, we aim to design an algorithm which deals with the load side sensor frame identification problem using only accelerometer and motor encoder measurements over a designed trajectory. The main difficulty of this problem is that the unknown system parameters (i.e., the sensor frame location) have complex dependencies on the immeasurable system states (i.e., the load side information). Such problem is usually referred to as the "parameter estimation using incomplete data" problem, which has been studied by a number of researchers [6] [7] [8] . Among the algorithms presented in this area, the ExpectationMaximization (EM) algorithm is computationally simple and compatible with the state space model. While the algorithms presented in [7] only works for linear state space model, we propose a modified algorithm that can deal with the specific non-linear problem in this paper. This paper begins with the introduction of a standard robot dynamic model and parameterizing the sensor frame location using the Denavit-Hartenberg parameters [9] . Then, a stochastic model is designed to parameterize the model uncertainties in terms of the statistics in a Gaussian distribution. Once the model is established, the EM algorithm is applied to accomplish the state estimation and parameter estimation simultaneously. The extended Kalman filter, extended Kalman smoother, and Monte Carlo integration [10] techniques are used to obtain the information we needed in the EM algorithm. This paper also introduces a dual-phase learning structure in which the unknown parameters can be estimated systematically. The effectiveness of the proposed load side sensor frame identification algorithm is validated by experimentation on a single joint robot test-bed.
SYSTEM

Multi-joint Indirect Drive Model
Consider an n-joint manipulator with elastic joints described by [4] :
where f m (q m ) and f l (q l ) account for the motor side and load side frictions respectively. The definitions of all the variables and quantities are listed in the nomenclature. We then introduce the decoupled model by defining the nominal load side inertia matrix as follows:
where q l0 is the robot home position and M l,ii is the (i, i)-th element of the load side inertia matrix M l . By separating the load side inertia matrix M l into the nominal inertia matrix M n and the coupling terms, we obtain:
where all the variable are diagonal matrices or vectors. In (1)- (2), we introduced fictitious disturbance torque vectors d m and d l , which account for the coupling and nonlinear dynamics (e.g., off-diagonal terms in the load side inertia matrix, Coriolis and centrifugal force, gravity, friction, etc.). More specifically, these fictitious disturbances can be formulated as:
where I n is an n × n identity matrix.
Measurement Model
Consider a 3-axial accelerometer mounted on the n-th link of a robot. We parameterize the sensor frame by using the Denavit-Hartenberg (DH) parameters ξ s = {r s , α s , d s , θ s } (see [9] for more details). We thus can express the corresponding threedimensional translational acceleration in the sensor frame {s} in terms of DH parameters:
where g = [0, 0, −9.8] T m/sec 2 is the gravity vector and R s 0 (q l ; ξ s ) is the rotation matrix describing the robot base frame {0} relative to the sensor frame {s}. Note that since the accelerometer captures only the translational acceleration, the Jacobian matrixJ s (q l ; ξ s ) ∈ R 3×n and the differential Jacobian matrixJ s (q l ,q l ; ξ s ) ∈ R 3×n refer to the first three rows of the standard Jacobian matrices respectively.
Besides the accelerometer, the motor side encoder for each joint is also assumed to be available. Thus, the measurement model becomes:
where n T m , n T a T are introduced to denote the measurement noises in the sensor system.
State Space Representation
By selecting the state vector as
T , the system dynamics for the i-th joint (1)- (2) is formulated as:
where A ci ∈ R 4×4 , B uci ∈ R 4×1 , and B dci ∈ R 4×2 are given by:
Then, by combining the dynamics for all joints, we obtain the overall state vector
T ∈ R 2n . The corresponding system matrices are given as:
With the system matrices {A c , B uc , B dc }, the zero-order-hold (ZOH) equivalent model can be obtained as [11] :
where {A d , B ud , B dd } are the transition matrix, the input matrix, and the disturbance matrix of the discrete-time model respectively. The state vector x(k) is considered to be random. We assume that the initial state vector has a Gaussian distribution N (µ, Σ), while the process noise n w has independent and identi-
On the other hand, the discrete-time measurement model can be obtained by:
where
the measurement noise vector that is assumed to have i.i.d. zeromean Gaussian distribution with covariance V d .
ALGORITHM
The measurement model in (6) shows that the translational acceleration is a function of DH parameters and load side information. Therefore, if we can measure all quantities in the model, i.e., q l,s ,q l,s , the sensor frame identification problem can be solved by:
where L is the number of data samples.
However, in the case of robots with indirect drive mechanisms, the load side joint space position and velocity are usually not measured directly. Thus, the standard system identification problem in (7) breaks down. Another algorithm is needed to address this problem in the case of incomplete data.
Sensor Frame Identification
Given a batch of observations Y (L) = {y(1), . . . , y(L)}, we aim to maximize the likelihood of Y (L) in the stochastic model (5)- (6) . Such optimization problem is intractable since the state vectors are random. In this case, we can apply the EM algorithm to iteratively achieve the optimum.
Due to the stochastic property of the dynamic model, we cannot compute the likelihood for the unknown parameter directly. Therefore, we first introduce the expected complete log 
, and c is a constant that accounts for the constant coefficients in Gaussian distribution.
As shown in [6] , maximizing the expected complete log likelihood with respect to the parameter is equivalent to maximizing the lower bound of the log likelihood with respect to the parameter. We thus deal with the optimization problem for the expected likelihood:
where ← denotes the assignment operator that resets the parameter in the left hand side by the value computed from the right hand side. Note that the statistics η are assumed to be known at this point. Since (8) is a function with deterministic quantities, we can apply gradient ascent method to yield the optimum. The parameter can be updated as follows:
where the i-th component of the gradient ∇ ξ s L (x,Y (L); ξ s , η)can be obtained in the following form:
Usually, it is hard to find the closed form for the expected value of the nonlinear function in (10) . The corresponding deterministic function (i.e., without computing the expectation), however, can often be obtained. We thus draw samples from the stochastic model and approximate the expected value ofỹ(k) by Monte Carlo integration. Applying Monte Carlo integration to (10) yields:
where M is the number of samples for each random vector
} is the state estimate, and
ance of state estimation error. The computation of
can be completed by a closed form derivation. The computation ofx s (k) and S(k) will be introduced in the following section.
Load Side State Estimation
To complete the EM iteration, we need to estimate the state vector and its corresponding error covariance. More specifically, each time after we update the parameter by (9), the state vector and its distribution need to be re-estimated for computing the Monte Carlo integration in (11) for the next step. It is important to note that the expectation of the system states are evaluated with respect to the distribution p(x|Y (L)) with the current estimated parameter ξ s .
To do this, we apply the extended Kalman filtering (EKF) and extended Kalman smoothing (EKS) techniques using the stochastic model. The extended Kalman filter is given by:
the a-priori and the a-posteriori state estimate respectively; 
where C d (k) can be computed by a closed form derivation for the simple case or be approximated by the first order numerical differentiation. Then, applying the extended Kalman smoother yields
wherex s (k) = E {x(k)|Y (L)} is the state estimate after smoothing;
is the covariance of state estimation error after smoothing. By collecting the estimation result in (18)-(19) for k = 1, . . . , L, we can continue to update the model parameters ξ s using the update law in (9) and the Monte Carlo integration in (11) . The algorithm is running iteratively until the model parameters converge.
Furthermore, it is seen that (12)- (16) is identical to the standard extended Kalman filter, which can be implemented as a state observer for real-time feedback control. Therefore, the state estimation problem and the system identification problem are solved simultaneously by the proposed algorithm.
Tuning of the Statistics in Stochastic Model
It is important to note that the effectiveness of the EKF/EKS techniques relies on the a-priori knowledge of the stochastic model. In practice, the measurement noise covariance matrix V d can often be obtained experimentally. The process noise W d , however, is often not available since it accounts for the nonlinear dynamic model uncertainty. We thus apply a similar parameter learning technique (i.e., the EM algorithm) to estimate these noise covariances.
In this case, we assume that the sensor frame parameter ξ s is known and we try to deal with the optimization problem:
The argument of the maximization problem can be found by:
wherex(k) is defined in (8 Figure 1 : DUAL PHASE LEARNING STRUCTURE law is found as follows:
where M is the number of sample andx i (k) is the i-th sample of the random vectorx(k) drawn from i.i.d Gaussian distribution
based on the observations of the whole time series. Figure 1 shows the dual-phase learning structure for the automatic sensor frame identification problem, where the sensor frame parameters ξ s and the statistics of the stochastic model η are both unknown. This problem is formulated into two parts. Namely, we first identify the statistics in the stochastic model using the measurement from a well-calibrated sensor frame (i.e., the training phase), and then we estimate the parameter of the new un-calibrated sensor frame (i.e., the testing phase).
Dual-Phase Learning Structure
The first part is referred to as the training phase, in which we try to find a stochastic model that best fits the measurements and the system dynamics. In this phase, the data is obtained by a well-calibrated sensor (i.e., the parameter of the sensor frame is known) so that the assumption in (20) is satisfied. Thus, (21)-(24) can be computed and the estimate of η is obtained.
We then utilize the stochastic model obtained from the training phase to estimate the unknown sensor frame. Since the statistics of the stochastic model has been computed, we can run the parameter update law (9)- (11) considering η as known quantities.
Note that, the training phase is normally required to perform only once and the resulting estimate of η should be good for the testing phase for any unknown sensor frame. This learning structure, however, may not be appropriate in the case where the calibrated sensor frame in the training phase is far away from the unknown sensor frame. Since the stochastic model is trained at a specific sensor frame, it may not be able to represent the system dynamics globally. In the following experimental study, however, we will show that the proposed algorithm is robust against the unknown sensor frame at various locations which are not close to the calibrated sensor frame in the training phase.
EXPERIMENTAL STUDY System Setup
The proposed algorithm is implemented to identify an accelerometer frame on a single-joint robot test-bed as shown in Fig. 2 . The system is equipped with a motor side 20,000 counts/revolution encoder, a load side 144,000 counts/revolution encoder, and two accelerometers (Kistler, Type: 8330A3) which are mounted at the ends of the payload symmetrically. Among these sensors, the motor side encoder and one of the accelerometers (i.e., a l,s in Fig. 2 ) are assumed to be available for the entire algorithm, where the other accelerometer (i.e., a ref in Fig. 2) is utilized for the training phase only. The load side encoder is utilized for performance validation. The DH parameters of the accelerometers' locations are listed in Tab.1. A basic controller used in this single-joint system is a PID controller with state feedback. The control law is implemented in a LabVIEW 
real-time target installed with LabVIEW Real-Time and FPGA modules. The sampling rate of data acquisition and controller is 1 kHz.
Sensor Frame Identification
In this experiment, the single-joint system is designed to track a load side trajectory q l,r = sin(0.5πt + 0.5π) rad. The tracking performance, however, is not of interest since the main objective is to test the capability of the algorithm for identifying an unknown sensor frame. Note that the DH parameter d s (i.e., the offset between {s} and {o} along Z o ) cannot be identified in this setup, since the measurements of the accelerometer do not change when we move the sensor frame {s} from one location to another along Z o direction. In this work, we assume that r s is the only unknown parameter since the orientation (i.e., α s and θ s ) can be computed directly using the gravity effect. Figure 3 shows the monotonic convergence of the estimated sensor frame location using the proposed algorithm. The red dash line represents the true value of the DH parameter r s whereas the solid blue line represents the estimate of the DH parameterr s in each iteration. In general, the accuracy and the variance of the estimation result depend significantly on the number of the sample data M in Monte Carlo integration. Also, since the Monte-Carlo integration is a randomized algorithm (i.e., the result can be changed from one trial to another), we repeat the above estimation process several times to show the robustness of the algorithm for different random Monte-Carlo samples. Table 2 shows the average error and the standard deviation of the parameter estimation results for 15 trials using different values of M. It shows that the standard deviation of the parameter estimation is small. Also, it is clearly seen that the execution time increases proportionally with M, which implies that the Monte Carlo integration dominates the computation of this algorithm.
We also want to demonstrate the performance robustness of the algorithm against the uncertainty induced by different sensor frame locations. Note that two accelerometers are mounted symmetrically and thus the load side angular acceleration can be computed byq l,s = a l,s +a ref 2R , where R is the true value of r s . We thus can generate a signal as follows that mimics the measurement of a fictitious accelerometer mounted at a location with DH 
Here, since the gravity effect is nonlinear, the parameter estimation error (Fig. 4) is expected to increase as ∆R becomes larger. Applying the algorithm to these fictitious signals with M = 15 for 15 iterations, we can obtain the parameter estimation error for different sensor frame locations as shown in Fig. 4 . It is seen that the algorithm achieves less than 1mm parameter estimation error (i.e., mean of |R −R| for the last iteration) when we applying it to a sensor frame within ∆R = ±75mm. This demonstrates the performance robustness of the proposed algorithm when the 
Load Side State Estimation
As mentioned, the proposed algorithm computes the state estimates simultaneously with the system identification. Figure 5 shows that the estimated states using EKF are much better than the estimated states using the motor side information (i.e., we assume the joint is rigid and thus use q m,s N as the load side position estimate) only. Here, we evaluate the performance using the true value from the load side encoder measurements. In fact, the EKF estimate is even smoother than the load side encoder measurements, which implies the velocity estimate by EKF would be also much better than the direct differentiation of the load side encoder measurements. The corresponding estimation errors are shown in Fig. 6 . It is seen that the root-mean-square (RMS) estimation error of the proposed method is less than half of the one using motor encoder.
Generalization to Multi-joint Robot
One way of generalization for multi-joint robot is to directly follow the multi-joint robot dynamic model and algorithm derived in this paper. However, the computational complexity is greatly increased due to the model nonlinearities. To simplify the problem, an ad-hoc way can be employed to decouple the problem. In fact, although the experimental validation is done in the single-joint robot test-bed, this result may be representative for a more general case of multi-joint robot. By comparing Fig. 7 to Fig. 2 , we can consider a multi-joint robot as a single-joint robot by properly designing the trajectory and the robot posture. To be precise, we select one of the robot joints to be actuated while assuming the remaining fixed robot joints are rigid (e.g., by activating the brakes for these joints). Then, each DH parameter can be identified separately by repeating the same experiment with different end-effector postures.
CONCLUSION
This paper proposed an algorithm that automatically detects an accelerometer's sensor frame (position and orientation) using the measurements from this accelerometer and the motor encoder. A stochastic model was formulated based on the knowl- edge of the robot dynamics and the measurement model. The closed form of the parameter update law was derived using the Expectation Maximization algorithm with the modification for the nonlinear model. Furthermore, the Monte Carlo integration was utilized to approximate the parameter update law we obtained in the Expectation Maximization algorithm. The effectiveness of the algorithm was experimentally verified. It has been shown that the proposed method is able to yield a good estimate of the unknown sensor frame location even when the actual sensor frame deviates from the calibrated sensor frame in the training phase. Although the experimental validation was done in a single-joint robot test-bed only, the proposed algorithm is formulated for a more general case of multi-joint robot. The experimental validation on a multi-joint robot will be the immediate future work.
