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AN ELLAM SCHEME FOR MULTIDIMENSIONAL 
ADVECTION-REACTION EQUATIONS AND 
ITS OPTIMAL-ORDER ERROR ESTIMATE* 
HONG WANGt, XIQUAN SHIt, AND RICHARD E. EWING? 
Abstract. We present an Eulerian-Lagrangian localized adjoint method (ELLAM) scheme 
for initial-boundary value problems for advection-reaction partial differential equations in multiple 
space dimensions. The derived numerical scheme is not subject to the Courant-Friedrichs-Lewy 
condition and generates accurate numerical solutions even if large time steps are used. Moreover, 
the scheme naturally incorporates boundary conditions into its formulation without any artificial 
outflow boundary conditions needed, and it conserves mass. An optimal-order error estimate is 
proved for the scheme. Numerical experiments are performed to verify the theoretical estimate. 
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1. Introduction. Advection-dominated reactive transport partial differential 
equations (PDEs) arise in petroleum reservoir simulation, subsurface contaminant 
transport, and many other applications and often present serious numerical difficul- 
ties [2, 13]. Space-centered finite difference or finite element methods tend to gen- 
erate numerical solutions with severe nonphysical oscillations. Upstream weighting 
techniques are commonly used in industrial applications to stabilize the numerical ap- 
proximations in most large-scale simulators. However, they produce excessive artificial 
numerical dispersion, which is of the order of the grid spacing size, and potentially 
spurious effects related to the orientation of the grid [13, 21]. 
Many specialized schemes have been developed to overcome the difficulties men- 
tioned. Most such methods are based on upstream weighting techniques. The optimal 
test function methods [1, 5] minimize the spatial error and yield an upstream bias in 
the resulting schemes. The streamline diffusion finite element method [3, 19] adds a 
numerical diffusion only in the direction of streamlines with no crosswind diffusion 
introduced. The high resolution methods are well suited for the solution of nonlinear 
hyperbolic conservation laws and resolve shock discontinuities in the solutions without 
excessive smearing or spurious oscillations [7, 8, 17, 24, 25, 26]. Because of the hyper- 
bolic nature of advective transport, many characteristic methods have been developed 
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to solve advection-dominated PDEs [12, 16, 22, 23, 27]. Traditional forward track- 
ing or particle tracking methods [16] advance the grids or the mass associated with 
the nodes following the characteristics and greatly reduce temporal errors. However, 
these methods often distort the evolving grids severely or redistribute the mass to the 
nodes in the future time steps in an ad hoc manner. Other characteristic methods, 
such as the modified method of characteristics (MMOC) [12], follow the flow by track- 
ing the characteristics backward from a fixed grid at the current time step and, hence, 
avoid the grid distortion or mass redistribution problems. These methods symmetrize 
and stabilize the governing equations, greatly reduce temporal errors, thus allowing 
for large time steps in a simulation without the loss of accuracy, and eliminate the 
excessive numerical dispersion and grid orientation effects [13]. However, many char- 
acteristic methods fail to conserve mass, which is of great concern in virtually all 
applications. 
The difficulties encountered by numerical methods for advection-reaction PDEs 
are also reflected in their suboptimal-order convergence rates. The linear Galerkin fi- 
nite element method and upstream weighting method were proven to have a 
suboptimal-order convergence rate of ((h + At) in L2 (where h and At are the 
sizes of the spatial grids and time steps, respectively) [18]. Despite that characteristic 
methods have greatly improved accuracy and efficiency, they considerably increase 
the complexities in their theoretical analyses. The best available estimate for the 
MMOC (with approximating spaces of piecewise polynomials of degree at most m 
on a general finite element mesh) for multidimensional linear advection PDEs is only 
of a suboptimal order 0(hm + At) in L2, which was proven in [10] under a periodic 
assumption. It is only in the context of a one-dimensional, constant-coefficient advec- 
tion equation with periodic data that an optimal-order convergence rate of 0(h2 + At) 
in L2 was proven for the corresponding MMOC under a fairly restrictive assumption 
that At - 0(h2) [9]. 
The Eulerian-Lagrangian localized adjoint method (ELLAM) was originally pre- 
sented in [4] for the solution of one-dimensional, constant-coefficient advection-diffusion 
PDEs. The ELLAM framework provides a mass-conservative, characteristic solution 
procedure, and overcomes the principal shortcoming of many characteristic methods 
while maintaining their numerical advantages. We previously developed an ELLAM 
scheme for advection-reaction PDEs, which generates a well-conditioned, symmetric 
and positive-definite coefficient matrix and can be solved efficiently by, for example, 
the conjugate gradient method in an optimal-order number of iterations without any 
preconditioning needed. The numerical experiments showed that the ELLAM scheme 
often outperforms many widely used and well-received methods [28, 29]. Furthermore, 
in contrast to many previous methods that either impose a periodicity assumption on 
the advection-reaction PDEs or require that an artificial outflow boundary condition 
be supplemented, the ELLAM scheme naturally incorporates inflow boundary condi- 
tions into its formulation without any artificial outflow boundary conditions needed, 
and it conserves mass. 
The theoretical analysis for ELLAM schemes introduces further difficulties to the 
already fairly complicated analyses of characteristic methods. These issues include si- 
multaneous a priori estimates for unknowns in interior and at outflow boundaries, and 
those due to the special treatment of the inflow boundary for mass conservation. Pre- 
viously, the authors derived an optimal-order error estimate for the ELLAM scheme 
for the initial-boundary value problems for one-dimensional advection-reaction PDEs 
[14, 15], without requiring the periodic assumption or the restriction that At - 0(h2). 
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In this paper we derive an optimal order error estimate for the ELLAM scheme for the 
initial-boundary value problems of multidimensional, advection-reaction PDEs. Be- 
cause the techniques used in analyzing the one-dimensional ELLAM scheme depend 
on the Sobolev embedding theorem that the Sobolev space H1 (Q) c-* C(Q) (the space 
of all continuous functions) which is true only in one space dimension, the analyses in 
[14, 15] would not carry over to multidimensional problems. In this paper we utilize 
the blending or Boolean interpolation [11, 20] and adopt a different approach to derive 
the error estimate. Then we perform numerical experiments to verify the theoretically 
proven convergence rates. 
The rest of the paper is organized as follows. In section 2, we present an ELLAM 
scheme. In section 3, we introduce some preliminary notions and blending interpo- 
lation estimates. In section 4, we derive the main result, an optimal-order L2 error 
estimate. In sections 5-8, we prove some lemmas used in section 4. In section 9, we 
perform numerical experiments to verify the theoretical estimates. 
2. An ELLAM formulation. We consider the following initial-boundary value 
problem for the advection-reaction PDE 
ut(x,t) + V (vu(x,t)) + R(x,t)u = f(x,t), (x,t) E x (0,T], 
(2.1) u(x,t) - g(x,t), x E S(I) 
u(X,0) = tO(X), x E Q, 
where Q = (a,b) x (c,d) is a rectangular domain with the boundary := aQ. 
v(x,t) := (V1(x,t),V2(x, t)) is a velocity field, R(x, t) is a first-order reaction coeffi- 
cient, f(x, t) is a given function describing source terms, and u(x, t) is the unknown 
function representing the solute concentration of a dissolved substance. S(I) is the 
space-time inflow boundary defined by 
S I) := {(x,t) x [o, T v(x, t) -n(x) < 0 
with n(x) being the unit outward normal. g(x, t) and uo(x) are the prescribed inflow 
boundary and initial conditions, respectively. 
2.1. Characteristic tracking and partitions of the domain. Let N be a 
positive integer. We define a partition of the time interval [0, T] by 
T 
t := nAt, n = 0,1,..., N, with At := N. 
Multiplying the governing PDE in (2.1) by space-time test functions w(x, t) that are 
continuous and piecewise smooth, vanish outside the space-time strip Q1 x (tn, tn+1], 
and are discontinuous in time at time tn, we obtain a space-time weak formulation 
tn+1 
u(x,tn+ )w(x, t+1)dx + j j v n(x) u(x, t)w(x, t)dsdt 
(2.2) 
- 
j j u(x, t) (Wt + v Vw - Rw) (x, t)dxdt 
r/~(,p',,(xt ? Jtn+l 
= u(x )(x tn)dx + / f/(x,t)w(x, t)dxdt, Jo. ~~~~ f^ Jo 
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where w(x, tn) := limt,t+ w(x, t), which takes into account the fact that w(x, t) is 
discontinuous in time at time tn, and 
S(. :={(x, t) E r [tn tn+] v(x, t) n() < 0}, 
(2.3) S (N) {(x,t) E F x [tn, tn+] v(x, t) n(x) = 0}, 
S) :={(x,t) F x [tn, tn+] v(x, t) n(x) > 0}. 
In the ELLAM framework, we choose the test functions w to satisfy the adjoint 
equation of the governing PDE in (2.1) 
(2.4) wt + v * Vw - Rw = O. 
Equation (2.4) implies that the test functions w should vary exponentially along the 
characteristics defined by the ordinary differential equation 
(2.5) d = v(x, 0). 
Because one cannot solve (2.5) exactly in practice, one has to use numerical means. 
For simplicity, we use an Euler quadrature to approximate the characteristics. For 
any x E Q, we define an approximate characteristic r(0; x, tn+l) emanating backward 
from x at time tn+l by 
(2.6) r(0; x, tn+) =x - v(x, tn+l)(tn+ - 0), 0 E [t*(x), t+l], 
where t*(x) is the time instant when r(0; x, tn+1) backtracks to the boundary F during 
the time period [t, tn+], and t*(x) := tn otherwise. 
For any (x, t) E S(?) we define an approximate characteristic r(0; x, t) extending 
backward from (x, t) by 
(2.7) r(; x, t) := x - v(x, t)(t - 0), 0 [t*(x, t), t], 
where t* (x, t) is the time instant when r(0; x, t) backtracks to the boundary F during 
the time period [tn, t], and t* (x, t) := tn otherwise. To accurately measure the effect of 
the reaction and source terms on a particle traveling from the previous time tn or the 
inflow boundary SI) to the current time tn+l or the outflow boundary S(?) we define 
location-dependent time steps At(')(x) = tn+ - t*(x) and At() (x, t) := t - t*(x, t). 
Instead of defining the test functions w to be exponential along the characteris- 
tics determined by (2.5), we define the test functions w to be exponential along the 
approximate characteristics defined by (2.6) and (2.7) 
(2.8) w(r(O; , t), 0) := w(x, tOe-R(Xt-)(-0), 
where 0 E [t*(x),tn+l] for (x,t = (x,tn+1) with x E Q and 0 E [t*(x,t),t] for 
(x, t) (x, t) E S( 
2.2. A reference equation. We now evaluate the second term on the right- 
hand side of (2.2). To avoid confusion we replace the dummy variables x and t in this 
term by y and 0, and we reserve x and t for use in Q at time tn+1 or at the space-time 
outflow boundary S(?). We define 
(2 )(0) := {x e Q 3-y E [, tn+l], such that (s.t.) r(y;x,0) rF}, 
Q(I)(0) :=-{x cQ (y, -y)E Sn) with y E [tn,0], s.t. x = r(0;y,y)}. 
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Namely, Q(O)(0) C Q is the set of points that will flow out of Q during the time period 
[0, tn+l] and Q() (0) C Q is the set of points that flowed into Q during the time period 
[tn, 0]. 
For any y E Q\Q(O)(0), there exists an x E Q such that y = r(0;x,tn+l). 
Similarly, for any y C Q(O) (0), there exists a pair (x, t) E Sn() such that y = r(0; x, t). 
Hence 
tn+l 
n f(y, 0)w(y, 0) dyd0 
tn+ 
(2.10) = f(r(0; x, tn+l), ) w(r(0; x, tn+), 0) drdO 
tn+l 
+ / / f(r(0; x, t), 0) w(r(0; x, t), 0) drd0. (Jt)  (0) 
Enforcing the backward Euler quadrature at tn+1 to the first term yields 
tn+1 
/ J f(r(0; x, tn+1), 0) w(r(0; x, tn+l), 0) drdO 
tn+1 
(2.11) = / f (r(0; x, tn+l), ) w(r(0; x,tn+l), ) detJ(0; x, t+l)dOdx 
(2.11) Q/t*(x) - tn+l 
= f(x, tnl)W(x, tn+1) j e-R(x,tn+l)(tn+l -)dO dx + E1 (f, w) = Jn */f(x, n+l)w(x,tn+l) r.(x) 
- 
/ 
(l) (x, tn+l )f (x, tn+ )w(x, tn+l)dx + E1 (f, w), 
where detJ(0; x, t"1) := det( 0'r(;Xtn+l)) is the Jacobian determinant of the transfor- 
mation from r to x. I(1)(x, tn+l) := (1-e-R(xt'+1)At(')(x))/R(x, tn+1) if R(x, t+1) = 
0 and J(1) (x, tn+l) := At(I)(x) otherwise. El(f,w) is defined by 
tn+l 
(2.12) El(f, w):= [f(r(0; x, tn+), 0) detJ(0; x, tn+l)- f(x, tn+l)] 
~(2.12iz) JnJt*(x) 
x(x, tn+1) e-R(x tn+l)(tn+l-e)ddx. 
The second term on the right-hand side of (2.10) is written as 
tn+1 
[ f/ f(r(0; x, t), 0) w(r(0; x, t), 0) drdO Jt" J(o) (0) 
= [ X f(r(0; x, t), 0)w(r(0; x, t), 0)detJ(0; x, t)v(x, t) . n(x)dOdS 
(2.13) ) t(x,t) 
- v(x, t) n(x)f(x, t)w(x, t) e-R(x't)(t&e)dO dS + E2(f, w) 
Jsn J (x, t) 
) v(x, t) . n(x)I(2) (x, t)f(x, t) w(x, t) dS + E2(f, w), 
where J(2)(x, t) = (1 - e-R(x,t)At()(x't))/R(x,t) if R(x,t) 7 0 and 'I(2)(x,t) 
t(?) (x, t) otherwise. E2(f, w) is defined by 
E2(f, w) (:= j v(x,t). n(x)f(r(0; x, t), 0) detJ(0; x, t) (2.14) ) (-fx,t) 
-/(x, t)] x w(x, t)e-R(x't)(t-)dOds. 
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Substituting (2.10), (2.11), and (2.13) for the second term on the right-hand side 
of (2.2) and incorporating the inflow boundary condition in (2.1) into (2.2), we obtain 
a weak formulation for the governing PDE in (2.1): 
u(x, tn+l)W(x, tn+l)dx + Jr v(x, t) n(x) u(x, t)w(x, t)dS 
= u(x , tn)W(X, t )dx + / ( l) (x, tn+l)f (x, tn+l) (xtn+l)dx 
(2.15) ]2 2 
+ 
, v(x, t) * n(x)(2)(x, )/(x, t) w(x, t) dS 
- jf v(x, t) n(x) g(x, t)w(x, t)dS + E(w) 
Sn 
with 
E(w):= E (f,w) + E2(f,w) 
(2.16) tn+1 
+ u (x, ) (wt + Vw - Rw)(x, t)dxdt. 
2.3. A numerical scheme. We define a uniform rectangular partition on Q 
Tx: x :=a+ ix, i =1,2,..., I, with zAx:= - 
(2.17) d-c 
TY: yj :=a+jAy, j=1,2,...,J, with Ay:= - 
Let h = [(Ax)2 + (Ay)2]1/2 be the diameter of the partition; we assume that the 
partition is quasi-uniform, i.e., 
1 < h , M < +oo. 
-min{Ax, Ay} 
Without loss of generality, we assume that V1(x, t) and V2(x, t) are positive on the 
space-time boundary F x [0, T]. In this case, the spatial inflow and outflow boundaries 
r(I) and r(?) are independent of time, and the S() and Sno) defined in (2.3) are 
reduced to 
(2.18) (I) = {(a, y) y c [c,d]} U {(x,c) x [a, b] S) = r(I) x [tn,t+l], 
r(?) {(b,y) ye [c,d]} U {(x,d) x [a,b]}, S - r(?)) x [tn, tn+]. 
Notice that during the time period [tn,tn+l], the number of spatial degrees of 
freedom crossing the outflow boundary Sn() is essentially the Courant number in the 
normal direction. To preserve the information, we should refine in time at the outflow 
boundary S(?) with the same number of degrees of freedom. Let 
Cr(?) := max IV(x, t) IAt IV2(x, t) At 
(x, t)S) Ax x Ay J 
be the Courant number with [Cr(?)] being its integer part. We define a local refine- 
ment in time at the space-time outflow boundary S(O) by 
(21)=tn+l _S= ..I,whAt (2.19) Tt: tn,k := t+ - kAtf, k =0,1,... IC, with Atf :=A IC 
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with IC = [Cr()] +1. The combination of the local refinement (2.19) with the spatial 
partition (2.17) forms a partition on the space-time boundary S(). 
Let q(x) be any piecewise-bilinear function defined on Q with the partition 
Tx x Ty, and let ?(x, t) be any piecewise-bilinear function on the space-time out- 
flow boundary S(?) with the partition Tx x Tt or Ty x Tt. Then the expression (2.8) 
leads to the following definitions of the test functions w(x, t) in the space-time strip 
Q x It 1, t ]: 
w(r(O;x,tn+l),O) -:= (x)e-R(x,tn+1)(tn+-0), 0 E [t*(x),tn+l] x Q, 
w(r(0;x,t),0) := (x, t)e-R(t)(t-), 0 E [t*(x,t),t], (x,t) E Sn), 
where t*(x) and t*(x,t) are defined below (2.7). 
With the known solution u(x, tn) on Q at time tn and the inflow boundary condi- 
tion on S(I) the weak formulation (2.15) solves for (x, tn+1) on Q at time tn+l and 
u(x, t) on the space-time outflow boundary S(0) with no equations being imposed on 
S) at time tn+l or on Sn?) at time tn [4]. However, to conserve mass, all the test 
functions in the numerical scheme should sum to one on Q at time tn+l and on the 
space-time outflow boundary S(?). Therefore, we add the basis functions at the nodes 
on S(n) at tn to those at their neighboring nodes on S(n) at tn,I-1, leading to the 
modified nodal basis functions (i,J,k and ?I,j,k. To maintain the stability and coerciv- 
ity of the ELLAM scheme, we use these modified basis functions for both trial and test 
functions. Similarly, we add the basis functions of the test functions at the nodes on 
S(I) with t = tn+l to those at their neighboring nodes on Q at time tn+1. For exam- 
ple, at the nodes x1,j (j = 1, 2,..., J) the basis functions bi,j(x) := o,j(x) + l,j (x) 
are constant in x direction on the interval [x0,x1]. At all other nodes that are not 
adjacent to a node on S(I) at tn+1, the functions i,j = -i,j. One can easily see that 
the test functions w(x, t) defined this way sum to one on Q at time tn+l and on the 
space-time outflow boundary S(?). However, to have second-order accuracy in space, 
we cannot use ?i,j(x) as the same basis functions for the trial functions in (2.20). 
Instead, we use the standard bilinear functions 0i,j(x) on Q at time tn+l for the trial 
functions. In summary, the trial functions are defined on Q at time tn+1 and on the 
space-time outflow boundary S(0), which have the following expressions under the 
assumption (2.18): 
J I I 
U(x,tn+1) :=- (xi,j,tn+l )i,j(x)) + E g(Xi, ,o,tn+ )?o (X) 
j=l i=1 i=O 
J 
+ ( g(x0),j x E c,
(2.20) j=1c- 
~(~2. 20) J-1 IC-1 
U(x, t) :=E - U(XI,, tn,k)I),j,k(X, t) 
j=0 k=0 
I IC-1 
+ : U(xi,J, tn,k)qi,J,k(, t), (X,t) St) 
i=0 k=0 
where xi,j : (xi,yj). qi,j(x) (0 < i < 1,0 < j < J) are the nodal basis func- 
tions satisfying ?i,j(xl,m) = 6i,l 6j,m, where 8ij = 1 if i = j and 0 otherwise. 
?I,j,k(x,t) (0 < j < J) and 0i,J,k(x,t) (0 < i < I) are the nodal basis functions 
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satisfying /I,j,k(XI,I, tn,m) = 6j,1 8k,m and (i,J,k(Xl,J, tn,m) = 6i,l 6k,m- kI,j,k = /I,j,k 
and ji,J,k - ?i,J,k for k = 0, , ..., IC - 2, and ?I,j,ic-1 = qI,j,IC-1 + qI,j,IC and 
ci,J,IC-1 = -i,J,IC-1 + 4i,J,IC- 
Incorporating the trial and test functions into (2.15) and dropping the error term 
on the right-hand side, we obtain the following ELLAM scheme: 
/ U(x,+), t ) l(X,tn+l)dx+ j- v n U(x, t)(x, t)dS 
(2.21) = J U(x, tn)w(x, t)x+ j ()(x,t+l)f(X tn1)z(x tx)dx 
+ f (2)(X,t)v. n f(x, t)(x, t) dS - v ng(x, t) w(x, t)dS, 
where U(x, 0) has the same form as (2.20) and is defined to be the L2 projection of 
uo(x) given in (2.1). 
It is easy to see that the ELLAM scheme (2.21) generates a regularly struc- 
tured, well-conditioned, symmetric, and positive-definite coefficient matrix. Hence, 
the resulting algebraic system can be solved efficiently by, for example, the conjugate 
gradient method in an optimal order number of iterations without any precondition- 
ing needed. Moreover, in contrast to many previous methods which either impose 
a periodicity assumption on the advection-reaction PDE in (2.1) or require that an 
artificial outflow boundary condition be supplemented, the ELLAM scheme (2.21) 
naturally incorporates the inflow boundary condition in (2.1) into its formulation and 
yields a mass-conservative scheme without any artificial outflow boundary conditions 
needed. Furthermore, by a judicious choice of the test functions that appear in the 
weak form (2.2), the relative importance of the advection and reaction components in 
the governing PDE in (2.1) is directly incorporated into the ELLAM scheme (2.21). 
We refer readers to [28, 29] for more detailed information on the implementational 
issues of the ELLAM scheme. 
3. Preliminaries and blending interpolation. 
3.1. Preliminary notions. Let LP(Q), 1 < p < +oo, be the standard normed 
spaces of pth power Lebesgue integrable functions. Then we define the Sobolev spaces 
Wm (Q) = {v(x) EPJ) L(QE P(), 0<i+j<m 
with the norms 
\\V\IWm,P(Q) 
= < m &xiy 1<p<+ 
x i+jv(x, y) p ax,a1 _< p < +co, 1]V[}wm,P(Q) -O<i+j_m LP(0) 
m i+Jv(x, y) max , p= P +00. 
O<i+j<m QxiOyj Lj(Q) 
In particular, we let Hm(Q) = Wm2(Q) and H?(Q) - L2(Q). In addition, for 
1 < p, q < +oo we define the normed spaces 
Lq(tl , t2; Wm'p(Q)) 
= {w(x, t) I w(', t) ' (tl,t2) 1 Wm'p(Q), ||w(. t)|[wm,p(Q) E Lq(tl, t2)} 
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with the norms 
WIlLq(t,t2;Wm (")) = | I IIw(', t) lWm,P(n ) II , 1<Pt+'), q +o (3.1) W(, L(t2,t2) 
IIWlIL(O,T;L2(n)) = OmNx II1U(' t")ll2(n). 
Let p(x) E C[a, b], the space of continuous functions on [a, b], and Tx be a par- 
tition on [a, b] given in (2.17). We define Ilx to be an interpolation operator from 
C[a, b] to the space of piecewise-linear functions on [a, b] with the partition Tx: 
(nHp)(x)l[X,] := p(x_ )1)(x) +p(Xi)42)(x), 1 < i < I w[Xi- th 
with 
Xi -( X (1)(X) := AX' t x , (2) (X) := 
x i 
xE [X-,i-], < i < I. 
-- zX' 
X [i-,i] 
Similarly, for any q(x, y) E C(f2), the space of continuous functions on Q, we 
define III to be an interpolation operator from C(Q) to Qh(Q), the space of piecewise- 
bilinear functions on fl with the partition Tx x Ty defined in (2.17): 
(I'q)(x, y) j (-Yq)(x, y) = (nYnxq)(x,y) 
2 
q= E q(xi+-2,Yj+m-2)0 i )(z Y), 
L,m=l 
where 
( ^, )(x, y) :- )(X) (y), (, y)E i,j :=- [Xzi-1,i]x [Yj-1 Yj 
1 < ,m < 2, 1 < i < I, 1< j < J. 
It is well known that the following estimates hold [6]: 
!Ilq 
- qwllwm,P(n) < M h2-mlqlwW2,() 
(3.2) qwm() M h llH 
IlqllwH,'(n) < M h-1 lqlHlW(m 
Vq E H2(Qf), m=0,1, 
Vq e Qh(), m = O, 1. 
Although the estimate in (3.2) is of optimal-order, it is not refined enough. We 
need a more refined expansion in our analysis. For example, it is well known that in 
the one-dimensional case, the following error expansions hold: 
x 
i3 ) K m. ( a 
- X ^d m p ( a ) d a , (HIXp) (x) - p(X)I [Xi K~ ) a; x)P da, 
(3.3) [Xi-i,Xi] Ji-l dm a 
m = 1,2, 
where the Kernels K'l)(a; x) and K ((a; x) are defined by 
(3.4) { 2 )(X) 
i -Xi-X 
Ax ' 
x- Xi-- 
Ax ' 
1 < i <I, 
a e [Xi-I,], 
a E [x,xil, 
and 
Ob[) (x) (a - xi-,) = 
(xi - x)(a - Xi-,) [Xi-1 X], 
(3.5) K2 (a;x) = 2() (X - x) - (X- ( - a) a Equao ( li - a(b) , A aE [x, i]. 
Equation (3.3) holds for p E Hm(a, b) with m = 1 or 2. 
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3.2. Blending interpolation. To derive an analogous expansion for the er- 
ror of bilinear interpolation (IIIq)(x, y) - q(x, y), we utilize the blending or Boolean 
interpolation (IlBq)(x, y) [11, 20] defined by 
(nBq)(x, y) X ii x+ JIY - HxHYq)(x, y) lA)(X ) := (n~ + nP - n n)(q  
2 
= S [q(xi+l-2,y) )(x) + q(x, Yj+l-2)( (Y)] 1=1 
2 
-- Uq(Xi+l-'2 Yj+m-2)/ )(Xy), 1 < i < I, 1 < j < J. 
l,m=l 
Using (3.3), we obtain the following error expansions for the blending interpolant: 
(HIq)(x, y) - q(x, y) = -(L - )(ix - I) q(x, y) 
xi 
(91 q (3.6) =-(IIy(-I)Y K(1) (a;zx) (a, y)da 
yj X.i al+mq 3 
-x K (jm) (a, o; x, y ) (a, )dado, - Yj-1 1 i-  )alpd 
1<i<I, 1<j<J, 1<l,m<2, 
with 
(3.7) K', m)(a,/;x,y) = K(1)(o;x) Kgm)(; y). 
Equation (3.6) holds for q C Hl+m(Q) with 1 < l,m < 2. 
Using (3.3), we obtain an expansion for (III - nB)q(x, y): 
(n' - rI)q(x, y) Qij 
= [H((nI- I)+ nX(nY- I)]q(x,y) - 
J i X3i 
= I y K( (a; x)qqc(a, y)da + IIx 't K(2) (/3;y)q (x, 3)d/3 
(38) = I K2 (a;x)TIYq(a,y)da+ ( )(/3;y)Hx q(x,3)d/ 
zi-l Yj-l i-l ij- 1 
xzi Yx- 
.- K2) (a; x) q,(a, y)da + Kj2)(/; y)q{o(x, 3)d/ 
.yj-1 xi-l 
1 KK, ,2) (a, ; x, y)ql (a, J)dad, 1 i2<? 1<j J. 
j-1 i-1 
Using (3.6) and (3.8), we obtain an error expansion for (II - I)q: 
(H - I)q(x, y) (n' - (Hx,y) I - + l)q(xy) I- 
= Ir K2K(a; x)q,,(a, y)da + Y KJ2(o; y)q,3(x, / d/  
(3.9) i_xi Jy,-1 
yYi ysi X03 
+ I I K(m,3-m) { 0q , . ,$, K (7',j (a/3;x, y) rY)m/ m (a,/3)dad/, 1 <j-i 1?i-j1 JmL p 
1< i< I, l <j< J, m=1,2. 
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3.3. Notations. To derive an optimal-order error estimate for the global trun- 
cation errors 
we introduce the following auxiliary functions in light of the definition of the trial 
functions U in (2.20): 
J I I 
17Iu(x, tn) E3 ZU(Xij, tnfri,j (X) + E g (X~,, Itn)q$j,o (X) 
j=1 i=1 i=O 
J 
j=1 
(3.10) J-i IC-i 
j=O k=O 
I IC-1 
i=O k=O 
Then we can decompose the global truncation errors e(x, tn) for x E QI and e(x, t) 
for (XI t) ESn) as follows: 
with 
~(xl t) n U (X, tn) _ HI'U(X, tn), ~(X, t) U U(X, t) - HI'U(X, t), 
(3.11) ?(X, tn) HI= H'(X,tn) _- u(X,tn), r(X, t) rI= lu(X, t) - U (X,t), 
Notice that the error estimates for 77(X, tn) and 77(x, t) are known from (3.2), (3.3), 
and (3.9). Our main objective is to derive an optimal-order error estimate for ~(X, tn) 
and 
~(x, t). From definitions (2.20) and (3. 10), we obtain the following expressions 
for ~(X,tn) and ~ (XIt): 
J I 
3=1 i=1 
J-1 IC-1 
~(X,t) = 3 ~(XI,,t,k)4I,3,k(X,t) 
j=O k=O 
I IC-1 
zEE~X,,nk0iJkX0 
i=O k=O 
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We also introduce the following notation for x E Q and n = 0,1,..., N: 
J I I 
(x,tn) := (xE EXi,j,tn),j(x) + (E(Xi, ,tn)qi,O(x) 
(3.12) j=1 i=1 i= 
+ E y (Xl,j, tn)qo,j(x) + -(xl,i, t")0o,o(x). 
j=1 
The following expressions, which come from (3.11)-(3.12), will be used frequently 
in our theoretical analysis: 
6(x, tn) = n7(x, tn) = 0, E r() 0 < n < N, 
6(X, tn) = (X1, y, tn), (, ,y) E [a, xl] x [yl, d], n = 0,1,... , N, 
(3.13) i(x, tn) = 6(x, Yl, tn), (x, y) E [xi, b] x [c, Y], n = 0, 1,..., N, 
(x, tn) = (x1, Y1, t), (x, y) E [a, xl] x [c, yi], n = 0, 1,... , N, 
((x,t) = 6(x,tn,Ic-1), x E r(), t E [tn,tn,IC-1], 0 < n < N- 1. 
We use E to denote an arbitrarily small positive number and M to denote a generic 
positive constant, which may assume different values at different places. 
4. Main results. In this section, we derive an optimal-order L2 error estimate 
for the ELLAM scheme (2.21). Subtracting (2.21) from (2.15) we obtain 
e(x t (x x + v(x, t) n(x) (x, t)n(x) e (x, t , t) dS 
= J e(x, tn)(x, tn+)dx E(.- 
Then the error equation above is rewritten in terms of 6 and rI as follows: 
j ((x, tn+)^(x, tn+l)dx + j v(x, t) n(x)62(x, t)dS 
(4.1) = J &(x,t")(x, tn)dx + j rl(x,tn)i(x, t)dx 
- 77(x, tn+ (x, tn+l)dx - j v(x, t). n(x)r(x, t) (x, t)dS - E(). 
Using (3.13) we rewrite the first term on the right-hand side of (4.1) as 
(x, tj+ )(x, tn+l)dx 
d b d x 
I(4) + (X, tn+l)dx + ()(x,+ l) ( xl,y,tn+l)xdx JY1 b x1 1a 
(4.2) q -l 6(x, tn+1)6(X Y, n+l dx q-(X, t,+ 1) (X 1, Y,Itn )dx 
rd rb d 
= aj | 2(x, tn+l)dx + 2 2(xzny, t+ 1)d 
2 xl Y 
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We now turn to the right-hand side of (4.1). The first term is decomposed as 
(y, t) ^(y, t )dy 
= j( y, tn)((y, tn )dy + ( (y, tn)((y, t+)dy 
wh4er 3 ')(O) and\Q(O) tn) (n) (T n4.3 
= jlf ~(x*, tn)f(x tn+l) detJ(tn; x, tn+l)e-R(x'tn+l)Atdx 
+ j ( (y, tn)(y, t )dy 
-=- 
< M (X*,tn)A(x , tnl) (detJ(tn;x tn+l-R(xtn+l)t ) d 
Q\Q(I) (tn+l) 
+ Mt((x*,tn)(x, tn+l )dx + (y, tn)(y,t +)dy, \Q(I) (tn+l) Qn ) 
where Q(I)(0) and Q(?)(0) are defined in (2.9). 
The first and third terms on the right-hand side of (4.3) are bounded by 
d /ect a(x*,tn)i(x, tn+) (detJ(tn; x,tn+le-R(x'tn+ lt _ 1) dx 
\Q(I) (tn+l) \ 
+ z x j (y, tn))(y, t+)dy 
<2 /(x) 22(y,t y, d + j(y,td )dy 
+MAt f I|(x* tn)g(x,tn+1 )dx 
J \Q(I) (tn+l ) 
< 1 + t v(x, t) * n(x)2(x, t)dS + i 2(y ,)dy 
+MAtIl|(x, tnFl)l L2(f) + MAtj||(x, tn)l 2(n) 
However, the estimate for the second term on the right-hand side of (4.3) is very 
delicate and is derived in Lemma 1 in section 5. We present only the result here: 
f[•> (t(x,~X*'tn)(xtn+l)dx \Q(I ) (tn+l) 
< 1I (x, tn+l)dx+ 2 X (x, t)dx 
-2 J 4 2 J(n\n(o )(tn))n([xl,b]x [yl,d]) 
(4.4)+ 4 K(3)(xl,y) (xl,y,tn+l)dy + 
y 
K(4)(x yl)g{2(x , y1 tnl) dx 
Ax d* ( ,d) A b* (b,y) 4 JY = (Xl, Y, tn)dy+ ,tn jkl.l*x dY, t")dx 
+ 8 YK(3) (Xl,l)K(4) (Xl 1)~2(Xl , tn+l) q+ AzA 2(Xl, tn) 
+MA tll(x, t+) )1L2(Q) + MA1(x, t)L2(Q)), 
where 
K(3) (X) := (1 - K()(x)), K(5)() min 1 IVl(x' tn+1) At 
(4.5) Ax 
I 
( ( , ( 
K(4)(x) :=( - K(6)(x))2, K(6)(X) min 1V2(x tn+l1At 
' ' I \Ay '
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x*(x,y) :=X -Vl(X,Zy, tn+l)At, y*(Z,y) := y- 2(x,y,tn+l)t, 
(4.6) b*(b,yi) := b-V(b,yl,tn+l)At, d*(xl,d) :=d- V2(xi,d,tn+l)At, 
Q1 := (\Q(I) (tn+l))n ([a, x] x [yl, d]), 
(24 := (Q\QF(l)(tn+l))n ([a, x] x [c, yl]), 
*Q3 := (Q\Q(I) (tn+l))n ([nx, b] x [c, yi]), 
04 := (\(I)(tn+l)) n ([x1, b] x [yl, d]). 
Combining (4.3)-(4.4), we have bounded the first term on the right-hand side of 
(4.1). As with (4.3), we rewrite the second term on the right-hand side of (4.1) as 
/ (y, t"n)(y, tn)dy 
= j1,(y, tn)r(y, tn)dy + 7(y, tn)(y, t)dy Q\Q(o)(tn) Q )n 
(4.8) = ( ) t(x*, tn)(x, tn+l) (detJ(tn; x, tn+l)e-R(x't"+l)t_ 1) dx \Q(I) (tn+l ) 
+ j 7(x*, tn)(x, tn+l))dx 
\Q(I) (tn+l) 
+ s v(x, t) n(x)i7(x*(x, t), tn)(x, t)e-R(xt)(t-t )dS. ?0) 
The first term on the right-hand side of (4.8) is bounded by 
/()(t+l) 7(x*, tn)(,tn+l) (detJ(tn;x, tn+l)e-R(x,t+l)At - ) dx 
\Q(I) (tn+l) 
< MAt /\2l(+ It(x* t)x,t+l) dx 
n\n(I)(tn+l ) 
< MAtllv?(x, tn)llL2(m) I((x, tn+l)llL2(n) 
< MAtll(x, tn+1)1() + MAt h4 IIu(x,tn)112(). 
The second term on the right-hand side of (4.8) and the third term on the right- 
hand side of (4.1) are combined in the error analysis. When Cr > 1, where 
Cr := max { iVl(X,t)lAt IVx, t x,t)At 
(x,t)ex [0,T] Ax Ay 
h < MAt. These two terms are bounded by 
|\ rl>(t(+l) (x*, tn)i(x, tn+l)dx - 7(X, tn+l)i(X, tn+l)dx 
(4.9) -( < | (x* tn)i(x'tn+l)dx + j 7l(x, tn+1)(x, tn+1 )dx (4.9) \Q(I) (tn+1) 
< Ml((, tn+i ) IIL2(S) (11(X, tn+"l) |L2(n) + IIq(x,tn) IL2(ln)) 
< MhlAt(x, t"+1) L2(Q) +U LM(At I;( o,T(Q)) 
< Mt2 II(X, tn+ 1)11L2() + gM(At) UL(OT;H22())? 
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When Cr < 1, we decompose these two terms as follows: 
\Q(I)(t-+1) 
Tq(x*, tn)~(x, t+l )dx - j(X t(n+l )(x t+l )dx 
rtn+l 
=--\/() (tx+l) rt)dt -(x, t+l)dx Q\Q(')(tn+l) tn" 
, _ (4.10) 
J (I)(tn+l) 
-J\Q(I) (tn+l) 
-X,(tnl X,tn+))dx 
[7(XI tn) 
_ 
n(X* tn) i(X, tn+l )dx. 
The first term on the right-hand side of (4.10) is bounded by 
tn+1 
/f / rt ((x,t)dt (x, tn+l)dx Q\Q(I)(tn++l) tn 
- -tn+l- - 1/2 
< (,At)1/2 j ] (x, t)dt (x, n+1) dx 
Q\Q(I)(tn+l) tn 
< MAtllt x, tn1) 112 2+M||q|i11 2 
--< itll~(x, t+)12(Q) + MIi7KtIIL2(tn,tn+l;L2(Q)) 
< MAtll(x,It)~ +tl) 12( Mh||4|^t)J2) K AMI\t|(x, tn I2(L) + hA4lUtllL2(tn,tn+l;H2(Q))' 
However, the remaining two terms on the right-hand side of (4.10) are more diffi- 
cult to bound. The techniques in the previous analyses for MMOC [10, 12] lead only 
to a suboptimal-order error estimate that does not reflect the strength of the ELLAM 
scheme. To derive an optimal-order error estimate, we develop new techniques to an- 
alyze these terms and present the detailed analyses in Lemmas 2 and 3 in sections 6 
and 7; there we obtain 
/ 
r~/^ti(x,tn+l)l(x tn+l)dx + [l(, tn)-((X',tn+)](x,- 
tn+l 
(I) (tn+l) \Q(I) (tn+l) 
< 61 J v n2(x t)dS + ?lAxAy[K(5)(xl1,) + K(6)(xl,1)] 2(xl,, tn+l) 
n d rb 
+ElAx / K(5)(xl, y)2(xy, y,tn+l)dy + elAy K(6)(x, yl)2(x, yl, tn+l)dx 
Y 1 
+MAt l (x,tn+1)12,(n) + MAt [h4 + (At)2]1 Iu(x, tn+l)lH3(Q), 
where E1 = 0 for Cr > 1 (recall (4.9)). 
The third term on the right-hand side of (4.8) is bounded by 
/ v- n(x* (x, t), tn)(x, t)e-R(x't)(t-t)dS ?0) 
- Mj -1/2 - -1/2 
<M (4. v n2(X t)dS v n2(x(x,t),tn)dS 
(4.11) < 62 / v' nC2(x, t)dS + M J 72(x, tn)dx Js?0) EQ(o)(tn) 
E< 2 2s v 
. n(x, t)dS + M(At)311u(x, tn)||12( 
+AMAt [h4 + (At)2] |U1(x,tn)l (), H3 S2)
)dx 
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where A = 1 if Cr < 1 and 0 otherwise. At the last step we have used (6.2), which 
will appear in section 6. 
Recalling (3.10), IIIu(x,t) = u(x,t,i,c_l) for x E (?) and t E [tn,tn,C-l] 
When Cr > 1, h < MAt. Hence, 
J 2(x,t)dS ? M[h + (Atf)2] (2IIAIf2 2(Slo) + Itll2()) ?0) n L2 (S?)) 
< M(At)2(usIL2(S(O)) + IL2(SIO))) 
where u, is the tangential derivative of u on F and Atf is defined in (2.19). 
When Cr < 1, tn,IC-1 = tn+l. So, IIu(x, t) = u(x, tn+1) for (x, t) E S(). Thus, 
tn+l - 2 
r2(x,t)dS < MAtj r2(x,tn+l)ds +M ut(x, )dO dS 
n r(o) n 
-< Ant h4 l ^411 Us +M(At)|||Ut11 
2 < At  |L (O,T;L2(S(?)) ) t L2(SO)) 
Combining the two preceding estimates, we bound the fourth term on the right- 
hand side of (4.1): 
Jf(o) v(x t) n(x)/(x, t) (x, t)dS n r. 
-1/2 r - 1/21/2 
< ? ) v(x, t) n(x)r12(x, t)dS v(x, t) n(x)2(x, t)dS 
(4.12) < E2 s v(x, t) n(x)~2(x,t)dS + M r) 72(x7 t)dS 
< e2 jS v(x, t) n(x))2(x, t)dS + AMAt h4u||11l2oo(oT; )) 
+M(At)22 JJU112 + (UI]2 
+M(A [IIUL2(tn,tn+1;H2(Q)) + |IUt 1L2(tn,tn+l1;H1()) 
where A = 1 if Cr < 1 and 0 otherwise. At the last step we have used the trace 
theorem in the Sobolev spaces 
(4.13) iu(', t)llL2(r) < M|u(., t)llHl(n). 
The last term on the right-hand side of (4.1) is estimated in Lemma 4 in section 8. 
We obtain 
E() |< 63 J v * n(2 (x, t)dS +6 E3 J 2(x, tn+l )dx 
IEA(cro) J~(. .Q( i) (tn+l)rn([l,X[l ,b [Y d]) 
rd 
+ e3AX K(5)(xl,y) 2(xl,y, tn+)dy 
Y1 
rb 
(4.14) + s3 / K(6)(x, yl)2(,, y 2x, tn+l)dx 
dX1 
+ 63AXAyK(5)(xl,1)K(6)(xl,1l)2(xl,l, tn+l) + MAtl(x, tn+1)||12() 
+ MAtI||(x, t) L2 )) + M(At)3 !UIIO(O; )) L2(S(?)) L?-(O,T;H1 (0)) 
+ 
M(At)2fL2(tn,tn+f;L2(Q)) + ||TL2(tn,tni+;L2())] 
where f, is the derivative of f along the (approximate) characteristics. 
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Incorporating (4.2)-(4.4), (4.8)-(4.12), and (4.14) into (4.1), we obtain 
j j (2(, tn+l)dx + / j 2(x1,y,tn+l)dy 
J~~Y1 J1~~~ Y ~2 1 
y b J2+ Ay 
+,2Y 2(2, Yyl,tn+l)dx q+ 4 2(xl,1,n+l)+ v- n(x,t)dS 2 4 ?J ) 
< - 2(x, tn+l)dx + 2(X, tn)dx 
2 1 1 1 
+AAy8 [K(3)(xl,l)K(4)(xl,l) + 8eiK(5) (xi,) + 8E1K(6)(Xl,l) 8 
+8-3K(5)(xl,l)K (6)(Xl,l)] 2(X1,1 tn+l) 
X AY2(xll,t ) + 4 2 (x ,y, t )dy + - 2 2(X ,yl,tn )dx 
+ 
-4 [K(3)(xl,y) + 4(el +? 3)K(5)(xl,y) ]2(xl,y,tn+l)dy 
+AY /4 [K(4)(XI yl) + 4(1l + E3)K(6)(X,yl)] 2(x',yl'tn+l)dx 
(4.15) 1 
+ ( +MAt? + +262 + 63) v(x,t) n(x)?2(x,t)dS 
t2 ()S^02( 
+MAtl||(x, t)ll2l|(so)) + MAtl||(x, tn+l)l||L(n) + MAtl||(x, tn)||1 2 ) 
+MAt [h4 + (At)2] IIUIlloo T;H2(n)) + M(At)2 utllL2(tn,tn+l;HI1()) 
+Mh4 lut l1L2(t,n,tn+l ;H2(n)) + AMAt [h4 + (At)2] IuI-(O,T;H3(n)) 
+M(At)2 [llflL2(tn,tn+1;L2(n)) + I||/T L2(tn,tn+ ;L2((Q))] 
where we have used the fact that 
J ~2(x, t')dx + f 2(x, t)dx 
(0) )d\Q(o) ( ) (tn))n([x i,b] x [Y i, X])2 
n d rb rd rX t,b Yl j< j 2(x,tn)dx+ / 2(x, tn)dx + ,y) 2(x, t)dX JY1 Jx1 d'(x2i,d) a b* (b,yi) c 
< 
d I 2(X,tn)dx+ A fd 2(x1,y,tn)dy+- y2(, ,tn)dx. 
Y1i Jxi 4 Jd*(xi,d) 4 Jb(b,yi) 
In (4.15) we choose e1 = e2 = 63 = 1/24. By the definitions of K(3)(x)-K(6)(x) 
in (4.5), we have the following estimates: 
K(3)(x) + 4(ei + 63)K(5)(x) 
< [1- K(5)(x)] + K(5)(x)= 1 - K(5)(x) 1- K(5)(x)] < 1, 
K(4)(x) + 4(el + e3)K(6)(x) 
< [1- K(6)(x)] + K(6)(x) 1 - K(6)(x) [1- K(6)(x)] < 1, 
K(3) (x)K(4)) ( 1K(5x) + 81K(6()(x) + 8 3K (5) (x)K(6) (x) 
< [1 - K(5)(x)] [1- K(6)(x)] + - [K(5)(x) + K(6) (x) + K(5)(x)K(6)(x)] 
=1 - K((x) [1 - K(6)x)]- K(6) (x) [1 - K(5)(x)] < 1. 3 3.L `' 
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Canceling the corresponding terms in (4.15) and then multiplying both sides by 
2, we obtain 
j 2 (x, tn+l)dx + -l d 2 (xl Y, tn+l)dy + Y 2 (x, Y, tnl)dx 
JYI JxI I Z 1 
AxAy ? td+ 2 + A4 2 (X1,1, t 
2 
+ 3(n v(x,t).n(x)2(x,t)dS 4 3 J(S 
-1 \ 
d j xb I tn)dX AXy 2 n A rd X n < - jI J2 (X, tn)dx +- 2 (X1,1 tn)+ 2X ,2 (ztn)dy 42 4 2 
+ 2 J (x,i,t)dx + MAt v(x,t) n(x)2(x,t)dS 
+MAtl l(x, t)\I2 (O) + MAtI||(x, tn+) 1 2 (Q) + MAtI||(x, tn") 2() 
+Mat [h4 + (At)2] IIUI12O(O T;H2()) + M(At)21I)) 
+Mh4||LUt|L2(tn,tn+l;H2(Q)) + AMAt [h + (At)2] |Ilu2LI(o,T;H3(Q)) 
+M(A/t)2 [1L2(tn,tn+1;L2(n)) + Ilf-IL2(tn,tn+;L2 (Q)) 
Summing the preceding equation over n, we obtain 
tn+l 
I(x, t~+)i22(Q) + 3 J j v(x, t).n(x)>2(x,t)dS 
2 (Xtn l tn+l)+ - j x j, v(x, t) n(x)2(x,t)dS <Ma t 2(x, t )Il2)dx + M-at v(l,,t)d n(2(x, )t)dS 
+M4(t) [IlflIL2(,T;L2(Q)) + IfTL2(0,T;L2()))] 
Taking At sufficiently small such that MIAt K 1/2 and applying Gronwall's in- 
equality to the previous equation, we obtain the following estimate: 
n+l 
< II 1t L (O,T;L2 ,(Q) + MI L2(,T;L t)2( n())(x ) 
+M [ M[h4 + A t] [IUiIoo L ,;(T;H2()) + (At)2||ILt(oT;H2(Q)) 
+Mh||^||i.(0,T H2 ' AM h 4 + (/At)2 |liu,2 
(4.16) +MAtlllut;IL2(T;H ()) + Mh2 ut lL2(0,T;H3(Q)) 
a i g i i l  At < 1/2 a lyi g 
e ality  re ious e tion,  t in  follo ing i ate: 
[l fllL~c0 ,T;L2( )) + lllL2(0,T;L2(r(o))) 
+MAtl|ut1|L2(O,T;H1(Q)) + Mh211Ut1]L2(O,T;H2(Q)) 
+M 
AtI[|f1IL2(O,T;L2(Q)) + 1|f|T|L2(0,T;L2(Q))], 
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where the discrete norm 11 ? Ilpm(o,T;L2(Q)) is defined in (3.1). A = 1 if Cr < 1 and 0 
otherwise. 
Combining (4.16) with the estimate (3.2), we have proven the main theorem. 
THEOREM 1. Let u(x,t) be the exact solution of (2.1) satisfying u E L'(O,T; 
H3(Q)) and Ut E L2(0, T; H2(Q)), and let U(x, tn) be the numerical solution given by 
the ELLAM scheme (2.21). Then the following optimal-order L2 error estimate holds: 
IIU - Ul -(o,T;L2 S )) + IIU - UIIL2(O,T;L2(r(o))) 
K M[h2 + At [IIUIILoo(O,T;H2(n)) + IIUIILoo(O,T;H3(n))] (4.17) 2IIU 
+MAtIIutIIL2(O,T;H1(Q)) + Mh IIL2(O,T;H2(Q2)) 
+MLt [lfIIL2(o,T;L2(Q)) ? IIfrIIL2(O,T;L2(Q)) 
where A = 1 if Cr < 1 and 0 otherwise. 
REMARK 1. For simplicity of presentation, we have derived an optimal-order L2 
error estimate (4.17) for the ELLAM scheme (2.21) in two space dimensions. Notice 
that a similar error expansion to (3.6) for the blending or Boolean interpolation holds 
for higher space dimensions. The error estimate (4.17) holds for the ELLAM scheme 
defined in higher space dimensions. 
5. Proof of Lemma 1. The use of the nonconventional test functions ii in the 
ELLAM scheme (2.21) requires a very tight estimate (5.1) to bound the second term 
on the right-hand side of (4.3), which is proved in Lemma 1 below. 
LEMMA 1. Let ~ and i be defined in (3.11)-(3.12). Then the following estimate 
holds for the second term on the right-hand side of (4.3): 
i,\sci (nf> (x 
tn )i x tn" 1 )dx 
2 j + ~2btx[d]) (X, tn)dX 
2 J~4 2 Q\Q\nco (tn))n([x,,b] x (yl,d]) 
Ax 'd 2 b (5.1) +- K ) (xi, ] )dy + K (2) (x , )dx 4 1 42 
Ax d* (xl A Ay V b(blyl) 
* d d)2(X1, y, tO)dy + j22(X, yl, tn)dx 4 1 4 1II 
+AXz Y K 3) (xl,)K(4) (X.,\2C2( X..r tn+1) + AxAy 22(Xl,1 tn) 8 8 
+MAt JJ(x, tn+1) ll2(2() + MAtjjg(x, tn) 1l1(2), 
where K(3)(x) and K(4)(x) are defined in (4.5). 
Proof. We prove this lemma by considering two different cases. 
Case 1. Cr < 1. In this case, the curves ii(y) and a(x) defined by 
a = ri(tn; ((y), y, tn+1) = (y) _ V (5.2) a =r (? ) 7 y, tn+ )At c = r2(tn;x,a(X), tn1) = 
fall in the regions [a, xi] x [c, d] and [a, b] x [c, yi], respectively, where 
r(O; x, tn+1) = (ri(9; x, Y, tn+1), r2(O; X, Y, tn+1)). 
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Hence, the domain f\Q(I)(tn+l) is decomposed as 
(5.3) Q\R(I)(tn+l) = Q1 U Q2 U n3 U Q4 
with 21 through Q4 being defined in (4.7). 
Moreover, the K(3)(x) and K(4)(x) defined in (4.5) are now reduced to 
xK(3)(X))2,(x ) - tn+1 22(x tn+l)At 
2 
K(3) (x) =( V1 (x, t l )t ) K(4) (X) (1 _ V2 (X, tn+lA)t 
In this section we also frequently use the following relations: 
V (, y, tn+l)At - Vl(x y, tn+l)At = O(h At), x E [a, xi], y e [c,d], 
Vl(X,y, tn+l)At - Vl(xl,1,ytn+l)At = (h At), x E [a, x], y E [c,y1], 
a(y) - a - V1 (x, y, tn+l)At = ((h At) 
or, equivalently, 
K(3)(x,y) -K(3)(Xl,y) = O(At), x E [a,xi], y e [c,d], 
K(3)(x,y) -K(3)(xl,y) = (At), x [, [,l], y E [c,yl]. 
We split the left-hand side of (5.1) based on the decomposition (5.3): 
/• \S( -(X*, tn)(X, tn+l)dx \f2M!^^>(tn+l)dx 
(5.4) = J (x*, tn)(xl y, tn+l)dx+ / (x* tn")(xl,,tn+l)dx Q1 Q2 
+ f (x*',tn)(x',yl1tn++l)dx + (x*,)tn)x,tn+l )dx. 
3 4 
Applying the first equality in (3.13) to ((x*, y*, tn), we bound the first term on 
the right-hand side of (5.4) by 
(x*, tn^)(xl y, tn+1 )dx 
rd - a 
(y)Ax 
= -AX (3) (X, Y +X t nM l (X(Xl /dx dy 
(5.5) < K(3)(xl, y)+ M t h ,(xl,y,tn+l)>(xl,y*,tn) dy 
Ax d Ax d 
< K K(3) (xl, y)2(x1, y, tn+l)dy + - K(3)(zl, y)~2(l, Y* tn)dy 4 1 Y1 
+MAtjll(x, tn+1) J22(Q) + MAtlIj(x, tn) lL2(n), 
where in the first "<" sign of (5.5), we have used the fact 
ixi x*-a. pf 'xVl(x y, tn+l)t -a- 
a(y) Ax a(y) Ax 
1 - V (X1 yy tn+l)t O(At) dx 
a(y) -Ax 
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3(1) (5(y) -K - a -- V (l, y, tn+ )z t)2+ t h 2 2Ax 
2 <521K(3)(xl,y)+ML\th. 
At the second "<" sign, we have used the equivalence between the discrete and con- 
tinuous L2 norms. Namely, there are two positive constants M2 and M3 such that 
I d 
(5.6) M2l(x, tn+1)l ) < x 2(Xy,tn+)dy < Ml(xt+) 
i=l c 
The second term on the right-hand side of (5.5) is rewritten as 
A- K (3) (xl, y)J2(X1, y*, tn)dy 
. 
rd*(x1,d)+O(AtAx) 
= x Iy( [K(3)(xl,z) + O(At) E2(Xl,Z, tn)dz 
Y4 (X, )+O(AtAS) 
<A X K(3)(xl,y)~2(xl, , tn)dy + Mx(tl]3(x, tn)lYl2(l 4 y(xl,l) 
A\x flYl ri (Y - c)2dy 
< K K (xi, (i,t)dy + MAtjl(x," tn)12) 
4 L2 (n) (57) < 4 , K(3)(x1,1) +(h At)2(x,, ) ( y)2 
+a- K ( ,d( d )K(3) (xl, y)2(1, Y, tn)dy+ MAtll(x, tn)ll2 
4 yL2' 
Combining (5.5) and (5.7) yields an upper bound for the first term on the right- 
hand side of (5.4): 
Ax fd AT Id *(x,d) AXA(5.8) +A)(x1[, - (X()113)) 3]/2] 2(x1, tn) 
12 
AX dK(xi,d)K(3) (X1y) 2(xI y, t n)dy + MAtjZ~(x, t') 122 
( * )+ 12 -( X1)[ (K )d(y,1)) L ( ( ,) 
+MA1tll(x, tn+l) IL2(n)+ MAtllt(x, t")liL2(). 
By symmetry the third term on the right-hand side of (5.4) is bounded by 
/ K(4* , [tn)(X,, tn+1l)dx 
< 4 K(3)(xyl)2(xI,yl,tn+l)dy + 4 K ) (X)( y)2(xly tn)dy 
-x 4 1 
AXAY 
(3)(xl,1)[1 (K(3)(x1,1))3/2] 2(XXl, ,tn) 
(5.9) + l - K (x)2 
+Mnt(x*, t)l(x y, t+1)x 
+MAt[ (x, tn+ 1) 1[ 22(f) + MAtll (x, tn)ll 2). 
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Let 
(5.10) am := min (y) and Cm := minc(x). 
The second term on the right-hand side of (5.4) is bounded similarly to (5.5): 
fd dy,^ n+l)dx tn 
* <_ |~~((l1, ),(xlad I, y -d 
(5.11) < AAY K(3) (Xl,1)K(4) (XI 1) (X,1 tn)(X,1 , tn) 
+MAtl(x,tn1 )IjL2(Q) + MAt2(X, tn)112 
< xAy8 (3)(Xl,)K'(4)(Xl) [2(x,l,l t'+l) + 1 2(xl,, t)] 
+MAtlle(x, t"n+')^HL2(Q) + MAtlL((x, t)ll2(nQ) 
We now estimate the last term on the right-hand side of (5.4) and obtain 
((x* tn)((x, t+l1)dx 
4 
(5.12) < 21 / 2(X, tn+l)dx + 2 2(x*,tn)dx 
(5.13) +I< - 1 
Z 04 2 Jn4 
,X tn+l)dx+ 2(x*,tn) detJ-l(tn;x,tn+l)dx* 2 j4 2 J + 
< 
- 2(X, tn+l)dx + 2 |A C2(x,tn)dx, 
where Q4 is the image of Q4 under the transformation (2.6) with 0 = tn: 
J 2(x,tn)dx= 2 (x,tn)d 
4 q(n\n(o) (tn))n([ ,)b] x [y ,d]) 
d*(xi,d) xI 
(5.13) + (2X,)n)dx dy 
1 *J(x ( ,y+)+O(AtAx) 
+ / / E2(xtn)dx dy 
JY*(xl,() Jd* (xl,a)+0(AtAz ) 
b* (b, yi) fyl 
1 (a(x,Y)+0(AtA ( ) 
We use (3.13) and (5.6) to bound the second term on the right-hand side of (5.13): 
d*(x(,d) ,xi 
/ / - 2(Kxtn)dx dy I yx* (11*(Xl ,y)+-O(AtAx) 
d* (xi,d) ,x i ( , a)2 
= / E2(X1Y,tt) 
x a 
dx + (At h) dy 
JY1/ JX*(Xl,y) (AX)2 
'= f x- [l;i) [1 (K(3)(x1 y )) ] (Z l,y, tn)dy +MA tll(Xx,tn) l 2 3 , ,i(n) 
1867 
1868 HONG WANG, XIQUAN SHI, AND RICHARD E. EWING 
Likewise, the last term on the right-hand side of (5.13) is bounded by 
b* (b,yl) Y1i 
jb/ (bi e 2(x,t')dy dx 
I1 Jy*(z,ym)+o(AtAzX) 
a< b*(by) [ - ((4)(x, yI))3] 2( yl t)dx + MAtl||(x tn)l|I2 3 1 L2(f) 
The third term on the right-hand side of (5.13) is controlled by 
rYl 
\ j 42(X' t)ndx dy 
< J(x,/ Xt)dx t dy+MAtl(x, t))l112(Q) J- * (Xl,i) f*(Xl,1() 
xi (Z - a)2 (5.14) = E2(Xl,n) (hx)2 d (x i (AY)2 dy 
_,*(x,i) (AXt)2 Y*(xi,i) xy)y 
+MAtl||(x, tn) 112(Q) 
Combining (5.12)-(5.14), we bound the last term on the right-hand side of (5.4) by 
(x, t^)(x, 
1 t'+ )dx 
Qi4 
<1 j (2(x,tn+l)dx+ + J2(x,tn)dX 
- 
2 (\4 (o) (t" ))n([i ,blx([l,d]) 
A(515) +A [1- (K(3)(x1))32] [1- ((4)(1,))3/2] 2( , tn) (5.15)  1 8 
x 
d(xld) [1- (K(3)(Xl y)) 3/2]2(xl,y, tn)dy 
+ 
aY 
b*(l)[1 ((4)(x, yl))3/2] 2(x, yl,t)dx +MAt|| (x, t") |L2(). 
Combining (5.4), (5.8), (5.9), (5.11), and (5.15), we obtain the estimate 
n•, (x*,/n)t(x, t+l 
)dx 
\t( ) (tn+ ) 
< - )2(x, tn)dx + 2(x,t)dx 
- 
2 4 \2 (\(?) (tn))n([xl,b]x[yli,d]) 
+A4 /j K(3)(xl,y) 2(Xl,y, tn+l)dy + K(4)(x, yl)2(x,yl,tn+l)dx 
A+ AyK(3) (Xl,))K(4)2+ MX tll+) (x, t2+l)l)L2( t ) 
A j4 dd*(i {K K(3) (x, y)) + - (K(3) (xl, J)) 2](, y } )d 
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+ K Jb(b,l {(4)(x, Yl ) + [ -((4) (x Y))3/2}2(x y, t) i K 2 x, K l, n) dx 
+ + 
4 (1- 1))3/22 4 3 
K - 2,y,t)dy+ jY dx() 
+ xy K()(Xl,)K4)( x)(2(x t1) + x1,)3/ 2 
?AJz t|2(x, tn+I)dx() + At2 ((x,)l tnn))dx 
where we have used the facts 
a ? |(l-a3/2)1 Va e[0,1], 
af + Ka (x 2((1-,y n+ 3/2))dy + 3 K(()) +y(1-2(3/,2) (1l, td32) 
- [a?>+2(1 3/2)] [!3?2(1-3/2)] ?1 Va,3?e[0,1]. 
e 2. Cr > 1. If V(x,t) and V t) are constant, then r > 1 implies that 
hXAy K(3) (Xl, 1)K(4)(X, 1,1) 2 (I,1 tn+ ) -]- A~2 8(Xl, Itn) 
+ 8 
+MAtlg(x, tn+)1212(,) + MAtl[g(x, tn)[[2(a), 
where we have used3 in the decomposition (5.3) are e factlls 
 + 2(- 3)<_ E [0, ], 
a(5.17) + Q(1 3/2) C [x2,b] x [/2,d], and 4 = 2=3 0/ 
-a + 2 -3/2)] [/ + 2 (1_-/3/2)] _< I l,/ E [0, 1]. 
Case 2. Cr > 1. If V (x,It) and V2(X, t) are constant, then Cr > 
I 
implies that 
Ql, f2, and f~3 in the decomposition (5.3) are empty sets 0 and f~\~(I)(tn+l) falls 
into the region [xi, b] x [yl, d]. Namely, 
(5.17) f~\~(r)(tt+l l)C [xi, b] x [yl, d], and f, - Q2 = 2-3- 0. 
Nevertheless, (5.17) is not necessarily true when Vl(x,t) and V2(x,t) are variables, 
because a(y) and c(x) defined by (5.2) can fall in any one of [a, xi] x [y, d], [a,xi] x 
[c, Yi], [xi, b] x [c, yi], or [xl1,b] x [yl,d] for different x and y. 
Here we first assume (5.17) in deriving an estimate and then extend the estimate 
to a general case. Under the assumption (5.17), (5.13) is now reduced to 
J 2(x,tn)dx 
/4 
(5.18) - n) (x, t)dx + / 2(x,t)dx dy J(Q\Q(o)(tn))n([xi,b]x[yi,d]) c a 
rd*(x,d) 
~ 
xi ~b* (b,yl) -y /i 
+ J J 2(x, tn)dx dy + J 2(x, )dy dx. 
Yi a _ xl c_ 
The last two terms on the right-hand side of (5.18) are bounded by 
d*(xl,d- a2(x,i t b*(b,yl) -)dy d 
/( / j 2(X,tn)dx dy + J 2(x,t")dy dx 
Y1 a - x- J c 
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2d ( (X ,d) tn) y (Ax)2 dx dy c(a, ic(x,,y,tn) - -a 2 
(Ay)2 dy dx T e*(5.4) an 2(xn)' ;y )-))dy y 
AX d* (xl,d) Ay rb* (b,yi) 
=- I 2 (xl, y, tn )dy + 23 (x, yl, tn )dx. 3 J1 xl 
The second term on the right-hand side of (5.18) is bounded by 
yi 1 ~ rxi 
yjfT y ja n2(X,tn)dx dy 
(5.-19) 
_ 2(x1,, tn) l (x -a)2 Yx ( y = c) 
2 Ax Ay2(Xl l tn). Therefore,)2 dx(5.4) ay)2 (5.18)-(5.19) yield 
Therefore, (5.4) and (5.18)-(5.19) yield 
/| ((x*, tn)(x, tn+l)dx 
\Q(I) (tn+l) 
< (x,tn+)dx + MA j (xtn )dx 
-2 4 2 
(5.20) j ( 2(x, tn+l)dx +l 2 Q4 2 (Q\Q(O)(tn))n([xli,b]x[yl,d]) 
Ax Id*(xi,d) Ay _b*(b,yl) 
+ -6 
2 (Xl, y, t)dy -+ 6 (x 6 1 6 t 1 
xAXy 2(x,,, tn) MAt||t(x, t)l|l(n). q- 18 2Q 
2 (x, tn)dx 
y, Ytn)dx 
When Cr > 1 and (5.17) is not valid, the upper bound for the left-hand side of 
(5.1) will be a combination of (5.16) and (5.20). Namely, if a(y) or a(x) falls in [x1, b] x 
[yl, d] locally, then (5.20) holds. Otherwise, (5.16) holds but with a modification on 
the limits of the integrals in the third, fourth, and seventh terms on the right-hand 
side of (5.16). Combining all the cases leads to the estimate presented in (5.1). 0 
6. Proof of Lemma 2. Notice that standard techniques only lead to the follow- 
ing suboptimal-order estimate for the second term on the right-hand side of (4.10): 
7 (x, t+1))i(X, tn+l)dx (I) (tn+l) 
_ M[[~(X, tn+l)liL2( (z)(tn+l)) [[r(x, tn+l )lL2(Q(l)(tn+l)) 
< Mh2 llg(x, t+l ) IL2((I,)(tn+l)) IlU(X tn+l )llH2(-(I)i(tn+l)) 
< MAtIl(x, t+)L2((I) tn+)) + M [h4 + (At)2] Iu(x, tn+1) llW2,o(). 
To prove an optimal-order estimate for the scheme (2.21), we need one extra At in 
the second term on the right-hand side of the above estimate. However, we cannot 
use the estimate 
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since the right-hand side is out of control. Hence, we have to prove the following 
superconvergence estimates. 
LEMMA 2. The following estimates hold for u(x, t) E L??(0, T; H3(Q)): 
| rl(x tn+l )(x' tn+l)dx 
(I)(tn+l) 
d b 
< sexA K(5) (, y)2(x, y, tn+l)dy + eAy K (6) (x, yl)2(x, Yl, tn+l)dx 
JY1 1 
(6.1) +EAAy[ K(5)(xl,l) + K(6)(xl,l)Ax] 2(x,1l t+1) + MA/tl(x, t+l)il2() 
+MAt [h4 + (t)2] Il(x,tn+l)ll23() for Cr < 1, 
72 (x, t)dx 
Q(O)(tn) 
(6.2) < M(A(,t)3 u(x, tn) I2(Q) + AMAt [h4 + (\t)2] l u(x, t)I2H3(Q), 
where A = 1 if Cr < 1 and 0 otherwise. 
Proof. Using the am and Cm in (5.10), we write the left-hand side of (6.1) as 
[X(nl ln(x, tn+)(x, tn+l)dx (I) (tn+l) 
J yj 5a(y) 
= 
4 a 
| q(x, tn+l)(x1l, y, tn+l )dx 
j=2 Y'j-1 a 
yi &(y) 
(6.3) + / J r(x, tn+l)l(xl,, tn+l)dx 
Cm a 
xI i c(X) 
+ /E iJ f?r(X tn+l)(X' yl, tn+l)dx i=2 Xi- 1c 
fX1 c(X) cm am 
+ r](x, tn+l)(Xl,, t+l)dx+ nJ- 7](x, tn+l)~(x,l,ttn+l)dx. 
am C C 
Using (3.9) with m = 2, we rewrite the first term on the right-hand side of (6.3) 
as 
J y a(y) 
/rl(x , n+(X,tn+l)(Xl, y, tn+l)d 
j=2 yj-- 1 a 
J Yif(y> f(Xl) f 7. /= 
~E (x1, y, tn+1) {j / K,j (, 3; x, y)u, (a, /, tn +l 1)dad 
j=2 j-lJa ij- a 
(6.4) + j (2)(a;)u, (a y t,a+l )d+ J K((;y)ul(z,, ) dxdy. 
Jo,a Y*j-1 
From definitions (3.4), (3.5), and (3.7), we have the following upper bounds: 
K()(a, 3;x,y) < Ax, (, Y) E ni,j, 
(6.5) K(2) (;y) < Ay, y E [Yj-1,yj], 
K (;X) < M3t, E [a,a(y), y E [cm,d] 
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Using (5.6), we bound the first term on the right-hand side of (6.4) by 
yJ j t(y)r3j ri 
?} i: (X ,) y, X Kt+l1 (2l)( ( /a;x,y)uaa(a, P, tn+l)dcad3 dxdy )Y3 
n+l 
, I I K1,j 
j=2 j-1 Jla _j--1 
J J y Ia(y) yJ Xi 
< MAt h (xi,y(xy 1)tn+l dy f J u2 (,,)dad3 dxdy 
j=2 ^ j-=1 Yl j-Yi a 
J ~ - x1/2 
< MAt h2 [(xl , yt n+l dy 2 / u(o, ,tn+1) 
j=2 Jyj-1 dyj-1 da 
- 
- 1/2 - - 1/2 
<MAt h5/2 J 6 2(X,Ytn dy 
1 
/2 (a tn+l) <M th : /a2(x,yt )d /, /3, ')dad/ 
j=2 . j-1 . Y-l a 
< MAtll~(x, t+l) I|L2(Q) + MAt h4 lu(x tn+l)l2(n). 
(6.6) 
Yi f [(y) xzi 
iE j / ( tyl,^1) K Ki2 (a; x)u(a,cy,tn ) da dxdy j=2 J- 'a -a 
J aa(y) 1i 
(6.7) < MAt/J j (xi, y,+l ) uO, (ay, tn+l)da dxdy 
'=2 J--1 a a 
< C(t)2 E 6(Xi,, tn+l) I1 u,(a,y, tn+) da dy 
j=2 - -"-1 
< MAtlI|(x, tn+l) 1)2 (Q) + C(At)3IIu(x, tn+l)112(. 
In (6.5), K(2) (; y) is bounded by Ay instead of At. Therefore, the technique 
in deriving (6.7) cannot be used to bound the third term on the right-hand side of 
(6.4). We treat this term in a different way. Note that up(x, /, tn+l) E Hl(a, b). By 
Sobolev's embedding theorem, uo(zx, /3, tn+l) is continuous with respect to x e [a, b]. 
Thus, there exists an x E [a, b] such that 
1 a 
(6.8) u p3,tn+l) = - j u(a, tn+l1)da, 
and 
lu (x ,/,tn+l) = u (j,/3, tn+ l ) + u (a,/3, tn+)da 
(6.9) < b- j I u(a,/3,tn+ ) da + lual(a 3,?,tn+) da. 
Therefore, the third term on the right-hand side of (6.4) is bounded by 
J= I 'a(y) 6X,,tn+l) 
y 
iy iXj tn E M y / t+,({ . y) (/ )u(x tu. W )dl3 dxdy 
j=2j-1 a j- -1L 
< MAy 6(x, y, tn+l) U |u p(x ~, tn+l) d3 dxdy 
j=2 {-1 -1 
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< MAt Ay^ / (1 _ ~M  { l V(a(y) yt ) |(x(,y,t"+l ) dy 
j=2 j-1 
(6.10) U u|/3(a, , tn+l) dad/3+ |/ fu (, 3( , tn+l) dad 
Yj-1J a Jyj-1 Ja 
' d - 1/2 
<MAt(Ay)2 IVl(x1 , tn+) + O(Ax)) 2(x1, y, ' tn)dy ldu(x, tn+l1) H3() 
Y 
d 
< eAx K(5)(xl,y)2 (xl,y, tn+l)dy 
Y1 
+ MAt[((x, tn+l)M||t2(X) + MAt h4 (X, tn+1)112(, 
where we have used the fact that for Cr < 1, the K(5)(x) and K(6)(x) in (4.5) are 
reduced to 
K(5) (x) = IVi(x,tn+l)At K(6)(x) [V2(x,tn+l)lAt 
Ax ' Ay' 
As in the estimate of (6.4), we use (3.9) to bound the second term on the right- 
hand side of (6.3): 
(61 + r(X, tn+ l)(xl,1ltn+1 )dx 
XYitn a(y) - Xi (2a1i 
= 
^(xi,i,t')/ Lx ,t~) d / xyux u ad3t )dadO 
JCm aJa 
-(x tn+l yJ ( y) (a; yi h(2,1)(o, P;x,y)Ua3 (X,P tn+l)dadp 
(6.11) + K ) (e;x)u,, (a, , tn+1 )da + ; K)(; y)u (x tn+)d dxdy 
Ja Jc 
, ryi i{(y) yi r^ 
=|((Xi,j+^)J itn1 1 ^ (a, , t n+l1) dad,3 
+ MAt uQQ(a, y, tnl) da + ly U,pF(x, /, tn+t1) d3 dxdy 
< E AxK(5)(X1,1)c2(X1 1, tn+1) + MAtII(x, tn+1) IL2 
+M/t [h4 + (t)21 Ilu(x, t"+1)II3(1), 
where we have used (5.6) and (6.9). 
Combining (6.4), (6.6), (6.7), (6.10), and (6.11) yields an upper bound for the 
first two terms on the right-hand side of (6.3). The remaining terms can be bounded 
similarly. Thus, we have proven (6.1). 
We now turn to (6.2) and first prove it for Cr < 1. We rewrite this term as 
(6.12) / 2(x, tn)dx = / r 7(x, t)dxdy + b rd 2(x tn)dydx. () (tn) c b*(b,y) Ja d*(x,d) 
Using (6.5) and the fact 
K(2) (; x) <MAt, x e [b*(b,y), b], y E [c,d], 
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we bound the first term on the right-hand side of (6.1) by 
d b 
j 1(/b 7)(x, t )ddxdy 
Jc b* b,y) 
J A EJKj K( a. \;x), y r ,(ai :t tn+l[) dadp 
j= 1 j-1 (b,yj-1) Xj-1- 
- 
I2 
jb 3} Y 
+ I K( (a;x u,, (ay(, d, ;)n+l)daa }d dxdy 
j=lWhen C 1 MAt. Hen, we h a + (At) 3Ax 2(, yd t, n1) [ +da+ At(y)3 M ( ) (alu , t(+)[da. 
Jxi_1 "Yj-1 a 
b 
+? u20pp(a, ,t'+l)da da do dxdy 
Ja 
< MAt [h4 + (At)2] IIU(X, tn+l) 2H3(, 
where we have used (6.9) in estimating the upp term. 
When Cr > 1, h < MAt. Hence, we have 
t r2( tn)dx < Mh4|(x, tn)|2H2() < M(At)jllU(X tn)jl2 
(o) (tn) 
By symmetry, we can also obtain the same upper bound for the second term on the 
right-hand side of (6.12). Thus, we have proven (6.2). 0 
7. Proof of Lemma 3. Standard techniques only generate the suboptimal-order 
estimate 
/ [rt(X, tn)- _(X*, tn)],(X, tn+l)dx 
\Q(I) (tn+1) 
< MAtll(x, tn+1) 11L2(2) + MAt h2 11(x, tn+) 11)(), 
which then leads to a suboptimal-order estimate of the scheme (2.21) and does not 
reflect the strength of the ELLAM scheme. In this section we prove the following 
superconvergence estimate. 
LEMMA 3. If Cr < 1, the following estimate holds for u(x, t) E L??(0, T; H3(Q)): 
/\X(I)(tn+1) [(x,tn) 
- 
,(x*, t)](x, tn+1)dx 
< v n2 (x, t)dS + AxAy [K(5) (xl,1) + K6) (xl,l)] 2(x,1 tn+ ) 
d rb 
(7.1) +eAx K(5)(x, y)2(xl,y, tn+l)dy + eAy K(6)(X yl2(x l tn+)dx 
Yi1 J 1 
+MAtgll(x, tn+l)ll2L2(f) +MAt [h4 + (At)2] Ilt(x, tn+l )1 H3(2), )IIL2(Q) + M W(Q~~Ha(), 
1874 
ELLAM SCHEME FOR ADVECTION-REACTION EQUATIONS 1875 
where K(5)(x) and K(6)(x) are defined in (4.5). 
Proof. The left-hand side of (7.1) can be rewritten 
|\()(tn+l)[(X tn) -(x* tn)(( tn+l)dx L\Q(I') (tn+l) 
(7.2) (= / ( [rI(x, y, t)- 7(x, tn)] (x' t+l)dx \n(I) (tn+l) 
+ [L((X, tn)-77(, Y, 0-(x tn+l)dx. 
\Q(I) (tn+1) 
We substitute the following expression into the second term on the right-hand 
side of (7.2): 
l(X), y -*, t) , y tn) = ,d 7(X* + O(x -*),y*,tn)dO 
Jo 
= j/x (X* + 9(x _ x*), y*, tn)(x - x*)dO. 
Then we integrate the resulting term by parts with respect to x: 
| \zcI1 [17(X, Y tn) -r,(X, y* tn)]i(X, y, tn+ )dxdy 
-QQ(I) (tn + ( 
=(7.3) 
- 
j n [t(x* +(x - x*), y*,tn) (x- x*)] (x,y, tn+l)dxdydO \W(z) (tn+1) 
(7.3) - [y(x* + O(x - X*), y*, tn) y(x - X*)] (X, y, tn+l)dxdydO 
o \Q(I) (tn+l) 
~- 
/7(x* + O(x- X*), y*, tn) (x- x*) (X, y, t'+l)dxdydO 
\o Q\n() (tn+l) 
+ [r(b* + (b-b*),y*,tn) (b- b*)] (b,y,tn+l)dydO 
o c(b) 
- [r(a + 0(a(y) - a), y*, tn) (a - a)](zl, y, tn+l)dydO, 
where in the last term we have used the second and fourth equalities in (3.13). 
Using (4.6) and the fact that 
(x -x*)x = Vlx(x,y,tn+l)At, yx = -V(x,y,+l)t, 
the first and second terms on the right-hand side of (7.3) are bounded by 
rlJO(x* [(Z + O(z - x*), y* tn) (x - x*)xz](x, y, tn+1)dxdydO \n(I)(tn+l 
(7.4) - J\ [r(x* + O(x - *),y*,tn) y(x - x*)]i(,y, tn+l)dxdyd 
o Q\Q(zI) (t,r+l) ) 
< MAt Ili(x,t"+1)llL2(r) (II(x,tn)Ill2(n) + At11r(x, tn)llL2(Q)) 
< MAt j(x, tn+1)l2(t (h4 +t (At)2h2) Iiu(x, tn) II2(. 
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For Cr < 1, tn,IC-1 = tn+l. The last equality in (3.13) gives ~(x,t) = ~(x,tn+1) 
for t E [tn, tn+l]. The fourth term on the right-hand side of (7.3) is bounded by 
I d 
6 IJ J [ v(b* + 0(b - b*), y*,t ) (b - b*) (b, y,t"+)dydO O b) 
l rd 
=A t i o(b* + ( (b - b*), y tn) g (b,h t V 1(),(b , , tn+l)-Vtdyd- 
JO Jc~(b) 
A J y n rz(Y*t n)ndz Vl(b y'tn+l(by tntn+l)ddydO jlj ? O((y) - a),y*, n) Z - t)]z V(,(b,tydtn1by tn)dydO 
O c(b) b* +(b-b*) 
- d - 1/2 
< MAt A Vly (b, y, , tn+ l)dy [t+l y (b Y, tn) IL2(c,d) 
+(at)1/2jlj(X, tn) 1 L2(Q)] 
tn+l d 
< | v. n2 (X, t)dS+MA M t [h4lu(b, Y, tn)|| 2 
+At h2||u((X, tn) 22()] 
< tn+ v n 2(x,t)d MAt [h4+ (At)2] Iu(x, tn)l 23 
C), 
where, at the last step, we have used the trace theorem (4.13). 
Since V (a(y), y, tn+l) - V(x, y,tn+l) = O(Ax), we can bound the last term on 
the right-hand side of (7.3) similarly. Noting that Vl(a(y), y, tn+l) - V (xZ y, tn+l) = 
((Ax), we have 
jL d jr1(a + 0(a(y) - a), y, tn) ( -a) ~(zX, y, t"+x)dydO 
d 1 r a+e(a(y)-a) 
=At 7(a,y*,tn) + z z(z, y*, t)dzdO 
[Vl(l,, y, tn+l)+ (V(a(y), y, t+l)-Vl (xl, y, tn+l))] E(x, y, t+l)dy| 
d 
< tax f K(5) (xl, y)2(X1,Y, tn+l)dy + eAxAyK(5) (Xl,l)2(X,1 ) tn i, 1) 
JY1 
+MAt ||(x, tn+l)ljL2(fQ) + MAt [h4|u(a, y, tn)11H2(c d) + Ath21u(X, tn) 1122(o)] 
d 
< eAX K(5) (x, y)2 (xl, , tn+l)dy + EAxAyK(5)(Xl,)1)2(X l,1, tn+l) 
1 
+MAt llg(x, 1 tn+l)j2(a) + MAt [h4 + (At)2] Ilu(x, tn)llH3(), 
where at the first "<" sign we have used (5.6) and at the second "<" sign we have 
used the trace theorem (4.13). 
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The second and fourth equalities in (3.13) imply ix(x,y,tn+l) = 0 for x E [a, l]. 
Hence, 
lJ Srl(* [7( + O(x - x), y*,tn) (x - X*) x(x , tn+l)dxdO 
O \Q(I) (tn+l ) 
rl rb d 
=At ) + (xj j +(- - x*),y*,tn) Vl(x, tn+l)- (x, tn+l)dXd JO Jx Jx) 
b d 
- At v(x, tn+lx)x (x tn+l) [n(x, tn) 
21 C~(X) 
(7-5) + - r(x + y(l - 0)(x* - x ), y + y(y* - ), tn)dydO dx 
Jo Jo dy 
b d 
J1 JC 
+A 
1 
X1 tb 
d 
t1) 
+at J1 ( , tn+l) 
[(1- 9)(x* - x) r(x + 7(1 - 0)(x* - x), y + (y* - y), t") 
+(y* 
-y) 7ry (x+ -(1 (x*-x),y + 7(y* 
-y),tn)] dxd.dO. 
Using the inverse inequality in (3.2), we bound the third term on the right-hand 
side of (7.5) by 
I 1 b d 
At Vl v((x, tn+l)x(x, tn+l ) J? JO Jz JC(x) 
[(1 - )(x* - x) x(x + 7(1 - )(x* -), y + y(y* - y), tn) 
+(y* - y) ry(x + 7(1 - )(x* 
- 
x),y+ (y* - 8)," t)] dxd-fds 
< M(At)2 h |IIx(x, tn+l)llL2(Q) Iu(x, t7n)[lH2(Q) 
< MAt II((X,tn+l)ll ) + M(At)3 Iu(x, tn)11H2) 
Recalling the first equality in (3.13), we have ~((x, c, tn+l) = 0. Using the inverse 
inequality in (3.2) and the fact that At < MAx for Cr < 1, we bound the second 
term on the right-hand side of (7.5) by 
rb c (x) 
At / n r(x, tn) vl (x, tn+l) (x, tn+l)dx 
J1 JC 
rb 5:c(x) 2 t c2 1/2 < MAt 
J][ ~2(xI yl,t"+l) (y-C)e2dydx Ilr/(x, tn)ll, 2(c) -- ^ 1 x Jc ( 2 ^ (A y)2 
~ 
b - 1/2 
< M(At)5/2(Ay)-lh2 / x2 (X,yltn+l)dxt |I(x,'t)llH2(n) 
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< M(At)2 |II(X, tn+l)llL(<) IIU(X,tn)||lH(n) 
< MAt II(x,n tn+1) IIL2() + M(At)3II(x, tn) 112(n) 
We sum the first term on the right-hand side of (7.5) by parts and obtain 
b d 
At V1 (x, tn+l)7(x,V tn)X(x, tn+l) dx 
1 JC 
A 1 Vl(X, t )(x, tn)(b,y, 1) dx At xi 
d 
(7.6) At f V dx - 1 (X, tn+l )(X, t)( , y, tn+l) dx 
A-x = Z f [Vl(x + Ax, y,t"+l) - V (x, tn)dz+l 
At(X,tn) b (Xi,.y tn+l) dx 
\ |= | (x 
+ 
,A ,y, t")-? (x, t?) 
i=2 -c Jxi_. 
Vl (x + Ax, y, t+l )(xi, y, tn+l)dx. 
Using (5.6), we bound the third term on the right-hand side of (7.6) by 
.t 1 i. [Vl( + x, y, t+1) - Vl(x, tnl)]rl(,t)(xi, , t+l)dx 
(7.7) ? MAt // r n(x, tV ) ((x, y, tn+l) dx 
< MAt (x,t+)llL( ItI7(x, t")dllz(n) ,qM/\t (( , tn+l) 2 ) X 
< MAt dx, tn+1)xL2(Q) + M t h4 IIU(x, tn)11H2(). 
Introducing b(x, y, t) by 
?(x, y, t) := u(x + Ax, y, t) - u(x, y, t) = I u,(a + x, y, t)da, 
we have 
r(ax + ax, y, t) - r(x, y, tn) 
We combine te preceding estimate with (3.2) to obtain 
j jd xiF [in(x + Ax, y, t) - r(X,t )] dx 
J I-J~-1 Y . t - - 2 
i=2l 1 i 2-1 
(7.8) = E ( - I(n'-)x, (x, t')[ , dx 
= ( -I)(x,t)||iL(n) t< Mh4 |l2(x,tn")ll2(n) < Mh6 Ilu(x,tn")ll(n). 
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Using (7.8), we bound the last term on the right-hand side of (7.6) by 
At d i 
1 
r( 
+ 
( Ax,y,t )-7(x, t) Vl(+ A, y, t+l)(i,y,t~+l )dx 
I-I +f - 1/2 
_< X (x + Ax, y, t)- _( ,y, tn) dxdy l(x, tn+l)lL2(t) 
xi=2 ]-1 t- 
< MAth2 gl(x, tn+1)l L2(Q) IU(X, tn) |H3(Q) 
< MAtllA(x,( tn+l)A IL2(Q) + MAt h4lju(x, tn)HlH23(Q), 
where at the first "<" sign, we have used (5.6). 
For Cr < 1, the last equality in (3.13) implies 5(x, t) = ((x, tn+l) for t E [tn, tn+l]. 
Hence, we bound the first term on the right-hand side of (7.6) by 
At jb r 
A JX Vl(X, t+1)rl(x, tn)(b,y, tn+l) dx 
xI- 1 
MAt rd b 
- 1/2 
< - 
11(x,t )||(12-l,_,bI]x c,d]) V (b, y, tn+1)g2(b, y, tn+1)dx AX lr,(x,t)11L2([XIl,blX(C,d ) I-C 1 
19+ ~ ln+lS- 1/2 
< (AX)1/22 l U(x, tn)lH2([I-l,blx[c,d]) 
d 
v' 
n (x, t)dS 
tn+1 d 
< E V nV2(x, t)dS+ MAth4 IUh(X,tn)11H3(Q), 
Jtn 
where at the last step we have used (6.9). 
Similarly, the second term on the right-hand side of (7.6) is bounded by 
X Vl (X, t n+l)(X tn)(x,")(l, y, tn+ ) dx 
(7.9) < 11A lI(x, ) IL2([1 2] ,) d j Vi (i, y,tn1) 12(X1, y, tn+1)dy 
M(At)1/2- 1 -1/2 
< (a )2 /2 h2u(x, t)H2([xlZ2Ix[c,d]) At V1 (X, y, t) 2I (X, y, t)dy 
d 
< eAx K(5) (xi, y)2 (x, y, t)dy + MAth4 lu(x, tn) l3(Q) 
where at the last step we have used (6.9) again. 
Combining (7.3)-(7.9), we have bounded the first term on the right-hand side of 
(7.2). By symmetry, we can bound the second term on the right-hand side of (7.2) in 
the same way. Thus, we have proven Lemma 3. 0 
8. Proof of Lemma 4. In this section we derive an optimal-order estimate for 
the local truncation error term E(~) defined by (2.16). 
LEMMA 4. Assume u(x, t) E L??(O, T; H1(Q)). Then the following estimate holds: 
E(i) < E j v n 2(x, t)dS + /t 2(x, tn+l)dx 
n?) (I) (tn-+l )n([xl,b] x [yl,d]) 
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Id rb 
+ELAax K(5)(xl,y)2(xl,y,tn+l)dy + EAy K(6)(x, Yl)62(x, y,tn +)dx 
J 1 J 1 
+?AxAyK(5)(xl,i)K(6)(xl,l)(X2X l,l, tn+l) + MAtll(x, tn+1) L2( 
+MAt||(x, t)L2(S(O) ) O)+ lM(At) 3 l(O,T;Hl(Q)) 
+M(At)2 [Ifl1 (L2(tnnn+1;L2 (Q)) + Ilf lL2 (tn,tn+1;L2(Q))], 
where K() (x) and K(6)(x) are defined in (4.5) and fr is the derivative off along the 
(approximate) characteristics. 
Proof. From (2.13), (2.14), and (2.16), the last term on the right-hand side of 
(4.1) is rewritten as 
tn+l 
E() = / [f(r(0;x, tn+l), ) detJ(O;x, tn+)-f(x, tn+l)(x,tn+) Jt*(x) 
x e-R(x,tn+l) (t1+l-) dOdx 
(8.1) + v.n f(r(0; x, t), O) detJ(0;x,t)-f(x,t)] (x,t) 
no> (x,t) 
x e-R(x,t)(t-0)dOdS 
tn+l 
+ jy JU(y,) [6o(y, ) + v(y, 0) V(y, 0) - R(y, 0)(y, 0)dyd0, 
where we have used y and 0 as the dummy variables in the last integral and reserve 
x and t for variables in Q at time tn+1 or the space-time outflow boundary S(). 
The first term on the right-hand side of (8.1) is bounded by 
tn+1 
/ J(+X) [f(r(0; x, tn+l), ) detJ(0; x , tn+l) f( t+l)](x, tn+l) (x) L 
x e-R(x'tn+l)(tn+l-?)dOdx 
tn+l 
< M |detJ(0;x,tn+l) - l| (r(O;x,tn+l), ) (x,tn+l) dOdx 
(x) 
tn+1 tn_1+d 
+M \ 
f (r(7; x, tn+), )d7 (x1tn+l ) dOdx 
< M(At)3/2 [llfl/L2(tn,tn+i;L2()) + llfTliL2(tn,tn+1;L2(n))] IRl(x, tn+l)lL2(n) 
< MAtll(x, tn+1)l() + C(At)2 [lf|l2(tn,tn+1;L2(n)) +l f L2(tn,tn+l;L2())] 
The second term on the right-hand side of (8.1) is bounded similarly: 
/) J(x,t) v- n [f(r(0; x, t), ) detJ(0; x, t)- f(x, t)] (x, t)e-R(x't)(t-)dOdS n M) t'(x,t) 2 
< MAt|ll(x,t)|l|2(s(o)) + C(a/t)2 [1l/iL2(t,tn+l ;L2(Q)) + fiL2 (tn,tn+l;L2(Q)) 
At first glance, the last term on the right-hand side of (8.1) does not seem to 
contain any convergence factors. Nevertheless, the fact that the test functions w 
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defined by (2.8) satisfy the adjoint equation (2.4) approximately implies convergence 
rates. To see this, recall that the test functions satisfy 
J0(r(0; x, t"+l), 0) + v(x, tn+l) * Vw(r(O; x, t"+1), 0) 
(8.2) -R(x, tn+)w(r(O; x, tn+), ) = 0, 0 E [t*(x),tn+l], x E , 
e0(r(0; x, t), 0) + v(x, t) Vw(r(0; x, t), 0) 
-R(x, t)w(r(; x, t), 0) = 0, 0 E [tn,t], (x, t) E (). 
Hence, the last term on the right-hand side of (8.1) is rewritten as 
tn+l 
j / u(y, )[y(Y ) +(y) +v(y, ) (y, )-R(y, 0)(y, )]dydO 
= jtn/ sU(r(0;x, tn+l), ) [ +v V-^R ] (r(o;x, tn+l),0) drdO 
t \Q(o) 
tn+l 
(8.3) + j j u(r(0; x, t), 0) f + v V - R ,] (r(0; x, t), 9) drd 
t Q(0) 
tn+l 
+- j j [v(x, tn)- v(r( r(; x, tn) ), (u v) ( )r((; x, t), 0),)drd 
tn+l 
?j+ j/ [R(x, t) - (r(O;x, t),)] ( u )(r(O;x, t),)drdO 
Jt~ Jn\{(0) 
The last two terms on the right-hand side of (8.3) are bounded by 
tn+l jn /j [R(x, t+l) - R(r(O; x, t+1), O)] (u ) (r(O; x, tn+l), O)drdO 
\Q(o) 
tn+l 
+ j [R(x, t) - R(r(O ; x, t), )] (u ) (r(O ; x, t), )drdO The last twcond erms on the right-hand side of (8.3) a different way. We obtain 
L2)) 
-t j/j [v(x, t"1) - v(r(R; x, tt+l), 9)] . (u, v) (r(9; x, tn+l), O)drdO Jt~ \n(o)~~~~~~~~~~ 
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tn+l 
- j j [v(x, t) - v(r(0;x,t), 0) (u V()(r(; x,t), )drd0 
tn+l 
=tn l V. [v(x, tn+l) - v(r(0; x, tn+), 0)] (u ) (r(O; x, tn+), O)drdO tn Q(9) 
tn+l 
(8.5)+ j / [v(x,t)- v(r(0; x, t), )] (u )(r(; x, t),0)drdO 
tn+l 
tn+l 
are bounded as in (8.4): 
+J J/l J V [v(X tn+1) - v(r(O;x, tn+), 0)] (r(;x, tn+),)drd 
\aQ (0) 
tn+l 
+ j j [v(x, t) - v(r(0; x, t), 0)] ( )(r(0; x, t), 0)drdO 
(0) 
tn+l 
+ j j [v(X, n+l) - v(r(; x, tn+l),)] . (V7u t)(r(O; x, tn+l),)drdO 
+ j j [v(x t) - v(r(0; x, t), 0)](Vu (r(0;x,t),0)drd0 
< sJ v. n ~2(x,t)dS + M At((x, t+ )22() + M(At)2llu2(tt+;(). 
n 
Notice that the two integrals on 0(Q2\Q(0)) - S(I) and 0(Q(O)) - S(?) cancel each 
other out. We bound the last two terms on the right-hand side of (8.5) by 
tn+l 
t tn+l 
n+ l j [v(x, t)-v(r(0; x, t), 0)] n(ur ) (r(0; x, t), 0)dsdO 
at- (0J(Q(0)) 
< MAt s (u) (x, t) (x+ t+) dS + MAt L u(x t) (x, t) dS 
(8.6) +M(At)3 1UII12L(O,T;H1(t)) 
ELLAM SCHEME FOR ADVECTION-REACTION EQUATIONS 
<e (J v n (2(x, t)dS + eb d]) /2(x,tn+l)dx S() (I) (tn+l )n([a; ,b] x [m1 ,d]) 
d rb 
+EAxj K(5) (x, y)2(X 1,y tn+l)dy + Eay K(6)(x, yl)2(x, l, tn+ )dx 
Y1 xl1 
+EAxAyK(5)(xl,l)K(6)(X1,1)g2(Xl,1, tn+l) + MAtllI(x, tn+1) 11L2 
+M(At) 3 ]lullLo (0,T;H1 (Q)) 
Combining (8.1)-(8.6), we have proven Lemma 4. 0 
9. Numerical experiments. In this section we perform numerical experiments 
to verify the theoretically proven optimal-order L2 convergence rates. The test exam- 
ple is the transport of a two-dimensional rotating Gaussian pulse. The spatial domain 
is Q = (-0.5,0.5) x (-0.5,0.5), the rotating field is imposed as V(x, y) = -4y, and 
V2(x,y) = 4x. The reaction coefficient is R = 0.4 cos(2t). The time interval is 
[0, T] = [0,7r/2], which is the time period required for one complete rotation. The 
initial condition u0(x, y) is given by 
(9.1) uo (x,y) :=exp -(x-xc)2 +(y - c)2) 
where xc, Yc, and a are the centered and standard deviations, respectively. The 
corresponding analytical solution for (2.1) with f = 0 is given by 
(9.2) u(x, y, t) = exp (- 
x )2 2 - 0.2 sin(2t), 
where x = x cos(4t) + y sin(4t) and y = -x sin(4t) + y cos(4t). 
In the numerical experiments, the data are chosen as follows: xc = -0.25, y, = 0, 
a = 0.0447, which gives 2cr2 = 0.0040. This problem provides an example for a homo- 
geneous two-dimensional reactive transport equation with a variable velocity field and 
a known analytical solution. This example has been widely used to test for numerical 
artifacts of different schemes, such as numerical stability and numerical dispersion, 
spurious oscillations, and phase errors. Our previous results [28, 29] showed that 
the ELLAM scheme yields accurate numerical solutions even though large time steps 
are used. Moreover, the numerical solutions are free of numerical diffusion, spurious 
oscillation, and phase errors. 
In this section we use a linear regression to fit the convergence rates and the 
associated constants in the error estimates 
(9.3) IIU(x, T) - (x, T)jILP(n) < Ma,h + M:(At)/, p = 1, 2. 
We perform two kinds of computations. The first tests the spatial convergence 
rate of the ELLAM scheme (2.21), where we fix a small time step At and compute 
the constant Ma and the rate c with respect to h; the other tests the temporal 
convergence rate, where we choose a small grid size h and calculate the constant MO 
and the rate p with respect to At. The results are presented in Tables 9.1 and 9.2, 
fitting the pairs (M,, a) and (Mp, /), respectively. For simplicity in these tables 
we present only the errors IIU(x,T) - u(x, T) lLP(Q) instead of the uniform-in-time 
error IIU(x, T) - u(x, T)loO(O T;LP(/)), since the latter is expected to be reached by 
IIU(x, T) - u(x, T)ILp(Q) at the final time t = T. The results show that the ELLAM 
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TABLE 9.1 
Convergence rates in space, test for Ma and a. 
At Ax = y IIU(x, T) - u(x, T)||L2 () U(x, T) - u(x, T)|| L1 (Q) 
7r/60 1/40 4.4422 x 10-3 7.3693 x 10-4 
7r/60 1/48 2.6739 x 10-3 4.5730 x 10-4 
7r/60 1/56 1.8331 x 10-3 3.2512 x 10-4 
7r/60 1/64 1.2876 x 10-3 2.4048 x 10-4 
Ma = 69.12, c = 2.62 Ma = 4.57, a = 2.37 
TABLE 9.2 
Convergence rates in time, test for M3 and 3. 
At Ax = Ay IU(x, T) - u(x,T) 11L2 (Q) IIU(x,T) - u(x, T)1IL1 () 
7r/28 1/64 2.1875 x 10-2 4.1510 x 10-3 
7r/32 1/64 1.8225 x 10-2 3.6232 x 10-3 
7r/36 1/64 1.7047 x 10-2 3.2190 x 10-3 
ir/40 1/64 1.4469 x 10-2 2.8931 x 10-3 
M = 0.85, = 1.10 M = 0.12, / = 1.01 
scheme (2.21) possesses second-order accuracy in space and first-order accuracy in 
time as predicted by Theorem 1 in section 4. Moreover, we notice that in the numerical 
experiments M,B is much smaller than Ma. This reflects the fact that the solutions 
of (2.1) are not smooth in space but are much smoother along characteristics, and it 
justifies the use of the Lagrangian coordinates in the ELLAM schemes. 
REFERENCES 
[1] J. W. BARRETT AND K. W. MORTON, Approximate symmetrization and Petrov-Galerkin meth- 
ods for diffusion-convection problems, Comput. Methods Appl. Mech. Engrg., 45 (1984), 
pp. 97-122. 
[2] J. BEAR, Hydraulics of Groundwater, McGraw-Hill, New York, 1979. 
[3] A. BROOKS AND T. J. R. HUGHES, Streamline upwind Petrov-Galerkin formulations for convec- 
tion dominated flows with particular emphasis on the incompressible Navier-Stokes equa- 
tions, Comput. Methods Appl. Mech. Engrg., 32 (1982), pp. 199-259. 
[4] M. A. CELIA, T. F. RUSSELL, I. HERRERA, AND R. E. EWING, An Eulerian-Lagrangian localized 
adjoint method for the advection-diffusion equation, Adv. in Water Resources, 13 (1990), 
pp. 187-206. 
[5] I. CHRISTIE, D. F. GRIFFITHS, A. R. MITCHELL, AND O. C. ZIENKIEWICZ, Finite element 
methods for second order differential equations with significant first derivatives, Internat. 
J. Numer. Methods Engrg., 10 (1976), pp. 1389-1396. 
[6] P. G. CIARLET, The Finite Element Method for Elliptic Problems, North-Holland, Amsterdam, 
1978. 
[7] P. COLELLA, A direct Eulerian MUSCL scheme for gas dynamics, SIAM J. Sci. Statist. Com- 
put., 6 (1985), pp. 104-117. 
[8] M. G. CRANDALL AND A. MAJDA, Monotone difference approximations for scalar conservation 
laws, Math. Comp., 34 (1980), pp. 1-21. 
1884 
ELLAM SCHEME FOR ADVECTION-REACTION EQUATIONS 
[9] C. N. DAWSON, T. F. DUPONT, AND M. F. WHEELER, The rate of convergence of the modified 
method of characteristics for linear advection equation in one dimension, in Mathematics 
for Large Scale Computing, J. C. Diaz, ed., Marcel Dekker, New York, 1989, pp. 115-126. 
[10] C. N. DAWSON, T. F. RUSSELL, AND M. F. WHEELER, Some improved error estimates for the 
modified method of characteristics, SIAM J. Numer. Anal., 26 (1989), pp. 1487-1512. 
[11] F.-J. DELVOS AND W. SCHEMPP, Boolean Methods in Interpolation and Approximation, Long- 
man Scientific & Technical, Harlow, UK, 1989. 
[12] J. DOUGLAS, JR. AND T. F. RUSSELL, Numerical methods for convection-dominated diffusion 
problems based on combining the method of characteristics with finite element or finite 
difference procedures, SIAM J. Numer. Anal., 19 (1982), pp. 871-885. 
[13] R. E. EWING, ED., The Mathematics of Reservoir Simulation, Frontiers Appl. Math. 1, SIAM, 
Philadelphia, 1984. 
[14] R. E. EWING AND H. WANG, Eulerian-Lagrangian localized adjoint methods for linear advection 
or advection-reaction equations and their convergence analysis, Compui. Mech., 12 (1993), 
pp. 97-121. 
[15] R. E. EWING AND H. WANG, An optimal-order error estimate for Eulerian-Lagrangian local- 
ized adjoint methods for variable-coefficient advection-reaction problems, SIAM J. Numer. 
Anal., 33 (1996), pp. 318-348. 
[16] C. L. FARMER, A moving point method for arbitrary Peclet number multi-dimensional 
convection-diffusion equations, IMA J. Numer. Anal., 5 (1980), pp. 465-480. 
[17] A. HARTEN, B. ENGQUIST, S. OSHER, AND S. CHAKRAVARTHY, Uniformly high order accurate 
essentially nonoscillatory schemes, III, J. Comput. Phys., 71 (1987), pp. 231-241. 
[18] C. JOHNSON, Numerical Solutions of Partial Differential Equations by the Finite Element 
Method, Cambridge University Press, Cambridge, 1987. 
[19] C. JOHNSON, A. SZEPESSY, AND P. HANSBO, On the convergence of shock-capturing streamline 
diffusion finite element methods for hyperbolic conservation laws, Math. Comp., 54 (1990), 
pp. 107-129. 
[20] P. LANCASTER AND K. SALKAUSKAS, Curve and Surface Fitting, An Introduction, Academic 
Press, New York, 1986. 
[21] R. J. LEVEQUE, Numerical Methods for Conservation Laws, Birkhauser Verlag, Basel, 1992. 
[22] K. W. MORTON, A. PRIESTLEY, AND E. SULI, Stability of the Lagrangian-Galerkin method with 
nonexact integration, RAIRO Mod6e. Math. Anal. Num6r., 22 (1988), pp. 123-151. 
[23] 0. PIRONNEAU, On the transport-diffusion algorithm and its application to the Navier-Stokes 
equations, Numer. Math., 38 (1982), pp. 309-332. 
[24] C. SHU AND S. OSHER, Efficient implementation of essentially non-oscillatory shock capturing 
schemes, J. Comput. Phys., 77 (1988), pp. 439-471. 
[25] P. K. SWEBY, High resolution schemes using flux limiters for hyperbolic conservation laws, 
SIAM J. Numer. Anal., 21 (1984), pp. 995-1011. 
[26] B. VAN LEER, On the relation between the upwind-differencing schemes of Godunov, Engquist- 
Osher and Roe, SIAM J. Sci. Statist. Comput., 5 (1984), pp. 1-20. 
[27] E. VAROGLU AND W. D. L. FINN, Finite elements incorporating characteristics for one- 
dimensional diffusion-convection equation, J. Comput. Phys., 34 (1980), pp. 371-389. 
[28] H. WANG, M. AL-LAWATIA, AND S. A. TELYAKOVSKIY, A Runge-Kutta characteristic method 
for first-order linear hyperbolic equations, Numer. Methods Partial Differential Equations, 
13 (1997), pp. 617-661. 
[29] H. WANG, R. E. EWING, G. QIN, S. L. LYONS, M. AL-LAWATIA, AND S. MAN, A family of 
Eulerian-Lagrangian localized adjoint methods for multi-dimensional advection-reaction 
equations, J. Comput. Phys., 152 (1999), pp. 120-163. 
1885 
