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Mobile Communication Systems in the Presence of
Fading/Shadowing, Noise and Interference
Petros S. Bithas and Athanasios A. Rontogiannis,
Abstract—In this paper, the effects of interference on composite
fading environments, where multipath fading coexists with shad-
owing, are investigated. Based on some mathematical convenient
expressions for the sum of squared K-distributed random vari-
ables, which are derived for the first time, important statistical
metrics for the signal to interference and noise ratio (SINR) are
studied for various cases including non identical, identical and
fully correlated statistics. Furthermore, our analysis is extended
to multi-channel receivers and in particular to selection diversity
(SD) receivers, investigating two distinct cases, namely, signal-
to-noise ratio based and SINR-based SD. For all scenarios,
simplified expressions are also provided for the interference
limited case, where the influence of thermal noise is ignored.
The derived expressions are used to analyze the performance, in
terms of the average bit error probability (ABEP) and the outage
probability (OP), of such systems operating over composite
fading environments. A high SNR analysis is also presented for
the OP and the ABEP, giving a clear physical insight of the
system’s performance in terms of the diversity and coding gains.
The analysis is accompanied by numerical evaluated results,
clearly demonstrating the usefulness of the proposed theoretical
framework.
Index Terms—Composite fading channels, bit error probabil-
ity, minimum number of antennas, outage probability, selection
diversity, signal-to-interference and noise ratio, sum of squared
K-distributed RVs.
I. INTRODUCTION
IN many recent wireless communication systems, both li-censed, e.g., long term evolution (LTE), or unlicensed, e.g.,
WiFi or bluetooth, a user quite often shares the same channels
with other users and thus in the receiver side the signals need
to be intelligently separated. This is imperative, since the ag-
gressive frequency reuse that is frequently employed in cellular
systems for increasing spectrum efficiency, causes co-channel
as well as adjacent channel interference. The co-channel
and adjacent channel interference depend on various physical
factors, including interferers’ spatial distribution, interfering
channels fading, the power of the interferers and the wireless
communication system considered. Depending upon the fading
characteristics as well as the existence or not of multi-channel
transmitters/receivers and/or relays, numerous contributions
analyzing the effects of fading in conjunction with interference
have been made, e.g., [1]–[5] and the references therein.
In terrestrial (indoor or outdoor) and satellite land-mobile
systems, the link quality is also affected by slow variations
of the mean signal level due to the shadowing from terrain,
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buildings and trees [6]. Under these circumstances, where mul-
tipath fading coexists with shadowing, the so-called composite
fading/shadowing environment originates. In the past, this en-
vironment has been statistically modeled by using lognormal-
based distributions such as Rayleigh-, Nakagami- and Rice-
lognormal [6]–[8] and therefore rather mathematically compli-
cated expressions have been derived for the performance anal-
ysis on such communication scenarios. In order to facilitate
the communication systems performance evaluation in these
environments, new families of distributions that accurately
model composite fading conditions have been proposed, most
notably as the K and the generalized-K (KG) distributions,
e.g., [9]–[11]. Based on the mathematical tractability of these
new composite fading models, research efforts have been
made recently for investigating the influence that interference
has to the system’s performance, e.g., [12]–[14]. A common
practice in all these works is that the research was restricted to
interference-limited wireless communication systems and thus
only the statistics of the signal-to-interference-ratio (SIR) was
studied.
In this paper extending this approach, and in order to
provide a more complete stochastic analysis framework of the
composite fading environment, the effect of thermal noise is
also taken into consideration. This is important since thermal
noise may be the main source of system performance degrada-
tion especially in cases of weak interfering signals. Therefore,
assuming such a complete model, our contribution in this paper
can be summarized as follows:
• mathematical convenient expressions for the sum of
squared K-distributed random variables (RV)s are derived
for the first time, accompanied by a convergence analysis
for the resulting infinite series formulas
• based on these expressions, the signal to interference
and noise ratio (SINR) statistics are studied for various
scenarios including non identical, identical and fully
correlated fading/shadowing effects
• the analysis is extended to single input multiple output
(SIMO) receivers and in particular to selection diversity
(SD) receivers that operate in such environments
• the derived expressions are used to investigate the system
performance in terms of the average bit error probability
(ABEP) and the outage probability (OP)
• a high SNR analysis is also provided for the ABEP and
the OP in the SIMO case, which is then employed to
identify the coding and diversity gains of the system
under study.
For all scenarios studied, simplified expressions are also pro-
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Fig. 1. System model.
vided for the interference limited cases, where the influence of
thermal noise is ignored, whilst for SIMO diversity systems an
investigation of the system’s power efficiency is also presented.
The remainder of this paper is organized as follows. The
system model is described in Section II. In Section III the
statistics of the sum of squared K-distributed RVs are inves-
tigated for the three scenarios under consideration, namely
non identical statistics, identical statistics and fully correlated
statistics. The statistics of the SINR for single input single
output (SISO) and SIMO channels are derived in Sections IV
and V, respectively. In Section VI the performance analysis of
such systems is presented, while performance evaluation re-
sults are provided in Section VII. Finally, concluding remarks
are given in Section VIII.
II. SYSTEM MODEL
We consider the downlink of a wireless-mobile communica-
tion system, with a single-antenna transmitter and (in general)
a multiple-antennas receiver, where each receiver diversity
branch is experiencing interference coming from L sources, as
shown in Fig. 1. We assume that (in general) the level of inter-
ference at the receiver is such that the effect of thermal noise
on system performance cannot be ignored [1]. Furthermore,
we investigate the case where the desired received signal gain
is subject only to multipath fading, while interfering signals
are subject to multipath fading and shadowing. Since each user
communicates with the base station (BS) providing the highest
received SNR, this BS will be with high probability the closest
to the user BS. Therefore, not many obstacles between the user
and the tagged BS are expected to be present and thus it is
reasonable that the received (desired) signal is not subject to
shadowing phenomena. On the other hand, due to the expected
larger propagation distances, interfering signals are very likely
to propagate over obstructed paths, and thus experiencing
severe shadowing conditions. Similar assumptions have been
made by many other researchers in the past, e.g., [15]–[19].
The complex baseband signal yn received at the nth antenna,
can be expressed as
yn = hDnsD +
L∑
i=1
hIn,isIi + wn (1)
where hDn represents the complex channel gain between the
transmitter and the nth receiver antenna (with its envelope
following the Rayleigh distribution) and sD is the desired
transmitted complex symbol with energy EsD = E
〈|sD|2〉,
and E 〈·〉 denoting statistical averaging. Furthermore, in (1),
hIn,i represents the complex channel gain (with its envelope
following the K-distribution) of the interfering signal sIi and
wn is the complex additive white Gaussian noise (AWGN)
with zero mean and variance N0. To proceed, we denote
the instantaneous signal-to-noise-ratio (SNR) of the desired
signal as γDn = |hDn |2EsD/N0, the corresponding average
SNR as γDn = E
〈|hDn |2〉EsD/N0, whilst the instantaneous
interference-to-noise-ratio (INR) of the ith interfering signal
is defined as γIn,i = |hIn,i |2EsIi /N0, with corresponding
average INR equal to γIn,i = E
〈|hIn,i |2〉EsIi /N0.
Since the desired signal is subject only to multipath fading,
its instantaneous SNR γDn at the nth antenna can be assumed
to be exponentially distributed. Specifically, considering in-
dependent fading conditions, the probability density function
(PDF) of γDn is given by
fγDn (x) =
1
γDn
exp
(
− x
γDn
)
. (2)
Here, the instantaneous INR, γIn,i , of the interfering signals,
which are subject to fading/shadowing effects, is assumed to
follow a squared K distribution1 with PDF given by [9]
fγIn,i (x) = 2
(
kn,i
γIn,i
) kn,i+1
2
x
kn,i−1
2
Γ (kn,i)
Kkn,i−1
(
2
√
kn,ix
γIn,i
)
.
(3)
In (3), kn,i denotes the shaping parameter of the distribution,
Γ (·) is the Gamma function [20, eq. (8.310/1)] and Kv(·) is
the second kind modified Bessel function of vth order [20, eq.
(8.407/1)]. In addition, kn,i is related to the severity of the
shadowing, e.g., for small values for kn,i, (3) models severe
shadowing conditions, while as kn,i → ∞, it approximates
the exponential distribution. The corresponding output SINR,
at the nth receiver antenna, is expressed as [1]
γoutn =
γDn
1 + γIn
(4)
where γIn denotes the total INR2, i.e., γIn =
L∑
i=1
γIn,i , and
the PDF of γIn,i is given by (3). The PDF of γoutn can be
evaluated as follows
fγoutn (γ) =
∫ ∞
0
(1 + x) fγDn ((1 + x)γ)fγIn (x)dx. (5)
In the next section important statistical metrics of γIn will be
evaluated considering non identical, identical as well as fully
correlated statistical parameters. The derived results (presented
in Section III), will be used to obtain expressions for the
instantaneous output SINR of both SISO and SIMO systems
(presented in Sections IV,V, respectively).
1For simplification purposes and in order to avoid repetitions, from now on
squared K distribution will be referred as K.
2Without loosing the generality, it is assumed that the all diversity branches
are affected by the same interfering sources.
3III. ON THE SUM OF K-DISTRIBUTED RVS
In this section the statistics of the sum of K-distributed RVs
will be investigated for three different scenarios, namely for
K-distributed RVs which, i) are independent but non iden-
tically distributed (i.n.d.), ii) are independent and identically
distributed (i.i.d.) and iii) have fully correlated mean values. It
should be noted here that in the past, several efforts have been
devoted to stochastically characterize such a sum, e.g., [11],
[21], [22]. To the best of the authors knowledge none of them
led to exact expressions, which are obtained for the first time
in the following analysis. Since the analysis provided in this
and the next sections refers to the arbitrary nth antenna, the
antenna index n will be omitted in this and the next sections,
and will be reestablished in Section V.
A. Independent but not Identically Distributed RVs
Theorem 1: Let γI denote a RV defined as
γI ,
L∑
i=1
γIi (6)
where the PDF of γIi is given by (3). Considering non iden-
tical (interference) statistics, the PDF of γI can be expressed
as
fγI (γ) = G1


(
γ
SLki,γIi
)SLki,1−1
2
ISL
ki,1
−1
(
2
√
SLki,γIiγ
)
+
L∑
i,i
λ1,...,λi
∞∑
h=0
(
γ
SLki,γIi
)G2i−1
2
G3IG2i−1
(
2
√
SLki,γIiγ
)
︸ ︷︷ ︸
IS


.
(7)
In (7), G2j =
L∑
i=1
ki + j −
j∑
i=1
kλi + h, G3 = tnλ1 ,λ1 , if the
maximum value of the product in (A-6) is equal to 1, G3 =
tˆ1,h =
h∑
p=0
tp,λ1th−p,λ2 , if the maximum value of the product
in (A-6) is equal to 2, G3 = tˆm,h =
h∑
p=0
tˆm−1,hth−p,λm ,
if the maximum value of the product in (A-6) is m > 2,
with tˆh,i, th,i, Szxq,yq and G1 given in Appendix A and Iv(·)
denoting the first kind modified Bessel function of vth order
[20, eq. (8.406/1)].
Proof: See Appendix A.
It can be shown that the infinite series in IS converges ev-
erywhere. Due to space limitations a convergence proof for the
general case of L K−distributed RVs is not presented. Instead,
the special case of L = 3 RVs is considered in Appendix B,
where an analytical framework for the convergence of the
infinite series in IS can be found. Note that the generalization
of this mathematical analysis for L K−distributed RVs is
straightforward. In addition the rate of convergence of fγI (γ)
given in (7), was investigated experimentally. This is important
TABLE I
MINIMUM NUMBER OF TERMS H OF (7) REQUIRED FOR OBTAINING
ACCURACY BETTER THAN 10±5 .
5dB 15dB
γ(γI)
1
5
10
15
20
k = 1.5 k = 3
4 5
9 16
13 20
16 23
18 25
k = 1.5 k = 3
1 2
4 7
4 8
5 9
7 11
because in practice, to evaluate fγI (γ), the infinite series in
IS is truncated and a number of series terms H is retained.
In Table I the minimum values of H , required for accuracy
better than ±10−5 are presented for various values of the
average INR γIi and distribution’s parameters. These results
have been obtained by assuming an exponentially decaying
profile, i.e., γIi = 10
dB/10 exp [−d(i− 1)] , ki = 3 − 0.3i
(with i = 1, 2, . . . , L), d = 0.1 and L = 3. It is clearly
depicted from this table that a relatively small number of terms
is sufficient to achieve a high accuracy and as a consequence
the PDF in (7) converges fast. It is also shown that the number
of these terms increases as γIi decreases and/or ki, γ increase.
Lemma 1: For i.n.d. statistics, the CDF of γI can be ob-
tained as
FγI (γ) = G1

( γ
SLki,γIi
)SLki,2
ISL
ki,1
(
2
√
SLki,γIiγ
1/2
)
+
L∑
i,i
λ1,...,λi
∞∑
h=0
(
γ
SLki,γIi
)G2i
2
G3IG2i
(
2
√
SLki,γIiγ
1/2
) .
(8)
Proof: Substituting (7) in the definition of the CDF,
FγI (γ) =
∫ γ
0
fγI (x)dx, making changes of variables of the
form x1/2 = y and y = √γz and using [20, eq. (6.561/7)],
(8) is obtained.
In Fig. 2a, several PDFs, obtained by using (7), are plotted
for various values of the number of interferers L. These distri-
butions have been evaluated by also assuming exponential de-
caying average INR, i.e., γIi = 10
dB/10 exp [−d(i− 1)] , ki =
k − 0.3i (with i = 1, 2, . . . , L), and dB= 15, d = 0.1.
Additionally, simulated results are also included in this figure,
verifying in all cases the agreement between the analytical and
the simulated PDFs.
B. Independent and Identically Distributed RVs
Theorem 2: Let γI denote a RV defined as
γI ,
L∑
i=1
γIi (9)
where the PDF of γIi is given by (3), with γIi = γI and
ki = k. Considering identical (interference) statistics, the PDF
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Fig. 2. a) The PDF of γI given in (7). b) The PDF of γout given in (18).
of γI can be expressed as
fγI (γ) = L
L∑
i=0
(
L
i
)
Γ (1− k)L−i (−1)i
×

 ∞∑
h=0
ch
(
k
γIL
) 1+G4
2
γ
G4−1
2 IG4−1
(
2
√
kL
γI
γ1/2
) (10)
where c0 = ai0, ch = 1ha0
[
h∑
t=1
(ti− h+ t)atch−t
]
forh ≥
1, a0 =
1
1−k , at =
(−1)t
t!(1−k+t) , with G4 = Lk + h+ (1− k)i.
Proof: See Appendix C.
Lemma 2: For i.i.d. statistics, the CDF of γI can be ob-
tained as
FγI (γ) =
L∑
i=0
(
L
i
)
Γ (1− k)L−i (−1)i
×

 ∞∑
h=0
ch
(
k
γIL
)G4
2
γ
G4
2 IG4
(
2
√
kL
γI
γ1/2
) .
(11)
Proof: Substituting (10) in the definition of the CDF,
FγI (γ) =
∫ γ
0
fγI (x)dx, making changes of variables of the
form x1/2 = y and y = √γz and using [20, eq. (6.561/7)],
(8) is obtained.
C. Fully Correlated Shadowing
When the L different interfering paths exhibit identical
shadowing effects, the mean values of the corresponding K-
distributed RVs are fully correlated. This is the so-called fully
(or totally) correlated shadowing communication scenario,
which has gained considerable interest lately, e.g., [23]–[26],
and will be investigated in this section. This type of shadowing
arises in situations where the interferers have approximately
the same distance from the receiver, and thus the same
obstacles shadow in a quite similar way the various interfering
signals. As a result, the local mean powers of the interfering
signals become correlated [13], [27], a situation that quite
often arises in indoor communication systems [28].
In such a communication scenario, where the multipath
Rayleigh components of the interferers are independent but
all of them experience a common local average power, γI , it
has been shown that the moments generating function (MGF)
of γI can be expressed as [9, eq. (9)]
MγI (s) =
(
k
γIs
)k
U
(
k, k − L+ 1, k
γIs
)
(12)
where U(·) denotes the confluent hy-
pergeometric function defined as
U
(
k, k − L+ 1, kγIs
)
= Γ(L−k)Γ(L) 1F1
(
k; k − L+ 1; kγIs
)
+
Γ(k−L)
Γ(k)
(
k
γIs
)L−k
1F1
(
L; 1− k + L; kγIs
)
[20, eq.
(9.210/2)], with 1F1(·) representing the confluent
hypergeometric function given by [20, eq. (9.210/1)].
Based on this expression and employing the infinite series
representation for 1F1(·), i.e., [29, eq. (07.20.02.0001.01)],
(12) yields
MγI (s) =
Γ(L− k)
Γ(L)
(
k
γIs
)k ∞∑
i=0
(k)i [k/ (γIs)]
i
i! (k − L+ 1)i
+
Γ(k − L)
Γ(k)
(
k
γIs
)L ∞∑
i=0
(L)i [k/ (γIs)]
i
i! (1− k + L)i
(13)
where (·)v denotes the pochhammer symbol [20, pp. xliii].
Applying the inverse Laplace transform in (13), yields the
following expression for the PDF of γI
fγI (γ) =
Γ(L − k)
Γ(k)Γ(L)
(
k γ
γI
)k
1
γ
∞∑
i=0
(k γ/γI)
i
i! (k − L+ 1)i
+
Γ(k − L)
Γ(k)Γ(L)
(
k γ
γI
)L
1
γ
∞∑
i=0
(k γ/γI)
i
i! (1− k + L)i
.
(14)
Furthermore, based on the definition of the generalized
hypergeometric function, i.e., 0F1 (b; z) =
∞∑
i=0
zi/ (i! (b)i)
[29, eq. (07.17.02.0001.01)], and by employing [29, eq.
(03.04.27.0005.01)], a simpler closed-form expression for the
5PDF of γI , when fully correlated shadowing effects are
present, can be extracted as
fγI (γ) = 2
(k/γI)
L+k
2 γ
L+k
2
−1
Γ(L)Γ(k)
KL−k
(
2
√
k
γI
γ
)
. (15)
Note that in a different research topic, i.e., free space optical
communications, a similar PDF expression, as the one given
in (15), has been independently derived in [30]. Substituting
now (15) in the definition of the CDF [31, eq. (4.17)], using
the Meijer-G function representation for the KL−k(·), i.e., [29,
eq. (03.04.26.0006.01)], and then [32, eq. (26)], the CDF of
γI can be expressed in a simple closed form as
FγI (γ) =
(k/γI)
L+k
2
Γ(L)Γ(k)
γ
L+k
2 G2,11,3
(
k
γI
γ
∣∣∣∣ 1−L+k2L−k
2
,−L−k
2
,−L+k
2
)
(16)
where Gm,np,q [·|·] is the Meijer’s G-function [20, eq. (9.301)].
It should be noted that the previously derived expressions
for the sum of K-distributed RVs can be directly applied
to various research topics, different from that treated in this
paper, including maximal ratio combiner output SNR study
or the analysis of received SNR of cooperative synchronized
transmissions [33].
IV. SINR STATISTICS FOR SISO SYSTEMS
In this section, based on the previously derived expressions
for the sum of K-distributed RVs, a statistical analysis of
the instantaneous output SINR γout is presented for the three
communication scenarios under consideration, namely i.n.d.,
i.i.d. and fully correlated interference conditions. In all cases
simplified expressions for the SIR are also obtained.
A. Non Identical Interference Statistics
Substituting the PDF for the SNR given by (2) and the PDF
for the INR given by (7) in (5), it can be shown that integrals
of the following form appear
I1 =
∫ ∞
0
Φ
(
q1,
L∑
i=1
ki
γIi
)
dx (17)
where Φ (a, b) = xa−12 (1 +
x) exp
[
− (1+x)γγD
]
Ia−1
(
2
√
bx1/2
)
with q1 =
∑L
i=1 ki
or q1 = G2h . This type of integrals can be solved in closed
form using [20, eq. (6.643/2)]. After some straightforward
mathematical manipulations the PDF of γout under i.n.d.
interference conditions can be expressed as
fγout(γ) =
exp (−γ/γD)
γD
G1 exp
(SLki,γIi
2γ/γD
)

(
γD
γSLki,γIi
)SLki,2
×
[
SLki,1
γD
γ
M
−SL
ki,2
−1,
SL
ki,1
−1
2
(SLki,γIi
γ/γD
)
+M
−SL
ki,2
,
SL
ki,1
−1
2
(SLki,γIi
γγD
)]
+
L∑
i,i
λ1,...,λi
∞∑
h=0
G3
×
(SLki,γIiγ
γD
)−G2i
2
[
G2iγD
γ
M
−
G2i
2
−1,
G2i
−1
2
(SLki,γIi
γ/γD
)
+ M
−
G2i
2
,
G2i
−1
2
(SLki,γIi
γ/γD
)]}
(18)
where Mλ,µ(·) is the Whittaker function [20, eq. (9.220/2)],
which is a built-in function in many mathematical software
packages. Here it should be mentioned that (18) represents
a valid PDF, since it is a nonnegative function, and using
[29, eqs. (07.44.26.0007.01) and (01.03.26.0004.01)] and [32,
eq. (21)], it can be verified that ∫∞0 fγout(γ)dγ = 1 [34].
In Fig. 2b, several PDFs, obtained by using (18), are plotted
for the same parameters as the ones used in Fig. 2a and
various values for the number of interferers L. The simu-
lated results also included in this figure depict in all cases
the tight agreement between analytical and simulated PDFs.
Furthermore, for the infinite series appearing in (18), a similar
rate of convergence has been observed with that of the series
appearing in (7). By definition, the CDF of the instantaneous
output SINR is expressed as
Fγout(γ) =
∫ ∞
0
FγD ((1 + x)γ)fγI (x)dx. (19)
Substituting the exponential CDF, i.e.,
FγD (x) = 1− exp
(
− x
γD
)
(20)
and (7) in (19), following a similar procedure as the one used
for deriving (18), yields the following closed-form expression
for the CDF of γout
Fγout(γ) = 1− exp
(
− γ
γD
)
G1 exp
(SLki,γIi
2γ/γD
)
×


(
γSLki,γIi
γD
)−SLki,2
M
−SL
ki,2
,
SL
ki,1
−1
2
(SLki,γIi
γγD
)
+
L∑
i,i
λ1,...,λi
∞∑
h=0
G3
(SLki,γIiγ
γD
)−G2i
2
M
−
G2i
2
,
G2i
−1
2
(SLki,γIi
γ/γD
)
 .
(21)
6For the special case of L = 1 K-distributed interferer, (21)
simplifies to
Fγout (γ) = 1− exp
(
− γ
γD
)(
kγD
γIγ
) k
2
× exp
(
kγD
2γIγ
)
W− k
2
, 1−k
2
(
kγD
γIγ
)
.
(22)
In a similar communication scenario consisting of a
Nakagami-m desired signal and a Nakagami-lognormal in-
terfering signal, an integral expression for the outage perfor-
mance was derived in [35, eq.(3.59)]. Setting in that expres-
sion m = 1, i.e., considering Rayleigh/Rayleigh-lognormal
fading/shadowing conditions, and comparing the resulting
formula with (22), the mathematical simplification offered by
the latter is obvious.
Simplified Expressions for the SIR: In many cases, the mo-
bile communication systems tend to be interference limited
rather than noise limited, since the thermal and man-made
noise effects are often insignificant compared to the signal
levels of cochannel users [36]. This case will be also studied
here, where considering an interference limited environment,
i.e., ignoring the AWGN at the user terminal, the received SIR
is given by
γout =
γD
γI
(23)
whilst its PDF and CDF expressions are
fγout(γ) =
∫ ∞
0
xfγD (xγ)fγI (x)dx
Fγout(γ) =
∫ ∞
0
FγD (xγ)fγI (x)dx
(24)
respectively. Substituting (2) and (7) (or (20) and (7)) in (24),
and following a similar procedure as the one for deriving (18),
yields the PDF and CDF expressions, respectively, for the i.n.d.
case given in Table II.
B. Identical Interference Statistics
Substituting (2) and (10) in (5) and after some mathematical
procedure yields
fγout (γ) =
L
γD
L∑
i=0
(
L
i
)
Γ (1− k)L−i (−1)i
∞∑
n=0
cn
×
(
k
γIL
)G4
2
[∫ ∞
0
Φ
(
G4, kL
γI
)
dx
]
.
(25)
The integral in (25) can be solved in closed form using [20, eq.
(6.643/2)] and thus the PDF of γout under i.i.d. interference
conditions can be expressed as
fγout (γ) =
exp (−γ/γD)
γD
L∑
i=0
(
L
i
)
Γ (1− k)L−i (−1)i
×
∞∑
n=0
cn
(
kγD
γLγI
)G4
2
exp
(
kLγD
2γγI
)[
M
−
G4
2
,
G4−1
2
(
kLγD
γγI
)
+
G4γD
γ
M
−
G4+2
2
,
G4−1
2
(
kLγD
γγI
)]
.
(26)
The corresponding expression for the CDF is given by
Fγout (γ) = 1− exp
(
− γ
γD
) L∑
i=0
(
L
i
)
Γ (1− k)L−i (−1)i
×
∞∑
n=0
cn
(
kγD
γLγI
)G4
2
exp
(
kLγD
2γγI
)
M
−
G4
2
,
G4−1
2
(
kLγD
γγI
)
.
(27)
For the SIR case simplified expression for the PDF and CDF
are given in Table II.
C. Fully Correlated Interference Statistics
Substituting (2) and (15) in (5) yields the following expres-
sion for the SINR of fγout (γ)
fγout (γ) =
2
γD
(k/γI)
L+k
2
Γ(L)Γ(k)
∫ ∞
0
x
L+k
2
−1(1 + x)︸ ︷︷ ︸
I2
× exp
[
− (1 + x) γ
γD
]
KL−k
(
2
√
k
γI
x1/2
)
dx
︸ ︷︷ ︸
I2
.
(28)
After performing some straightforward mathematical manipu-
lations and using [20, eq. (6.643/3)] a closed-form expression
for the PDF of γout can be derived as
fγout (γ) =
1
γD
(
kγD
γγI
)L+k−1
2
exp
(
− γ
γD
)
exp
(
kγD
γγI
)
×
[
W 1−L−k
2
,L−k
2
(
kγD
γγI
)
+
LkγD
γ
W−L+k+1
2
,L−k
2
(
kγD
γγI
)]
(29)
where Wλ,µ(·) is the Whittaker function [20, eq. (9.220/4)].
Substituting the exponential CDF and (15) in (19) and using
[20, eqs. (6.561/16 and 6.631/3)] yields the following closed-
form expression for the CDF of γout
Fγout (γ) = 1− exp
(
− γ
γD
)(
kγD
γIγ
)L+k−1
2
× exp
(
kγD
2γIγ
)
W 1−L−k
2
,L−k
2
(
kγD
γIγ
)
.
(30)
Simplified Expressions for the SIR: The closed-form ex-
pression for the PDF and the CDF of γout are given in Table II.
V. SINR STATISTICS FOR SIMO: THE FULLY
CORRELATED CASE
In this section we consider a SD receiver and investigate
two distinct selection techniques, namely the SNR-based and
the SINR-based, assuming fully correlated shadowing on the
interfering signals. We also assume that the receive anten-
nas are sufficiently spaced, so that the L interfering signals
received in any of them are totally independent from the
ones received by any other antenna. In this context, new
closed-form expressions are derived for important statistical
metrics of the instantaneous output SINR of the two techniques
under consideration. It is noted that the analytical framework
7TABLE II
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Non Identical
Interference
Identical
Interference
Fully Correlated
Interference
fγout (γ) = G1 exp
(
SLki,γIi
2γ/γD
)
1
γ


(
SLki,γIi
γ
γD
)SLki,2
SLki,1
M
−SL
ki,2
−1,
SL
ki,1
−1
2
(
SLki,γIi
γ/γD
)
+
∑L
i,i
λ1,...,λi
∞∑
h=0
G3G2i
(
SLki,γIi
γ
γD
)−G2i
2
M
−
G2i
2
−1,
G2i
−1
2
(
SLki,γIi
γ/γD
)

Fγout (γ) = 1− G1 exp
(
SLki,γIi
2γ/γD
)

(
SLki,γIi
γ
γD
)−SLki,2
M
−SL
ki,2
,
SL
ki,1
−1
2
(
SLki,γIi
γγD
)
+
∑L
i,i
λ1,...,λi
∞∑
h=0
G3
(
SLki,γIi
γ
γD
)−G2i
2
M
−
G2i
2
,
G2i
−1
2
(
SLki,γIi
γ/γD
)

fγout (γ) =
L∑
i=0
(L
i
)
Γ (1− k)L−i (−1)i
∞∑
n=0
cn
G4
γ
(
kγD
γILγ
)G4
2
exp
(
kLγD
2γIγ
)
M
−
G4+2
2
,
G4−1
2
(
kLγD
γIγ
)
Fγout (γ) = 1−
L∑
i=0
(L
i
)
Γ (1− k)L−i (−1)i
∞∑
n=0
cn
(
kγD
γLγI
) G4
2
exp
(
kLγD
2γγI
)
M
−
G4
2
,
G4−1
2
(
kLγD
γγI
)
fγout (γ) = Lk
(
kγD
γIγ
)L+k−1
2
exp
(
kγD
2γIγ
)
γ−1W
−
L+k+1
2
,L−k
2
(
kγD
γIγ
)
.
Fγout (γ) = 1−
(
kγD
γIγ
)L+k−1
2
exp
(
kγD
2γIγ
)
W 1−L−k
2
,L−k
2
(
kγD
γIγ
)
.
Mγout (s) =
1
Γ(k)Γ(L)
(
kγD
γI
)L+k−1
2
s
L+k−1
2 G
1,3
3,1
(
γI
kγDs
∣∣∣∣
L+k+1
2
,1−L−k+1
2
,1+L−k−1
2
1+L+k−1
2
)
.
presented here can also be applied to the i.n.d. as well as to
i.i.d. interference scenarios. However, due to space limitations
these results are not presented here.
A. SNR-Based Criterion
For the SNR-based SD criterion in the presence of AWGN
and multiple interfering signals, the diversity receiver monitors
the available diversity branches continuously and selects the
branch with the largest instantaneous SNR for data detection.
This SD technique requires the separation of the desired
signal from the interfering signals, which can be practically
achieved by using different pilot signals for each of them
[2]. Mathematically speaking the instantaneous system output
SINR of this SIMO system can be expressed as
γSDout =
γSD
1 + γI
(31)
where γSD = max{γD1 , γD2 , . . . , γDN } represents the instan-
taneous output SNR of the SD receiver, with γDn denoting
the instantaneous SNR of the nth branch, following the PDF
given by (2). The CDF of γSD for i.n.d. fading conditions3, is
given by
FγSD(x) =
N∏
n=1
FγDn (x). (32)
For i.i.d. fading conditions, (32) simplifies to FγSD(x) =
[FγD (x)]
N
, with FγD (x) given in (20). Based on (A-5)
3For SNR-based SIMO, the i.n.d. and i.i.d. conditions refer to the fading
statistics of the instantaneous SNRs of the desired signal at the branches of
the SIMO receiver. For the interfering signals, fully correlated shadowing has
been assumed.
and after some straightforward mathematical manipulations,
FγSD(x) can be expressed as
FγSD(x) = 1 +
N∑
n,n
λ1,...,λn
exp
(
−Sn1,γDλm x
)
(33)
which for the case of i.i.d. fading conditions simplifies to
FγSD(x) =
N∑
n=0
(
N
n
)
(−1)n exp
(
− n
γD
x
)
. (34)
Starting from (31) and substituting (33) and (15) in (19),
integrals of the form I2 appearing in (28), need to be solved.
Therefore following the procedure proposed in IV-C, the CDF
of γSDout , with SNR-based SD, can be obtained in closed form
as
FγSDout (γ)=1 +
N∑
n,n
λ1,...,λn

 k/γI
Sn1,γDλm γ


L+k−1
2
exp
(
−Sn1,γDλm γ
)
× exp

 k/γI
2Sn1,γDλm γ

W 1−L−k
2
,L−k
2

 k/γI
Sn1,γDλm γ

 .
(35)
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fγSDout (γ) =
∑N
n,n
λ1,...,λn
Lk
γ
(
k/γI
Sn
1,γDλm
γ
)L+k−1
2
exp
(
k/γI
2Sn
1,γDλm
γ
)
W
−
L+k+1
2
,L−k
2
(
k/γI
Sn
1,γDλm
γ
)
FγSDout (γ) = 1 +
∑N
n,n
λ1,...,λn
(
k/γI
Sn
1,γDλm
γ
)L+k−1
2
exp
(
k/γI
2Sn
1,γDλm
γ
)
W 1−L−k
2
,L−k
2
(
k/γI
Sn
1,γDλm
γ
)
MγSDout (s) =
∑N
n,n+1
λ1,...,λn
(
k/γI
Sn
1,γDλm
)L+k−1
2
s
L+k−3
2
Γ(k)Γ(L)
G
1,3
3,1

 γIk Sn1,γDλm
s
∣∣∣∣∣
L+k+1
2
, 1−L+k
2
, 1+L−k
2
L+k+1
2


fγSDout (γ) = Lk
N∑
n=1
(N
n
)
(−1)n+1
(
kγD
γInγ
)L+k−1
2
exp
(
kγD
2γInγ
)
γ−1W−1−L−k
2
,L−k
2
(
kγD
γInγ
)
FγSDout (γ) = 1 +
N∑
n=1
(N
n
)
(−1)n
(
kγD
γInγ
)L+k−1
2
exp
(
kγD
2γInγ
)
W 1−L−k
2
,L−k
2
(
kγD
γInγ
)
MγSDout (s) =
N∑
n=1
(N
n
)
(−1)n+1
(
kγD
nγI
)L+k−1
2 s
L+k−3
2
Γ(k)Γ(L)
G
1,3
3,1
(
nγI
kγDs
∣∣∣∣
L+k+1
2
, k−L+1
2
, 1+L−k
2
L+k+1
2
)
Its corresponding PDF is given by
fγSDout (γ) =
N∑
n,n
λ1,...,λn
(
−Sn1,γDλm
)
exp
(
−Sn1,γDλm γ
)
×

 k/γI
Sn1,γDλm γ


L+k−1
2
exp

 k/γI
2Sn1,γDλm γ


×

W 1−L−k
2
,L−k
2

 k/γI
Sn1,γDλm γ


+
Lk
Sn1,γDλm γ
W−L+k+1
2
,L−k
2

 k/γI
Sn1,γDλm γ



 .
(36)
Considering i.i.d. fading conditions (35) simplifies to
FγSDout (γ) = 1−
N∑
n=1
(
N
n
)
(−1)n+1 exp
(
− n
γD
γ
)
×
(
kγD
γInγ
)L+k−1
2
exp
(
kγD
2γInγ
)
W 1−L−k
2
,L−k
2
(
kγD
γInγ
)
(37)
whilst (36) simplifies to
fγSDout (γ) =
N∑
n=1
(
N
n
)
(−1)n
(
− n
γD
)
exp
(
− n
γD
γ
)
×
(
kγD
γInγ
)L+k−1
2
exp
(
kγD
2γInγ
){
W 1−L−k
2
,L−k
2
(
kγD
γInγ
)
+Lk
(
n
γD
γ
)−1
W−1−L−k
2
,L−k
2
(
kγD
γInγ
)}
.
(38)
Simplified Expressions for the SIR: For the SIR case, the in-
stantaneous system output SIR can be expressed as
γSDout =
γSD
γI
. (39)
The simplified PDF and CDF expressions for both i.n.d. and
i.i.d. cases are given in Table III.
B. SINR-Based Criterion
Under a SINR-based criterion, the diversity receiver selects
the branch with the highest instantaneous SINR for coherent
detection. This technique is more complex to be implemented,
than the SNR-based one, since computationally demanding
processing operations are required at the receiving end [2].
These include signal separation, SINR calculation per branch,
statistical ordering of the resulting SINRs and SINR-based
selection via a maximum selection criterion.
For the SINR-based scenario the instantaneous SINR
of the system output can be expressed as γSDout =
max(γout1 , γout2 , . . . , γoutN ), where γoutn represents the in-
stantaneous SINR of the nth branch, with PDF and CDF
given by (29) and (30), respectively. Therefore, considering
i.n.d. fading conditions4 the CDF of the output SINR can be
expressed as
FγSDout (γ) =
[
N∏
n=1
Fγoutn (γ)
]
(40)
with Fγoutn (·) given by (30). For the i.i.d. fading case, (40)
simplifies to the following expression
FγSDout (γ) = [Fγout(γ)]
N . (41)
The corresponding expressions for the PDFs, considering i.n.d.
fading conditions, are
fγSDout (γ) =
N∑
n=1
fγoutn (γ)
N∏
m=1
m 6=n
Fγoutm (γ) (42)
4For the SINR-based criterion the i.n.d. and i.i.d. conditions refer to the
fading statistics of the instantaneous SINRs γoutn .
9with fγoutn (·) given by (29). For i.i.d. fading conditions (42)
simplifies to
fγSDout (γ) = Nfγout(γ) (Fγout(γ))
N−1 . (43)
Simplified Expressions for the SIR: The CDF and PDF for
the i.n.d. fading case can be obtained by substituting the PDF
and the CDF expressions of the fully correlated case presented
in Table III in (40) and (42), respectively. For i.i.d. fading, the
same expressions should be substituted in (41) and in (43).
VI. PERFORMANCE ANALYSIS: THE FULLY CORRELATED
CASE
In this section, using the previously derived expressions
for the instantaneous output SINR and focusing on the fully
correlated case, important performance quality indicators are
studied. The performance is evaluated using the OP and the
ABEP criteria.
A. Outage Probability (OP)
The OP is defined as the probability that the SINR falls
below a predetermined threshold γth and is given by Pout =
Fγout(γth).
1) SNR-based Criterion: Considering the SNR-based crite-
rion, the OP can be obtained by using (35) (for i.n.d. fading)
or (37) (for i.i.d. fading). The corresponding CDF expression
for the SIR case can be found in Table III.
a) High SNR Approximation: The exact results presented
in the previous sections do not provide a clear physical insight
of the system’s performance. Therefore, here, we focus on the
high SNR regime in order to obtain important system-design
parameters such as the diversity gain (Gd) and the coding gain
(Gc). Additionally, these analytic expressions help to quantify
the amount of performance variations, which are due to the
interfering effects as well as to the receiver’s architecture. At
high SNR the exponential CDF can be closely approximated
by FγD (x) ≈ xγD [37]. Based on this approximated expression,
and assuming i.i.d. fading conditions (the i.n.d. case can be
similarly analyzed) the CDF of γSD can be expressed as
FγSD(x) = [FγSD(x)]
N
. Therefore following the procedure
proposed in IV-C, and employing [20, eq. (6.561/16)], the OP
of γSDout , for high SNR, can be expressed as
FγSDout (γth) ≈
[
N∑
n=0
(
N
n
)
Γ (L+ i) Γ (k + i)
(k/γI)
n
Γ (L) Γ (k)
]
γNth︸ ︷︷ ︸
D1
γ−ND .
(44)
It is obvious that (44) is of the form (GcγD)−Gd , where Gd
represents the diversity gain, which as expected equals N
and Gc = D−1/N1 is the coding gain [38], [39]. Therefore,
the coding gain of the system is affected by the number of
interferers and the average INR (L, γI), the severity of the
shadowing effects on the interfering channels k and the outage
threshold γth.
2) SINR-based Criterion: Considering the SINR-based cri-
terion, the OP can be obtained by substituting (30) in (40) (for
i.n.d. fading) or (41) (for i.i.d. fading). For the SIR case, the
corresponding CDF expression, which should be substituted
(40) (for i.n.d. fading) or (41) (for i.i.d. fading), can be found
in Table III.
a) High SNR Approximation: For high values of the
average SNR, by following a similar procedure as the one
presented for the SNR-based case, the OP can be closely
approximated as
FγSDout (γ) ≈ (1 + LγIγ)
N︸ ︷︷ ︸
D2
γ−ND (45)
where Gd = N,Gc = D−1/N2 , while similar conclusions with
the SNR-based case can be drawn for the diversity and coding
gains.
B. Average Bit Error Probability (ABEP)
The ABEP will be evaluated by using the MGF and CDF
based approaches as described next.
1) SNR-Based Criterion: Considering i.n.d. fading condi-
tions, substituting (36) in the definition of the MGF, using [29,
eq. (07.45.26.0005.01)], and employing [20, eq. (7.813/1)],
yields the following expression for the MGF of γSDout
MγSDout (s)=
N∑
n,n
λ1,...,λn
(
−Sn1,γDλm
)
Γ(k)Γ(L)

k
(
Sn1,γDλm + s
)
γISn1,γDλm


L+k−1
2
×


(
Sn1,γDλm + s
)−1
G1,33,1

 S
n
1,γDλm
γI
k
Sn1,γDλm + s
∣∣∣∣∣
L+k−1
2
,1−L+k
2
,1+L−k
2
L+k−1
2


+
(
Sn1,γDλm
)−1
G1,33,1

 S
n
1,γDλm
γI
k
Sn1,γDλm + s
∣∣∣∣∣
L+k+1
2
, 1−L+k
2
, 1+L−k
2
L+k+1
2



 .
(46)
For the i.i.d. fading case, based on (38), (46) simplifies to
MγSDout (s) =
N∑
n=1
(
N
n
)
(−1)n+1
[
(n/γD + s) kγD
nγI
]L+k−1
2
×
(
1 + sγDn
)
Γ(k)Γ(L)
{
G1,33,1
(
nγI/k
n+ sγD
∣∣∣∣L+k−12 , k−L+12 , 1+L−k2L+k−1
2
)
+
(
1 +
sγD
n
)
G1,33,1
(
nγI/k
n+ sγD
∣∣∣∣L+k+12 ,k−L+12 , 1+L−k2L+k+1
2
)}
(47)
which for the SISO system becomes
Mγout (s) =
(kγD/γI)
L+k
2
Γ(L)Γ(k)γD
{(
1
γD
+ s
)L+k
2
−1
×G1,33,1
(
γI/ (kγD)
1/γD + s
∣∣∣∣L+k2 ,1−L−k2 ,1+L−k2L+k
2
)
+
(
1
γD
+ s
)L+k
2
×γDG1,33,1
(
γI/ (kγD)
1/γD + s
∣∣∣∣L+k2 +1,1−L−k2 ,1+L−k2L+k
2
+1
)}
.
(48)
10
-35
.0-3
2.5-
30.
0-27
.5-2
5.0-
22.
5-20
.0-17
.5
1
2
3
4
5
6
7
8
9
10
11
12
0.5
0.1
0.05
0.01
0.005
0.001
 Ou
tag
e P
rob
abi
lity
N
um
be
r o
f B
ra
nc
he
s 
(N
)
Outage Threshold (dB)
SNR-based
Fig. 3. The number of branches as a function of the OP and the normalized
outage threshold for SNR-based SD reception.
For the SIR and for both i.n.d. and i.i.d. fading conditions,
MGF expressions for γSDout are included in Table III (or
Table II for the SISO system). Using the previously derived
MGF expressions and following the MGF-based approach, the
ABEP can be readily evaluated for a variety of modulation
schemes [6]. More specifically, the ABEP can be calculated:
i) directly for non-coherent differential binary phase shift
keying (DBPSK), that is PDBPSKb = 0.5Mγout(1); and ii)
via numerical integration for Gray encoded M -PSK, that is
PM−PSKb =
1
pi log2 M
pi−pi/M∫
0
Mγout
[
log2 M sin
2(pi/M)
sin2 φ
]
dφ.
a) High SNR Approximation: To evaluate the ABEP
performance at the high SNR regime, the CDF-based approach
will be employed. Specifically, the ABEP can be directly
evaluated as
Pb = αβ
∫ ∞
0
exp(−βγ)FγSDout (γ)dγ (49)
where α, β are constants depending on the type of modulation,
e.g., for DBPSK modulation α = 1/2, β = 1 [40]. Substituting
(44) in (49) and using [20, eq. (3.351/3)], yields the following
approximation for the ABEP
Pb ≈
[
N∑
n=0
(
N
n
)
αΓ (L+ i) Γ (k + i) Γ (N + 1)
(m/γI)
n
Γ (L) Γ (k)βN
]
︸ ︷︷ ︸
D3
γ−ND
(50)
and Gd = N,Gc = D−1/N3 .
2) SINR-Based Criterion: To evaluate the ABEP perfor-
mance for the SINR-based criterion the CDF-based approach
is used. For the i.n.d. fading case, (40) is substituted in
(49), whilst for i.i.d. fading (41) is employed. For both cases
numerical integration techniques must be applied, using any
of the well known mathematical software packages, since a
direct derivation in terms of closed forms is not possible.
Similar to the SINR analysis, the ABEP for the SIR can be
evaluated using the CDF expressions for the fully correlated
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Fig. 4. The number of branches as a function of the OP and the normalized
outage threshold for SINR-based SD reception.
case provided in Table III. Based on these expressions and
substituting (40) (for the i.n.d. fading) as well as (41) (for the
i.i.d. fading case) in (49) and employing numerical integration
the ABEP can be readily evaluated.
a) High SNR Approximation: Substituting (45) in (49),
the following closed-form approximated expression can be
derived for the ABEP in the high-SNR regime
Pb ≈ α
(
1 + LγI
β
)N
Γ (N + 1)︸ ︷︷ ︸
D4
γ−ND . (51)
From the last expression we get Gd = N,Gc = D−1/N4 .
VII. NUMERICAL RESULTS AND DISCUSSION
In this section various numerical performance evaluation
results, which have been obtained using the previous analysis,
will be presented. In particular, results related to SISO as
well as SIMO systems, SNR- or SINR-based techniques
and different K-distributed i.i.d. fading and fully correlated
shadowing conditions will be presented and discussed.
Considering SNR-based SD (i.e., based on (37)) and as-
suming L = 5, k = 1.6, γI = 5dB, the number of branches
required for achieving a predefined target OP is plotted in
Fig. 3, for different values of the normalized outage threshold,
γth/γD. As it is shown in this figure the number of branches
increases as the normalized outage threshold increases and/or
the target OP decreases. Moreover, it is easily verified that for
relatively low values of γth/γD and/or high target OP it is not
necessary to employ SD, since even with SISO the target OP
is achieved. This means that the overall power consumption
of the receiver side can be reduced by avoiding unnecessary
circuity and channel estimations. The same observations hold
also for the SINR-based SD scenario, which is depicted in
Fig. 4, by utilizing (41). By comparing Figs. 3 and 4 we
observe that the SINR-based receiver requires considerably
less reception branches than the SNR-based one for obtaining
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Fig. 5. The ABEP for SISO and SIMO SD receivers with SNR-based and
SINR-based techniques, assuming DBPSK modulation.
the same target OP. This gain, however, comes at the cost
of much higher signal processing requirements for the SINR-
based approach.
Using (48), (47) and (49), the ABEP of DBPSK is plotted
in Fig. 5, as a function of the average SNR of the desired
signal, γD , for SISO, SNR-based SD and SINR-based SD,
respectively. In this figure the parameters are taken as k =
2, γI = 5dB and L = 4. As expected, the best performance is
provided by the SINR-based receiver, while the performance
gap between SINR and SNR-based SD increases as the number
of diversity branches employed also increases.
In Fig. 6, assuming γI = 5dB and L = 4, the OP is plotted
as a function of the normalized outage threshold under two
communication scenarios, namely SISO system and SINR-
based SD, for various values of N . We observe that the
performance improves as the number of branches increases,
with a decreased rate of improvement though. A worth men-
tioning observation that comes out of this figure is that as the
interfering signals shadowing parameter k increases, the OP
decreases. This is a reasonable result since severe shadowing
conditions in the interfering signals result to a lower INR
and thus to a higher SINR. Additionally, in order to better
understand how interference affects system’s performance, an
interference limited communication scenario has been con-
sidered by entirely neglecting noise effects. Therefore, in the
same figure, the corresponding OP performance for the SIR
case has been depicted, using the CDF expression given in
Table I. In all cases, when noise is not present (SIR case)
the performance shows an improvement, as expected. An
interesting observation though is that the performance gap
between the SINR and SIR scenarios, mainly depends on the
number of diversity branches employed. Specifically, the noise
effects seem to play a more important role when SD reception
is used with an increased number of antennas.
In Fig. 7, considering SNR-based SD and assuming γI =
-25 -20 -15 -10 -5 0
10-4
10-3
10-2
10-1
1
N=3
N=2
 
 
O
ut
ag
e 
P
ro
ba
bi
lit
y 
(P
ou
t)
Outage Threshold (dB)
 SINR
 SIR
 simulation
single 
channel
Blue Line: k=0.5
Red Line: k=3
Fig. 6. The OP for SISO as well as SINR-based SD SIMO system.
10dB, k = 2, the ABEP is plotted as a function of the number
of interfering signals L, for various values of the number of
branches N and different average SNRs γD of the desired
signal. We observe that as γD and/or N increase the ABEP
decreases, whilst in all cases the performance worsens with the
increase of L. It is interesting to note that for higher values of
γD , the line gap of the performances obtained using different
values of N increases. For comparison purposes, computer
simulation performance results are also included in Figs. 5-7,
verifying in all cases the validity of the proposed theoretical
approach.
VIII. CONCLUSIONS
In this paper, an analytical framework for evaluating im-
portant statistical metrics of the instantaneous output SINR
of SISO as well as SIMO diversity receivers operating over
composite fading channels has been presented. The proposed
analysis is based on convenient expressions that have been ex-
tracted for the PDF and CDF of the sum of K-distributed RVs,
assuming identical, non-identical as well as fully-correlated
distributed parameters. Focusing on the latter case, various
statistical characteristics of SISO, SNR-based SD and SINR-
based SD receivers are derived in closed form, which are then
used to study system performance in terms of ABEP and OP.
An asymptotic high SNR analysis has been also presented
based on which the diversity and coding gain expressions are
studied. The obtained results indicate that the combination
of fading/shadowing and interference disrupts seriously the
performance of the system. Furthermore, it is shown that a
power efficient solution that can considerably improve this
situation is the employment of SD reception with a relatively
small number of diversity branches.
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APPENDIX A
PROOF OF THEOREM 1
The moments generating function (MGF) of γI ,
∑L
i=1 γIi
can be expressed as [9]
MγIi (s) =
(
ki
γIis
)ki
exp
(
ki
γIis
)
Γ
(
1− ki, ki
γIis
)
(A-1)
where Γ (·, ·) is the upper incomplete Gamma function [20, eq.
(8.350/2)]. The MGF of γI , for i.n.d. interference conditions,
is given by
MγI (s) =
L∏
i=1
MγIi (s). (A-2)
Therefore, assuming non integer values for ki, substituting
(A-1) in (A-2) and using the infinite series representation for
the incomplete gamma function, i.e., [20, eq. (8.354/2)], yields
MγI (s) = G1
(
1
s
)SLki,1
exp
[(
SLki,γIi
) 1
s
] [ L∏
i=1
(
1− tˆh,i
)]
(A-3)
where
tˆh,i =
∞∑
h=0
(−1)h
h!Γ(1− ki)(1− ki + h)
(
ki
γIis
)1−ki+h
︸ ︷︷ ︸
th,i
(A-4)
Szxq,yq =
z∑
q=1
xq
yq
and G1 =
[∏L
i=1
(
ki
γIi
)ki
Γ (1− ki)
]
.
Furthermore, since
L∏
i=1
(
1− tˆh,i
)
= 1 +
L∑
i,i
λ1,...,λi
i∏
n=1
tˆh,λn (A-5)
where
z∑
x,y
λ1,...,λx
=
z∑
x=1
(−1)y
z−x+1∑
λ1=1
z−x+2∑
λ2=λ1+1
· · ·
z∑
λx=λx−1+1
,
(A-3) can be rewritten as
MγI (s) =
[
L∏
i=1
(
ki
γIi
)ki
Γ (1− ki)
](
1
s
)SLki,1
× exp
(SLki,γIi
s
)1 + L∑
i,i
λ1,...,λi
i∏
n=1
tˆh,λn

 .
(A-6)
Capitalizing on the power series identity∑∞
k=0 αkx
k
∑∞
k=0 βkx
k =
∑∞
k=0 ckx
k, where
ch =
∑h
k=0 αkβh−k, given in [20, eq. (0.316)], (A-3)
can be simplified as
MγI (s) =
[
L∏
i=1
(
ki
γIi
)ki
Γ (1− ki)
](
1
s
)SLki,1
× exp
(SLki,γIi
s
)1 + L∑
i,i
λ1,...,λi
∞∑
h=0
G3

 .
(A-7)
The MGF expression presented in (A-7) is in a convenient
form for applying the inverse Laplace transform given in [41,
eq. (29.3.81)], leading to (7), which completes the proof.
APPENDIX B
PROOF FOR THE CONVERGENCE OF THE INFINITE SERIES
IN IS .
For L = 3, term IS in (7) can be expressed as
IS =−
3∑
λ1
∞∑
h=0
(SLki,γIi
γ
) 1−G21
2
G3IG21−1
(
2
√
SLki,γIiγ
)
︸ ︷︷ ︸
IS1
+
2,3∑
λ1,λ2
∞∑
h=0
(SLki,γIi
γ
) 1−G22
2
G3IG22−1
(
2
√
SLki,γIiγ
)
︸ ︷︷ ︸
IS2
−
1,2,3∑
λ1,λ2,λ3
∞∑
h=0
(SLki,γIi
γ
) 1−G23
2
G3IG23−1
(
2
√
SLki,γIiγ
)
︸ ︷︷ ︸
d1,h︸ ︷︷ ︸
IS3
.
(B-1)
It is well known that the sum of convergent series also
converges. In the following analysis we will show that IS3
converges. It is noted that the same analysis can be followed
for IS1 and IS2, which are special cases of IS3. To this end if
S1 =
1,2,3∑
λ1,λ2,λ3
∞∑
h=0
|d1,h| converges, so is IS3, since if a series
is absolute convergent then it is also convergent. Substituting
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d1,h from (B-1) and after some mathematical manipulations
yields
S1 =
1,2,3∑
λ1,λ2,λ3
B1
∞∑
h=0
h∑
q=0
q∑
t=0
|(−1)h|/t!
|1− kλ1 + t|
×
(
kλ1
γIλ1
)t(
kλ2
γIλ2
)q−t
(q − t)!|1− kλ2 + q − t|
×
(
kλ3
γIλ3
)h−q (
SLki,γIi
γ
)h
2
(h− q)!|1 − kλ3 + h− q|
IG23−1
(
2
√
SLki,γIiγ
)
(B-2)
where B1 =
[
3∏
i=1
(
kλi/γIλi
)1−kλi
|Γ(1−kλi)|
](
SLki,γIi
γ
) 3∑
r=1
kλr
2
−
L∑
j=1
kj
2
−1
.
Noticing that for any value of h, q, t, |(−1)
h|
|1−kλ1+t|
≤ α1,
1
(q−t)!|1−kλ2+q−t|
≤ α2, 1(h−q)!|1−kλ3+h−q| ≤ α3, where
αi = max
( 2kλ1
|1−kλi |
, 1rλi
, 11−rλi
)
with rλi denoting the
decimal part of kλi , (B-2) can be written
S2=
1,2,3∑
λ1,λ2,λ3
B1
[
3∏
i=1
αi
]
︸ ︷︷ ︸
B2
∞∑
h=0
h∑
q=0
q∑
t=0
(
kλ1
γIλ1
)t
t!
(
kλ2
γIλ2
)q−t
×
(
kλ3
γIλ3
)h−q(SLki,γIi
γ
) h
2
IG23−1
(
2
√
SLki,γIiγ
)
.
(B-3)
Furthermore, employing the infinite series representation for
the Bessel function, i.e., Iv(z) =
∑∞
j=0
(z/2)2k+v
Γ(j+v+1)j! [20,
eq. (8.445)], noticing that 1
Γ(j+
∑
L
i=1 ki+3−
∑
3
w=1 kλw+h)
≤
1/Γ(h+1)
Γ(
∑
L
i=1 ki+3−
∑
3
w=1 kλw )
and after some manipulations (B-3)
is rewritten as
S3 =
1,2,3∑
λ1,λ2,λ3
B2
(
SLki,γIiγ
) L∑
i=1
ki
2
+ 3
2
−
3∑
w=1
kλw
2
Γ
(
L∑
i=1
ki + 3−
3∑
w=1
kλw
)
︸ ︷︷ ︸
B3
×


∞∑
h=0
(
kλ3γ
γIλ3
)h
Γ(1 + h)
h∑
q=0
(
kλ2γIλ3
kλ3γIλ2
)q
×
q∑
t=0
(
kλ1γIλ2
kλ2γIλ1
)t
t!
∞∑
j=0
(
SLki,γIiγ
)j
j!

 .
(B-4)
Based on the fact that
q∑
t=0
1
t!
(
kλ1γIλ2
kλ2γIλ1
)t
≤
∞∑
t=0
1
t!
(
kλ1γIλ2
kλ2γIλ1
)t
and
∞∑
i=0
γi
i! = exp(γ), yields
S4 =
1,2,3∑
λ1,λ2,λ3
B3 exp
(
SLki,γIiγ
)
exp
(
kλ1γIλ2
kλ2γIλ1
)
×

 ∞∑
h=0
(
kλ3γ/γIλ3
)h
Γ(1 + h)
h∑
q=0
(
kλ2γIλ3
kλ3γIλ2
)q .
(B-5)
For
kλ2γIλ3
kλ3γIλ2
≥ 1, it is easy to show that
h∑
q=0
(
kλ2γIλ3
kλ3γIλ2
)q
≤
(h+1)
(
kλ2γIλ3
kλ3γIλ2
)h
. Based on this inequality and employing
the ratio test for the convergence of the infinite series ap-
pearing in (B-5), it can be shown that lim
h→∞
th+1
th
= 0, with
th =
h+1
Γ(h+1)
(
kλ2γ
γIλ2
)h
and thus S4 converges. For
kλ2γIλ3
kλ3γIλ2
<
1,
h∑
q=0
(
kλ2γIλ3
kλ3γIλ2
)q
≤
∞∑
q=0
(
kλ2γIλ3
kλ3γIλ2
)q
=
kλ3γIλ2
kλ3γIλ2
−kλ2γIλ3
.
Thus, similar to the previous analysis, it can be proved that
S4 converges. Therefore, since S1 in (B-2) is bounded by the
convergent series S4, it also converges, meaning that IS3 is
absolute convergent, which completes the proof.
APPENDIX C
PROOF OF THEOREM 2
Considering i.i.d. interference conditions the MGF function
of γI can be expressed as
MγI (s) =
[MγIi (s)]L . (C-1)
Assuming non integer values for k, substituting (A-1) in
this equation, with γIi = γI , using also the infinite series
representation for the incomplete gamma function, i.e., [20,
eq. (8.354/2)] and employing the binomial identity, (C-1) can
be written as
MγI (s) =
(
k
γIs
)Lk
exp
(
Lk
γIs
) L∑
i=0
(
L
i
)
(−1)i
× Γ (1− k)L−i
[(
k
γIs
)1−k ∞∑
h=0
(−1)h
h!(1− k + h)
(
k
γIs
)h]i
.
(C-2)
Using the useful power series identity provided in [20, eq.
(0.314)], i.e.,
(∑∞
q=0 αqx
q
)h
=
∑∞
q=0 cqx
q
, with c0 =
αh0 , cm =
1
mα0
∑m
q=1 (qh−m+ q)αqcm−q for m ≥ 1, a
simplified expression for (C-2) can be derived as
MγI (s) = exp
(
Lk
γIs
) L∑
i=0
(
L
i
)
Γ (1− k)L−i (−1)i
×
[
∞∑
h=0
ch
(
k
γIs
)G4]
.
(C-3)
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Based on the convenient expression derived in (C-3), the
inverse Laplace transform given in [41, eq. (29.3.81)] can be
applied, and thus (10) is derived, which completes the proof.
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