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Abstract
In large populations, multiple beneficial mutations may be simultane-
ously spreading. In asexual populations, these mutations must either arise
on the same background or compete against each other. In sexual popu-
lations, recombination can bring together beneficial alleles from different
backgrounds, but tightly linked alleles may still greatly interfere with each
other. We show for well-mixed populations that when this interference is
strong, the genome can be seen as consisting of many effectively asexual
stretches linked together. The rate at which beneficial alleles fix is thus
roughly proportional to the rate of recombination, and depends only log-
arithmically on the mutation supply and the strength of selection. Our
scaling arguments also allow to predict, with reasonable accuracy, the fit-
ness distribution of fixed mutations when the mutational effect sizes are
broad. We focus on the regime in which crossovers occur more frequently
than beneficial mutations, as is likely to be the case for many natural
populations.
Introduction
In a large, adapting population, beneficial alleles may be simultaneously spread-
ing at multiple loci. These alleles will tend to arise in different lineages and
compete with each other, slowing adaptation, an effect known as “(clonal) in-
terference.” This phenomenon has been repeatedly observed in many different
microbial and viral evolution experiments (Lenski et al., 1991; De Visser
et al., 1999; Miralles et al., 1999; Colegrave, 2002; Goddard et al., 2005;
Hegreness et al., 2006; Desai et al., 2007; Bollback and Huelsenbeck,
2007; Pepin and Wichman, 2008; Kao and Sherlock, 2008; Barrick and
Lenski, 2009; Betancourt, 2009; Lang et al., 2011; Miller et al., 2011);
recently, it has also been demonstrated to be occurring natural viral popula-
tions (Batorsky et al., 2011; Strelkowa and La¨ssig, 2012; Ganusov et al.,
2013). Recombination alleviates interference by breaking down negative associ-
ations among the beneficial alleles; in fact, it has long been thought that this
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effect may be a reason for the evolution of sexual reproduction (Weismann,
1889; Fisher, 1930; Muller, 1932). Although the effect of interference on the
rate of adaptation in sexual populations has recently been the subject of a sub-
stantial amount of theoretical analysis (Cohen et al., 2005b, 2006; Rouzine and
Coffin, 2005, 2007, 2010; Neher et al., 2010; Batorsky et al., 2011; Neher
and Shraiman, 2011; Weissman and Barton, 2012), this has mostly been
restricted to considering interference among unlinked loci (i.e., with all loci re-
assorting independently at a uniform rate), or else limited to weak-to-moderate
interference in which only rare alleles are affected.
However, for many real populations, particularly viral ones, interference may
be both strong and primarily occurring among tightly-linked loci, so that at any
given time each polymorphic beneficial allele is simultaneously interacting with
multiple other alleles at varying recombination fractions. In organisms such as
viruses and eukaryotes in which recombination within chromosomes or genome
segments occurs primarily via crossovers, these recombination fractions vary
hugely among different pairs of loci. In humans, for example, loci at opposite
ends of a chromosome are unlinked, with recombination rate r = 0.5, while pairs
of loci within a gene may have recombination rates of less than r ∼ 10−6 (Myers
et al., 2005). Less is known about viral recombination rates, but Neher and
Leitner (2010) estimate that in HIV recombination rates among loci vary by
a factor of ∼ 103 over the genome. In this paper, we conduct the first analysis
of adaptation under strong interference in such populations with large ranges
of recombination fractions among loci. Neher et al. (2013a) conduct a very
similar analysis for a complementary region of parameter space (see “Model”
below).
Model
We consider a well-mixed population of N haploid individuals. Individuals
reproduce sexually, producing each offspring with a different mate. The genome
consists of a single chromosome of map length R, i.e., there are an average
of R crossovers per reproduction. (All of our results apply equally well to
a population of facultative sexuals that outcross with frequency f < 1, with
R as the map length multiplied by f ; issues only begin to arise when 4v &
f2 – see Appendix B.) There is a constant genomic beneficial mutation rate
Ub, regardless of genetic background, so that beneficial mutations are never
exhausted. We ignore deleterious mutations and epistasis among polymorphic
beneficial mutations. With these assumptions, the population will approach
an expected steady long-term rate of adaptive substitution per unit genetic
map length, λ, and the rate of increase in mean log fitness, v; we focus on
populations close to this steady state. It will be useful to consider the rate of
beneficial mutation per unit map length, µb ≡ Ub/R. We will focus on the case
in which beneficial mutations are infrequent relative to recombination (µb < 1);
Neher et al. (2013a) consider the opposite case.
2
Approach
Even in sexual populations, short stretches of genome will be effectively asex-
ual – all loci within a sufficiently short stretch are likely to be described by
the same genealogy tracing back to a single common ancestor. In other words,
short stretches will typically coalesce without undergoing any recombination.
Since each selective sweep increases the rate of coalescence via genetic draft, in
rapidly-adapting populations these stretches may be long enough so that mul-
tiple beneficial alleles will be almost completely linked for the entire time that
they are polymorphic, and will therefore strongly interfere with each other. On
the other hand, once outside this stretch, the strength of interference decays
rapidly, with a dependence on recombination rate approaching ∝ r−2 (Weiss-
man and Barton, 2012).
This combination of strong interference among very tightly linked alleles
and weak interference among the rest of the genome suggests approximating
the genome as consisting of a series of effectively asexual stretches that have
relatively little effect on each other. This allows us to avoid the difficulties
that come from dealing with an explicit model of crossovers between linear
genomes. To understand the evolution of the short stretches, we can draw on
the extensive theoretical work on the evolution of asexual populations in the
strong-interference regime, particularly Desai and Fisher (2007); Rouzine
et al. (2008); Good et al. (2012).
Results
Length of effectively asexual stretches, r×, and the rate of
adaptation
We want r× to be the largest genetic scale over which the population evolves
approximately asexually. In other words, mutations that arise at nearby loci
separated by recombination fraction r < r× should be strongly associated with
each other (either positively or negatively) until they fix or go extinct, while
those at loci separated by r > r× should spread independently from each other,
i.e., should be in linkage equilibrium by the time they become common and
might start to affect each other. Fig. 1 shows this pattern in a sample from a
simulated population. Since new mutations start in strong linkage disequilib-
rium, which then decays at an average rate r, this is equivalent to requiring that
beneficial alleles take a time ∼ 1/r× to become common starting from a single
copy.
The time for a new mutation to reach high frequency itself depends on the
amount of interference. To find it, we will make the approximation that loci
farther than r× from each other are essentially unlinked. Then we can treat
the genome as consisting of ∼ R/r× independently evolving asexual “chunks,”
each with beneficial mutation rate ≈ µbr×. The evolution of each chunk can
be described as a traveling wave in fitness space. For the most part, only
the beneficial mutations that arise near the nose of the wave have a chance of
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reaching high frequency, and the time it take for them to do so is roughly the
time for the wave to travel the distance between its mean and its nose. Thus
r× should be approximately equal to the speed of the fitness wave divided by
its mean-to-nose width. Equivalently, looking backwards in time, r× is set by
the condition that the individual in the distant past carrying the ancestor of
present-day allele should be very likely to have very high fitness at loci within
r ∼ r× of the focal allele but should have roughly average fitness elsewhere. In a
traveling fitness wave, the time for a typical individual’s ancestry to trace back
to the nose is the mean-to-nose width divided by the speed of the wave (Desai
et al., 2013), giving the same value for r×.
To make this more precise, we will focus on the case in which the selective
coefficients of beneficial mutations cluster tightly around a typical value s; we
consider the case of exponentially-distributed effects below. We will further
focus on the case in which selection is strong relative to mutation, s > µbr×; we
consider the biological plausibility of this assumption in the Discussion. With
these assumptions, we can apply the traveling-wave analysis of Cohen et al.
(2005a), Desai and Fisher (2007), and Rouzine et al. (2008) to the evolution
of each chunk to find r× and λ self-consistently. We do this in Appendix A, and
find that they are approximately given by
r× ≈ s
log [log(γ)/µb]
, (1)
λ ≈ 2 log(γ)
log [log(γ)/µb]
− 1. (2)
In order to cover a range of different reproduction models at once, we have writ-
ten Eqs. (1) and (2) in terms of the scaled parameter γ ≡ 2Ns/Var, where Var
is the variance in offspring number. (Var = 2 and 1 in the Moran and Wright-
Fisher models, respectively). Simulations confirm that Eq. (2) accurately de-
scribes the rate of adaptation when interference is strong, λ0 ≡ µbγ  1 (Fig. 2).
Note, however, that some of the close match between the approximations and
the simulations is due to lucky cancellations of error terms; see Appendix A
and Appendix B, where we estimate the corrections due to interference among
chunks.
For moderate interference, λ0 ∼ 1, we conduct a similar analysis in Appendix
C, and find the expression
λ ≈ λ0
1 + λ0
. (3)
This is similar to the approximation of Weissman and Barton (2012), λ ≈
λ0/(1+2λ0), but Fig. 2 shows that it is less accurate for λ < 10. This is because
interference among chunks has a significant effect in this regime; see Appendix
B and Appendix C.
To derive Eqs. (1) and (2), we assumed that selection was stronger than
mutation (s > µbr×). Eq. (1) shows that this is consistent, given our earlier
assumption that µb < 1. In the opposite case, µb > 1, in which individual
mutations are only weakly selected, Neher et al. (2013a) follow a very similar
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approach to find a result analogous to Eq. (1), with r× ∼ s
√
µb/ log[γ
√
µb] in
our notation. Good et al. (2013) also consider the genetic diversity in this case
using a similar approach. It is surprising that the relative strength of mutation
to selection depends more on the frequency of recombination instead of the
strength of selection.
Exponentially distributed mutational effects
We now consider the case in which the effect of a beneficial mutation, s, rather
than being a fixed value, is drawn from an exponential distribution with mean
s¯. We can take a similar approach as above, but now the evolution of the
approximately asexual chunks is described by the analysis of Good et al. (2012),
rather than Desai and Fisher (2007). The density of adaptive substitutions
λ is not a very useful quantity in this case, since the substitutions will have a
range of effects, so we will instead focus on v. Given r×, the width and speed
of the fitness wave of each chunk can be found using Eqs. (13–14) from Good
et al. (2012), which we reproduce in Appendix D using our notation. These
values can then be plugged back into Eq. (A1) (with s replaced by s¯) to solve
for r× self-consistently.
In the strong-interference regime (v  s¯R, r× < s¯), solving the system gives
a simple approximate expression for the rate of adaptation (see Appendix D):
v/(s¯R) ≈ log(γµb), (4)
which matches well with simulation results (Fig. 3). It is interesting that Eq. (4)
is much simpler than the corresponding ones for both a population with fixed
selective coefficients (Eq. (2)) and for an asexual population with exponentially-
distributed coefficients (Good et al., 2012).
Besides the rate of adaptation, we can also find the distribution of fixed
effects of mutations, using Eq. (11) of Good et al. (2012). Fig. 4 shows that
this gives a rough match to simulation results, although the the probability of
fixation of small-effect mutations is underestimated. This may be due to in-
accuracies in our approximations, or in the original asexual equation (Fisher,
2013). Both the analytical and simulation results indicate that over most of
the simulated parameter range successful mutations generally have large selec-
tive coefficients but arise on average genetic backgrounds; only at the highest
simulated µb values (those shown in Fig. 4) do the backgrounds contribute sig-
nificantly to the fitness of successful mutants.
Neutral diversity
We want to check what neutral genetic diversity should look like in a popu-
lation evolving under the dynamics described above. The expected pairwise
coalescence time at a neutral locus in a traveling fitness wave is approximately
twice the time for the wave to go the distance from its mean to its nose (Desai
et al., 2013), i.e., ≈ 2/r×. The neutral nucleotide diversity (the expected num-
ber of neutral differences between a random pair of genomes) should therefore
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be pi ≈ 4Un/r×, where Un is the neutral mutation rate. Plugging in the value
of r× from Eq. (1), this is:
pi ≈ 4Un log [2 log(2γ)/µb] /s. (5)
Given that pi is proportional to N in a neutrally-evolving population, it may
seem surprising that Eq. (5) only depends on the population size very weakly,
through a double logarithm. This is a consequence of the fact that the speed
and length of the asexual traveling wave have nearly the same dependence on
N , so the coalescence time, which is given by their ratio, is nearly independent
of N (Desai et al., 2013).
From simulations, Eq. (5) appears to have the correct scaling with the pa-
rameters, but consistently overestimates pi by about 50% (see Fig. 5). This
difference is not so surprising, given that our derivation of r× was only approxi-
mate. The inset in Fig. 5 shows that Eq. (5)’s accuracy does appear to improve
for low values of Ub/s, although not by much. Part of the inaccuracy may be
because the pairwise coalescence time of a traveling wave is only equal to twice
the nose-to-mean time in the limit of very wide waves (Desai et al., 2013); in
our case, the width is ≈ λ+ 1 (see Appendix A), which is never very large.
Going beyond just the nucleotide diversity, Fig. 6 shows the full one-locus
site frequency spectrum. Very wide traveling waves are expected to approach
a Bolthausen-Sznitman coalescent (Desai et al., 2013), giving a site-frequency
spectrum with the characteristic scaling ∝ ν−2 as the derived allele frequency
ν approaches 0, and ∝ [(ν − 1) log(1− ν)]−1 as ν approaches 1 (Neher and
Hallatschek, 2013). Again, the chunk waves are never very wide, so we
would not expect this to be a very good approximation in our case; however,
the scaling appears to be accurate, particularly for ν → 1. Surprisingly, for
ν → 0, the simulations with the lowest values of λ (i.e., the narrowest chunk
waves) are the closest to the Bolthausen-Sznitman scaling.
We also want to consider linkage disequilibria among loci. Specifically, we
look at the squared “standard linkage deviation”, σ2d, defined for a pair of loci
with mutant allele frequencies ν1, ν2 and double-mutant haplotype frequency
ν12 as (Ohta and Kimura, 1969)
σ2d ≡
E
[
(ν12 − ν1ν2)2
]
E [ν1(1− ν1)ν2(1− ν2)] . (6)
(Compared to other measured of linkage disequilibrium, σ2d has the advantage
of being relatively insensitive to associations among rare alleles and easy to
calculate analytically.) Fig. 7 shows that σ2d between loci in simulations de-
cays with the recombination fraction r between them, but does so much more
quickly for r > r× than for r < r×, suggesting that r× is indeed an appro-
priate scale. Fig. 7 also shows that the pattern of σ2d is very different than
that of a neutral Wright-Fisher population with size Ne = pi/(2Un) (Ohta
and Kimura (1969), Eq. (18)). This is to be expected, since the underlying
coalescent process is also very different. Note that while this contrasts with
Zeng and Charlesworth (2011)’s finding that the effect LD of background
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selection on deleterious mutations could be accounted for by adjusting Ne in
this way, they only considered the regime in which the deleterious alleles are
in linkage equilibrium with each other, and it is not clear if this result extends
to the regime in which the deleterious alleles interfere with each other (“weak
selection Hill-Robertson interference,” McVean and Charlesworth (2000);
Kaiser and Charlesworth (2009)).
Simulation methods
To check the accuracy of our approximations, we conducted individual-based
simulations. Simulated populations reproduced according to the Wright-Fisher
model. Individuals were obligately sexual (with selfing allowed), and each
genome consisted of a single linear chromosome with uniform crossover. The
average rate of crossover was R = 1 per genome per generation for all simulation
data shown here. There was a constant supply of beneficial mutations, and no
back-mutations. In the simulations used to study the site frequency spectrum
and the dependence of linkage disequilibrium on recombination fraction, there
was also a constant supply of neutral mutations. For population sizes N ≤ 106,
the genome was modeled as continuous, with an (effectively) infinite number
of loci. For larger N , this required too much memory, and the genome was
instead modeled as having 500 evenly-spaced loci, each with an infinite number
of possible alleles. The recombination fraction between adjacent loci in this
model was small compared to the predicted chunk length r× for all simulated
parameter values, with the ratio between the two reaching a maximum of ≈ .2
for λ0 = 10
5 in Fig. 2. Even this discrete-locus model became very memory-
and computation-intensive for large populations; N = 107 was already pushing
the limits of our hardware.
Simulating populations with exponentially-distributed mutational effects was
particularly difficult. The mean effect s¯ had to be kept small to avoid having
a substantial fraction of fixed mutations with very large selective coefficients,
s ∼ O (1), when interference was strong. (Our approximations assume s  1
throughout.) Fig. 4 shows that with s¯ = 0.05 our simulations were already
beginning to approach this regime for λ0 & 100. But for very small values of
s¯, mutations took a long time to sweep through the population, increasing the
memory usage of the simulations. Even with s¯ = 0.01, population sizes of more
than N = 106 undergoing strong interference were computationally impractical.
Simulations were therefore limited to a fairly narrow range of parameters.
Discussion
When biological adaptation is controlled by a combination of several evolution-
ary forces with widely-varying strengths, it is important to have simple order-
of-magnitude estimates of which combinations of forces are important and how.
In this article, we have examined well-mixed populations in which adaptation is
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driven by the interaction of beneficial mutation, recombination (via crossover),
selection, and genetic drift. We have hypothesized and checked by explicit sim-
ulations that, restricted to a suitably chosen local genomic scale, the dynamics
of this sexual case reduce to known results for asexual adaptation. The whole
genome can be thought of as being subdivided into uncorrelated chunks, each
evolving effectively asexually. We determined the characteristic chunk length
self-consistently by requiring that the local coalescence times are just about
long enough for neighboring chunks to become decorrelated through recombi-
nation. Despite the simplicity of our approximation, the resulting predictions
for the speed of adaptation, linkage disequilibrium, and the distribution of fixed
mutational effects compare well with the simulations.
Fisher (1930) noted that the potential increase in the rate of adaptation of
sexual populations over asexual ones is given by “the number of different loci in
the sexual species, the genes in which are freely interchangeable in the course of
descent” (p. 123). To understand when this is relevant to evolution, it is neces-
sary to understand under what circumstances this maximum potential increase
is approached, given a fixed number of recombining loci (Maynard Smith,
1971; Kim and Orr, 2005). Here we have focused on another aspect of the
problem, considering populations adapting at their maximum possible rate and
investigating how “the course of descent” and the number of “freely interchange-
able” genes interact to determine each other. Park and Krug (2013) take a hy-
brid approach, considering two asexual loci, each experiencing strong clonal in-
terference, and investigating how frequently recombination between them needs
to occur for them not to interfere with each other. They find that the rate
of adaptation slowly increases over a broad range of recombination rates (> 3
orders of magnitude for some parameter combinations). This suggests that in
their model successful mutations at each locus have to occur in individuals that
are also highly fit at the other locus, with the required fitness slowly decreasing
with increasing recombination rate. The dependence of the rate of adaptation
on the rate of recombination is much weaker than the nearly linear relation
found in our model.
We have already discussed the connections between our analysis and the
closely related work by Weissman and Barton (2012) and Neher et al.
(2013a), who examine the same question in the parameter regimes µb . 1/(Ns)
and µb > 1, respectively. Our analysis bridges the gap between these two anal-
yses, focusing on the case 1/(Ns) < µb < 1 in which the density of beneficial
mutations µb = Ub/R is large enough so that interference among them is strong,
but not so large that it overwhelms the effect of selection on individual muta-
tions. For large populations, this is a broad region of parameter space. (Note
that N in the condition above is the short-term effective population size, which
may be many orders of magnitude larger than the long-term effective size Ne
measured from heterozygosity – see Fig. 5.) Which natural populations might
plausibly fall inside it? Almost all obligatorily outcrossing organisms certainly
satisfy the condition µb < 1, since they typically have total mutation rates on
the same order as rates of crossover, and only a small (albeit often unknown)
fraction of those mutations are beneficial. However, many of them are likely
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to have sufficient recombination that interference among beneficial mutations is
negligible, 1/(Ns) > µb (Weissman and Barton, 2012).
Organisms with lower rates of outcrossing, such as viruses and selfing and
facultatively sexual eukaryotes are more likely candidates. However, very little
is known about natural rates of recombination for most of these species. It is
difficult to directly measure short-term recombination rates in natural condi-
tions, and rates inferred from diverged genomes measure some convolution of
recombination and selection on recombinants, rather than recombination itself.
Bacteria, for which recombination occurs primarily via the exchange of short
stretches of DNA rather than crossovers, are not described by our model (un-
less the rate of exchange at each site is large compared to the coalescence time,
which seems unlikely). Instead, these populations are described by the analy-
sis of Neher et al. (2010) and Neher and Shraiman (2011), which assume
that all loci have approximately the same recombination probability with each
other. Interference is thus similar to that among unlinked loci in our model
(see Appendix B), with the same parameter 4v/f2 controlling the strength. For
organisms that primarily recombine via crossovers and also have 4v/f2  1,
both forms of interference are likely to be important.
Of the organisms with limited outcrossing, HIV evolving within a host has
perhaps the best-characterized natural mutation and recombination rates. Ne-
her and Leitner (2010) estimate that in chronic infections the recombination
rate is approximately 10−5 per base. Interestingly, just as in obligate sexuals,
this is on the same order as the per base mutation rate (Abram et al., 2010),
implying that µb  1. The rate of substitutions is also on the same order, rang-
ing up to approximately 5× 10−5 per base depending on the gene and stage of
infection (Shankarappa et al., 1999). If a substantial fraction of the substitu-
tions are adaptive (as must be the case when the substitution rate exceeds the
mutation rate), the density of adaptive substitutions is high enough that HIV
is in the strong-interference regime described by our model, with 1/(Ns) < µb.
If the selective advantages of the adaptive substitutions are on the order of 1%
(Neher and Leitner, 2010), our model predicts that the genome (with length
≈ 10kb) consists of tens of effectively asexual chunks with lengths of hundreds
of base pairs.
The above back-of-the-envelope calculation should not be taken too seri-
ously. Our model leaves out many features that are likely to be important to
adaptive evolution, both of HIV and more generally. Most obviously, we ignore
deleterious mutations, which are likely to make up the vast majority of all se-
lected mutations. It is unclear if our results still apply when the majority of
fitness variance is due to deleterious mutations rather than sweeps. We also
ignore weakly-selected beneficial mutations. If nearly all mutations are selected
(with most being deleterious or weakly beneficial) then the total selected mu-
tation rate might be on the same order as R or even larger. If sweeps are rare,
then this situation is covered by Neher et al. (2013a)’s approach, but if sweeps
are also common in addition to background selection, a combination of their
method and that of this paper may be necessary.
In addition to deleterious and weakly beneficial mutations, we also ignore
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several other factors that are likely to be important. In large populations, adap-
tation may be driven by selection on standing variation due to environmental
change rather than by new mutations (Hermisson and Pennings, 2005), in
which case the amount of interference among sweeps depends on how long the
alleles were present in the population as neutral or deleterious variation. Pop-
ulation structure can also affect the amount of interference, as it tends to slow
down selective sweeps, lowering the threshold rate at which they begin to overlap
and interfere (Martens and Hallatschek, 2011). We also ignore epistasis,
which can overwhelm recombination and preserve linkage disequilibrium if it is
strong enough (Neher and Shraiman, 2009).
In the light of our results, we may revisit Weismann’s hypothesis that sex is
selected for because recombination reduces clonal interference and thus speeds
up adaptation. Our model generally supports this hypothesis, as the speed of
adaptation is predicted to be roughly proportional to R, as can be seen from
Eq. (2). However, we have not investigated whether this can effectively select
for a modifier allele increasing recombination. Note also that the speedup due to
sex only arises if the total map length R is larger than the characteristic chunk
size r×; otherwise the whole genome is effectively asexual and recombination
is too rare to have a significant effect. If we consider a facultative sexual such
as yeast, is it plausible that recombination is frequent enough to substantially
speed up adaptation? Assuming s ∼ 1% and Ub ∼ 10−5, as Desai et al. (2007)
measured for S. cerevisiae in a laboratory setting, Eq. (1) gives a minimum value
of R ∼ 2× 10−3, roughly independent of N . Given that S. cerevisiae undergoes
≈ 43 crossovers per mating, this corresponds to a minimum frequency of sexual
reproduction of ∼ 4× 10−5. Thus, even small, difficult-to-measure rates of sex
may be effective in alleviating Hill-Robertson interference.
It is somewhat surprising that our mean field approximation based on a
typical block length worked, as it does not take into account fluctuations in
the chunk lengths. This may be in part due to a negative feedback: if an
anomalously strong clone arises at one location, it leads to a larger linkage block.
This in turn will increase the interference among local sweeps, thus reducing the
local density of beneficial sweeps. Overall, these effects tend to push block sizes
towards a mean block size, as assumed in our argument. Note however, that for
broad distributions of fitness effects we observe significant deviations from our
simple predictions.
Acknowledgments
We thank Nick Barton and Richard Neher for helpful discussions. DBW received
financial support from ERC grant 250152. O.H. received financial support from
the German Research Foundation (DFG), within the Priority Programme 1590
“Probabilistic Structures in Evolution”, Grant no. HA 5163/2-1.
10
References
Abram, M. E., A. L. Ferris, W. Shao, W. G. Alvord, and S. H. Hughes,
2010 Nature, position, and frequency of mutations made in a single cycle of
HIV-1 replication. Journal of Virology 84: 9864–9878.
Barrick, J. E., and R. E. Lenski, 2009 Genome-wide mutational diversity
in an evolving population of Escherichia coli. Cold Spring Harb Symp Quant
Biol 74: 119–29.
Batorsky, R., M. Kearney, S. Palmer, F. Maldarelli, I. M. Rouzine,
et al., 2011 Estimate of effective recombination rate and average selection
coefficient for HIV in chronic infection. Proc. Natl. Acad. Sci. U. S. A. 108:
5661–5666.
Betancourt, A. J., 2009 Genomewide patterns of substitution in adaptively
evolving populations of the RNA bacteriophage MS2. Genetics 181: 1535–44.
Bollback, J. P., and J. P. Huelsenbeck, 2007 Clonal interference is al-
leviated by high mutation rates in large populations. Mol. Biol. Evol. 24:
1397–406.
Cohen, E., D. A. Kessler, and H. Levine, 2005a Front propagation up a
reaction rate gradient. Physical Review E 72: 066126–066126.
Cohen, E., D. A. Kessler, and H. Levine, 2005b Recombination dramati-
cally speeds up evolution of finite populations. Phys. Rev. Lett. 94: 1–4.
Cohen, E., D. A. Kessler, and H. Levine, 2006 Analytic approach to the
evolutionary effects of genetic exchange. Phys. Rev. E 73: 1–7.
Colegrave, N., 2002 Sex releases the speed limit on evolution. Nature 420:
664–6.
De Visser, J. A. G. M., C. Zeyl, P. J. Gerrish, J. L. Blanchard, and
R. E. Lenski, 1999 Diminishing returns from mutation supply rate in asexual
populations. Science 283: 404–6.
Desai, M. M., and D. S. Fisher, 2007 Beneficial mutation selection balance
and the effect of linkage on positive selection. Genetics 176: 1759–1798.
Desai, M. M., D. S. Fisher, and A. W. Murray, 2007 The speed of evolution
and maintenance of variation in asexual populations. Curr Biol 17: 385–394.
Desai, M. M., A. M. Walczak, and D. S. Fisher, 2013 Genetic diversity
and the structure of genealogies in rapidly adapting populations. Genetics
193: 565–585.
Fisher, D. S., 2013 Asexual evolution waves: fluctuations and universality.
Journal of Statistical Mechanics 2013: P01011.
11
Fisher, R. A., 1930 The genetical theory of natural selection. Oxford University
Press, Oxford.
Ganusov, V. V., R. A. Neher, and A. S. Perelson, 2013 Mathematical
modeling of escape of HIV from cytotoxic T lymphocyte responses. Journal
of Statistical Mechanics 2013: P01010.
Goddard, M. R., H. C. J. Godfray, and A. Burt, 2005 Sex increases the
efficacy of natural selection in experimental yeast populations. Nature 434:
636–40.
Good, B. H., I. M. Rouzine, D. J. Balick, O. Hallatschek, and M. M.
Desai, 2012 The rate of adaptation and the distribution of fixed beneficial
mutations in asexual populations. Proc. Natl. Acad. Sci. U. S. A. 109: 4950–
4955.
Good, B. H., A. M. Walczak, R. A. Neher, and M. M. Desai, 2013 Inter-
ference limits resolution of selection pressures from linked neutral diversity.
arXiv.org .
Hegreness, M., N. Shoresh, D. L. Hartl, and R. Kishony, 2006 An
equivalence principle for the incorporation of favorable mutations in asexual
populations. Science 311: 1615–1617.
Hermisson, J., and P. S. Pennings, 2005 Soft sweeps: Molecular population
genetics of adaptation from standing genetic variation. Genetics 169: 2335–
2352.
Kaiser, V. B., and B. Charlesworth, 2009 The effects of deleterious mu-
tations on evolution in non-recombining genomes. Trends in Genetics 25:
9–12.
Kao, K. C., and G. Sherlock, 2008 Molecular characterization of clonal in-
terference during adaptive evolution in asexual populations of Saccharomyces
cerevisiae. Nat Genet 40: 1499–504.
Kim, Y., and H. A. Orr, 2005 Adaptation in sexuals vs. asexuals: clonal
interference and the Fisher–Muller model. Genetics 171: 1377–1386.
Lang, G. I., D. Botstein, and M. M. Desai, 2011 Genetic variation and the
fate of beneficial mutations in asexual populations. Genetics 188: 647–661.
Lenski, R. E., M. R. Rose, S. Simpson, and S. C. Tadler, 1991 Long-
term experimental evolution in Escherichia coli. I. Adaptation and divergence
during 2,000 generations. Am Nat 138: 1315–1341.
Martens, E. A., and O. Hallatschek, 2011 Interfering waves of adaptation
promote spatial mixing. Genetics 189: 1045–1060.
Maynard Smith, J., 1971 What use is sex? Journal of Theoretical Biology
30: 319–335.
12
McVean, G., and B. Charlesworth, 2000 The effects of Hill-Robertson
interference between weakly selected mutations on patterns of molecular evo-
lution and variation. Genetics 155: 929–944.
Miller, C. R., P. Joyce, and H. A. Wichman, 2011 Mutational effects
and population dynamics during viral adaptation challenge current models.
Genetics 187: 185–202.
Miralles, R., P. J. Gerrish, A. Moya, and S. F. Elena, 1999 Clonal
interference and the evolution of RNA viruses. Science 285: 1745–7.
Muller, H., 1932 Some genetic aspects of sex. The American Naturalist 66:
118–138.
Myers, S., L. Bottolo, C. Freeman, G. McVean, and P. Donnelly,
2005 A fine-scale map of recombination rates and hotspots across the human
genome. Science 310: 321–324.
Neher, R. A., and O. Hallatschek, 2013 Genealogies of rapidly adapting
populations. Proceedings of the National Academy of Sciences 110: 437–442.
Neher, R. A., T. A. Kessinger, and B. I. Shraiman, 2013a Coalescence
and genetic diversity in sexual populations under selection. Proceedings of
the National Academy of Sciences 110: 15836–15841.
Neher, R. A., and T. Leitner, 2010 Recombination rate and selection
strength in HIV intra-patient evolution. PLoS Comput Biol 6: e1000660.
Neher, R. A., and B. I. Shraiman, 2009 Competition between recombina-
tion and epistasis can cause a transition from allele to genotype selection.
Proceedings of the National Academy of Sciences 106: 6866–71.
Neher, R. A., and B. I. Shraiman, 2011 Genetic draft and quasi-neutrality
in large facultatively sexual populations. Genetics 188: 975–996.
Neher, R. A., B. I. Shraiman, and D. S. Fisher, 2010 Rate of adaptation
in large sexual populations. Genetics 184: 467–481.
Neher, R. A., M. Vucelja, M. Mezard, and B. I. Shraiman, 2013b Emer-
gence of clones in sexual populations. Journal of Statistical Mechanics 2013:
P01008.
Ohta, T., and M. Kimura, 1969 Linkage disequilibrium at steady state deter-
mined by random genetic drift and recurrent mutation. Genetics 63: 229–238.
Park, S. C., and J. Krug, 2013 Rate of adaptation in sexuals and asexuals:
A solvable model of the Fisher–Muller effect. Genetics 195: 941–955.
Pepin, K. M., and H. A. Wichman, 2008 Experimental evolution and genome
sequencing reveal variation in levels of clonal interference in large populations
of bacteriophage φX174. BMC Evol Biol 8: 85.
13
Robertson, A., 1961 Inbreeding in artificial selection programmes. Genet Res
2: 189–194.
Rouzine, I. M., E. Brunet, and C. O. Wilke, 2008 The traveling-wave
approach to asexual evolution: Muller’s ratchet and speed of adaptation.
Theoretical Population Biology 73: 24–46.
Rouzine, I. M., and J. M. Coffin, 2005 Evolution of human immunodefi-
ciency virus under selection and weak recombination. Genetics 170: 7–18.
Rouzine, I. M., and J. M. Coffin, 2007 Highly fit ancestors of a partly sexual
haploid population. Theoretical Population Biology 71: 239–250.
Rouzine, I. M., and J. M. Coffin, 2010 Multi-site adaptation in the presence
of infrequent recombination. Theoretical Population Biology 77: 189–204.
Shankarappa, R., J. Margolick, S. Gange, A. Rodrigo, D. Upchurch,
et al., 1999 Consistent viral evolutionary changes associated with the progres-
sion of human immunodeficiency virus type 1 infection. Journal of Virology
73: 10489–10502.
Strelkowa, N., and M. La¨ssig, 2012 Clonal interference in the evolution of
influenza. Genetics 192: 671–682.
Weismann, A., 1889 The significance of sexual reproduction in the theory of
natural selection. Essays upon heredity and kindred biological problems.
Clarendon Press, Oxford.
Weissman, D. B., and N. H. Barton, 2012 Limits to the rate of adaptive
substitution in sexual populations. PLoS Genetics 8: e1002740.
Zeng, K., and B. Charlesworth, 2011 The joint effects of background se-
lection and genetic recombination on local gene genealogies. Genetics 189:
251–266.
14
Table 1: Symbol definitions
Symbol Definition
Ub Genomic beneficial mutation rate
R Total genetic map length (in Morgans); R = 1 in all simulations
µb Beneficial mutation rate per Morgan, µb ≡ Ub/R
N Haploid population size
s Selective advantage of beneficial mutations
γ 2Ns divided by the variance in offspring number
r× Genetic distance within which genomes are effectively asexual
v Rate of increase of population mean fitness
λ Rate of fixation of beneficial mutations per Morgan
λ0, v0 Values of λ and v in the absence of interference
The definitions of the main symbols used in the text. Ub, R, µb, N , s, λ0, and
v0 are population parameters, while λ, v, and r× are dynamical variables.
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Figure 1: Sample of a small region of the genome in 25 individuals from a
simulated population. Colored bars are beneficial mutations, with mutations at
very low frequencies or approaching fixation shown in faded colors. Distance
along the chromosome is measured in units of the predicted asexual chunk size,
r× ≈ 0.01 (Eq. (1)). At distances r < r×, there is very strong linkage disequilib-
rium, which rapidly decays for r > r×. The histograms above the sample show
the distributions of beneficial mutations in the chunk below over all individuals
in the population. The distance from the mean of the distribution to the nose
is close to the predicted value, λ ≈ 4 (Eq. (2); see Appendix A). Simulation
parameters are N = 106, s = 0.05, µb = 0.1.
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Figure 2: Rate of sweeps per unit genetic map length, λ, as a function of the rate
in the absence of interference, λ0 = 2Nµbs. Symbols show simulation results for
different fixed population sizes (log10N = 4, 5, 6, 7, moving down) with varying
mutation rates Ub. Colored curves show the matching analytical approximations
given by Eq. (2), which is accurate for strong interference (λ0  1). For weak-
to-moderate interference (λ0 . 1), λ is described by Eq. (3) (solid black curve),
which depends only on λ0. The dotted line shows λ = λ0. The dashed black
curve shows the prediction of Weissman and Barton (2012); simulation results
for N ≤ 106 with λ0 ≤ 3× 103 are also from that paper. s = 0.05, R = 1 for all
points. Points are averages of 2− 5× 103 generations of steady-state evolution.
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Figure 3: Normalized rate of fitness increase per unit genetic map length,
v/(s¯R), as a function of the density of sweeps in the absence of interference, λ0 =
2Nµbs¯, for exponentially-distributed mutational effects with mean s¯. Symbols
show simulation results for different fixed population sizes and mean effects
(N = 104, s¯ = 0.05, blue; N = 105, s¯ = 0.01, magenta; N = 106, s¯ = 0.01,
gold) with varying mutation rates Ub. The solid black curve is the analytical
approximation given by Eq. (4), v/(s¯R) ≈ log(λ0); it is accurate for strong
interference (λ0  1). The thin colored curves show numerical solutions to
Eqs. (A1), (D1), and (D2). The dotted line shows the value in the absence of
interference, v/(s¯R) = 2λ0. The dashed black curve shows the approximation
of Weissman and Barton (2012); the simulation results in blue are based on
data also used in that paper. The beneficial mutation densities are approaching
µb = 1 at the right-hand edge of the plot, so our analysis (which assumes
µb  1) is reaching the end of its validity. Points are averages over 4− 7× 103
generations of steady-state evolution.
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Figure 4: Distribution of effects of fixed beneficial mutations. Histograms show
simulation results; curves show numerical predictions. Beneficial mutations are
produced at rate Ub with exponentially-distributed effects, with mean s¯. The
numerical approximations generally fit well, but underestimate the probability
of fixation of weakly-selected mutations. Histograms are the result of 4−7×103
generations of steady-state evolution.
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Figure 5: Comparison between simulated neutral nucleotide diversity pi and
the value predicted by Eq. (5). pi is normalized by θ ≡ 2NUn, where Un is
the genomic neutral mutation rate. The dashed line shows equality. Eq. (5)
shows roughly the right parameter dependence, but consistently overestimates
pi by ≈ 50%. Inset: the inaccuracy appears to increase for larger values of Ub/s.
Simulations use a range of parameter values, with N = 104 and 105; s = 0.01,
0.05, and 0.1; and µb = 0.01, 0.05, and 0.1. All points show the end results of
2× 104 generations.
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Figure 6: Neutral site frequency spectra, normalized by the neutral nucleotide
diversity pi. The dotted (∝ ν−2) and dashed (∝ [(ν − 1) log(1− ν)]−1) black
lines show the shape expected under the Bolthausen-Sznitman coalescent for low
and high frequency, respectively, with the constants of proportionality fitted to
the data by eye. The range of parameters is the same as Fig. 5, and the curves
are colored according to the baseline density of adaptive substitutions, λ0.
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Figure 7: The standard linkage deviation (σ2d, Eq. (6)) between pairs of neutral
mutations as a function of the recombination rate between them, for a range of
parameters. r is normalized by the scale r× over which evolution is predicted
to be effectively asexual (Eq. (1)). σ2d falls off slowly for r < r×, and then
rapidly for r > r×. For the range of r shown here, σ2d is approximately ∝ r−1/2
and ∝ r−2 for small and large r/r×, respectively, although it is expected to
eventually approach maximum and minimum values. The dotted curve shows
the expectation for a neutral Wright-Fisher population. The parameter range
and coloring are the same as in Fig. 6.
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Appendix A Solving for r× and λ
In this Appendix, we show how to use asexual traveling wave theory to determine
the density of adaptive substitutions λ and the length r× of the effectively
asexual chunks. We will follow Desai and Fisher (2007)’s intuitive argument
for simplicity; the same results can be derived from their formal calculations
or from those of Rouzine et al. (2008). For each chunk, define q× as the
difference between the number of beneficial mutations in the fittest genotype
in the population and the number in the average genotype. Typically, this
fittest genotype will be present in no more than a few copies, and will most
likely be lost to stochastic drift. However, there will usually be a genotype
with q× − 1 mutations that has established and is starting to sweep through
the population. From the time when the genotype first establishes to when it
reaches high frequency (i.e., the nose-to-mean time of the fitness wave) takes
tnm ∼ 2 log(q×γ)/(q×s) generations (Desai and Fisher, 2007). (The factor of
two comes from the fact that its mean selective advantage drops from ≈ (q×−1)s
to ≈ s over the course of the sweep.) The length of the chunk of genome that
stays linked over the course of the sweep is ∼ 1/tnm; this sets r×:
r× ≈ q×s
2 log q×γ
. (A1)
Since q×− 1 mutations fix every 1/r× generations in every chunk of genome
of length r×, the density of adaptive substitutions is simply
λ = q× − 1, (A2)
and we can write everything in terms of λ, the quantity we want to find. Doing
this, our expression for r× is
r× ≈ (λ+ 1)s
2 log[γ(λ+ 1)]
. (A3)
To determine λ and r×, we can use the additional fact that in order to
maintain a steady wave in fitness space, in each chunk new mutations must
be establishing at the same rate that they are fixing, λr×. In other words, the
chunk with λ mutations should produce an established chunk with an additional
mutation in t1 ∼ 1/(λr×) generations. The number of copies of the chunk with
λ mutations t < t1 generations after it establishes is nλ(t) ≈ exp(λst)/((λ+1)s).
The total number of mutant genotypes it produces is ≈ µbr×
∫ 1/(λr×)
0
dt nλ(t).
Each of these mutants has a probability ∼ (λ+1)s of establishing, so to have one
successful mutant we must have µbr×(λ+ 1)s
∫ 1/(λr×)
0
dt nλ(t) ≈ 1. Evaluating
the integral, we find the following condition:
r× ≈ s
log[λs/(µbr×)]
. (A4)
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Figure 8: Rate of sweeps per unit genetic map length, λ, as a function of
the rate in the absence of interference, λ0 = 2Nµbs. All points and curves
are as in Fig. 2. The additional dashed curves show the numerical solutions
to Eqs. (A3) and (A4), which are very close to the analytical approximations
for large λ0. The analytical approximations are actually slightly closer to the
simulation results, due to cancellations with the errors introduced by ignoring
the effects of loosely-linked loci (see Appendix B).
Eqs. (A3) and (A4) can be rearranged to give
λ ≈ 2 log[γ(λ+ 1)]
log
[
log[γ(λ+1)]
µ
2λ
λ+1
] − 1
r× ≈ s
/
log
[
log[γ(λ+ 1)]
µ
2λ
λ+ 1
]
.
Expanding about λ ≈ 1 and dropping O (1) terms in large logarithms gives
Eqs. (1) and (2) in the main text. The difference between the numerical solution
to Eqs. (A3) and (A4) and the analytical approximation is negligible for strong
interference; see Fig. 8
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Appendix B Effect of background genetic vari-
ation at r > r×
We have assumed that each chunk of genome evolves roughly independently. To
confirm this, we need to understand how selection on variation at r > r× changes
Eqs. (A3) and (A4), i.e., how the rest of the genome affects the dynamics of a
chunk that starts in the nose of the fitness distribution and sweeps to fixation.
We will just do a rough, approximate analysis, but even this gets quite involved.
As a first step, we will rewrite Eqs. (A3) and (A4) in a form that makes it
clearer how they might be affected by variation in backgrounds:
1/r× ≈ E
[
log[N/nest]
ssweep
]
(B1)
1/(λr×) ≈ E
[
log[s1/(µbr×nestp¯)]
s1
]
(B2)
Here, ssweep is the mean selective advantage of genomes carrying the focal mu-
tation over the course of the sweep, s1 is their mean selective advantage up
to the point where they produce an additional successful mutation, p¯ is the
probability that a given additional mutation successfully establishes. nest is the
establishment size, which is roughly the number of copies of a successful chunk
after ∼ test = 1/((λ + 1)s) generations. (See Desai and Fisher (2007) for a
detailed discussion of the establishment dynamics.) All of these quantities are
potentially affected by background genetic variation, but we will see that p¯ and
nest, the ones that depend on the shortest time scale test, that are the most
affected.
It will be helpful to divide the genome into the region immediately around
the chunk and the rest, and consider these two sets of loci separately. Tightly-
linked loci close to the chunk can stay linked for an extended period of time, and
can be seen as perturbing the chunk’s mean fitness. Variation at more distant
loci is rapidly shuffled by recombination, and effectively increases the variance
in offspring number in a way that is uncorrelated over the time scales relevant
for selection and mutation. To find the strength of these effects, we will first
note that the density of variance in log fitness over the chromosome is v/R = λs,
so the standard deviation in log fitness due to loci at a recombination fraction
<. r from the focal locus is σ(r) =
√
2λsr (until r saturates at f/2 for unlinked
loci).
Tightly-linked loci
First, consider the effect of the fitness of the initial chunk genotype at loci not
too far away from the focal chunk. For these to have a significant effect on
average, their effect on fitness needs to be at least comparable to the chunk’s
selective coefficient. In other words, if σ(r) < λs, then the region within r
typically does not contain enough variation to affect the dynamics. Thus, we
need to average over a region of width at least ∼ λs. This is also approximately
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the maximum scale over loci are effectively tightly-linked, as it is both roughly
the region which stays linked over the shortest relevant time scale test, and
the region over which selection is strong enough relative to recombination to
maintain unusually fit combinations, i.e., σ(r)  r for r  λs, and σ(r)  r
for r  λs (Neher et al., 2013b).
Thus, the tightly-linked background will usually have a combined selective
coefficient on the same order as the chunk’s own. More precisely, during the
time test over which a new chunk with λ + 1 mutations will either establish or
go extinct, it will be strongly associated with a particular genetic background
with log relative fitness drawn from a normal distribution with standard devi-
ation σ(1/test) ≈
√
2λ(λ+ 1)s. This distribution has initial mean ≈ −λs2 ≈ 0
(Weissman and Barton (2012), Supplementary Text 2), dropping to ≈ −2λs
over the time test due to the increase in the population mean fitness. Assuming
that the probability of establishment is proportional to the average mean fitness
of the chunk, averaging over this distribution of backgrounds reduces the mean
probability of establishment by 30− 40% for λ & 1 (Fig. 9).
The dynamics of establishment also enter into Eqs. (B1) and (B2) through
the mean log establishment size nest. Averaging over possible backgrounds
weighted by their probability of establishing, we find that E [log(nest)] increased
by ≈ log(1.3 − −1.4) for λ & 1 (Fig. 9). Both this correction and the one to p¯
have very small effects on the results. In fact, in Eq. (B2), the two corrections
approximately cancel each other: each mutant’s probability of establishment is
lower, so the lineage must produce more mutants before one is successful, but
because the lineage is larger, it naturally does so. (Note that the background
variation at r ∼ (λ+1)s that determines nest has largely been lost by the time the
lineage starts producing new mutants, so it does not affect these new mutants’
p¯.) In Eq. (B1), the increase in E [log(nest)] can be included by adjusting γ.
Note that these tightly-linked loci do not have a significant effect on time
scales long compared to test: associations with initially poor or average back-
grounds are reduced by recombination to a small enough region of the genome
that σ(r) is small compared to the chunk’s selective advantage, and associations
with unusually good backgrounds are washed out as the population mean fit-
ness catches up. Thus ssweep in Eq. (B1) and s1 in Eq. (B2) are only slightly
affected.
Loosely-linked loci
We now consider the effect of loosely-linked loci at r > (λ+1)s. In this case, we
can use a generalization of an heuristic argument originally due to Robertson
(1961) to obtain the amount of interference to a focal locus from a locus sep-
arated by a recombination fraction r with log fitness variance σ2, with r  σ.
An allele at the focal locus will typically have its log fitness perturbed by an
amount ∼ σ due to variation at the interfering locus. If each generation, each
allele moved to a random background, the introduced variance in log fitness
would just be σ2 (and the additional variance in offspring number would be
exp(σ2)). But the LD between the loci decays at a finite rate r, so a pertur-
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Figure 9: Corrections due to the effect of tightly-linked loci to the probability
of establishment p¯ of a new chunk at the nose (solid) and the typical number
of copies at establishment nest (dashed), as a function of the density of sweeps
λ. The correction factor for nest is shown as exp(δ), where δ is the difference
due to tightly-linked loci in E [log(nest)], so the similar shape of the two curves
indicates that the corrections largely cancel in Eq. (B2). The corrections are
never very large.
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bation of size σ will still have an average residual effect ≈ σ exp(−rt) after
t generations. The accumulated perturbation after t generations is therefore
≈ ∫ t
0
dt′ σ exp(−rt′) = σ(1− exp(−rt))/r. The accumulated variance in log fit-
ness is the square, σ2(1− exp(−rt))2/r2. (Note that the variance in log fitness
is highly correlated on time scales small compared to 1/r, so the integration
over time comes before squaring.) As t becomes large, this approaches σ2/r2,
Robertson’s result. Applying this to unlinked loci in our model, we see that
they increase the variance in offspring number by a factor exp(4v/f2), which is
negligible for most of the simulated parameters.
Loosely-linked loci have a somewhat larger effect. Summing over all loci at
r > λs and using that the density of log fitness variance is λs, the total effect is
2
∫ ∞
(λ+1)s
dr
λs
r2
≈ 1.5λ
λ+ 1
.
Combined effect and limitations of results
Combining the effects of tightly-linked, loosely-linked, and unlinked loci found
above, the total effect of the background variation can be accounted for by
adjusting the definition of γ:
γ = γ0
(
0.7 exp
[
− 1.5λ
λ+ 1
− 4v
f2
])
, (B3)
where γ0 is the baseline value, γ0 = 2Ns/Var. The term −4v/f2 is the only
way in which our results depend directly on f , rather than R; it is negligible
over almost all of the simulated parameter space. (When it becomes large,
the dynamics become sensitive to the details of the organism’s life cycle; see
Weissman and Barton (2012).) The initial factor of 0.7 in Eq. (B3) is included
assuming that λ & 1; for lower λ, it approaches 1. It also has only a small effect
for the regime λ & 1 where it applies.
In fact, over most of the parameter regime of interest, even the factor
exp [−1.5λ/(λ+ 1)] has only a small effect on the results; see Fig. 10. This
is because generally either λ is small (so γ ≈ γ0) or there is only a weak depen-
dence on γ. We include the correction in all numerical calculations, but omit it
in all analytic approximations. (It is of the same order as other small, omitted
terms.) The only region of parameter space where the effect is noticeable is for
γµb ≈ 1, where λ ∼ 1 but is still fairly sensitive to γ. We consider this regime of
moderate interference, λ0 ∼ 1, in Appendix C below. Even in this case, leaving
out the interference from loosely-linked loci would only increase the predicted
λ by about a factor of two.
We calculated Eq. (B3) by splitting the genome into the regions r < (λ+1)s
and r > (λ+ 1)s, and analyzing these assuming tight and loose linkage with the
focal chunk, respectively. However, for both regions the dominant effect comes
from loci with r (λ + 1)s, where neither approximation is very accurate. The
exact form is therefore likely to be wrong, but in any case our analysis shows
that the error in Eqs. (1) and (2) from ignoring interference among chunks are
28
small, especially compared to the errors introduced by applying our idealized
model to any real population.
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Figure 10: Rate of sweeps per unit genetic map length, λ, as a function of the
rate in the absence of interference, λ0 = 2Nµbs. All points and curves are as in
Fig. 2. The additional dashed curves show the numerical solutions to Eqs. (A3)
and (A4) with γ given by Eq. (B3). The numerical and analytical curves are
very close. The solid red curve shows the closed-form prediction for moderate
interference including the correction for loosely-linked loci, Eq. (C3); here, there
is a noticeable difference, although it is still quite small. The dashed red curve
includes the additional correction for tightly-linked loci, which makes only a
negligible difference.
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Appendix C Moderate interference
Eqs. (1) and (2) for r× and λ are based on the analysis of a stable fitness wave,
which is valid for q×  1. For q× ≈ 2, the wave is always fluctuating, and this
analysis is invalid. Desai and Fisher (2007) also investigate this case, and find
that the time for a new mutation to arise and fix is dominated by the waiting
time for a mutation to establish on a good genetic background, which is given
their Eq. (46):
t2 ≈ 1
s
log
[
γ
(
exp
(
s
γµbr×
)
− 1
)]
. (C1)
1/t2 is the rate at which mutations fix in each chunk, 1/t2 = λr×. r× is still
set by the inverse of the sweep time, which is now just the standard tsweep =
log(γ)/s. (Desai and Fisher (2007) find that the initial boost from arising on
a good background makes little difference, as that background is itself rapidly
approaching fixation.)
Plugging r× = s/ log(γ) into Eq. (C1) gives
st2 ≈
(
1 +
1
γµb
)
log γ
for γ  1 and γµb ≈ 1, the regime we are considering. The density of substitu-
tions is therefore
λ ≈ 1/(r×t2) ≈ γµb
1 + γµb
. (C2)
As mentioned in Appendix B, the effect of loosely-linked loci outside the
chunk must be take into account in this case via Eq. (B3). (The effect of truly
unlinked loci, with recombination fraction f/2, is still negligible, as is the initial
factor of 0.7 due to tightly-linked loci.) Substituting this into Eq. (C2), we find
the implicit equation
λ ≈ λ0
exp
[
1.5λ
λ+1
]
+ λ0
,
the solution of which is well-approximated by
λ ≈ λ0
exp
[
1.5λ0
2.5λ0+1
]
+ λ0
. (C3)
Appendix D Exponentially-distributed effects
Given the length r× of an effectively asexual chunk of genome, we can charac-
terize its evolution by q×, defined in this case as the typical relative fitness of
the fittest chunk genotype s¯, and v× = vr×/R, the rate at which the chunk’s
mean fitness is increasing. q× and v× can be found as functions of r× using
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Eqs. (13–14) of Good et al. (2012), which are, in our notation:
2 = µbr×
√
2pi
v×
(
1 +
1
q×
+
v×
q×s¯2 − v×
)
exp
[
(q×s¯− v×/s¯)2
2v×
]
(D1)
1 =
γµbr×s¯
v×
(
q2× − v×/s¯2 + 2q× + 2
)
exp
[
−q× − v×
2s¯2
]
, (D2)
where γ ≡ 2Ns¯/Var. The solution to these equations can then be used with
Eq. (A1) to determine r×. For q×  1, the rate of advance can be written
simply as v× ≈ q×r×s¯, giving the very rough but simple solution
q× ≈ log(γµb),
from which r× and v× follow directly. This form can be guessed just from
Eq. (D2) – the large factor of γµb out front must be roughly canceled by the
exponential factor exp(−q×).
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