We describe and analyze a frictional problem for a system with a compressed spring which behaves as if it has a spring constant that is negative over a part of its extension range. As a result, the problem has three critical points. The friction is modeled by the Coulomb law. We show that there are three separate stick regions for some values of the parameters, centered on the critical points. We model three other version of the process. Then we describe a numerical scheme for the models and present a number of computer simulations.
Introduction
We model, analyze and simulate the process of frictional contact of a mass which moves on a rail under the influence of a compressed spring. The mechanical behavior of the system is that of a spring which has a negative spring constant over a range of its displacements. This behavior, which is similar to that of the "Duffing Oscillator," introduces a strong nonlinearity into the model. Our main interest is the motion of the mass when it is subject to friction.
The mechanical device, without considering frictional contact, was proposed recently in Cameron [5] as a practical means for controlling and stabilizing car suspensions. He showed that a low energy active suspension control can be realized by maintaining the control within the range of displacements where the constant is negative. The mathematical analysis of the frictionless problem in [4] shows that the system has three critical points: two stable and one unstable one.
In this paper, we investigate the problem of friction between the mass and the rail and model it with the Coulomb law. The problem has an unusual structure, and indeed, we show that there may exist three separate stick zones centered on the critical points. If the mass is at rest in any one of these zones, it remains at rest, i.e., it is stuck, because of the frictional resistance force. Thus, these regions are the steady states of the system.
Although the mechanical setting is simple, the problem is interesting and has properties that are not obvious. It gives insight into the behavior of frictional contact that is easy to analyze and simulate.
The model is derived in Section 2. In Section 3 we analyze the problem and obtain the characterization of the stick zones in terms of the system parameters. We also show, as expected, that the energy dissipates, and therefore, in the absence of external forces, each trajectory ends in one of the stick zones.
Then we obtain an estimate on the initial velocity needed to cross the stick zone which is centered on the origin. We present three variants of the problem in Section 4. First, we model the case when the friction coefficient has different values depending on whether the mass is pushed towards or pulled away from the rail. Secondly, we describe the model when the static friction coefficient is larger than the dynamic one. Finally, we model the frictional problem when the spring is under tension. Then, there is only one stick region, and the system behaves as a nonlinear spring with positive spring constant. In Section 5 we describe a numerical algorithm for the problem based on the Runge-Kutta scheme, and present the results of some of our simulations. Section 6 provides a short summary.
The model
We model the dynamic behavior of a mechanical system which consists of a vertically positioned compressed spring attached to a horizontally moving mass. The system, depicted in Fig. 2 .1, behaves as a nonlinear oscillator, similarly to the so called "Duffing Oscillator."
A vertically positioned compressed spring is pinned at the pivot O and has a rigid body of mass m attached to its lower end. The mass is attached to a rail, and can move horizontally along the x axis. When the body is perturbed from the vertical position (x = 0) the spring expands to its natural length L 0 . When it is stretched beyond its natural length it contracts. Let x = x(t) denote the position of the center of mass of the body, which is also the end of the spring; L the compressed length of the spring; k 0 the spring constant. Next, let x = ±l be the points on the x axis where the spring is at its natural length, thus, It follows from the geometry in Fig. 2 .1 that the force the spring exerts on the body has a horizontal component F T and a vertical component F N , which at position x are given by
and
Here, k = k 0 /m and the forces are scaled with m. It follows now from Newton's second law that in the absence of applied forces or damping the motion of the body is determined by
When simple horizontal damping and external forces are taken into account the equation reads
where the coefficient of damping c and the force h are scaled with m. Full analysis of this problem can be found in [4] . It is shown there that the system has three critical points x = 0 and x = ±l. The first is unstable and the other two are stable equilibrium points.
The problem has the basic structure of the "Duffing Oscillator" which has been discussed in the literature, see, e.g., [3, 11] and references therein. However, in the Duffing Oscillator case the force is given by
for some δ > 0, whereas, in our case it is given by F T . We remark that if a damper with damping coefficient c D is added to the system in parallel with the spring the resulting equation is
This is an unusual equation, and will be investigated elsewhere.
In this paper we extend the analysis in [4] to include the friction force which arises from the contact with the rail. Now, the body moves horizontally under the influence of the tangential spring force F T and the frictional resistance force F f r , and the total horizontal force acting on it is
3)
The frictio force depends on the total vertical force f N exerted by the mass on the rail, given by
where g is the weight (we recall that the scaling is such that m = 1). Next, let x = ±l * be the points where f N changes its direction from pointing down (f N < 0) to pointing up (f N > 0). If kL < g such points do not exist and f N < 0 for all x. Otherwise, ±l * are the roots of the equation f N (l * ) = 0, thus,
It is easy to verify that l < l * . Below, we assume that kL > g, since the other case is simpler to analyze. We model the frictional resistance of the rail by the classical Coulomb law. Let µ be the coefficient of friction, assumed to be a positive constant. Then we have two cases: Either the body is at rest and the tangential force satisfies |f T | < µ|f N |, where µ|f N | is the so called friction bound, in which case the friction force F f r exactly opposes the tangential force, i.e., F f r = −F T . Or the body is in motion, the friction force is |F f r | = µ|F N − g| and acts in opposite direction to the motion. Thus,
Here, we used the following definition of the sgn function
The Coulomb condition can be written as follows:
It follows from (2.7) that in the so called stick region
and, therefore, when the mass is in this region and has zero velocity it will remain motionless. To complete the model we assume that x satisfies the initial conditions
To summarize: The problem of the horizontal motion with friction of a mass attached to a vertically compressed spring consists of finding the displacement function x : [0, T ] → R such that (2.7), (2.8) and (2.10) hold.
More generally, when in addition a horizontal force h acts on the mass the problem may be written as:
Our interest lies in the case when the driving force is periodic,
where the amplitude A and the frequency ω are given.
Stick regions and energy dissipation
This section deals with the stick regions and the behavior of the solutions. First we investigate the stick regions of the problem. These are the regions where the equality F f r = −F T holds when x ′ = 0. From this condition and from |F f r | = µ|F N − g| we can find the boundary points of these regions.
We show that there are two possibilities: (i) There exists one point x = l 3 , such that l < l 3 < l * , and an extended stick region which includes the origin and the two equilibrium points x = ±l,
(ii) There exist three stick regions
The boundary points of the stick regions satisfy
Thus, S 0 has the origin at its center, S + has the point x = l at its center and S − the point x = −l .
The l's are obtained by solving the following nonlinear equations. When 0 < x < l, they satisfy
since F T > 0 and |F N − g| = −F N + g. First, we note that the smallest solution has to satisfy µL < l 1 , since the term in the second brackets on the left-hand side is negative. Now, let
.
Then, condition (3.1) reads
On the interval µL < x < l the function z − (x) is negative, increasing and satisfies lim
and Ψ(l) = 0. As can be seen from Fig. 3 .1, equation (3.2) may have two solutions, x = l 1 and x = l 2 , or one solution x = l 1 = l 2 , or no solutions.
The case of one solution means that l 1 = l 2 and effectively this and the case of no solutions form case (i) above. Then the interval [−l, l] lies in S 0 .
When equation (3.2) has two distinct solutions µL < l 1 < l 2 < l we obtain case (ii) above. A sufficient condition for the nonexistence of two roots or one root of (3.2) is obtained when the minimum of Ψ is larger than the maximum of
A precise condition for the existence or nonexistence of solutions may be obtained by solving for the single point
This is the point where Ψ touches z − tangentially, and there can be only one such point since Ψ is convex on µL ≤ x ≤ l and z − is concave. Next, we investigate the solutions for l < x ≤ l * . Then F N > 0 and
Ψ(x) is now positive and increasing with Ψ(l) = 0 and Ψ(l * ) = g/kL, by the definition of l * . The right-hand side of (3.4) is positive, decreasing and
Then, there exists one and only one solution x = l 3 , since
Finally, for l * < x we have |F N − g| = F N − g and it is easy to see that the condition |F T | = −F T = µ|F N − g| = F N − g reads k(x − µL)Ψ(x) = −µg, and since x > µL and Ψ > 0 it follows that there are no solutions.
This establishes the claims above. We stress the unusual structure of the problem when there are three separate stick regions.
We obtain now an energy estimate on the solutions of (2.7), (2.8) and (2.10). Let x = x(t), for 0 ≤ t ≤ T , be a solution of the problem. Let E = E(t) be the total energy of the system, i.e., 5) scaled so that E = 0 when x = 0 and x ′ = 0. Then
It follows, as expected, that the frictional force causes energy dissipation. And as long as x = l and x ′ = 0 the frictional energy dissipation term is nonzero. Moreover, it follows from (3.6) that the trajectories in the phase plane remain in bounded sets. The points x = ±l are the attractors of the frictionless system. However, the system with friction has the sets S 0 , S ± as steady states. Indeed, any trajectory in the phase plane which reaches the x-axis in any one of the sets S 0 , S ± ends there.
We conclude that the set
in the phase plane is the set of all limit points of the system. Actually, we have a stronger result: For any solution x = x(t) there exists a time t = t x , which depends on the solution, such that x(t) = x ω = const. ∈ Ω for all t x < t. The solution reaches its steady state in finite time.
To show (3.6) we multiply equation (2.8) by x ′ and integrate over 0 ≤ τ ≤ t for 0 ≤ t ≤ T . Using straightforward manipulations we obtain (3.6).
Next, we provide an estimate on the initial velocity v 0 needed for the mass starting at x 0 = −l 1 to cross the stick region S 0 , assuming that case (ii) holds. Clearly, we need to guarantee that at the time t * when the mass reaches the position x(t * ) = l 1 its velocity is positive, that is x ′ (t * ) > 0. We assume that x(0) = x 0 = −l 1 , x ′ (0) = v 0 and are interested in the case x ′ > 0, thus (2.8), after an integration over [0, t], can be written as
Here we used the fact that |F N − g| = −F N + g. Clearly, it is sufficient to obtain the estimates for
We note that the integral is nonnegative and we estimate it from below. First, we note that the travel time t * is necessarily longer than that without any forces, thus t * ≥ 2l 1 /v 0 . Next let t 1 and t 2 be the times such that x(t 1 ) = − 1 2 µL and
Collecting the estimates above we obtain
Noting that the integral is estimated from below by t 2 − t 1 ≥ µL/v 0 we finally obtain the following sufficient condition for crossing the stick zone S 0
Clearly, this estimate is not optimal, and better estimates may be obtained using a more refined analysis. One may obtain similar estimates for the other stick regions.
Related problems
In this short section we describe three related problems. First we model the case when the friction coefficient depends on whether the mass is pushed against the rail or is pulled from it. Let µ 1 be the friction coefficient when f N < 0 and µ 2 when f N > 0. We define the friction coefficient function by
Then, the dynamic problem consists of (2.7) and (2.8) where µ has been replaced with µ(x), together with (2.10). The discussion and results above carry over to this case with minor, rather obvious, modifications.
The second version of the problem is obtained when the friction coefficient jumps from the static value µ 0 to a smaller dynamic value µ d . The problem now is to find a function
This problem has the same structure as the one with constant friction coefficient. The points ±l and ±l * are the same. The difference is in the size of the stick regions. The conditions defining the stick sets S 0 , S − , S + are as in Section 3 with µ 0 replacing µ. On the other hand, the sufficient condition for transit, (3.8), holds with µ d replacing µ. The energy estimate (3.6) holds with µ d replacing µ, as well.
Furthermore, we may consider the problem with slip-dependent friction coefficient. Let µ d = µ d (|x ′ |) be a positive smooth function such that
where µ * and µ * are constants. Let β f be the graph
Then, the modified problem is to find two function x : [0, T ] → R and µ : R + → R + such that µ is a selection out of the graph β f and if x ′ = 0 and
This case covers (4.1)-(4.3) when the µ d is a constant and the vertical segment in β f is missing. General contact problems with slip-dependent friction coefficient were considered recently in [1, 2, 9] .
The final version of the problem which we describe is obtained when the spring is under tension and not under compression. Thus, the stretched length L satisfies L > L 0 . Then the origin is the unique equilibrium point, and it is stable. It is easy to see that the force acting on the mass has the same tangential and normal components
However, now the expression in the brackets is positive, since L 0 < √ L 2 + x 2 . It is straightforward to show that there is only one stick zone
This problem is simpler than the one in Section 2.
Numerical algorithm and simulations
In this section we describe a numerical algorithm for the problem (2.10)-(2.12). Then we present a number of computer simulations. We use both the Euler method and a Runge-Kutta method to obtain numerical approximations of the solutions.
Our problem consists of a differential equation with a discontinuous righthand side. Let I represent the stick region(s), i.e., either I = S 0 or I = S 0 ∪ S + ∪ S − (cf. Section 3). Using Filippov's regularization [10] we reformulate our problem as the following initial value problem for a first-order differential inclusion, where y = (x, x ′ ) = (y 1 , y 2 ): Find an absolutely continuous function y :
If y (t) = (y 1 , 0) , and y 1 ∈ I, then y
for almost all t in [0, T ]. Here Sgn is the multivalued function
which is the set-valued extension of the "sgn" function used in (2.11)-(2.12). Thus, the problem is in the form of a differential inclusion, say y ′ ∈ Φ(t, y). For numerical purposes, we replace the differential inclusion y ′ ∈ Φ(t, y) on [0, T ] by a sequence of discrete inclusion on the subintervals t 0 = 0 < t 1 < t 2 < · · · < t N = T for N > 0, with a constant step-size ∆t = T /N . Let a i , b i ∈ R for i = 0, · · · , r, with a r = 0 and |a 0 | + |b 0 | > 0. We are given the starting values y j ∈ R n for j = 0, · · · , r − 1, and the corresponding starting selections ξ j ∈ Φ (t i , y i ) out of the graph, for i = 0, · · · , r − 1. These may be computed by a linear p-step method with p < r or by a one-step method.
Then, for j = r, ..., n we compute y j from
When b r = 0 the method is implicit. The following convergence result for these methods can be found in [7, 10] . vi) The starting values satisfy
vii) The approximations of the initial value y 0 satisfy lim Remark. We note that the theorem establishes the convergence of the numerical approximations, however, it provides neither the order of convergence nor any qualitative properties of the limit functions.
The problem (5.1) can be written as
In our numerical simulations we used the explicit Euler method, in which the coefficients were chosen as
This scheme verifies the assumptions of the preceding theorem and therefore it is convergent. In problem (5.1) the set of multivalued points reduces to the one line y 2 = 0, which may be "neglected" during computations. However, starting with zero velocity one has to decide which value of the vertical segment of the graph Sgn to choose. In our case, since in the original problem the single valued sgn function was used, we choose numerically 0.
In addition to the Euler method, we used a more consistent one, the fourthorder Runge-Kutta method. However, we found that there was no noticable improvement in the accuracy of the solutions.
The classical fourth-order Runge-Kutta scheme applied to the differential inclusion yields
This scheme is often used to solve differential inclusion even though it does not verify the assumptions of the preceding theorem (see also [10] for further details).
We now present a number of numerical experiments showing the behavior of the solutions. We begin with a typical behavior depicted in As expected, the trajectory decays to the steady solution x = l. However, first it travels once around the origin and both points x = ±l and then it spirals inward to its steady state. In this simulation the time interval is 0 ≤ t ≤ T = 25 and the time step is ∆t = 0.001, so the graph represents 2.5 × 10 4 time steps. Also, µ = 0.05 and k = 100. In Fig. 5.3 we show the motion of the mass, given by (2.10)-(2.12), when a horizontal periodic force h = cos(10 t) acts on it. Clearly, the force is insufficient to overcome the friction. Both the motion in time and the trajectory in the phase plane are depicted. In this simulation the time is T = 15, ∆t = 0.0001, µ = 0.1 and k = 100. The phase plane trajectory with force h = 2 cos(10t) is depicted in Fig. 5.4 . Here, the force is sufficient to move the mass periodically, after a period of adjustment. In this simulation x 0 = l 2 , v 0 = 1, T = 15 and the time step is ∆t = 0.0001,and µ = 0.1, k = 100. In this simulation x 0 = l 1 , v 0 = 0, T = 10, ∆t = 0.0001 and k = 100.
Conclusions
We present a model for the motion accompanied by friction of a mass acted upon by a compressed spring. The problem can be formulated as a system of ordinary differential inclusions. We derive some of the properties of the model and its solutions. We establish that there exist three separate stick regions in the model for certain values of the system parameters. These regions are centered on the three critical points of the frictionless problem. Otherwise, there exists one extended stick zone which includes all three points. Each of the stick zones is a set of steady solutions. We also present three related versions of the model.
The model is simulated numerically using the Euler and the Runge-Kutta methods. The simulations show the behavior of the solutions, which in the absence of applied forces approach the stick regions in finite time.
