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PRINCIPIO INVERSO DEL MAXIMO PARA
ECUACIONES PARABOLICAS PERIODICAS
po r
Gerhard SCHLEINKOFER
RESUMEN. Sea L un operador parabolico peri6di-
co y ~1 su valor propio principal. Para ~ < ~i' una
solucion u del problema periodico: Lu = ~u+f en
n~, f ~ 0, f f 0, u = 0 sobre an~, satisface u > 0
en n~ por el Princ~o del Maximo. Pero para ~1 < A
< ~ +6 tenemos u < 0 en ~~.
1
ABSTRACT. Let L be a parabolic periodic oper-
ator with principal eigenvalue ~i' If ~ < ~i' then
any solution u of the periodic problem: Lu = ~u+f in
n~, f ~ 0, f f 0, u = 0 in a~~, satisfies u > 0 in
n~, due to the Maximum Principle. However, for
Ai < ~ < ~1+6 we have u < 0 in ~~.
I nt r-oducc ion. Cons ideremos un dominio acotado ~ de Fn
suficientemente regular y
Lu =
n
Y a ..(x)ux·x·i,j=l lJ l J
n
I b.(x)ux·-c(x)u,
i=l l l
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un operador eliptico de segundo orden con coeficientes sua-
ves en D. Sea A1 el valor propio principal de L y f:~ 7W
una funcion suave, f $ 0, f > O. Entonces es bien conocido
que para A < A
1
vale el Principio (fuerte) del Maximo para
una solucion u del problema
Lu = AU + f en ~
u = 0 en a~
es decir, u > 0 en ~ y ~~ < 0 en a~, donde n es el vector
normal exterior de a~. Para A1 < A < A1+8 la solucion u del
mismo problema tiene el signo opuesto, es decir, u < 0 en ~
auy an > 0 en a~. Estos resultados fueron demostrados por
Clement y Peletier [3J y en forma mas general por Hess [4].
El proposito del presente articulo es deducir resul-
tados analogos para ecuaciones diferenciales parabolicas
perlodicas. Nos referiremos varias veces a las publicacio-
nes de Lazer [6J y de Castro y Lazer [2J. Estos autores
aplican metodos de Krasnoselski [5J y Amann [1J para demos-
trar teoremas muy Gtiles en el caso parabolico,. Nuestras
Proposiciones 1 y 2 ya estan demostradas en forma semejante
en [2, Theorem 1J. Pero nuestra prueba parece mas clara y
no utiliza resultados profundos de regularidad de Amann [1J,
sino solamente el Principio del Maximo.
Es muy probable que nuestros teoremas se extiendan
a las condiciones laterales de Neumann ~~ + Bu = 0 sobre
a~~ y tambien a soluciones generalizadas. Esto 10 tratare-
mos en otro articulo.
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Notaciones y propiedades fundamentales. Sea ~ un
subconjunto acotado, abierto, conexo de Fn (n ~ 1). Supon-
gamos adicionalment8 qUA la frontera a~ es una c2+a-varie-
dad de dimension n-1 (a fijo; 0 < a < 1) y que ~ est§ si-
tuado localmente en un lado de a~, Para un intervalo com-
pacta [a,bJc: JR y para una f'unc icn u(o,o):~x[a,bJ -+JR, se
define
Ju(x,t)-u(y,s) Lsup / '
(x,t),(y,s)ED [lx-yI2+lt-slla 2
(x,t) i- (y ,»)
D : =~x [a ,bJ .
Se designa con Ca,a/2(D) a la familia de todas las funcio-
nes u(o,o):D -+~ que satisfacen
[u] '= sup lu(x,t)I+HD(u) < 00
Ca,a/2( D)' (x , t Je.D
a a/2 ,El conjunto C' (D) es un espacla de Banach para la nor-
ma 11011 Para un multi-indice 8 = (8
1
·,... ,Bn),ca ,a/2(D) .
Si e:: {O,1,2, •..}, i;;; 1, ....n, sea 1131:= B1+B2+···+Bn·
Se denot ara con Ck+a, f+a/ 2(D) (k = 0,1,2, f = 0,1), 31
conjunto de todas las funcianes u(o,o):D -+]R para las cua-·
les las derivadas parciales
existen en D, para 0 ~ j ~ f, 0 ~ I fl.1 ~ k, Y pertenecen a
Ca,a/2(D). El conjunto Ck+a,fra/2(D), D = ~x[a,bJ, es un
espacio de Banach para la norma
l
Lj=O
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, k+0.,i+0./2(",), if i ~ 1 f '1' deEn 10 que slgue, C lGXF slgnl lcara a aml la
todas las funciones u(· ,.):~~ +F que pertenecen a
ck+0.,i+0./2(~x[a,b]) para todos los intervalos compactos
[a ,b]c F, (k = 0,1,2, i = 0,1).
El operador diferencial parabolico L, definido por
n n
Lu ut - I a ,,(x ,t)Ux .x., - l. b. (x ,t )ux' - c(x , t )u ,. . 1 lJ l J ·'1 l ll,J= l=
satisface las siguientes condiciones:
(A1) Los coeficientes a."b., c son periodicos con respec-lJ l
to at, con perlodo T > 0, a., = a", 1 ~ i, j ~ n.lJ ]l
a., e::C2+0.,0./2(rlXF),1 ~ i, j ~ n,
l]
b. e::C1+0.,0./2(rl~), 1 ~ i ~ n; c E Co.,0./2(rlXF).
l
(A
3
) L es uniformemente parabolico, es decir:
- n3m>O \t'(x,t)e:S"'2~\t'l;:e::JR
, n
L a ..(x,t)l;:,l;:.~m L 1l;:.12., . 1 lJ l J . 1 ll,J= l=
En 10 que sigue siempre se denotara con d a una cons-
tante que cumpla d-c(x,t) > 1 para todo (x,t) e:: nXR. Ademas,
introducimos los espacios vectoriales
F:= {fe:: Co.,0./2(S'iXF);f(x,t+T) = f(x,t) \t'(x,t)E: ~>gR}
E:= {u e:: C2+0.,1+0.12(S'iXR); u(x,t+T) = u(x,t) \t'(x,t)e:: S'i~,
Para las normas inducidas por ~.~ (resp.
co.,0./2((ix [0,TJ )
espacio F (resp. E) es unespa-~ ·11 ) elC2+0.,Ho./2(rlX[O,T] )
cio de Banach. Obvia~ente, la imersion j:E + F es compac-
tao
42
PRINCIPia DEL MAXIMO. [7,p.174]. Sea
n n
!u:= ut - I a ..(x,t)ux·x. - Ib.(x,t)ux. sobre s"2~. .-1 lJ l J ._ l ll,J- l-l
un operador diferencial, uniformemente parabolico, es decir,
que satisface (A3), donde las funciones a .., b. son acotadas ylJ l
continuas en s"2~ y a .. = a ... Sea h:~>@' -+F una f unc Lon con-
lJ Jl
tinua, acotada, no negativa. Supongamos tambien que
u e: C2, 1(s"iXJR)satisface la desigualdad iu + hu <- 0 en st:>ffi.
Entonces tenemos las siguientes propiedades
( a) Si u(x ,t ) = :wax u ~
o 0 W<IR
ces u(x,t) = wax u en stx{t <-
stxR
o para algun (x ,t ) £ stXJR,enton-o 0
t }.
o
(b) Si u(x,t) = ~~ u ~ 0 para algGn (x,t) £ ast~ y
u(x,t) < Wax u para todo (x t) £ stXJR,entonces
au - - sr ...1\~x,t) > 0, donde n = n(x) es el vector normal exterior
unitario en el punto x £ ast.
Una consecuencia facil es el siguiente
21-COROLARIO. Sea u e: C ' (stXJR),u(x,t+T) = u(x,t)
~~ s"iXJR,ulastXJR= 0 f:s"iXJR-+F ~ontinuo, f ~ 0, f $ 0,
l.,u + hu = f m stXJR.En;to~~e6 tmemof.>
(a) u > 0 V1 st~
(b) ~x,t) < 0 paJta. t.odo (x,t) £ ast>gR.
Volvamos al operador diferencial L.
PROPOSICION 1. Co~).deJtarnof.> U ccno ':K:= {f £ F;
f ~ 0 en O><R} IJ fa apU~u6~ Mu: = Lu + duo Aournimof.> fM h{-
p6te6M (Ai)' (A2), (A3). E~to~C.M t~~emM
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(i) M:E + F ~ lineal, ~ontinua, inyeetiva y ~ob~eyeetiva.
(ii) M-1: F + E e.s ~ontinua
-1
(iii) T: = j 0M : F + F ~ ~ompa~ta
CLv) T:']( + '](
Si f £1<, f $ 0 y u = Tf enton~~ u > 0 en st><.R
o 0 0 0 0auo < 0 ",nVIDy an en O.GA.If'\.
Si f £X, f $ 0, u = Tf, u ~omo en (v), enton~~ exi6-o
ten aonsranres poJ.Jilival.> a( f) > 0, !3(f) > 0 tat.es que
a(f)u < u < !3(f)u en st~.o 0
P~ueba. (i) La linealidad y la continuidad de M son
obvias. La inyectividad de M sale del Principio del Maximo.
(v)
(vi)
La sobreyectividad se demuestra utilizando un teorema de
Kolesov, vease 12,p.l0931.
(ii) Sale de (i) por el teorema de la aplicacion
abierta.
(iii) j:E + F es una aplicacion compacta.
n n
= u - L a ..ux·x· - I b.ux·-cu+du
t i,j=l lJ l J i=l l l
(v) Mu = Lu+du
con
= i,u+(d-c(x,t»u = :tu+h(x,t)u
hCx c t ) > 1 para todo (x,t) e:: n>qR. Para f £'J<, f $ 0,
o 0
Tf tenemos que f = Mu = tu+hu . Aplicando el coro-
000 0
del Principio del Maximo nos da la afirmncion.
(iv), (vi) son consecuencias inmediatas de (v).
u =o
lario
PROPOSICION 2. Supongamo.6 J.Jati.6ne~hal.> .tal.>hip6te-
~.u (A
1
)( A
2
)( A
3
). Enton.~~
(a) Exi6te Ai £ :R, ep £ E ta.t que Lep = Ai ep, ep > 0 e.n st><IR y
~~ < 0 e.n ast~. Mli6 p~e.wame.nte. te.nem0.6 que. Ai = ~1 -d
donde. lJ
o
> 0 ~ e..t mayo~ vai.on. p~opio de. T, A1 ~e. Uama
e..t vai.o« p~opia p~nupal de. L.
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(b) Si A e:::ffi.,v e::E !.lon:taieA que. Lv = AV, v e::'KIJ v $ 0,
-e.ntonceA te.nemo!.l que. 1.1 = A IJ v = c~ con una cOn.6tante.
c > 0 apJwpiada.
Si"'e::C2,1(~~),'I' 0 ",( T) ,1,( )It' It' I arl>qR= , It' x , t+ = It' x , t ,
Ll/!= All/!IJ l/!$ 0, e.ntonceA excst« un nUmeJto !te.at c tal
que. l/!= c~.
S. 2,1«(')~ Ve:: C H>qR, Vlarl~ = 0, V(x,t+T) = V(x,t),
LV = AV IJ V $ 0, erd:o nce.s vale. A ~ 1.1,
P!tue.ba. Por las propiedades mencionadas en Proposi-
cion 1 (iii)-(iv), el operador T:F + F es compacto y u -po-
o
sitivo. La teoria de estos operadores [S,p.60-9S] nos da
(a) Existe ~o < 0, ~ EX, ~ $ 0 tal que T~ = ~o~
(1) Si v e::X, v $ 0, Tv = ~v, entonces tenemos que ~ = ~o
( ,~)
(d)
y v = c~ para una constante c > o.
(c) Si l/!e::F, TtjJ= ~ l/!,entonces existe un c E:ffi.con l/!= c~.o
(d) Si 0 fee:: F, Te = y8, entonces tenemos que Iyl ~ ~ .o
-1(a). Por (a)tenemos ~ ~ = T¢ = M ~, por 10 que im-
1 0 1plica ep e:: E, ep = u M~, -ep = M~+ do , es decir, L~ = (-- d)¢.
o Po ~o
Ya que Tep = ~ ~, ¢ e::K y ~ $ 0, tenemos, por la Proposicion
o aep
1 (v), que ~ > 0_ en rI~ y an < 0 en arl>qR._
(b). Lv = AV implica Mv = Lv+dv = (A+d)v. Por ser
v $ 0 y por la
cero.
1
A+d
c >
= ~o =
O.
Luego Tv
1
A1+d'
Proposicion 1 (i), el numero real A+d no es
= A~d v , y d: la propiedad (j) se deduce
es decir, A = 1.1' Ademas tenemos v = c~,
(c). Ml/!= (A1+d)tjJ. Definiendo f:= (A1+d)l/!E F y1 ~ .~
l/!:= M- f £ E, obtenemos Ml/!= f, es decir, M(l/!-l/!)= 0 en
rI~. Ya que l/!-l/!Iarl~= 0 podemos concluir, por el Princi-
pio del Maximo, que l/!-~ = 0 en ~xR. Pero ~ = l/!e::E implica
M~I = l.-l/!, TtjJ= u 1jJ, y por la propiedad (c) nos resulta
~o 0
l/!= cep, para algun c e:::ffi..
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(d). Como en (c) se prueba que V e:E. Ahora escoge-
mos d > 0 tal que d-c(x,t) ~ 1 Y d+A > O. Consideramos
~ ~ - ~-1Mu:= Lu+du y T:= jaM :F ~ E ~ F. Aplicando la Proposici6n
1 y la parte (a) de la Proposici6n 2 a estos nuevos opera-
dores, obtenemos la existencia de A1 E: R, ep e: E, tales que
L~ = ~lep, ¢ > 0 en stXJR, ~1 = D10- ct, 10 que implica 3:1 = A1
por la parte (b) de la Proposici6n 2.
Luego podemos deducir de LV = AV y V e:E que MV =
(A+d)V, 10 que Sign~fiCa~TV = \~aV' Pero ~ntonces la pro-
piedad (d) nos da he ~ ).10 = X1+e' es dec ir , A ~ 3:1 = A1· •
Para completar los aspectos de esta teorla citamos
otro teorema [6,p.237,238] aunque no 10 necesitaremos.
PROPOSICION 3. Supongamo.6.6~ fJec.hM lM h-.i.p6te-
.6~ (A1), (A2) ,(A3) Ij .6ea A1 ei. vai.o« p/topio pltinc.ipal de
L, A < A
1
• EYI.tcmc.e.6 excsxe: paJta c.ada f E F un t1nic.o u E E
tal que Lu = Au+f. Si adic.ion.a1mente, f E J< Ij f $ 0, en-
tOI1C.e.6 u > 0 en st~ Ij ~~ < 0 e.11 (m~.
El operador L~':adjunto a L tiene la forma siguiente:
donde n nI a ..(x,t )Ux .x: + Ib~:(x,t)Ux' + C~':( X ,t )u ,i,:f=l lJ l J i=l l l
b ,;';
i .-
~':
C
-b. + 2 I (a .. )
l j=1 lJ Xj
n n
c- L (b.) + L (a .. ) .
i=l l xi i,j=l lJ XiXj
Asumiendo las hip6tesis (A1),(A2),(A3) se verifica facil-
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mente, par el teorema de la divergencia, que L y L* satis-
facen la identidad siguiente <u,Lv> = <L*u,v> para todo
21-u,v e::C ' (~XR), ula~>qR = vla~>qR = 0 que sean T-peri6dicos
en ~><IR.
T
Se define <.,.> par <f,g> =l [f(x,t)g(x,t)dxdt.
el siguiente teorema [2,p.l095,1096~]
Vale
PROPOSICION 4. Supon.gam0.6.6a.U6 6ec.ha!.>R..a.6 rup6-te-
.6..L6 (A
1
) ,(A2) ,(A3
), tj M.an A
1
tj ¢ c.omo en. .ta PJtopo.6ic.i6n.Z.
eJUDrtc.u
(a) exJ~te ¢* ~ E tat que L*¢* = A1¢*, ¢* > 0 en. ~~ tja¢*an- < 0 en a~>qR, <¢,¢*> = 1.
(b) paM f ~ F e.wte. UY! w e: E tat qu.e (L-\ I)w = f .6i, tj
.6ofo .6i, <f,¢*> = O.
Ahara estamos listos para nuestro result ado princi-
pal:
TEO~ (Principia inversa del Maximo). Supongamo.6
que. U opeJtadoJt paltab6.uc.o L .6ati.66ac.e.fa!.>hip6tu..L6 (A1),
(A2),(A3) tj que A1 u U vatoJt pJtopio pninc.ipaf de L. Ade.-
ma.6, .6ea f ~·X, f $ o. Entonc.u e.xi.6te.6 > 0 tat que. paJta
A1 < A < A1+6 tj palta una .6oiuc.i6n u E E de. Lu = Au+f vale.
u < 0 en ~><:R Ij ~~ > 0 en a~><.R.
Vemo~tJtac.i6n. Sean ¢,¢* como en la P~oposici6n 4 y
N*:= {f ~F; <f,¢*> = O}. Gracias a la Proposici6n 4(b) te-
nemos N* = R(L-A1I) = imagen de E bajo la aplicaci6n
L-A1I:E ~ F. Evidentemente, cualquier f ~ F se represen
de una manera (mica como f = f1+s¢, S E: JR f1 lL N~·'.Debe-
mas poner f1 = f-<f,¢*>¢, s = <f,¢*>. En el cas f e:~ y
,~7
,-,
f $ 0 vale s = <f,¢"> > O. Para una solucion UE E c r de
Lu = Au+f, consideramos tarnbi en la descornposicion u = ul+~¢,
,-,
donde ~ = <u,¢*>, u1 = u-~¢ EN". El elemento u1 pertenece
a E n N~':= En R (L-A1 I). Al aplicar el operador L a u =
ul+~¢ nos result a que LU1+SL¢ = Lu = Au+f = Au1+As¢+f1+s¢.
Escrito de otra forma, LU1-Au1-f1 = [AS+s-A1S]¢. Ya que
<¢,¢*> = 1, se verifica que As+s-A1S = <LU1-Au1-f1,¢*> =
<ul,L~':¢~-:>-A<ul,¢~':>-<fl'¢~':>= O. Por consiguiente,
ss = Al-A para A i A1.
Por 10 asertos de la Proposicion 4, existe para cada
,-.
f 1 E N" una f'unci.Snw €: E tal que LW-A1 w = fl' Aplicando ,-.
otra vez la descompos i ciSn W = wl+<w,¢~':>¢,con w1 E E n N",
podemos comprobar por un argumento anterior, que LW1-A1w1 =
fl' Dicho de otra forma, L-A11:E nN* ~ N* es sobreyectivo.
Sea w1 € E n N* otro elemento con LW1-A1w1 = fl' Asi
tenemos L(w1-w1) = Al(wl-~l)' w1-w1 E E n N*, 10 que impli-
ca, par la Proposicion 2(c) que w1-W1 = c¢, y, par tanto,
o = <Wl-~l'¢*> = c<¢,¢*> = c. Asi pues w1 = w1' y hemos de-
mostrado que L-A11:E n N~':~ N~-:es inyectivo. Obviamente, los
conj untos E n N~':y N~':son subespacios lineales, cerrados de
E y F. Por cons igu.ierrte . (EnN~':,~-IIE) y (N~':,II-lIr)son es-
pacios de Banach. L-A11:E ~ F es una aplicacion continua.
Por las consideraciones previas y el teorema de la aplica-
cion abierta, el operador L-A11:(En N~"'II-~E)~ (N~':,~-Ir)
es un isomorfismo topologico. Puesto que L-A1: (E n N~':,II-II E)
~ (N*,II-lIr)es un operador continuo, un teorema bien cono-
cido de analisis funcional nos garantiza la existencia de
8> 0 tal que L-AI:(EnN~':'~-~E) ~ (N~':'!-~r)es isomorfismo
topologico para todo A con lA-Ali < 28. Volvamos a la fun-
cion f EX, f $ 0 de la hipotesis que se representa en la
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forma f = f1+s~, s > o. Por ser (L-AI)u1 = £1' resulta que
-1 I -u1 = u1(A) = (L-AI) f1 para todo A-All < 2o, 10 que im-
plica la existencia de una constante m > 0 tal que ~ul~E
< m para lA-Ali < 8. Puesto que 1~~11 ~ IIu111E~ m, y gra-
Clas a las propiedades de ¢ en la Proposicion 2(a), se com-
prueba sin dificultad como en la Proposicion l(vi) que exis-
te una constante y > 0 tal que
para todo lA-Ali < 6 y todo (x,t) E n~. De la presentaci6n
u = ul~~¢ deducimos
" s [S Ju ~ y¢ + ~ ¢ = y + ~ ¢ < 0
1 1
en ~~ para Ai < A < A1+O con un cierto 0 > O. Para el se-
gundo aserto del teorema observamos que
dU
an
en d~~ para Ai < A < A1+O, ° > 0 su~icientemente pequeno.
Notas.
(i) Una modificacion obvia de la demostracion anterior
muestra tambien que para 0 < IA-A I < 28 existe una
1
unica solucion u E E de (L-AI)u = f, para cualquier
f E F. Pero un tal resultado no serla nada nuevo. En
efecto, por el aserto (iii) de la Proposici6n 1 el es-
pectro del operador T es discreto.
(i l ) "En general, la constante 0 > 0 en nuestro teor-ema de-
pende de f; vease [3J.
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