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本稿では、我々が現在実装中の分散ストレージシステムについて述
べる。これは、ストレージ層とファイルシステム層の二層構造に基
づく分散ファイルシステムのストレージ層にあたるもので、ファイ
ルシステム層で管理する情報を用いてブロック管理を行う。これに
よりブロック配置を最適化してアクセス性能を向上し、ブロックの
冗長性を持たせることができる。
  はじめに
計算機ネットワークの普及に伴い、多様な特性
を持つさまざまなネットワーク上で情報を共有す
る必要性が高まっている。計算機ネットワークを
用いた情報共有という観点では、従来   
 	
 
	上での情報共有が主流であっ
たが、  	  	
	
 
 や  
	  
 
、無線
 を用いたホットスポットサービスなどによ
り、インターネット接続が身近で一般的なもの
になるのに伴い、インターネットのような広域
ネットワークを介した場合でも、現在電子メー
ルや
を使って行っている以上に密接な情報
共有に対する要求が高まると考えられる。
また、情報共有といえば、従来は複数ユーザ
間での情報共有のみが考えられることが多かっ
たが、現在では一個人が複数の計算機を使い分
けて作業する機会が増えており、これらの計算
機の間で情報の一貫性を保つことも情報共有の
一環として考慮すべきである。このような情報
共有は、特にノート型計算機のように持ち運び
のできる計算機を含むようなネットワークでは
難しく、これらの計算機の間で適切な情報共有
を行う必要がある。
計算機ネットワークを用いて計算機間でファ
イル共有を行う技術として発展してきたものに、
分散ファイルシステムがある。従来からさまざ
まな研究が行われてきた他、  ! "#の
ような商用システムも開発され、計算機ネット
ワークを用いた情報共有の枠組みとして実用的
にも広く利用されている。
伝統的な分散ファイルシステムがネットワー
クを介して別の計算機にあるファイルを参照す
るための技術という色合いを持っていたのに対
して、近年、分散ファイルシステムをネットワー
クによる分散性を吸収するためのストレージ層
と、この上でさまざまなファイルサービスを提
供するファイルシステム層とに分離して構成す
るアプローチが広く研究されている $! %! &#。
このような二層構造を取る理由としては以下の
ようなものが挙げられる。
  ネットワークの大規模化などに伴ってシス
テムが扱う情報量が増大し、従来の分散ファ
イルシステムのように単一のファイルサー
バで情報を集中管理するのが困難である
  複数のファイルサーバを用いる場合、管理・
運用コストが増大する
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  マルチメディア情報など、サイズが巨大な
ファイルをファイル単位で管理するコスト
は非常に大きい
われわれは、特性の異なるさまざまなネット
ワーク上で柔軟な情報共有を行うための枠組み
を実現することを目的として研究を行っており、
ストレージ層とファイルシステム層の二層構造
に基づく分散ファイルシステムを新たに実装中
である。本稿ではこの分散ファイルシステムの、
特にストレージ層の設計について述べる。この
ストレージ層は、ネットワークに接続されたディ
スク装置群を単一の仮想ディスクとして見せる
ためのソフトウェア層で、分散性を吸収すると
ともに各ブロックについて複製を作ることによっ
て冗長性をも確保する。これらストレージ層の
ブロック管理に、ファイルシステム層の情報を
活用することにより、ブロック配置を最適化し
てアクセス性能を向上し、ブロックに冗長性を
持たせることができる。
以下、"節では本分散ファイルシステムのス
トレージ層の設計について述べる。システムの
構成とともに、システムの動作についても説明
する。ファイルシステム層との連携に関しては、
現時点で検討中のファイルシステム層の設計と
ともに '節で示す。&節で関連研究を紹介し、
節を本稿のまとめとする。
 ストレージ層の設計
この節では、本分散ファイルシステムのスト
レージ層の設計について、システム構成を述べ
る。分散性の吸収と冗長性の確保についてと、
ブロックの読み出し・書き込み操作についても
説明する。
  システム構成
本分散ファイルシステムのストレージ層は、
以下の構成要素からなる 図 。
  ストレージインターフェース部
ファイルシステム層からのブロック読み出
し・ブロック書き込み要求を受け付ける。
ファイルシステム層で管理される情報を受
け付けるためのインターフェースもここに
含まれる。
  ブロック通信部
ストレージインターフェース部で受け付け
た要求が他のホストが持つブロックに対す
るものだった場合、そのホストとの間でブ
ロックの送受信を行う。
  論理ブロック管理部
論理ブロック番号と、そのブロックが存在
するホストと物理ブロック番号の対応付け
を管理する。各ブロックは複製されている
のでこの対応は一般に一対多の対応となり、
冗長性を確保できる。
  物理ブロック管理部
物理ディスクを管理し、ストレージインター
フェース部やブロック通信部からの要求を
受けてブロックを物理ディスクから読み書
きする。
   分散性の吸収
ストレージインターフェース部では、ファイ
ルシステム層からのブロックアクセス要求を受
け取ると、論理ブロック管理部に問い合わせ、該
当ブロックがどのホストに存在するかを調べる。
該当ブロックがローカルホストに存在している
場合、ストレージインターフェース部から物理
ブロック管理部にブロックに関する要求が伝え
られる。それ以外の場合、ブロック通信部が該
当ブロックが存在しているホストと通信し、該
当ブロックに読み書きを行う。
このとき、ブロック通信部が受信したブロッ
クをローカルディスクにキャッシュすることもで
きる。この場合、ブロック通信部は物理ブロッ
ク管理部に受信ブロックのキャッシュを依頼す
る。このキャッシュは、性能向上のために一時
48 ファイルシステム??を??する??ストレ?ジシステム
Host 1 Host 2 Host n
Disk
Storage Layer
File System Layer
Block Transfer
Disk
Physical Block
Management
Logical Block
Management
Storage
Intarface
Disk
Network
図 ( ストレージ層の構成
的に保持される場合と、次節で述べる冗長性の
確保のための複製ブロックとして用いられ、長
期的に保持される場合がある。
  冗長性の確保
ある論理ブロックに対して複数の物理ブロッ
クを対応させることにより、冗長性を確保する。
通常、これらの物理ブロックの内容は全く同じ
であり、それぞれを異なるホストに配置するこ
とによって、あるホストが障害などでダウンし
た場合でもサービスの継続が可能となる。
性能向上の観点や、利用しているホストがネッ
トワークから切断されるときのことなどを考え
ると、複製ブロックの一つは利用しているホス
ト上に保持されることが望ましい。それ以外の
複製ブロックも、そのブロックを利用する可能
性の高いホストに配置するべきである。このよ
うな複製ブロック配置を決定するにあたっては、
ファイルシステムの利用状況やファイルの所有
者状況など、ファイルシステム層から受け取る
情報を利用する '節参照。
  ブロックの読み書き
ある論理ブロック読み出し要求に対して、複
数の物理ブロックが対応する場合、利用してい
るホストからネットワーク的に最も近いホスト
に対して読み出し要求を出す。ホスト障害など
でアクセスできない場合、他の複製ブロックを
順次要求していく。また、モバイルホストなど
がネットワークから切断されている場合、他の
ホストと通信することができず、必要なブロッ
クを読み出せないことがありうる。このような
場合には、)*%#の 	*と同様の技術を
用いて、必要なブロックをあらかじめモバイル
ホストのディスクに保持しておく必要がある。
論理ブロックを書き込む場合、このブロック
に対応する複製ブロックを全て更新する必要が
ある。しかし、複製ブロックを保持しているホ
ストが障害などでダウンしている場合、その複
製ブロックを更新することができない。障害で
ダウンしている場合、障害を復旧して再起動す
る際にディスクをチェックして、複製ブロック
を最新のものに更新することができる。モバイ
ルホストなどがネットワークから切断されてい
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る場合にも、ホスト障害と同様、他のホストと
通信できなくなるのでモバイルホストの持つ複
製ブロックを更新できない。この場合にも、障
害から復旧したときと同様、ネットワークに再
接続した時に複製ブロックを更新する必要があ
る他、モバイルホスト自身が更新したブロック
を他のホストに複製する必要がある。このとき、
あるブロックが "台以上のホストで更新され、
更新が衝突することがありうる。このような衝
突をある程度自動的に解決する方法も提案され
ている +#が、何らかの形でユーザの判断をあお
ぐような機構も用意すべきであろう。
  システムの実装状況
現在、上記の設計に基づき、,
 )-.ベー
スの-)表 を用いて本分散ファイルシステム
のストレージ層の実装中である。実装は /
*
 0 $12 
	
 "1&1$を改造する形で行って
いる。
 ファイルシステム層とストレー
ジ層の連携
本システムのストレージ層はネットワーク上
で仮想ディスクを提供するものなので、通常の
ディスク装置上で運用できるファイルシステム
ならば、原理的には全て本システムのストレー
ジ層の上で利用することができる。しかし、ス
トレージ層の性質を踏まえた上で、専用のファ
イルシステム層を設計することにより、全体と
してより効率的な動作が期待できる。
ファイルシステム層については現在まだ詳細は
決定していないが、ブロックの複製によって、書
き込み時のコストが大きいことを考えると、書き
込みコストを比較的低減できる  		
*
ファイルシステム ! '#をベースにしたもの
を検討中である。一ユーザが複数の計算機を用
いる場合の情報共有を支援するという視点から、
システム全体で単一のログを用意するのではな
く、ファイルの利用者ごとにログを分割し、ロ
グ単位で必要な計算機に複製を用意する。
これを可能にするために、ストレージ層はブ
ロックの複製を作成するべきホストのヒントを
得るためのインターフェースを備える必要があ
る。ファイルシステム層は、このインターフェー
スを通じて、ファイルの所有者・利用者情報を
元に複製を設ける計算機のヒントを与える。
将来的には、ユーザの同一性を決定するため
の仕組みを用意する必要もあると考えられる。
現在、.0ベースのオペレーティングシステム
3では、ユーザ ,.,を用いてこれを行っ
ているが、一人の実ユーザが複数の計算機を用
いる場合、これらの全てでこのユーザの.,が
一致しているとは限らない。また、別人が故意
に同じ.,を用いてファイルにアクセスしよう
とするなどの問題も考えられる。
同様に、計算機の同一性を調べるマシン ,の
ようなものを導入する必要もあるかもしれない。
現在、計算機の一意性はネットワークアドレス
,-アドレスを使って調べることが多いが、そ
もそもネットワークゲートウェイのように複数
の ,-アドレスを持つ計算機も多い。また、,-4&
のプライベートアドレスのように、一意性を保
証できないアドレスも存在する。更に、モバイ
ルホストのようにネットワークアドレスが変化
する場合もある。これに関しては、5
 ,-6#
のような技術を用いれば解決できるかもしれな
いが、さらに検討する必要がある。
 関連研究
ネットワークに接続された複数の計算機に接
続されたディスク装置を用いて、全体として単
一のファイルシステムとして動作させるような
システムは、これまで数多く提案されている。
7
	'! &!  # は、ネットワークに接続され
た計算機のディスク装置を /, /
**
		 8 ,
09
4
 2#と同様に用い
てストライピングを行うことにより、ファイルア
クセス性能を向上する分散ファイルシステムで
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)-. メモリ ディスク ネットワーク
デスクトップ -) -
& "1&:; :<
 "2:<
 222<
=
ノート -) )

	 '225; %&5<
 &:<
 22<
=
表 ( 実装用-)の仕様
ある。 		
*ファイルシステム ! '#
の手法を用いることによって、サイズの小さな
ファイルの書き込みにおいても性能低下を押さ
えるような工夫がなされている。0! "#は、
7
	の手法を改良し、分散処理をさらに進め
たシステムである。
-
$#と 	9%#はファイルシステ
ム層とストレージ層の二層構造をとる分散ファ
イルシステムである。前者が分散ストレージシ
ステムであり、後者が前者の上で動作するファ
イルシステムにあたる。分散性の吸収やブロッ
クの複製による冗長性の確保は -
で行われ
ているが、ファイルシステムである	9
の管理情報を利用するようなことは行われてい
ない。
-
	/,&#は、分散ストレージシステ
ムである。単に複数の計算機にブロックを複製
するだけではなく、持ち運び可能なリムーバブ
ルディスクにも書き込みを行ったブロックをロ
グとして記録する。このディスクを持ち運ぶこ
とにより、互いにネットワークで接続されてい
ない計算機同士の間でもファイル共有を透明に
行うことができる。しかし、ネットワーク接続が
あるような場合にこれを積極的に利用してファ
イル共有を行うようなことは考慮されていない。
 まとめ
本稿では、我々が現在実装中の分散ストレー
ジシステムについて述べた。これは、ストレー
ジ層とファイルシステム層の二層構造に基づく
分散ファイルシステムのストレージ層にあたる
もので、ファイルシステム層で管理する情報を
用いてブロック管理を行う。これによりブロッ
ク配置を最適化してアクセス性能を向上し、ブ
ロックの冗長性を持たせることができる。具体
的には、ファイルの所有者や利用統計などを元
に、ブロックの複製を配置するホストをヒント
として与えるようなインターフェースを設ける
ことを検討している。
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