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We introduce the notion of the asymptotic connectivity of a graph by generalizing to infinite
graphs average connectivity as defined by Beineke, Oellermann, and Pippert. Combinatorial
and geometric properties of asymptotic connectivity are then explored. In particular, we
compute the asymptotic connectivity of a number of planar graphs in order to determine
the extent to which this measure correlates with the large-scale geometry of the graph.
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1. Introduction
In [2], Beineke and his co-authors define the average connectivity of a graph G in order to refine the coarser notion of
connectivity. Both of these graph statistics record somemeasure of howwell connected G is by providing an estimate for the
number of vertices which must be removed in order to disconnect G. This information is useful in the analysis of network
flow and reliability, for instance.
For our purposeswewill always assume thatG is connected and simple. To startwith, letG = (V , E) be a finite undirected
graph. For any integer k we say that vertices u, v ∈ V are k-connected in G if there are at least k pairwise disjoint paths
connecting u to v. We then define the connectivity κG(u, v) (relative to G) of the unordered pair {u, v} by
κG(u, v) = max{k | u and v are k-connected}.
Clearly κG(u, v) = k if and only if k is the cardinality of any maximal collection of mutually disjoint paths in G connecting u
and v.
The average connectivity of G is then defined to be the average of the above statistic over all pairs of distinct vertices:
κ¯(G) = 1( |V |
2
)∑
u6=v
κG(u, v).
The numerator of this expression is called in [2] the total connectivity of the graph.
The ‘‘global’’ nature of average connectivity does a good job of measuring the integrity of the overall graph in terms of its
connectedness. However, this measure makes sense only for finite graphs, whereas infinite graphs arise naturally in various
geometric, topological, and algebraic contexts. For example, the most natural means of analyzing a group Γ geometrically
is by investigating the Cayley graph G(Γ , A) of Γ relative to the generating set A. (Recall that this is the graph G such that
V (G) = Γ and E(G) = {(g, ga) | g ∈ Γ , a ∈ A}.) Geometric and combinatorial information concerning G(Γ , A) often gives
rise to algebraic information concerning Γ itself.
Our goal is to develop a technique for measuring the ‘‘connectivity at infinity’’ of infinite graphs, in order to shed light on
other structural properties of those graphs. On pursuing this course, wewill see that the topological nature of connectivity in
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the case of finite graphs gives way to a geometric formulation of connectivity in the infinite case. For instance, connectivity
will relate intimately to the combinatorial curvature and isoperimetric number of a given graph, and thereby to percolation
and random walks on the graph. This geometric formulation will become more clear in subsequent work (in [1]) as we
consider connectivity of infinite graphs carrying a hyperbolic metric structure. In the present work we focus on developing
the notion of asymptotic connectivity, defined below.
To begin, we let v0 ∈ V be chosen as a basepoint in the graph G. Given an integer n ≥ 0, let Bn(G, v0) denote the ball of
radius n centered at v0; that is,
Bn(G, v0) = {v ∈ V | ρ(v0, v) ≤ n},
where ρ : V × V → N ∪ {0} is the path metric on G. We may write simply Bn(v0) or Bn when G and v0 are understood. We
define the asymptotic connectivity of G relative to v0 by
κa(G, v0) = lim
n→∞ κ¯(Bn(G, v0)),
should this limit exist (see Section 2). Clearly if G is connected and finite, then κa(G, v0) = κ¯(G) for any choice of basepoint.
After making a few preliminary observations concerning κa and considering some basic examples, we describe some
classes of graphs for which κa exists. We will see that if the planar graph G is ‘‘sufficiently regular’’ and balls grow in some
controlled fashion, κa is well defined.
Let us first say that G is weakly regular relative to v0 ∈ V (G) if there is a well-defined signature function f : N → [0, 1]
with finite support such that
f (i) = lim
n→∞
|{v ∈ Bn(v0) | d(v) = i}|
|Bn(v0)| ,
where d(v) is the degree of the vertex v. It is clear that if G is weakly regular relative to v0, then the asymptotic degree
da(v0) = lim
n→∞
1
|Bn(v0)|
∑
v∈Bn(v0)
d(v)
exists.
We now define the Cheeger constant based at v0 by
κ∗(G, v0) = lim inf
n→∞
{|∂W |
|W |
∣∣∣∣ v0 ∈ W ,W is connected, and n ≤ |W | <∞} ,
where ∂W is the collection {v ∈ V \W | ∃w ∈ W , {v,w} ∈ E(G)}. If κ∗(G, v0) = 0, we say that G is amenable relative to
the basepoint v0.
It is well known and not difficult to show that amenability does not depend on the choice of basepoint. It is also not hard
to see that if a graph G exhibits polynomial growth relative to the basepoint v0 (that is, |Bn(G, v0)| = O(nr) for some fixed
r > 0), then it is amenable relative to v0.
In Section 3 we prove
Theorem 1.1. Let G be a one-ended planar amenable graph with bounded face length and bounded maximal degree. Then if G
is weakly regular relative to v0 ∈ V (G), κa(G) exists independently of the choice of basepoint and lies in [1, da(v0)]. Moreover,
κa(G) = da(v0) if and only if G is essentially da(v0)-regular; that is, Prob (d(v) = da(v0)) = 1.
Here, as below, a graph is said to be one-ended if the removal of any finite subgraph fails to disconnect the graph.
We have defined our collection {Bn}∞n=0 in terms of the standard graph metric, however other authors have made
use of different collections (see [6–8]) to estimate isoperimetric numbers. It is easy to see that under the hypotheses
of Theorem 1.1, κa is also independent of the choice of {Bn}∞n=0, as long as this collections satisfies certain reasonable and
mild conditions. We consider this issue in Section 4.
2. Basic properties
As we shall soon see, κa(G, v0) is not guaranteed to exist for a given graph G and basepoint v0. To remedy this, one may
define the lower and upper asymptotic connectivities,
κ`(G, v0) = lim inf
n→∞ κ¯ (Bn(G, v0)) and κu(G, v0) = lim supn→∞ κ¯(Bn(G, v0)),
respectively. Although these measures often fail to give precise data on a graph’s limiting connectivity, they can be used to
give ‘‘worst case’’ information.
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We begin with the following observation, in which∆(G) = max{d(v) | v ∈ V }:
Proposition 2.1. If G is an infinite, simple, connected graph, then
1 ≤ κ`(G, v0) ≤ κa(G, v0) ≤ κu(G, v0) ≤ ∆(G)
for any basepoint v0, should κa(G, v0) exist.
Proof. Clearly Bn(v0) is path connected, for any v0, and so every pair of distinct vertices contributes at least 1 to the total
connectivity of this ball. Similarly, because of the restriction on degrees, no pair can contribute more than ∆(G). Thus
1 ≤ κ¯(Bn(v0)) ≤ ∆(G), yielding inequalities which can be obtained in the limit as well. 
Note that although the definition of average connectivity makes sense in case G is not connected, the fact that ρ(u, v) =
∞ in the pathmetric when u and v lie in different connected components allows asymptotic analysis only of each connected
component of Gwhen G fails to be connected.
Unfortunately, as the following result shows, asymptotic connectivity is not always easy to pin down:
Proposition 2.2. There exist infinite, simple, connected graphs G1 and G2 such that
(1) κa(G1, v0) = ∞ for some basepoint v0, and
(2) κa(G2, v0) does not exist for some basepoint v0.
Proof. (1) Let {nk}k≥0 be a nondecreasing sequence of integers such that n0 = 1 and for all k ≥ 1, nk ≥ 2k3. We form
the graph G1 from the collection of disjoint complete graphs {Kn0 = K1, Kn1 , Kn2 , . . .} by selecting from each Kni (i ≥ 1) a
pair of distinct vertices {vi, v′i} and then adding edges {vi, v′i+1} for every i ≥ 0. Taking v0 ∈ Kn0 as our basepoint, it is a
simple matter to compute κ¯(Bn(v0)), since every pair of vertices in which each is drawn from a different complete subgraph
contributes only 1 to the total connectivity. When k ≥ 2 we obtain
κ¯(B2k(v0)) =
∑
0≤i<j≤k
ninj +
k∑
i=0
[( ni
2
)
(ni − 1)
]
( k∑
i=0
ni
2
)
>
( nk
2
)
(nk − 1)(
knk+1
2
)
= (nk − 1)
2
k2(nk + 1k )
>
(nk − 1)2
k2(nk + 1) >
nk − 1
2k2
> k− 1,
the last two inequalities following from nk > 3 and nk ≥ 2k3, respectively. Thus
κa(G1) = lim
k→∞ κ¯(Bk(v0)) ≥ limk→∞(k− 1) = ∞.
(2) G2 as desired can be constructed in a similar fashion using a similar collection of complete graphs. Instead of connecting
vi and v′i+1 by a single edge, however, we connect them by a simple path Pmi , wheremi is sufficiently large to counteract the
effect of the graphs Kni on the intermediate average connectivities.
More precisely, we begin with the graph Pm1 = P2 with a single edge {v0, v}, and attach to it a complete graph Kn1 = K4
so that v ∈ Kn1 . We obtain κ¯(B1(v0)) = 1 and κ¯(B2(v0)) = 115 > 2. Assume we have constructed a neighborhood of v0 out
of paths and complete graphs
Pm1 , Kn1 , Pm2 , Kn2 , . . . , Pmk , Knk ,
each sharing a vertex with the last, in such a fashion that κ¯(Brk(v0)) < 1 + 12k where rk =
∑k
i=1mi, and κ¯(Brk+1(v0)) > 2.
Let Nk = |Brk+1(v0)|, and note that κ¯(Brk+1(v0)) < κ¯(KNk) = Nk − 1. Now selectmk+1 such that
1
2k+1
m2k+1 +
1− 2Nk
2k+1
mk+1 +
(
2+ 1
2k+1
− Nk
)
Nk(Nk − 1) > 0.
The reader may now check that by appending the path Pmk+1 to the complete graph Knk ,
κ¯(Brk+mk−1(v0)) <
(
Nk
2
)
(Nk − 1)+ Nkmk+1 +
(mk+1
2
)(
Nk+mk+1
2
) < 1+ 1
2k+1
.
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A similar choice of nk+1 governs the construction of Knk+1 and thus Brk+mk+1(v0) such that κ¯(Brk+mk+1(v0)) > 2. The
inductive result is a graph G2 for which the sequence of average connectivities {κ¯(Bn(v0))}n≥0 clearly has no limit. Taking
nk+1 as small as possible at each step, we can even ensure that this sequence is bounded (so, for instance, κ`(G2, v0) = 1
and κu(G2, v0) = 2). More cleverness still yields a sequence {κ¯(Bn(v0))}n≥0 which has any prescribed finite set of limit
points! 
The situation is actually a bit more grim than Proposition 2.2 suggests: as we will see at the conclusion of Section 3,
there exist one-ended planar graphs with bounded face length, boundedmaximal degree, and polynomial growth for which
κa(G, v0) fails to exist. All is not lost, for it is not exceedingly difficult to build graphswith prescribed asymptotic connectivity.
For instance, one may make use of the constructions of Section 3 of [2] to create arbitrarily large so-called uniformly
k-connected graphs. Defining G to be the limiting object of such a process, κa(G)will have the desired value.
However, these constructions are in some way ad hoc, and it is desirable to understand the asymptotic connectivity of
more well behaved and commonly encountered graphs, such as those considered in the following section.
3. Amenable planar graphs
In this sectionwe compute κa(G, v0) for certain planar graphsG. In order to get our feetwet, the first graphsGwe consider
are highly regular, in that there is a group Γ of isometries acting freely and co-compactly on G. Below, G will be the image
under Γ of some compact fundamental domain containing a single vertex. Thus for any vertices v0 and v′0, Bn(v0) and Bn(v
′
0)
are essentially identical, and asymptotic connectivity, when defined, does not depend on the choice of basepoint. We let
Bn = Bn(G, v0) and Sn = Sn(v0) = {v ∈ V | ρ(v, v0) = n}, the graph G and basepoint v0 being understood.
An instructive case to consider is that of G(4, 4), the 4-regular tiling of the plane in which 4 congruent squares meet at
every point. A simple induction allows us to compute both |Sn| and |Bn| in this case. While |S0| = |B0| = 1, |Sn| = 4n and
|Bn| = 2n2 + 2n + 1 for n ≥ 1. As expected, the size of the ball Bn is quadratic in the size of its boundary Sn. It is also a
straightforwardmatter to check that if u, v ∈ Bn−2, then κBn(u, v) = 4, so that the overwhelmingmajority of pairs in Bn×Bn
contribute 4 to κ¯(Bn). Those negligibly many pairs involving vertices in Sn and Sn−1 contribute either 2 or 3 to this average.
Thus
κa(G(4, 4)) = lim
n→∞ κ¯(Bn) = 4.
A similar analysis of the graph G(3, 6), the regular tiling of the plane by hexagons, yields |Sn| = 3n and |Bn| = 3n2+3n+22 for
n ≥ 1, giving us κa(G(3, 6)) = 3. The same situation arises in the regular tiling by triangles, G(6, 3): here, |Sn| = 6n for
n ≥ 1, yielding |Bn| = 3n2 − 3n+ 1, so that κa(G(6, 3)) = 6.
Remark. Them-regular tilings G(m, n) of the hyperbolic plane by n-gons will be considered in a forthcoming paper, [1], in
which we show κa(G(m, n)) < 2 wheneverm, n ≥ 2 and 1m + 1n < 12 . For more on this, see Section 4.
We now generalize the above examples, exploiting conditions which allow us to ignore the boundary Sn. From now until
further notice all graphs we consider are connected one-ended planar graphs with no cut vertices, and we fix for all time a
given planar realization of G. We say that a cycle C = [v1, v2, . . . , vn] in the graph G is facial if C bounds a face (that is, a
topological disk). We say that G has bounded face length if for some fixed L every facial cycle has length at most L. For any
v ∈ V (G), the link of v, lk(v), is the graph whose vertices correspond to edges incident v and in which a pair of vertices are
connected if they lie on a common facial cycle.
Lemma 3.1. Let G be a connected planar graphwith no cut vertices inwhich every vertex has finite degree. Then for any v ∈ V (G),
lk(v) is either a finite path or a cycle.
Proof. Since no vertex has infinite degree, every link is finite. By planarity, no link can contain branch points. If the link lk(v)
were disconnected, v would be a cut vertex. Indeed, if {v,w} and {v,w′} are edges in different components of lk(v), then
removing v clearly disconnectsw fromw′ in G. This cannot occur, so lk(v)must be connected. 
We define the boundary of G to be the collection
∂G = {v ∈ V (G) | lk(v) is a path}.
If v ∈ ∂G, we call the two edges corresponding to the endpoints of lk(v) the boundary edges relative to v.
Clearly one-ended graphs may have nonempty boundary: the tiling by squares of the upper half-plane is such a graph.
However, the boundary, if nonempty, is very easy to recognize:
Lemma 3.2. Let G be a one-ended planar graph with no cut vertices in which every vertex has finite degree. If ∂G 6= ∅, then the
full subgraph it generates is homeomorphic to the real line.
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Proof. We first note the obvious fact that if e = {v,w} is a boundary edge relative to v, it is also a boundary edge relative
tow. From this it follows that ∂G has no branch points, and that no component of ∂G is a finite path.
If some component of ∂G consists of a cycle C , this cycle must be facial, otherwise we would contradict that one of its
constituent edges is a boundary edge. But then C ’s face witnesses adjacency of any consecutive edges in C in the links of the
respective vertices. That is, no vertex in C would lie in ∂G, a contradiction.
Finally, suppose ∂G contains two distinct components which are infinite arcs. Select vertices u from one component and
v from another. Since G is connected, there is a path φ from u to v. Moreover, removal of all vertices in this path disconnects
G into more than one end, as can be shown using standard arguments on endedness. 
We now prove the following important
Lemma 3.3. Suppose that G is a one-ended planar graphwith no cut vertices, bounded face length L, and boundedmaximal degree
∆. Also assume that G has no boundary. Then there exists a number λ, depending only on L and∆, such that for any v0 ∈ V and
any n > λ,
u, v ∈ Bn−λ ⇒ κBn(u, v) = min{d(u), d(v)}.
Proof. Let v0 be given, and let u, v ∈ Bn(v0). Let p0 = (e0, . . . , f0) be a path from u to v formed by concatenating geodesics
from u to v0 and from v0 to v. We may label the remaining edges incident u by e1, . . . , ek reading clockwise, and e′1, . . . , e
′
k
reading counterclockwise, where k = b d(u)2 c. In a similar fashion label the remaining edges incident v by f1, . . . , fl reading
counterclockwise, and f ′1, . . . , f
′
l , reading clockwise, where l = b d(v)2 c.
We now construct paths pi (resp. p′i), 0 ≤ i ≤ min{k, l}, beginning with ei (resp. e′i) and ending with fi (resp. f ′i ). Each path
indexed by iwill be disjoint from all paths indexed by j, j < i, and if x ∈ pi ∪ p′i there will be y ∈ p0 such that ρ(x, y) ≤ id L2e.
Note that p0 satisfies the required conditions. Inductively, assume that pi = (ei, . . . , fi) has been constructed, and let
pi+1,0 = pi. By planarity there is at least one facial cycle C0 containing ei and ei+1 as consecutive edges. (There will be exactly
one such face unless d(u) = 2.) Let q0 be the portion of pi+1,0 contained in C0, and let pi+1,1 be the path formed from pi+1,0
by replacing q0 with C0 − q0, the remaining portion of C0.
We continue in the same fashion: having formed the path pi+1,j from pi+1,j−1, we find a facial cycle Cj containing
consecutively the first edge of pi remaining in pi+1,j and the edge prior to it in that path. Replacing the portion qj of pi+1,j
contained in Cj with the remainder Cj − qj of that cycle, we obtain pi+1,j+1. This process terminates, since at each step a
shorter subpath of pi remains. The final step in the construction involves a cycle Cr containing the edge fi+1.
Inductively the construction builds a path pi+1 disjoint from all pj, j ≤ i. Now choose x ∈ pi+1. By construction, x lies in
some cycle Cj as above. Since every Cj contains at least one vertex on pi and has length at most L, there is some vertex y′ ∈ pi
such that ρ(x, y′) ≤ d L2e. Applying the inductive hypothesis regarding pi, there is a vertex y ∈ p0 such that ρ(y, y′) ≤ id L2e.
Thus ρ(x, y) ≤ (i+ 1)d L2e.
Of course, the paths p′i are constructed analogously.
If we choose λ = b∆2 cd L2e and let u, v ∈ Bn−λ(v0), any of the above paths will lie entirely within Bn(v0) and will witness
κBn(u, v) = min(d(u), d(v)}, as desired. 
Remark. Lemma 3.3 can also be proven should G’s boundary be nontrivial. In this case, a little bit more care must be
exercised in constructing the desired paths, to ensure that one does not ‘‘run out of room’’ near the graph’s boundary. If
u and v both lie at least λ from the boundary, nothing need be done. Otherwise, the construction may begin with a path
which incorporates boundary edges, so that subsequent paths build away from the boundary. The details are left to the
reader.
Let us put ourselves in a context where elements near the outer sphere Sn of Bn can be ignored; Lemma 3.3 will then
allow easy computation of asymptotic connectivities.
We say that G has polynomial growth relative to v0 for v0 ∈ V (G), if there is some r > 0 such that |Bn(v0)| = O(nr). In this
case, the boundary Sn(v0) has size of the order of a strictly lower power, and is thus negligible. We also have the following
nice property:
Lemma 3.4. Let G have polynomial growth relative to v0 for some v0 ∈ V (G). Then G has polynomial growth relative to any
basepoint. Moreover, if the asymptotic degree
da(v0) = lim
n→∞ da(Bn(v0)) = limn→∞
1
|Bn(v0)|
∑
v∈Bn(v0)
d(v)
exists, then da(v′0) exists for any v
′
0 ∈ V (G), and da(v′0) = da(v0).
P. Bahls / Discrete Mathematics 309 (2009) 2250–2259 2255
Proof. Let v′0 ∈ V (G). A simple induction on ρ(v0, v′0) will establish the claim on growth of Bn(v′0), provided we can prove
the claim in case v0 and v′0 are adjacent. Let this be. Then the symmetric differenceD of the sets Bn(v0) and Bn(v
′
0) is negligibly
small. In fact, D ⊆ Sn(v0) ∪ Sn(v′0). Thus D can be ignored in the limit, so that Bn(v′0) grows precisely as quickly as Bn(v0).
The proof of the claim regarding the asymptotic degrees is nearly identical. Indeed, in computing the averages da(Bn(v0))
and da(Bn(v′0)), the boundaries Sn(v0) and Sn(v
′
0)may be ignored, and therefore somay be the symmetric difference of these
sets. In the limit, the averages must be the same. 
As indicated in the introduction, Lemma 3.4 will also hold should the graph G merely be amenable. Reviewing the
definition of weak regularity from Section 1, we see Lemma 3.4 shows that this definition is independent of basepoint in the
context of amenability, and thus whenever G has polynomial growth.
Now suppose that G is a weakly regular amenable planar graph with bounded face length, bounded maximal degree,
and further suppose that the degrees d1 < d2 < · · · < dl are precisely those represented in Bn(v0) with non-vanishing
frequency. That is, there exist numbers ki (for 1 ≤ i ≤ l) such that
lim
n→∞
|{v ∈ Bn(v0) | d(v) = di}|
|Bn(v0)| = ki.
Note that for each i = 1, . . . , l, f (di) = ki, where f is G’s signature function, as defined in Section 1. The following fact is
easily proven:
Lemma 3.5. With di and f (di) as above,
da(v0) =
l∑
i=1
dif (di).
Now let us approach κa(G, v0). If G is amenable relative to v0, for purposes of computing κa we can disregard elements
near the boundary Sn when n is sufficiently large.
Remark. This fact is obvious when G exhibits polynomial growth; in the more general context of amenability we must
also make use of the assumptions that da exists and that G has bounded face length. Indeed, given these assumptions,
κ∗(G, v0) = 0 implies that |Sn(v0)||Bn(v0)| tends to 0 as n→∞.
On the other hand, if we do not assume weak regularity, we may use a construction in which we build increasingly wide
and alternatingly ‘‘flat’’ and ‘‘hyperbolic’’ radially symmetric rings of squares about v0 to create an amenable graph G such
that
lim sup
n→∞
|Sn(v0)|
|Bn(v0)| > 0,
and for which κa(G, v0) does not exist; see Proposition 3.12.
Not only can we ignore Sn, but we can do without
⋃n
i=n−λ+1 Si, where λ is defined as in Lemma 3.3. By that lemma, any
pair (u, v) taken from the remaining vertices contributes connectivity equal to the smaller of d(u) and d(v). Moreover, the
contribution made by those pairs involving v whose degree d(v) does not appear among the di can be ignored. After some
elementary combinatorics and discarding of lower-order terms, we arrive at a formula for κa:
Lemma 3.6. With di and f (di) as above,
κa(G, v0) =
l∑
i=1
di
(
f (di)2 + 2f (di)
∑
j>i
f (dj)
)
.
Remarks. Just as we weakened κa by defining the lower and upper asymptotic connectivities κ` and κu, we may similarly
define d` and du in the obvious fashion. When G has polynomial growth, applying the formula in the previous lemma to
d` and du leads to corresponding formulas for κ` and κu, respectively. For more general graphs (including some amenable
ones; see Proposition 3.12), more caution must be exercised when computing asymptotic connectivities from asymptotic
degrees, as it can be that κ` 6∈ [d`, du].
The key here is that what matters in computing κa is not so much the degree of a vertex in a ball Bn as its effective degree
relative to that ball. Roughly, the effective degree of v gives themaximal number of mutually disjoint paths emanating from
v and lying wholly in Bn. This will be discussed more fully in [1].
We have now proven all of Theorem 1.1 but the estimate on κa:
Lemma 3.7. For G as above, κa(G, v0) ≤ da(v0) with equality only when l = 1.
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Proof. We argue by induction on l. If l = 1 the result is clear. Let us verify the case l = 2 as well, to motivate the inductive
step. When l = 2 we obtain
κa = κa(G, v0) = d1f (d1)2 + 2d1f (d1)f (d2)+ d2f (d2)2 = d1f (d1)(1+ f (d2))+ d2f (d2)2.
This is a weighted average of d1 and d2 > d1 in which d1 occurs in higher proportion, and d2 in lower proportion, than in
da = da(v0). Thus κa ≤ da, with equality only when f (d2) = k2 = 0.
Assuming that we have proven the case for a given value of l, consider the case inwhich l+1 degrees occur withmaximal
order. Isolating the term in κa containing d1, we rearrange its contribution to this average:
f (d1)2 + 2f (d1)
∑
j>1
f (dj) = f (d1)
(
1+
∑
j>1
f (dj)
)
> f (d1).
Scaling down by the factor 1− f (d1), we can apply the inductive hypothesis, with the weights f (di)1−f (d1) (for i = 2, . . . , l+ 1),
and obtain∑
i>1
di
(
f (di)2 + 2f (di)
∑
j>i
f (dj)
)
< (1− f (d1))
∑
i>1
dif (di).
Thus we obtain as an upper bound for κa a weighted average of the degrees di in which the weight on d1 is greater than f (d1)
and the weight (1− f (d1))f (di) on di, i ≥ 2, is less than f (di). This weighted average is thus less than da, by Lemma 3.5.
To finish the proof, we merely need to note that equality holds only when
∑
j>1 f (dj) =
∑
j>1 kj = 0, in which case G is
essentially d1-regular. 
Corollary 3.8. Let G be a one-ended infinite amenable planar graph with bounded face length.
(1) If G is n-regular, then κa(G) = n, independent of basepoint.
(2) If some group Γ acts on G co-compactly by isometries, κa(G) exists, independent of basepoint.
Proof. (1) is obvious. To prove (2), all we need to note is that weak regularity follows from considering the distribution of
degrees of vertices in a compact fundamental domain D for Γ ’s action on G. 
Remark. Although we have shown κa ≥ 1, we can do better in case G has no cut vertices, as is true of many interesting
tilings of the plane. In this case, clearly f (1) = 0 holds for G’s signature function f , and thus κa ≥ 2. This bound is sharp:
letting Gk be the graph resulting from G(4, 4) by subdividing each edge k times, one easily shows
lim
k→∞ κa(Gk) = 2.
For less well-structured graphs, the results are not so clear. Consider, for example, Penrose tilings by rhombi (see [5]
for more details). These quasiperiodic graphs are induced by certain tilings of the Euclidean plane by rhombi with interior
angles measuring {36◦, 144◦} and {72◦, 108◦}. For all v ∈ V (G) in the resulting graph, 3 ≤ d(v) ≤ 7, and clearly all faces
have length 4. The tilings are locally and globally flat, and growth in each is polynomial. Should such G be weakly regular,
κa(G)would exist, by Theorem 1.1.
Proving weak regularity is a difficult task here, and wewill return to it shortly. We first indicate howwe can obtain some
elementary bounds on κa(G):
Proposition 3.9. Let G be a Penrose tiling by rhombi. Then da(G) = 4, and 134 ≤ κa(G) ≤ 4, should κa(G) exist.
Proof. In order to establish da, we use the following elementary result:
Lemma 3.10. Suppose G is a weakly regular one-ended infinite planar graph with boundedmaximal degree, bounded face length,
and polynomial growth. Suppose that d = da(G). Let G¯ be the dual graph to G, defined as usual by replacing vertices with faces
and vice versa. Then da(G¯) = 2dd−2 .
Proof. This is a simple application of the Euler formula f − e + v = 1 (counting only bounded faces) to increasingly large
balls Bn about some basepoint in G. Namely, ignoring the negligible contribution made by Sn and using the obvious notation
vn, en and fn, we have en ≈ d2vn, so that
fn − en + vn ≈ 1 ≈ 0⇒ fn ≈
(
d− 2
d
)
en.
All of these approximate equalities become equalities on taking n → ∞. From the last, remembering to count each edge
twice, we get a formula for the average number of edges per face:
2en
fn
≈ 2en
((d− 2)/d) en =
2d
d− 2 .
Clearly this value gives the asymptotic degree of the dual G¯. 
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Fig. 1. A bubble.
In the caseG is a Penrose tiling by rhombi, the dual G¯ is 4-regular, so da(G¯) = 4 trivially, giving da(G) = da( ¯¯G) = 2·44−2 = 4.
Proposition 2.1 now establishes the stated upper bound on κa(G).
Suppose that Gwere weakly regular, with f (i) = pi, i = 3, 4, 5, 6, 7. Then∑7i=3 pi = 1 and∑7i=3 ipi = 4, fromwhich we
conclude p3 = p5+ 2p6+ 3p7. The set of possible proportions pi can thus be described as a three-dimensional simplex with
coordinates (p5, p6, p7).Wewish tominimize the polynomial function κa over this region. Standard optimization techniques
place κa’s extrema at one of the extremal points of the simplex, namely at one of the points {x4 = 1}, {x3 = x5 = 12 },
{x3 = 23 , x6 = 13 }, {x3 = 34 , x7 = 14 }. Simple computations show that the first corresponds to the maximum κa = 4, and a
minimum is achieved at the last point, where κa = 134 . 
It turns out that Penrose rhomb tilings areweakly regular, as established by Fu, Hou, and Liu in [3]. Let φ = −1+
√
5
2 , and
let p(φ) be the polynomial
φ2 + φ3 + 6
5
φ4 + φ5 + 7
5
φ6 + φ7 + 1
5
φ8.
The above authors use decagonal coverings to obtain the following values, translated into our language involving the
signature function f :
f (3) = φ
2 + φ4
p(φ)
,
f (4) = φ
5
p(φ)
,
f (5) = φ
3 + 15φ4 + 25φ6 + 15φ8
p(φ)
,
f (6) = φ
7
p(φ)
, and
f (7) = φ
6
p(φ)
.
Plugging these values into our usual formula for κa, we obtain κa = 6893−3081
√
5 ≈ 3.67456, agreeing with our above
estimates.
To finish the section we consider two more examples of graphs with aberrant behavior. Our first example was indicated
following Proposition 2.2:
Proposition 3.11. There exists a one-ended infinite planar graph G with regular dual G¯, bounded maximal degree, bounded face
length, and polynomial growth such that da(G) exists but G is not weakly regular.
Proof. We construct the dual G¯ by pasting together faces of length 3, 4, and 5. Key to the construction is the local
configuration we call a bubble, consisting of 2 triangles, 18 quadrilaterals, and 2 pentagons, arranged as in Fig. 1.
Suppose each face is given the metric structure of the corresponding regular Euclidean n-gon. Eight of a bubble’s interior
vertices then yield an angular surplus of 18◦, while two vertices yield a 12◦ deficit, and two more a 60◦ deficit. The result is
a subgraph with mean curvature 0, as 8 · 18− 2 · 12− 2 · 60 = 0. Pasting together these subgraphs and intervening right
quadrilaterals so that the angle sum at every vertex is 2pi , we obtain a globally flat graph with polynomial growth. Because
every vertex in a bubble has degree 4, the resulting graph is 4-regular.
2258 P. Bahls / Discrete Mathematics 309 (2009) 2250–2259
In order to construct G¯, we begin with a fixed basepoint and build outward in rings of thickness equal to the width of a
bubble, 3. At a given distance r from the basepoint, the ring Rr may contain any number of bubbles up to some maximum
value, linear in r . We may adjust the ‘‘density’’ of bubbles in each successive ring so that the proportion of quadrilaterals
among all faces in Bn varies interminably, as n→∞. Taking the dual of this graph yields a one-ended infinite planar graph
with polynomial growth and face length bounded by 4 in which 3 ≤ d(v) ≤ 5 for all vertices, and for which G is not weakly
regular. 
Remarks. It is unclear whether G constructed as in Proposition 3.11 has well-defined asymptotic connectivity, even though
we can safely say that κa ∈ [d`, du] ⊆ [3, 5] should κa exist. However, suppose that G is a one-ended infinite planar graph
with bounded face length and polynomial growth in which almost every vertex has one of two degrees, d1 or d2. Basic linear
algebra then shows that G is weakly regular if and only if da(G) exists if and only if κa(G) exists. Moreover, if k ≥ 4 then
given any collection of integers {a1, . . . , ak} satisfying 2 ≤ a1 < · · · < ak and any κ and d such that a1 < κ < d < ak, one
can construct continuously many valid signature functions f such that if f = fG, then κa(G) = κ and da(G) = d. (Actually
finding graphs G to ‘‘model’’ these signatures is a nontrivial matter.)
Our last example shows that care must be exercised when dealing with amenable graphs that do not exhibit polynomial
growth:
Proposition 3.12. There exists an amenable planar graph with bounded maximal degree and bounded face length such that for
some basepoint v0, κa(G, v0) fails to exist, and moreover κ`(G, v0) 6∈ [d`(G, v0), du(G, v0)].
Proof. Let  be some fixed real number,  ∈ (0, 1).
Let Bn1(v0) be a portion of the 5-regular tiling of the hyperbolic plane by squares, radially symmetric about v0, where n1
is chosen so that κ¯(Bn1(v0)) < 2. (That this can be done is proven in [1] using elementary linear algebra to keep track of the
number of vertices of various degrees in the spheres Sk. Roughly speaking, the exponential growth at the boundary of the
balls Bk guarantees that most pairs of vertices in large balls do not witness anything close to their optimal connectivity of
5.) This initial region is ‘‘hyperbolic.’’
We now enter a ‘‘flat’’ stage of the construction. Build Sn1+1(v0) from Bn1(v0) bymaking every pair of consecutive vertices
in a radial traversal of Sn1(v0) adjacent to a new vertex in Sn1+1(v0), and then appending new outwardly oriented edges to
vertices in Sn1(v0) as needed in order to ensure that every vertex in Sn1(v0) has degree 4. (The first condition ensures that
we continue to tile the plane by squares.) Build Sn1+2(v0) from Bn1+1(v0) in the same manner, and so forth.
It is not hard to see that the growth of the spheres Sn1+k(v0) is linear in k. Thus, as in the proof of Lemma 3.6 the
contribution of the outermost spheres may be neglected when computing κ¯(Bn1+k(v0)) for sufficiently large k. Thus we
may choose a number k1 that is minimal with respect to the conditions
(1) 2+  < κ¯(Bn1+k1(v0)), and
(2)
|∂Bn1+k1 (v0)|
|Bn1+k1 (v0)|
< 12 , where the boundary operation ‘‘∂ ’’ is defined as in the introduction.
Let n2 = n1+k1. The construction nowbecomes ‘‘hyperbolic’’ again: construct Sn2+1(v0) from Bn2(v0) as described above,
only now appending outwardly oriented edges to vertices in Sn2(v0) as needed in order to ensure that every vertex in Sn2(v0)
has degree 5. Continue this process until a minimal value k2 is obtained such that κ¯(Bn2+k2(v0)) < 2.
Let n3 = n2 + k2, and continue the construction, alternating ‘‘flat’’ and ‘‘hyperbolic’’ regions, so that for each even i,|∂Bni (v0)|
|Bni (v0)| <
1
2i−1 .
Let G be the limit of this process. Every one of the desired properties of G holds by construction. 
4. κa is independent of Bn
We conclude by providing motivation for our particular definition of Bn(v0), a discussion which motivates future work
on the geometric significance of κa, [1].
Given G = (V , E), let v0 ∈ V be chosen as a basepoint, and let
{v0} = B(0) ⊆ B(1) ⊆ · · · ⊆ B(n) ⊆ · · · ⊆ V .
We call {B(n)}∞n=0 an admissible system of balls if there we can find functions r, R : N ∪ {0} → R such that
(1) Br(n)(v0) ⊆ B(n) ⊆ BR(n)(v0) for all n ≥ 1,
(2) limn→∞ r(n) = ∞, and
(3) limn→∞ R(n)r(n) = 1.
For example, the system {B∗n}∞n=0 used to analyze G(d, f ) in [6] is admissible, with r and R both linear, and R(n)−r(n) ≤ c ,
a constant depending only on d and f .
We let κa(G, v0,B) be the asymptotic connectivity of G relative to basepoint v0 and admissible systemB.
Proposition 4.1. If G is as in Theorem 1.1, κa(G, v0,B) = κa(G, v′0,B ′) for any choices of basepoint v0 and v′0, and for any
choices of admissible admissible system,B andB ′.
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Proof. Our proof will consider the case in which G has polynomial growth; the more general amenable case is similar.
We have already established basepoint independence. Let us consider an admissible system B ′ and show that the κa
relative to this system is the same as that relative to the standard metric system,B.
We know that
κa(G, v0,B) = lim
n→∞ κ¯(Br(n)(v0)).
We show that the contribution to κ¯
(
B′(n)
)
made by pairs containing at least one vertex from B′(n) \ Br(n)(v0) is negligibly
small. From this it is clear that κa(G, v0,B ′) = κa(G, v0,B).
Suppose that |Sn(v0)| = O(nk), so that |Bn(v0)| = O(nk+1).
Write r for r(n) and R for R(n), and let σ = |BR \ Br | and β = |Br |. Note that |B′(n) \ Br | ≤ σ .
The number of pairs {u, v} containing at least one vertex in B′(n) \ Br is given by σβ +
(
σ
2
)
. Clearly σβ is the dominant
term here, so we ignore
(
σ
2
)
. Meanwhile, the number of pairs lying in Br is given by
(
β
2
)
.
Using our asymptotic polynomial estimates for |Bn| and |Sn|, we obtain
σβ(
β
2
) ≈ c · (R− r)Rk · rk+1
rk+1(rk+1 − 1)/2
for n large, c depending only on G. This becomes
2c(R− r)Rk
rk+1 − 1 >
2cRk+1 − 2crRk
rk+1
= 2c
[(
R
r
)k+1
−
(
R
r
)k]
−→ 0
as n→∞, sinceB ′ is assumed admissible.
Thus the contribution to κa(G, v0,B ′)made by elements in B′(n) \ Br can be discounted in the limit, and our proposition
follows. 
In [6] the authors make use of an admissible system {B∗n}∞n=0 realizing the isoperimetric number for the graphs G(m, n).
On the other hand, we choose our system in order to use it to detect the hyperbolicity of a graph G.
In [4], M. Gromov defined what is meant by a hyperbolic group and laid the foundation for the study of groups from
a purely geometric viewpoint. However, his definition of hyperbolicity can be applied to graphs in general, and the vast
literature dedicated to understanding objects carrying hyperbolic structure motivates us to recognize such geometries.
Theorem 1.1, and Proposition 4.1, along with the remark following Corollary 3.8, show that nice graphs G with a ‘‘flat’’
geometric structuremust satisfy κa(G) ≥ 2 for any reasonable definition of κa. This is in stark contrast to hyperbolic graphs,
in which growth is ‘‘exponential.’’ The following will be shown in [1]:
Theorem 4.2. Let G = G(m, n) where m ≥ 3, n ≥ 4, and 1m + 1n < 12 . Then κa(G,B) < 2 if B is the admissible system
associated with the standard graph metric, while κa(G,B∗) ≥ 3 if B∗ is the admissible system defined as {B∗n}∞n=0 in [6].
Remark. More is likely true: preliminary computations indicate that κa(G,B) < 2 for any one-ended hyperbolic planar
graph in which there are negligibly many cycles of length 3, and the result likely generalizes to nonplanar graphs as well.
These issues will be addressed in [1].
Thus, though our precise choice of Bn is somewhat inconsequential in the presence of amenability, we must choose a
particular admissible system in order to use κa to detect the hyperbolic metric structure by means of the ‘‘cutoff’’ value,
κa = 2.
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