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Digitised geometric shape models are essentially represented as a collection of primi-
tives without a general coherence. Shape understanding aims at retrieving global infor-
mation about the shape geometry, topology or functionality, for subsequent uses such
as measurement, simulation or modification. In this context, this manuscript presents
my main contributions to digital shape understanding, which are mostly based on shape
decomposition and skeleton computation. The first part explores the faithfulness of the
3D mesh representation to the real world object, through topological and perceptual
analyses, and suggests a conversion to a regular volumetric model. The second part
focuses on shapes in motion and details tools to create, modify and analyse temporal
mesh sequences. The third part explains through two concrete examples how digital
shape understanding can help experts in medicine and forestry. Finally, three open
questions for shape understanding of shapes in motion and scanned trees are discussed
by way of perspectives.
RÉSUMÉ
Les modèles géométriques de formes numérisées sont pour l’essentiel représentés
comme une collection de primitives sans cohérence générale. La compréhension de
formes a pour but de retrouver une information globale concernant la géométrie, topolo-
gie ou fonction d’une forme, afin de pouvoir la mesurer, la modifier ou l’utiliser en
simulation. Dans ce contexte, ce manuscript présente mes principales contributions à
la compréhension numérique de formes géométriques, qui sont principalement fondées
sur la décomposition de formes et le calcul de squelette. La première partie explore
la fidélité de la représentation par maillage 3D à l’objet du monde réel, à travers des
analyses topologiques et perceptuelles, et propose une conversion vers un modèle vo-
lumique régulier. La deuxième partie se concentre sur les formes en mouvement et dé-
taille des outils permettant de créer, modifier et analyser des séquences temporelles de
maillages. La troisième partie explique à travers deux exemples concrets comment la
compréhension numérique de formes peut aider les experts dans des domaines comme
la médecine et la sylviculture. Enfin, trois questions ouvertes sur la compréhension de
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1.1 RESEARCH PROBLEM: DIGITAL SHAPE
UNDERSTANDING
Nowadays, shape digitisation is ubiquitous. Virtual geometric models allow for actions
that are cumbersome or even impossible in the real world to be realised. For example,
surgical training [FLA+05], forest inventory [OVSP13] or creation of special effects
for the entertainment industry have been greatly simplified thanks to digitised models.
Virtual shapes can be either modelled from scratch, thanks to the skills of the user and
the assistance of a computer, or digitised from real objects or scenes using sensors such
as cameras or scanners. In general, digitisation can easily create a more complex and
faithful representation of the real world than shape modelling.
Unfortunately, digitised shape models are essentially a collection of simple prim-
itives (points, triangles, voxels, . . . ) with no general coherence. Global information
and semantics about the object (e.g. “this is an arm”, “this part is cylindrical”) and its
functionality are usually lost during the digitisation process. Only local information
is explicitly available: point coordinates, possibly normals or colours, neighbouring
relationships.
Nevertheless, high-level information can often be retrieved, by using powerful
mathematical tools to analyse the geometry of the shape together with some prior
knowledge. This knowledge depends on the application and can be either injected
to the processing algorithms or interactively given by the user. The first solution is
sometimes preferable since the process is then automated. However, it is not always
possible since it requires the knowledge to be formalised. While it is always possible
to ask the user to provide the knowledge, it may be time consuming and the output
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may be different for different users. Once higher level information is retrieved, the
shape model can subsequently be used with its semantics, for instance for dedicated
measurements. Figure 1.1 describes the whole pipeline. The central process is called
digital shape understanding, which can be defined as the process of recognising an
object or its parts in a specific context [BLMS14].
Figure 1.1: From a real world object or scene to an application in the virtual world:
a pipeline proposal.
1.1.1 Relation to digital geometry processing
Digital shape understanding is connected to digital geometry processing through shape
analysis [L0́8, All09]. Alliez includes in digital geometry processing a whole pipeline
ranging from the acquisition of a raw digital model to shape analysis to advanced
processes such as editing, protection or printing. The term digital shape understanding
is usually restricted, in this pipeline, to the geometrical and topological analyses of the
shape. It focuses on their subsequent use to retrieve the semantics and functionality of
the object at a global level [LZ11, BLMS14].
1.2 APPROACH: SEGMENTATION AND SKELETON
COMPUTATION
In this manuscript two main approaches for digital shape understanding are explored,
segmentation and skeleton computation.
According to Hao Zhang [LZ11], the two most fundamental tasks in digital shape
understanding are the segmentation (partitioning) into and the correspondence be-
tween meaningful shape parts. Indeed, segmentation is key to many different fields
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(think “divide and conquer”), and also makes sense for the analysis of a complex
shape. The identification of its sub-parts and the understanding of their connections
often help to recognise the overall shape. The “meaning” of a shape element is of
course application-dependent, as this document will demonstrate. An overview of ex-
isting segmentation methods can be found e.g. in [Sha08, TPT15].
Another popular technique for digital shape understanding is the reduction of the
input shape to a one-dimensional graph, often called a skeleton. While geometrical
details are lost with such an approach, the skeleton usually keeps the main topological
features of the shape, thus enabling a rough general recognition. A short review of
state of the art skeleton computation techniques for 3D meshes will be given in Sec-
tion 3.2.1. It supplements the one in [Tag13].
Note that both of these approaches may be seen as dual: the edges of a skeleton
often represent the coherent sub-parts of the shape under analysis. The nodes are the
connection between these sub-parts (see Fig. 1.2 for an example), and give information
about the general structure of the shape. They are also complementary for shape un-
derstanding, in the sense that a skeleton gives the correspondence between shape parts
by connecting each of them to its neighbours.
(a) (b)
Figure 1.2: Skeleton (a) and segmentation (b) of a human character digital model.
1.3 CONTRIBUTIONS
This manuscript describes my main contributions to the area of digital shape under-
standing, developed during the past twelve years. These contributions fall into three
different categories:
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1. three-dimensional mesh analysis (Chapter 2), in which I question the faithfulness
of a discrete polygonal mesh to represent the real world object that has been
digitised;
2. moving shape understanding (Chapter 3), where I develop tools to retrieve gen-
eral information on both the geometry and the motion of digitised dynamic mod-
els;
3. digital shape understanding for life sciences (Chapter 4), where I explore two
practical applications of digital shape understanding for medical imaging and
dendrometry (tree dimensions measurement).
In Chapter 2, I introduce topological and geometrical segmentation methods to help
recognise the general structure of an object represented by a 3D mesh. This is done in
different stages:
• firstly, I present an interactive tool to convert an unorganised set of triangles into
a well-behaved (two-manifold) mesh. The user is proposed with a limited set of
possible segmentations. Thus he or she provides knowledge about the correct
topology of the mesh;
• secondly, I develop an algorithm to compute the complete topological informa-
tion of simplicial complexes. This allows for a decomposition of such objects
into manifold-connected components. The knowledge used in the algorithm
comes from the mathematical theory of constructive homology [Ser94];
• thirdly, I investigate the discretisation into regular cells of the volumetric object
surrounded by a given two-manifold mesh. Here again, knowledge about what a
regular cell should be comes from a mathematical theory of quantisation [CS82].
In Chapter 3, I use both a skeleton and a segmentation process to decompose a
shape in motion into meaningful sub-parts, in two different contexts. They are:
• 3D animation creation, for which I introduce a method to compute an accu-
rate animation skeleton from a static meshed character as well as a method to
generate a variety of animations with this skeleton thanks to flexible skinning
weights. Here, the knowledge is related to the bone anatomy of the character.
This has been encoded into the skeleton computation algorithm for both humans
and quadruped animals;
• motion analysis from videos, where I study the segmentation of a 3D moving
shape, represented as a sequence of meshes without temporal coherence. Since
the focus of this work is on human motion, the knowledge that the body is com-
posed of rigidly moving parts is imposed.
In Chapter 4, I combine both skeleton and segmentation tools. A skeleton is first
computed to get a general picture of the object under study. It then drives a subsequent
segmentation of this object into the elements of interest. This is done for two different
applications:
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• characterisation and quantification of cerebral aneurysms. Knowledge about the
topological structure of the cerebral tree is encoded into the algorithm;
• segmentation of a tree seedling point cloud into elementary elements (branches,
petioles, leaves). Basic observations about the structure of a tree enable the
algorithm to split the point cloud into meaningful sub-sets. They can then be
refined if the user decides. Doing so, he brings additional knowledge to the
process.
Note that beside skeleton computation and segmentation methods, I have developed
other approaches. In Chapter 2 I detail a perceptual study on vertex displacement
visibility on a mesh, and in Chapter 3 I present a generic tool to analyse shapes in
motion (a discrete Laplace operator).
1.4 INFLUENTIAL ENCOUNTERS
This manuscript is intended to give an overview of my research work as an assistant
professor (”maître de conférences”) in computer science at Grenoble INP - Ensimag
(part of the Université Grenoble Alpes, France) since 2004. Of course, I have not
worked alone on the topic of digital shape understanding. Before entering into the
details in the next chapters, allow me to pay tribute to my co-workers.
1.4.1 Quick contextual elements
I defended my PhD thesis (advised by Prof. Annick Montanvert and Dr. Dominique
Attali, in the GIPSA-Lab in Grenoble) in September 2003. In February 2004, I joined
the computer graphics team of Prof. Pere Brunet at the Universitat Politècnica de
Catalunya in Barcelona, Spain, thanks to a grant from the French Ministry of Foreign
Affairs. The work described in Section 2.2 was started there. Within a few months, I
was appointed to my current position at Grenoble INP - Ensimag in September of the
same year. As part of the university of Grenoble, I joined Prof. Marie-Paule Cani’s
team EVASION at Inria and GRAVIR lab (later moved to the current Laboratoire Jean
Kuntzmann). While there, I was lucky enough to collaborate with a number of people
who are listed below, and to advise many students, including my first two PhD students.
In 2011, EVASION came to an end and Marie-Paule decided to focus her new team
IMAGINE on the creation of digital content. As I was more interested in analysing
and processing real world data, I accepted the offer of Prof. Edmond Boyer to join
his new team Morpheo, which we created together with Dr. Lionel Revéret and soon
joined by Dr. Jean-Sébastien Franco. In Morpheo our work is at the intersection of
computer graphics and computer vision, since our overall goal is to model, recognise
and animate moving shapes from multiple camera systems. I am currently advising
two PhD students.




• Georges Nader (started in 2013). Evaluation of the perceptual quality of 3D dy-
namic meshes and applications. Co-advised by Prof. Florent Dupont (Université
de Lyon) and Dr. Kai Wang (CNRS Grenoble). See Section 2.4;
• Li Wang (started in 2013). Centroidal Voronoi tessellations for shape recon-
struction. Co-advised by Prof. Edmond Boyer (Inria Grenoble). See Section 2.5.
Past PhD students:
• Sahar Hassan (2007-2011). Integration of a priori anatomical knowledge into
geometrical models. Co-advised by Prof. Georges-Pierre Bonneau (Université
Grenoble Alpes). See Section 4.2;
• Romain Arcila (2008-2011). Mesh sequences: a classification and segmenta-
tion methods. Co-advised by Prof. Florent Dupont (Université de Lyon). See
Section 3.4.
I also advised 2 students who did not finished their PhD:
• Thi Phuong Ho (2011-2012, co-advised by Prof. Bruno Lévy from Inria Nancy),
whose PhD was stopped after 16 months;
• Benjamin Aupetit (2011-2014, co-advised by Prof. Edmond Boyer from Inria
Grenoble), who resigned after 3 years.
Master students
• Romain Rombourg (Télécom Physique Strasbourg, 2015). Detection and cor-
rection of mixed point noise in laser scans. Co-advised by Dr. Eric Casella
(Forest Research).
• Antoine Fond (Ecole Centrale Nantes, 2014). Recognition of actions using a
shape sequence database. Co-advised by Dr. Jean-Sébastien Franco (Université
Grenoble Alpes).
• Li Wang (Grenoble INP - Ensimag, 2013). An optimal transport formulation
of centroidal Voronoi tessellations. Co-advised by Prof. Edmond Boyer (Inria
Grenoble).
• Benjamin Aupetit (Grenoble INP - Ensimag, 2011). A morphable model for bird
skeleton meshes. Co-advised by Dr. Lionel Revéret (Inria Grenoble).
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• Sara Merino Aceituno (Université Grenoble Alpes, 2010). Homology compu-
tation for unions of simplicial complexes: a constructive Mayer-Vietoris algo-
rithm. Co-advised by Prof. Jean-Claude Léon and Dr. Dobrina Boltcheva (Uni-
versité Grenoble Alpes). See Section 2.3.
• Sahar Hassan (Université Grenoble Alpes, 2007). Characterisation and quan-
tification of aneurysms in volumetric models. Co-advised by Dr. François Faure
and Dr. Olivier Palombi (Université Grenoble Alpes).
• Grégoire Aujay (Université Grenoble Alpes, 2006). From a geometrical skeleton
to an animation skeleton. Co-advised by Dr. Francis Lazarus (CNRS Grenoble).
See Section 3.2.
Postdoc
• Dobrina Boltcheva (2009-2011). Computation of the homology of simplicial
complexes (2009-2010) and then virtual plant reconstruction mixing incomplete
geometric data and prior knowledge (2010-2011). See Sections 2.3 and 4.3.
1.4.3 Main projects and collaborations
• ASLAAF (2014-2015), PI. Funded by the Université Grenoble Alpes (AGIR
framework). Analysis of tree laser scans and applications for forestry. Collabo-
ration with Forest Research (Dr. Eric Casella).
• PADME (2013-2016). Funded by the Rhône-Alpes Région (ARC6 framework).
Evaluation of the perceptual quality of 3D dynamic meshes. Collaboration with
Université de Lyon (Prof. Florent Dupont) and GIPSA-Lab Grenoble (Dr. Kai
Wang). See Section 2.4.
• MORPHO (2011-2015), PI. Funded by the National Research Agency (ANR).
Human shape and motion analysis. Collaboration with Inria Nancy (Prof. Bruno
Lévy, Dr. Dobrina Boltcheva) and GIPSA-Lab Grenoble (Dr. Olivier Martin).
See Section 2.5.
• IDEAL (2009-2011). Funded by the Université Grenoble Alpes (BQR frame-
work). Idealised objects modelling. Collaboration with Università degli Studi di
Genova (Prof. Leila de Floriani). See Section 2.3.
• PlantScan3D (2009-2011). Funded by the Agropolis Foundation and Inria (ARC
framework). Reconstruction of geometrical models of plants and trees from laser
scans. This was a large collaborative project between computer scientists and bi-
ologists, within which I interacted mostly with CIRAD/Inria Montpellier (Prof.
Christophe Godin, Dr. Frédéric Boudon) and Forest Research (Dr. Eric Casella).
See Section 4.3.
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• MADRAS (2008-2011). Funded by the ANR. Representation and segmentation
of static and dynamic 3D models. Collaboration with Université de Lyon (Prof.
Florent Dupont, Drs. Florence Denis, Guillaume Lavoué and Christian Wolf)
and with Université de Lille (Prof. Mohamed Daoudi and Dr. Jean-Philippe
Vandeborre). See Section 3.4.
• MEGA (2006-2007), PI. Funded by the Université Grenoble Alpes and Inria.
Geometrical methods for the decomposition and deformation of 3D surfaces
for computer animation. Collaboration with GIPSA-Lab Grenoble (Dr. Cédric
Gérot). See Section 3.2.
1.4.4 Remark
As many researchers, I have worked on very different topics through various collabora-
tions. To keep this document coherent, it is not an exhaustive summary of my research
to date. It leaves aside some of my contributions, including classification of non-
manifold singularities (SMI 2009 paper [LDFH09]), a method to compute constriction
curves on mesh surfaces (Eurographics 2005 short paper [H0́5]), some non-published
work on visually loss-less mesh sequence temporal compression (started with my sec-
ond PhD student Romain Arcila, through a collaboration with Dr. Ron Rensink from
the University of British Columbia), and the second half of Sahar Hassan’s PhD thesis
on ontology-guided mesh segmentation [HHP10].
Figure 1.3 gives an overview of the PhD students and postdoc I have advised, the
projects I have been involved in, and my publications. One colour corresponds to one
chapter of this manuscript. The projects for which I have been principal investigator
or coordinator are underlined.
Figure 1.3: Students, projects and publications throughout the years.
CHAPTER 2




This chapter focuses on static 3D meshes. A mesh is usually defined as a triplet
M = (V,E, F ) where V is a set of vertices, i.e. 3D points, of M . E is a set of
edges, i.e. segments between neighbouring vertices, and F is a set of faces which de-
fine a piece of the surface. Faces are usually polygonal and most often triangular since
a triangle is the simplest polygon that defines a surface. The 3D mesh is essentially a
local representation of the shape’s surface because only the neighbourhood of a given
point of a mesh is explicitly known.
Although other representations are also widely used, such as voxel sets in medical
imaging (see Section 4.2 for an example), it is meshes that are nowadays the most
commonly used discrete 3D shape representation in many contexts. This results from
the simplicity of creating a mesh from raw data, such as point clouds, even though
mesh reconstruction methods may not easily generate a watertight model of the object
because of inconsistencies or occlusions in the data. This problem will be addressed
in Section 2.2. Meshes are extremely useful since they allow for an easy rendering and
detection of collisions/intersections. Further to this, meshes provide a basis to define
piecewise linear functions which are crucial to subsequent pipeline processes such as
solving partial differential equations using finite element methods.
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2.1.2 Objectives
The input, in this chapter, is a triangle mesh which may be completely unstructured
(see Fig. 2.1 (a)). Such a mesh is often the output of 3D scanners, for instance. This
representation makes it very difficult to recognise the underlying shape at a general
level. Our goal is, therefore, to convert it into a more usable digital model.
(a) (b) (c)
Figure 2.1: (a,b) Input data: (a) Buddha statue represented as a “soup” of triangular
polygons; (b) sump represented as a simplicial complex (colours indicate the manifold
connected components). (c) Result: volumetric shape model with regular sampling.
I first present a method to “repair” any unstructured mesh into a two-manifold, in
which each edge is exactly shared by 2 triangles (Section 2.2). The user brings some
knowledge about the shape by interactively choosing its topology. This method seg-
ments the shape into topologically ambiguous areas and non-ambiguous ones. I then
focus on simplicial complexes (Section 2.3). Simplicial complexes are widespread in
Computer Aided Design as representations of mechanical parts. They are usually semi-
automatically created from spline representations (for instance) using software such as
Autodesk’s AutoCAD and Dassault Systèmes’ CATIA. A mechanical piece may be
geometrically very complex (see Fig. 2.1 (b)), with many “T-junctions”. I show how
the theory of constructive homology can be used to retrieve the complete topological
information of a simplicial complex. This enables its segmentation into (almost) man-
ifold components. The objective of the work described in Section 2.4 is to investigate
the visual perception of a manifold mesh. More precisely, I have investigated with my
colleagues how the displacement of a vertex is noticed by a human user. We have been
able to define a Just Noticeable Difference profile for 3D meshes. This allows us to
compute the optimal vertex coordinates quantization level for any mesh. Finally, in
Section 2.5 I propose a regular decomposition of the interior of a shape described by
its manifold meshed boundary into uniform elements. It enables me to represent the
shape with a uniform, anisotropic volumetric sampling (Fig. 2.1 (c)). This enriched
digital representation can then be used as input for various processes, such as volumet-
ric shape tracking [AFB15].
2.2. MESH REPAIR WITH TOPOLOGY CONTROL 11
2.2 MESH REPAIR WITH TOPOLOGY CONTROL
The digitisation process from a real object often creates inconsistent meshes. This is
due to the inherent limitations of the sensors, but also to the inner geometry of the ob-
ject. For instance, occluded parts cannot be faithfully reconstructed by a laser scanner.
Unfortunately, a consistent mesh is often necessary for further processing purposes.
By “consistent”, it is often required that the neighbourhood of any point is homeomor-
phic to a disk (or a half disk in case of a mesh representing a surface with boundary).
For instance, T-junctions in which three faces are incident to an edge are to be avoided.
Such a consistent mesh is called a two-manifold. Many methods have been introduced
during these last years to transform a given inconsistent mesh into a two-manifold one,
see [ACK13] for a review. However, most of the time the user lacks control of the
result. In particular, the topology (number of handles and number of connected com-
ponents of the mesh) may be ambiguous in the input data and the result may not be the
one desired.
Here, I describe a method which converts an inconsistent mesh into a two-manifold
interactively. Several possible topologies are suggested to the user, who takes the final
decision (see Fig. 2.2 for an example). The knowledge about the shape is thus jointly
provided by the program and the user.
(a) (b) (c)
Figure 2.2: Two different repairs of the mesh depicted in Fig. 2.1 (a). (a) Genus 6
two-manifold mesh. (b) Genus 4 two-manifold mesh. (c) Close-up on the left side of
the statue (back view): from top to bottom, input mesh, genus 6, genus 4.
2.2.1 Surface singularities
We take as input a mesh with singularities, that is to say features that prevent the mesh
from being a two-manifold. We distinguish three types of singularities:
• Combinatorial singularities prevent the mesh, seen as a combinatorial object,
from being two-manifold [GTLH01]. This includes edges with not exactly 2
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incident faces, isolated vertices, vertices whose link is neither a cycle or a chain,
etc.
• Geometrical singularities prevent the mesh, embedded in R3, from being the
boundary of a solid 3D object [RC99]. For instance, faces intersecting in their
interior create a geometrical singularity.
• Topological singularities are unwanted handles or connected components which
prevent the surface from having the desired topology.
A mesh with singularities can be as general as a polygon “soup” (Fig. 2.1 (a)), that is
to say a set of polygons, together with their incident vertices and edges, without any
explicit combinatorial relation.
The mesh repair algorithm presented below is able to remove all geometrical, com-
binatorial and topological singularities from an arbitrary polygonal mesh. This algo-
rithm converts the mesh into a voxel set, called a discrete membrane, and iteratively
applies morphological operators to detect areas which are likely to accept topologi-
cally different reconstructions. The user then chooses the desired topology, before the
model is converted back to a two-manifold mesh.
2.2.2 Discrete voxel membrane
A discrete membrane, described in [EBV05], is a set of vertex-connected voxels of the
space which divides the remaining voxels into the interior of a shape and its exterior.
This means that there is no face-connected voxel path that goes from an interior voxel
to an exterior one without intersecting the membrane. A discrete membrane has the
advantage of being a coarse approximation of the input triangles while already being
almost a one-voxel-thick two-manifold.
A discrete membrane is initialised as the boundary of the voxelisation. It is then
contracted using sets of n× n voxels that form a square parallel to a coordinate plane
with decreasing values of n. The voxels containing the input mesh triangles locally
terminate the shrinking; the process is stopped when there is nowhere on the membrane
to be contracted.
2.2.3 Interactive topology modification
In order to track down areas of the object where topology may be wrong (that is to
say, irrelevant handles creating tunnels or connecting different components, or on the
contrary missing tunnels or bridges between several parts of a connected component),
we use two morphological operators, opening On and closing Cn. An opening of or-
der n is a sequence of n erosions followed by n dilations, while a closing of order n
is a sequence of n dilations followed by n erosions. Openings can expand holes and
disconnect parts, while closings can close holes and connect previously disconnected
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parts of the volume, as shown in Fig. 2.3.
(a) (b)
(c) (d)
Figure 2.3: Morphological operators of order 1 applied on a 2D set of blue pixels:
(a) erosion, (b) dilation, (c) opening, (d) closing. Removed pixels are in green while
added pixels are in red.
We apply these operators on the set V of voxels which includes both the discrete
membrane and the interior voxels, for a user-chosen value of n. Varying n enables one
to detect topologically ambiguous areas of various sizes. We cluster voxels of V\On
and C\V in 26-connected components. For each component K, we check the topology
(i.e., the number of connected components, tunnels and cavities) of the new set of vox-
els V\K or V ∪ K, and compare it to the topology of V . If one of them changes, we
have detected a topologically critical area, which is displayed to the user.
Once the voxel set V is corrected with the desired topology, we compute a two-
manifold isosurface using a topologically robust variant of the Marching Cubes algo-
rithm [LC87]. The resulting mesh is subsequently smoothed using the bilateral de-
noising algorithm of Fleishman et al. [FDCO03]. More details about this method can
be found in Appendix A.1.
2.3 RETRIEVING THE HOMOLOGY OF SIMPLICIAL
COMPLEXES
It is sometimes interesting not only to capture geometric but also topological features
of a shape. These features are invariant under continuous deformations and provide
global rather than local information about the shape. In the previous section, the topol-
ogy was to be chosen by the user among several possibilities. In this section, we focus
on topologically complex shapes for which the user wants to enrich his knowledge of
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the object. This is typically the case in Computer-Aided Design for industrial shapes
which have been assembled from different pieces, see Fig. 2.1 (b) for an example.
These shapes are usually represented as manifold-by-part meshes, with each piece be-
ing a manifold mesh with boundary. Retrieving global information about the shape is
necessary to deduce how pieces are assembled. This is often visually impossible, thus
computational tools are required.
In order to retrieve such complete topological information, we have suggested in
this work to rely on the constructive homology theory from Prof. Francis Sergeraert
[Ser94], who explained the details of this theory to us in person. Homology is one of
the most useful and algorithmically computable topological invariants. It characterises
a mesh (technically, a simplicial complex) through the notion of homological descrip-
tors. Homological descriptors are defined in any dimension k and are related to the
non-trivial k-cycles in the complex which have intuitive geometrical interpretations up
to dimension two. In dimension zero, they are related to the connected components
of the complex, in dimension one, to the tunnels and the holes, and in dimension two,
to the shells surrounding voids or cavities. Constructive homology focuses on homol-
ogy computation. It provides a tool, the constructive Mayer-Vietoris sequence, which
offers an elegant way of computing the homology of a simplicial complex from the
homology of its sub-complexes and of their intersections. This is precisely what is
needed for our purpose.
2.3.1 Background on simplicial homology
I will now lay down the ground work and background of simplicial homology.
A k-simplex σ = [v0, . . . , vk] is simply the convex hull of a set V of k + 1 affinely
independent points in Rn (with n = 2 or 3 in our case). k is called the dimension
of the simplex. For example, a 0-simplex is a point, a 1-simplex is an edge connect-
ing two points, a 2-simplex is a triangle, and a 3-simplex is a tetrahedron. For every
non-empty subset T ⊂ V , the simplex σ′ spanned by T is called a face of σ. A sim-
plicial complex X is a collection of simplices such that all the faces of any simplex
in X are also in X and the intersection of two simplices is either empty or a face of
both. The dimension of the simplicial complex is defined as the largest dimension of
any simplex in X . A subset Y of a simplicial complex X is called a sub-complex
of X if Y is itself a simplicial complex. Each k-simplex of a simplicial complex X
can be oriented by assigning a linear ordering to its vertices. The boundary of an
oriented k-simplex is defined as the alternate sum of its incident (k − 1)-simplices:
dk([v0, . . . , vk]) =
k∑
i=0
(−1)i[v0, . . . , vi−1, vi+1, . . . , vk].
Homology is defined on simplicial complexes thanks to an algebraic object called
a chain complex. Let X be a simplicial complex and n be its dimension. A k-chain




i , where λi ∈ Z are coefficients
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assigned to each k-simplex σki of X . The k
th chain group, denoted as Ck(X), is
formed by the set of k-chains together with the addition operation, defined by adding
the coefficients simplex by simplex. The set of oriented k-simplices of X forms a
canonical basis for this group. The chain complex, denoted as C∗ = (Ck, dk)k∈N, is the
sequence of the chain groups Ck(X) connected by the boundary operator dk:
(C∗, d∗) : 0
0←− C0 d1←− C1 d2←− . . .
dn−1←−−− Cn−1 dn←− Cn 0←− 0.
The chain complex C∗(X) can be encoded as a set of pairs {(Bk, Dk)}0≤k≤n, where
Bk is the canonical basis ofCk andDk is an integer matrix, called the incidence matrix,
which expresses the boundary operator with respect to Bk−1 and Bk. Such a matrix
is usually expressed in a special basis called the Smith basis, and is then named a
Smith normal form (SNF) [Mun99]. Given a chain complex C∗(X), homology groups
are derived from two specific subgroups of the chain groups defined by the boundary
operators:
Zk = Ker dk = {c ∈ Ck(X)|dk(c) = 0}
and
Bk = Img dk+1 = {c ∈ Ck(X)|∃a ∈ Ck+1 : c = dk+1(a)}.
For each k ∈ [0, n], the kth homology group of X is defined as the quotient of the
cycle group over the boundary group, i.e., Hk = Zk/Bk. Thus, the elements of the
homology group are equivalence classes of k-cycles which are not k-boundaries. Hk
can be written as a disjoint sum:
Hk = Z⊕ · · · ⊕ Z⊕ Z/λ1Z⊕ · · · ⊕ Z/λpZ. (2.1)
The number of occurrences of Z in the free part Z ⊕ · · · ⊕ Z is called the kth Betti
number βk. It corresponds to the maximal number of independent k-cycles that do
not bound the complex. For instance, β0 is the number of connected components, β1
is the number of tunnels (i.e., the genus if X is a surface) and β2 is the number of
cavities (voids) inside the object if X is volumetric. The values λ1, . . . , λp are strictly
greater than one and such that λi divides λi+1. They are called torsion coefficients.
Intuitively, the torsion coefficients characterise the non-orientable aspect of X . An
orientable manifold has no torsion coefficient. The decomposition of Eq. 2.1 also
shows that there exists a finite number of independent equivalent classes from which
we can deduce all elements of Hk. Any set composed of one element of each of these
classes is called a set of generators for Hk. The generators, Betti numbers and torsion
coefficients form the complete homology information of the simplicial complex X .
2.3.2 Constructive homology
Constructive homology has been developed in order to reformulate homology concepts
into concepts with a computational nature, thus leading to effective implementable al-
gorithms. It handles homology computations over chain groups of infinite dimension
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[Ser94]. One fundamental concept is that of reduction which relates, through a mor-
phism, a large chain complex Ĉ∗ to a small one C∗. C∗ is constructed so that it contains
the same homological information in the most compact way. The morphism can itself
be represented as a chain complex, using a notion called the cone of a morphism. Fur-
ther explanations can be found in Appendix A.2.
In our work we introduce a specific kind of reduction which we call the homologi-
cal Smith reduction. Given a simplicial complexX of finite dimension n, this reduction
relates its chain complex, X∗, to a very small chain complex, EX∗, which contains
only the homological information of X∗. This information is computed through the
SNF algorithm, which transforms each incidence matrix into its Smith normal form.
2.3.3 Manifold-Connected decomposition
We use a Manifold-Connected (MC) decomposition of X [HF07] to compute the com-
plete homology information of a simplicial complex X through homological Smith re-
ductions. Such decomposition is based on the notion of manifold connectivity. Given
a regular simplicial complex X in which all simplices with the maximum dimension
share the same dimension, two k-simplices (with k ≤ n) σ and σ′ in X are manifold-
connected if there exists a path P joining them. P is formed of k-simplices such
that any two consecutive k-simplices in P are adjacent through a manifold (k − 1)-
simplex. A regular simplicial complex in which every pair of n-simplices are manifold-
connected is itself said to be manifold-connected. The unique MC decomposition of
a regular simplicial complex X is a collection of all manifold connected components
in X . They are the equivalence classes of the maximum dimension simplices of X
with respect to the manifold-connectivity relation. The MC decomposition of a non-
regular complex is the collection of the MC decompositions of its maximal regular
sub-complexes of X .
The MC decomposition of a simplicial complex can be encoded as a graph in which
each MC component is a node and each intersection between two MC components is
an arc. Figure 2.4 shows an example of a MC decomposition and the associated graph.
2.3.4 Mayer-Vietoris algorithm
The algorithm we developed to compute the full homological information of a simpli-
cial complex X begins by computing the MC decomposition of X and its associated
graph G. It then iteratively computes the homology of the union between two neigh-
bouring MC components A and B, connected through an arc in G, and then merges
the two components. The corresponding nodes are also merged in G. The algorithms
terminates when the graph consists of a single node. The final computed homology is
that of X .
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(a) (b)
Figure 2.4: (a) MC decomposition of a simplicial complex. Each MC component is
shown in a different colour. (b) The associated graph.
The homology of the union A ∪ B of two complexes A and B is computed in
the following way. First, the homological Smith reductions of the three complexes A,
B and A ∩ B are computed. As a result, the reduced chain complexes EA∗, EB∗
and E(A ∩ B)∗ are homology equivalent to the large chain complexes A∗, B∗ and
(A ∩ B)∗ but they contain only the homological information. Then, the constructive
Mayer-Vietoris sequence is built. The Mayer-Vietoris sequence is an algebraic tool
which relates the chain complex of the union (A ∪ B)∗ to the chain complexes of the
disjoint sum A ∗ ⊕B∗ and the intersection (A ∩ B)∗ through morphisms, see Ap-
pendix A.2 for details. We then use a theorem, called the Short Exact Sequence (SES)
theorem, which gives an homological equivalence between the cone of the inclusion
morphism i : (A ∩ B)∗ → A ∗ ⊕B∗ and the chain complex of the union (A ∪ B)∗.
Another theorem, the cone reduction theorem, gives another homological equivalence
between i and the cone of the inclusion morphism Ei, which relates the reduced chain
complexes EA ∗ ⊕EB∗ and E(A ∩ B)∗. This last chain complex is very small (in
terms of number of simplices) and contains only the homological information of the
sub-complexesA,B andA∩B. Its homology is then obtained through its homological
Smith reduction. Using two last reductions, we are finally able to extract the homology
information of A ∪B.
This algorithm is summarised in Fig. 2.5. Some one- and two-dimensional gener-
ators for the sump model of Fig. 2.1 (b) are also shown.
2.4 JUST-NOTICEABLE DISTORTION PROFILE FOR
MESHES
Complementary to works presented above, I have also focused on the perceptual com-
prehension of shapes described by two-manifold meshes. The goal here is to obtain
knowledge of how a human being visually perceives a mesh. In particular, the ques-
tion tackled so far is: to what extent two meshes are perceived identical? This is a
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Figure 2.5: (1) to (7): Successive stages of the homology computation algorithm.
(res): Some 1− and 2−generators of the homology groups H1 and H2 computed on
the sump model of Fig. 2.1 (b).
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key question in assessing the quality of mesh processing algorithms, for instance for
simplification, compression or watermarking purposes, which try to replace a given
mesh by another one with the least visible differences. In this section, I describe a
bottom-up approach to the perception of differences between meshes. The method re-
lies on the known properties of the human visual system and is based on a series of user
experiments. These experiments define a Just-Noticeable Distortion (JND) profile for
two-manifold meshes, which describes how much any vertex of a given mesh can be
displaced without the change being noticed by the majority of users (see Fig. 2.8 (c)).
Applications to the perceptually optimal quantization and simplification of meshes are
shown.
This work forms part of the PhD thesis of Georges Nader.
2.4.1 Local perceptual properties
It is well known that for a human being the visibility of a visual pattern depends both
on its local contrast and its spatial frequency [Wan95]. Local contrast refers to the
change of light intensity over the light intensity of its surrounding. The spatial fre-
quency is defined as the size of light patterns on the retina. It is expressed in units
of cycles per degree (cpd). To quantify how these properties affect the visibility of a
visual stimulus, two main concepts have been introduced in the literature. First, the
concept of contrast sensitivity function (CSF) describes the visibility threshold with
respect to spatial frequency. For any stimulus, CSF usually exhibits a peak at around
2 to 5 cpd then drops off to a point where no detail can be resolved. The exact shape
of a CSF curve depends on the nature of the stimulus. The second concept, contrast
masking is the change in visibility of a stimulus (target) due to the presence of another
stimulus (mask). The rate of change of the visibility threshold of the target with respect
to the applied mask quantifies the effect of contrast masking. The curve possesses two
asymptotic regions. The first region is for mask contrast values below the mask visi-
bility threshold and is constant indicating that there is no masking effect. The second
region occurs for higher mask contrast values and has a positive slope of about 0.6 to
1, depending on the stimulus [LF80].
In the case of a 3D mesh, we have defined the contrast between two adjacent faces
as:
c = ‖ cosα× tan θ × tan φ
2
‖, (2.2)
where α and θ are the spherical coordinates of the light direction in the local coordinate
system defined by ~n1− ~n2, ~n1 + ~n2 and their outer product (see Fig. 2.6). φ is the angle
between the normals of the two faces. This formula takes into account both the scene
illumination and the surface geometry. A direction of light close to the normal direction
(θ ≈ 0◦) will minimise the value of the contrast, as will a smooth surface (φ ≈ 0◦).
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The spatial frequency has been defined as:
f =







where dobs is the observer’s distance to the screen in cm, npx is the number of pix-
els occupied by the visual stimulus, and ppcm is the number of pixels in 1 cm of the
screen. Our visual stimulus is the perspective projection on the screen of the segment
between opposing vertices of adjacent faces.
Figure 2.6: The contrast between adjacent faces is computed using the angle between
their normals and the spherical coordinates of the light direction in the local coordi-
nate system defined by the faces normals.
We have then carried out two experiments to compute the contrast sensitivity func-
tion and the contrast masking curve, respectively. In the first experiment a vertex is
moved from the surface of a regular plane whose contrast is zero. We display the re-
sulting surface side by side to the original, flat plane and ask the observer if he/she
notices any difference between them. In the second experiment a vertex is shifted
from a sphere approximated by a three-times subdivided icosahedron. The contrast
between two adjacent faces of the sphere (stimulus of about 2 cpd) is visible for an
observer and represents the mask signal. Details of these experiments are provided in
Appendix A.3. Results are shown in Fig. 2.7. Note that in the second experiment both
the mask contrast and the visibility threshold are normalised by the mask CSF.
2.4.2 Just Noticeable distortion profile
We are now able to compute the threshold T necessary to detect a difference between a
pair of adjacent faces considered as the mask, and its adjacent faces considered as the
target stimulus. Using the previously defined local contrast c and spatial frequency f
of a pair of adjacent faces, as well as the computed CSF and contrast masking curve,
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(a) (b)
Figure 2.7: (a) Computed mean contrast sensitivity function over the observers.
(b) Computed mean normalised contrast masking curve over the observers.
When a vertex of the mesh is moved the associated threshold, T , allows one to
compute the probability of detecting the change in local perceptual properties. This
probability is defined by the so-called psychometric function p [Dal93]:
p(δc) = 1− e−(δc/T )β , (2.5)
where δc is the local contrast difference before and after the displacement of the vertex
and β = 3.6.
We are now able to compute the vertex displacement threshold, above which the
change in local perceptual properties would be visible. This is done by computing,
for each pair of faces affected by the displaced vertex, first the evolution of the local
perceptual properties at increasing displacement magnitudes, then the visibility thresh-
old T and the detection probability p as defined in Eq. 2.4 and 2.5, respectively. This
results in a set of curves describing the probability of detecting a change for a given
pair of faces with respect to the displacement magnitude, see Fig. 2.8 (b). The dis-
placement threshold is then set to the magnitude where the probability of the highest
curve reaches 0.95.
2.4.3 Perceptually optimal vertex coordinates quantization
The computed JND profile provides a simple way of determining automatically the op-
timal quantization level of any two-manifold mesh. That is to say, the optimal quanti-
zation level (in bits per coordinate, bpc) has the highest quantization noise energy given
that the distorted mesh remains visually indistinguishable from the original mesh. The
quantization noise for a given vertex is computed as the norm of the displacement from
the vertex on the original mesh to the vertex on the quantized mesh. The mean over all
vertices of the ratio between this noise and the JND value for the vertex gives a score s.
If s > 1, the noise is over the visibility threshold. We define the perceptually optimal
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Figure 2.8: (b) Detection probability curves for two vertices of a mesh (a). (c) JND
profile for the same mesh and vertex displacements in the normal direction of each
vertex in a light independent mode.
quantization level as the highest quantization level with a score s ≤ 1. It allows us to
store efficiently the mesh in memory.
2.4.4 Perceptually optimal mesh simplification
The JND profile also enables to simplify a mesh to a perceptually similar mesh, without
any additional parameter such as a targeted number of vertices. This can be done using
the classical edge collapse operation, which merges two neighbouring vertices into
one. The choice of the vertices to merge and the position of the resulting vertex are
computed using the JND profile. Details are given in Appendix A.3. Edge collapses
are iterated until the next collapse would introduce a visible distortion on the mesh.
2.5 REGULAR VOLUMETRIC DISCRETISATION
In this section, I describe work highly relevant to the aims of the Morpheo team but
also to a wider community. We consider a two-manifold mesh which is a watertight
boundary digital representation of a 3D object. Our aim is to generate a volumetric
discretisation of this object. In other words we want to sample its interior with uni-
form, anisotropic and regularly spaced elements which partition the whole shape. In
the context of the work currently carried out within the Morpheo team, such a volumet-
ric sampling is useful to track shape deformation, since it allows us to define additional
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volume constraints on the deformations [AFB15]. Other potential applications include
particle-based physical simulation, finite-element modelling, etc.
This work forms part of the PhD thesis of Li Wang. It is described with more
details in Appendix A.4.
2.5.1 Regular Centroidal Voronoi Tessellations
Centroidal Voronoi Tessellations (CVTs) are Voronoi tessellations such that each site is
located at the centre of mass of its cell. Among existing point-based volumetric shape
decomposition schemes, CVTs are good candidates for our purpose thanks to their
regularity property. Gersho’s conjecture [Ger79] states that all cells of a distortion-
minimising CVT are congruent to the same polytope, which only depends on the di-
mension of the space. In other words, cells are all the same shape. Gersho was working
on information quantization and was interested in the following question. Suppose we
want to approximate a continuous space by a defined number of discrete points which
lie in the space. Where should these points be located if each point is placed such that
it approximates the part of the space closer to it than to the other points? His con-
jecture has been proven in 2D, for which the polytope is a hexagon (Fig. 2.9 (a)): a
site approximates all points in a hexagon around it. It has also been proven in 3D for
lattice-based CVTs: the optimal lattice is body-centred cubic (BCC) (Fig. 2.9 (b)), for
which the polytope is a truncated octahedron (Fig. 2.9 (c)). We discard other solutions
such as Delaunay tetrahedrisations, since their cells would be more isotropic.
(a) (b) (c)
Figure 2.9: Optimal CVT cells. (a) Optimal 2D cells are hexagons. (b) The optimal
3D lattice is the BCC lattice, for which a site is added at the centre of each cell of a
cubic grid. (c) Optimal 3D cells are truncated octahedra.
The quality of a given CVT is usually evaluated using the so-called CVT energy
function which I now define. Let X = {x̂i}ni=1 be a set of n sites defining a CVT,
{Ωi}ni=1 the associated cell decomposition of the shape and ρ a positive density func-









ρ(x)‖x− x̂i‖2 dσ, (2.6)
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where dσ is the area differential.
An optimal CVT is obtained when a minimum of this functionE is reached. Unfor-
tunately, this function depends on both the shape size and the number of sites, making it
difficult to compare across different shapes or discretisations. Inspired by early works
from Conway and Sloane [CS82], we rather suggest to evaluate CVTs using a criterion


















with m the dimension of the embedding space.
Both criteria are related since in the case of a uniform tessellation (uniform density




where Gm is the optimal m-dimensional cell quantizer, that is to say G2 = 536√3 =
0.0801875 . . . for a hexagon and G3 = 19192 3√2 = 0.0785433 . . . for a truncated octa-
hedron. However, our regularity criterion does not depend on the shape size or on the
number n of sites. Therefore, it allows for a general evaluation of CVTs, for instance,
to check if the sampling is dense enough to get a regular tessellation. Note that a CVT
is usually stable since it is computed using an integral and not a derivative.
2.5.2 A hierarchical framework
Existing methods to compute a CVT usually alternate between the construction of the
Voronoi tessellation of the sites (the tessellation is clipped to the boundary of the ob-
ject, i.e. to the input mesh) and the update of the site positions towards the centre of
mass of the Voronoi cells. Based on the observation that a CVT with a small number of
sites is more likely to be regular than with a large number of sites [LSPW12], here we
devise a hierarchical strategy which reveals better regularity than existing approaches
(see Appendix A.4 for the details).
We first build a CVT with a small number of sites, automatically computed from
the desired final number n of sites. This CVT is then iteratively subdivided by adding
new sites initially located at the midpoints of the dual Delaunay edges. Iterating the
subdivision-update process tends to increase the area where the CVT is optimal for
regularity, as shown in Fig. 2.10.
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(a) (b) (c) (d) (e)
Figure 2.10: Hierarchical CVT computation. From an initial CVT with 10 sites (left),
successive subdivisions and updates lead to CVTs with 40, 160, 640 and n = 2560
sites (from left to right). The cell regularity measure G2(Ωi) is colour-coded from blue
(regular) to red (far from regular).
2.6 PERSPECTIVES
In this chapter I have presented a full pipeline to create regularly tessellated volumes
from unstructured meshes of their boundaries. My efforts have first focused on the
topological and perceptual comprehension of these meshes, then on the discretisation
of their interior into regular anisotropic cells. The short-term perspectives include
extensions of the last two works which I now discuss. They are tackled as part of
Georges Nader and Kai Wang’s PhD theses.
2.6.1 Perceptual analysis of smooth shaded surfaces
The main limitation of the work presented in Section 2.4 is its restriction to flat shaded
surfaces. We rely on the visibility difference between adjacent faces to define 3D local
perceptual properties. In the case of smooth shaded surfaces, the mask signal is more
complicated than a simple local contrast between two adjacent faces. Thus, in order
to extend this work to smooth shaded surfaces, we need to take into account other
aspects of the human visual system, such as entropy masking [Wat97] or the free-
energy principle [Fri10], which model how the visual system adapts to uncertainty. A
step further would be to define not only a JND profile but also a perceptual metric to
compare meshes. While the JND profile only says if meshes are perceived similar or
not, such a metric would provide a quantitative assessment of the perceptual difference
between meshes.
2.6.2 Regularly tessellated volumes from point clouds
The framework introduced in Section 2.5 has been applied to shapes defined by their
meshed boundary surfaces. Computed Centroidal Voronoi Tessellations are clipped
to the mesh (see Appendix A.4 for the details). Theoretically, nothing prevents this
framework from being applied to other shape representations. We are currently in-
vestigating the case of implicit surfaces. This is of particular interest since it of-
fers an alternative smoother way of defining a surface from a point cloud (see e.g.
[CBC+01, OBA+03, KBH06]). It would also be interesting to investigate how this
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work can be extended to anisotropic cells, which align to some geometric features. Lp
CVTs [LL10] are a good candidate for this. The behaviour of some Lp regularity cri-
terion is still to be explored. Both the criterion and the hierarchical approach also need
to be improved in order that the boundary cells of the CVT be more regular and adapt
to the geometry of the surface, since the regularity properties are only proven only
in an infinite, unbounded case so far. Optimisation of the boundary surface sampling
together with the volume sampling is also still to be investigated. Finally, as stated in
the previous section, this uniform, anisotropic volumetric tessellation has been used
for shape tracking [AFB15]. Another short-term plan is to combine such volumetric
decomposition of a moving shape with physical simulation methods, to generate new
complex animations from a real motion.
CHAPTER 3
Digital geometry processing for shapes in motion
3.1 INTRODUCTION
3.1.1 Objectives
Our world is dynamic and not static: moving shapes are clearly of interest in many
fields. There is a growing concern for the processing and recognition of 3D shapes
in motion not only within the computer graphics and computer vision communities
but also in other fields, for instance, among the medical imaging community (see
[SFR+12] for an example). Of course, the speed of motion differs according to the
application of interest. Whereas human characters acting in a scene are obviously
moving shapes, the growth of a tree or a tumour can also be thought of as a moving
object in biological or medical applications. However, despite much progress, there is
still a lot of work to do, and this is in particular why the Morpheo team devotes itself
to this topic.
Of particular interest in understanding a moving shape is the fact that its motion can
help to identify the shape, since some redundancy can be expected between successive
poses of the shape during its motion. [LB12] for instance recovers the correct topology
of a model by studying the changes between successive poses during motion. Decom-
posing a shape into rigidly moving components, as in [FB11] or as will be described
in Section 3.4, can also help to understand the functionality of the shape’s parts, par-
ticularly if contextual knowledge is added to the process (e.g., if the shape is known to
be a human shape, it is easy to identify where are the arms, the legs and the torso). It
is also expected that, conversely, the shape can lead to a high-level comprehension of
the motion, that is to say to deduce the activity performed by the model.
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In this chapter, I describe my first contributions to the field, which are mostly fo-
cused on animated human or animal characters. In Section 3.2, I introduce a method to
create realistic moving shapes from a static shape, with some control by the user. This
method first computes an accurate animation skeleton by using a topological tool called
the Reeb graph and prior knowledge about the shape’s anatomy. Then it generates flex-
ible skinning weights by decomposing the shape into overlapping parts. My method
allows the user to create rigid or elastic movement. This work began in response to
a request by an infographist. In Section 3.3, I describe a universal mathematical tool
I am developing to process moving shapes. This tool is a proper discretisation of the
Laplace operator for such objects. As a practical example, I show how this operator
can be applied to edit the shape and the motion of a given character. Finally, I explain
in Section 3.4 a way to retrieve the rigidly moving parts of a shape that is represented
as an evolving mesh without temporal coherence and I show how to validate segmen-
tations of a moving shape into rigidly moving components. Before doing so, let me
introduce several general concepts.
3.1.2 3D+t vs. 4D
Although we add one dimension with respect to the previous chapter, I claim that the
study of 3D shapes in motion is somehow different to the study of objects embedded in
a general four-dimensional Euclidean space. Although it is of interest to devise univer-
sal tools (and I will introduce one in Section 3.3), the temporal dimension needs to be
processed in a separate manner to the three geometrical dimensions. This is because
we are interested in recognising the three-dimensional shape as well as its motion,
and not the general four-dimensional behaviour of the moving shape. I elaborate on
this in Section 3.3. Therefore, our subjects of study are described as three-dimensional
meshes (usually two-manifold, since they describe the boundary of a watertight object)
evolving though time.
3.1.3 Temporal coherence
Since we focus on shapes described by their meshed surfaces, a moving shape is usu-
ally defined as a temporal sequence of 3D meshes, sometimes called a dynamic mesh,
a time-varying surface or a 3D video. Two types of mesh sequence can be considered,
depending on whether or not temporal coherence is assumed, i.e. there is a one-to-
one correspondence between vertices of successive meshes. In computer graphics, a
moving shape is usually created by modelling a static shape and then animating it (see
Section 3.2). The temporal coherence is thus implicit, since the connectivity of the
mesh remains the same at each time frame. The main drawback of such a representa-
tion is that the topology cannot change over time. On the contrary, in computer vision,
a moving shape is usually defined as a sequence of static shapes captured at each time
step. A standard approach is to reconstruct a 3D mesh from the visual hull of the ob-
ject’s silhouettes as seen from a set of cameras [SH07, FB09]. The lack of explicit
temporal coherence is a major concern for any application, and many methods have
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been proposed to track a template (which may or may not be the reconstruction of the
first frame of the videos) over the mesh sequence [KBH12, HBNI14, AFB15].
In order to distinguish between mesh sequences with or without temporal coher-
ence, we introduce the following definitions [ACH+13].
Definition 3.1.1 (Temporally coherent/incoherent mesh sequence (TCMS/TIMS)). Let
MS = {M i = (V i, Ei, F i), i = 1 . . . f} be a mesh sequence, where: V i is the set of
vertices of the ith mesh M i of the sequence, Ei its set of edges and F i its set of faces.
If the connectivity is constant over the whole sequence, that is to say if there is an
isomorphism between any Ei and Ej, 1 ≤ i, j ≤ f , then MS is called a temporally
coherent mesh sequence (TCMS). Otherwise, MS is called a temporally incoherent
mesh sequence (TIMS).
Note that the definition of TCMS not only implies that the number of vertices
remains constant through time, but also that there is a one-to-one correspondence be-
tween the faces of any two meshes. This is why topological changes (genus and num-
ber of connected components) are not possible in a TCMS.
Figure 3.1 shows an example of a TCMS and an example of a TIMS.
Figure 3.1: First row: two consecutive frames of a TCMS. Second row: two consecu-
tive frames of a TIMS (in particular, notice the change in topology).
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3.2 HARMONIC SKELETON FOR CHARACTER
ANIMATION
In this section I describe my contribution to the creation of a TCMS, from a static
mesh only, using the standard skeletal animation framework. The TCMS is created by
first generating an animation skeleton and then computing skinning weights. The prior
knowledge used relates to the character’s anatomy, and is encoded in the algorithm.
This work is the result of collaboration with an infographist, Christine Depraz. She
identified, from her point of view, the anatomical requirements of a skeleton that would
generate a realistic animation.
3.2.1 A short survey on skeleton computation methods
Skeleton computation has been a popular topic in computer graphics and shape analysis
for a long time, following early work on medial axis computation in image process-
ing [Blu67]. Skeletons are useful for shape analysis [BGSF08], matching [HSKK01],
registration [ZST+10], retrieval [BMSF06, TVD09, BB13], or animation and defor-
mation [LCF00], which is the application we focus on hereafter. We restrict our
overview to curve skeletons, that is to say skeletons which can be represented as graphs
embedded in R3. This excludes medial representations; see [SP08] for an in-depth
description of these. Although skeleton computation methods exist on point clouds
[TZCO09, HWCO+13] and voxel sets [CSM07], we restrict ourselves to the case of
meshes, which are of interest for the later application. Many different methods exist
and they can be classified according to the criteria that they try to fulfil: centred-
ness, homotopy equivalence to the shape, invariance under transformations, robustness
against geometric noise, . . . For ease of understanding, since a method can fulfil
several criteria, I prefer to present them according to their methodological basis.
Segmentation-based methods
As stated in Chapter 1, segmentation and skeleton computation can be seen as dual
problems. Consequently, several people have suggested beginning by decomposing a
shape into meaningful parts so as to deduce a skeleton. Many methods exist, including
[KT03] which is based on a hierarchical decomposition and which gives rather star-
shaped skeletons. Lien et al. [LKA06] use centroids and the principal axes of a shape
to build simultaneously a segmentation and a skeleton of the given shape. Dellas et
al. [DMMT+07] have proposed a specific method to recover an animation skeleton
from human scans. This method is based on the segmentation of the shape into seman-
tically meaningful parts and uses prior knowledge about human anatomy. [JXC+13]
have iterated a dual graph contraction and a mesh-face clustering process to generate a
skeleton.
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Force field and thinning-based methods
Following the method of [LcWcM+03], which uses a repulsive force field, several
authors have suggested using a force field, which is not necessarily a distance field,
to compute a skeleton inside a shape. For instance, [WML+06] combined a medial
axis approach with a decomposition and a potential field. These two methods are
time consuming, and the behaviour of the algorithm may be difficult to control. The
first popular method of this kind was by [ATC+08]. It shrinks the mesh in order to
obtain the skeleton. Here, the general idea is to use a volume reduction force field. It
has been implemented in [ATC+08] as a constrained mean curvature flow. While this
approach is very robust to noise on the surface, there is once again no real guarantee
about the reliability of the topology of the resulting skeleton. This approach has been
enhanced in [TAOZ12] to obtain a medially centred skeleton. [DS06] chose first to
compute an approximation of the medial axis of the surface and then to erode it to
get a curve skeleton possessing certain desirable properties, notably centredness and
invariance under isometric deformation. [LCLJ10] have proposed a similar approach
for cell complexes.
Topology-based methods
The Reeb graph is a topological tool defined on a surface for a given function f . It will
be properly defined in Section 3.2.2. Once embedded in R3 and for a suitable function,
it gives a useful topological skeleton of the shape. It has been used with several differ-
ent functions for shape analysis [BGSF08]. The main difficulties in using a Reeb graph
are the choices of the function and of the embedding. In our work (see Section 3.2.2),
we choose to use a Laplacian function since it guarantees that the endpoints of the
graph will be located exactly where they are expected. The same idea has been used
independently in a different context (skeletonisation of blood vessels) by Yang et al.
[YZH+05]. The embedding of a node of the Reeb graph is often chosen to be the aver-
age point on the surface of the corresponding function isoline. Additional features can
be used to enhance the geometrical quality of the skeleton [TS05, TVD06].
Example-based methods
Some authors [SY07, HXS09, HTRS10] have suggested constructing a skeleton of a
given shape based on previously created skeletons of the same shape under different
poses. The main drawbacks are the need to design manually these example skeletons
and the choice of the input poses, which may be critical.
Other approaches
The well known Level Set Diagram method of Lazarus and Verroust [LV99] is quite
similar to a Reeb graph, except that the graph is not necessarily connected. The compu-
tation is fast and generates expected centrelines on tubular shapes. Garro and Giachetti
have also suggested computing centrelines on tubular shapes, by choosing a set of
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directions and perpendicular sweeping planes [GG13]. Baran and Popović’s approach
[BP07] is based on a sphere-packing strategy, which works well only for simple shapes
since it is not easy to tune. Recently, Livesu et al. have proposed an original approach
inspired by the visual hull computation [LGS12]. Their method is very fast and ro-
bust, although it may fail if the surface is topologically (high genus) or geometrically
detailed.
Skeleton computation for animation
Animation skeletons are the standard control structure for animating 3D character
models [LCF00]. Defined as a hierarchy of local reference frames, each frame cor-
responding to a joint, they consist of a simplified version of the true anatomical skele-
ton, with only the main joints represented. Pairs (parent, child) of frames are called
the “bones” of the skeleton. It is natural to try to compute automatically an animation
skeleton from the shape, i.e. the skin, of the character only. However, the bone struc-
ture of a human or animal character is not accurately related to its skin. For instance,
the backbone does not lie in the middle of the torso but is, rather, close to the back.
Hence, purely geometric methods fail to locate accurately the anatomical skeleton of
the character to be animated, leading to non-realistic motion. Anatomical knowledge
must be added to the process in order to generate a more accurate skeleton. It can
either be learnt from a set of examples, or provided as a template. Both approaches
have been tackled by various methods: see the dedicated section I wrote for a survey
on quadruped animation for some examples [SRH+09].
3.2.2 Reeb graph computation
The first step of our approach is to build a Reeb graph over the input mesh M . Let f
be a real-valued function over M . The Reeb graph R of f [Ree46] (see Fig. 3.2) is
defined as the quotient space M/ ∼, where ∼ is the following equivalence relation on
M :





and x1 and x2 belong to the same
connected component of f−1(f(x1)).
In other words, R is a graph whose nodes correspond to the critical points of f and
whose edges encode the connectivity between them. The leaves of the Reeb graph
exactly match the local maxima and minima of f .
The choice of the function f is key in revealing geometric information about the
shape. In this work we will find a smooth function, whose extrema will be anatomi-
cally significant, by solving Laplace’s equation 4f = 0. The main property of such
an harmonic function is the absence of extrema except at boundary points. Thus, if
we impose these boundary points, we control the leaves of our Reeb graph exactly.
Moreover, it is well known that the Laplace equation with non-homogeneous Dirichlet
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Figure 3.2: From left to right: a surface, some level sets of f , the Reeb graph of f .
boundary conditions, that is to say with imposed values f(x) at boundary points x,
admits a unique solution. Our pipeline thus includes the following operations:
1. the endpoints of the desired skeleton are chosen by the user or computed (how-
ever, at least one of them, called the source node, must be manually chosen on
the head of the character);
2. the harmonic function f solving Laplace’s equation with non-homogeneous Dirich-
let boundary conditions is computed;
3. the Reeb graph of f is computed.
In a post-processing step, the Reeb graph is subsequently filtered to retrieve the
symmetry of the character’s morphology (i.e., overall structure), the symmetry axis of
the graph is detected from the source node, and the graph is refined by inserting regular
nodes. Details can be found in Appendix A.5.
3.2.3 Embedding into an animation skeleton
Note that so far we have used one fact that requires prior knowledge: the source node
should be chosen by the user on the head of the character. This allows us to retrieve
the symmetry axis of the graph, if it exists. This symmetry axis is key if we are to
embed the graph in R3. Firstly, it allows us to distinguish easily between a biped
and a quadruped character (except in the case of some amphibians and reptiles); see
Fig. 3.3. Secondly, it allows us to divide the edges corresponding to the front and back
legs differently, mimicking the anatomical leg bones. This is done automatically using
anatomical references, as the embedding of the graph nodes.
20 animation skeletons generated for various quadrupeds using this approach are
freely available here: http://evasion.imag.fr/Membres/Franck.Hetroy/
Projects/Skeleton/gallery.html.
3.2.4 Atlas generation
Next, we propose a simple framework to compute flexible skinning weights that allow
quasi-rigid to soft deformations by using the animation skeleton computed previously.
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(a) (b) (c)
Figure 3.3: (a) Computed Reeb graph for a biped or a quadruped model. The sym-
metry axis is coloured in purple. (b,c) The dot products Spine.NS and Spine.NP
differentiate between a quadruped and a biped.
The skeleton is used to guide the decomposition of the input mesh into a set of overlap-
ping areas called an atlas of charts. First, the mesh is segmented into non-overlapping
regions around the joints (embedded nodes) of the skeleton. Then, we grow the bound-
ary curves between two adjacent regions; see Fig. 3.4.
(a) (b)
Figure 3.4: (a) Shape segmentation according to the skeleton. (b) The boundary
curves (in red) are grown into overlapping patches (in black).
3.2.5 Skinning weights
The skinning weights are derived from a normalised geodesic distance map dj on each
extended region Rj , to the boundary of this region. A cubic function is used to smooth
this map between 0 and 1. Vertices of the mesh belonging only to the region Rj are
attributed the weight 1 for this region, while the weight for vertices on the boundary of
Rj is set to 0. Vertices on overlap areas possess several weights, and their sum is equal
to 1. Any skin deformation technique can be applied once these skinning weights have
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been computed.
The proposed approach (see Appendix A.6 for the details) uses only one parameter
per joint, K, which is related to the size of the overlap. Since our skeleton carries
information about the shape’s anatomy, this parameter could automatically be set for
each joint according to its semantics. Manually tuning this parameter also allows for
varied deformations; see Fig. 3.5.
Figure 3.5: Rest pose, medium deformation and large deformation around an elbow
for increasing values of K. Deformations were created using the Dual Quaternion
technique [KCZO07].
3.3 A DISCRETE LAPLACE OPERATOR FOR
TEMPORALLY COHERENT MESH SEQUENCES
The Laplace operator, encoding weighted differences in coordinates between a vertex
and its neighbours, is a powerful tool for the analysis of static shapes [Sor06, LZ09,
ZvKD10]. Several operators have been defined, for discrete representations ranging
from point clouds [BSW09, LPG12, PPH+13] to triangular meshes [PP93, Tau95,
MDSB03, BSW08, ARAC14] or more general polygonal meshes [BS07, AW11], weighted
triangulations [Gli07], simplicial pseudo-manifolds [COT13]. These operators differ
in the properties they satisfy [WMKG07, RBG+09].
In this work, I propose to define a discrete Laplace operator for temporally coherent
mesh sequences (TCMS), as introduced in Def. 3.1.1. The suggested Laplace operator
is based on the theory of Discrete Exterior Calculus (DEC) [DHLM05, CdGDS13],
which has been proved to lead to the famous Laplacian cotangent operator for static
meshes. For our purpose, a TCMS is modelled as a CW-complex (which is a cell
complex slightly more general than a simplicial complex) in a four-dimensional non-
Euclidean space, modelling spacetime. This 4D space consists of one temporal and
three spatial dimensions. A parameter α enables to tune the influence of time with
respect to the geometry. To the best of my knowledge, apart from Equation (3.1),
Definition 3.3.7 and Properties 3.3.8 and 3.3.9, the remaining of this Section is new.
3.3.1 Definition of a 4D DEC Laplace operator
Let E be a 4-dimensional Riemannian manifold, equipped with a metric g such that
the induced metric tensor G = Diag(α, 1, 1, 1), α > 0. In other words, if X1 =
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(t1, x1, y1, z1) and X2 = (t2, x2, y2, z2) are two vectors in E, then the inner product of
X1 and X2 is defined as 〈X1, X2〉 = αt1t2 + x1x2 + y1y2 + z1z2. In particular, the
norm of a vector X = (t, x, y, z) ∈ E is defined as ‖X‖ =
√
αt2 + x2 + y2 + z2.
E represents the embedding space of our mesh sequences. The first coordinate t
of a vector X = (t, x, y, z) ∈ E is called its time-like coordinate, while the three
others coordinates x, y and z are called its space-like coordinates. α is a user-defined
parameter that describes the respective influence of space and time in the metric. Now,
let us model a temporally coherent mesh sequence as a CW-complex embedded in E.
Definition 3.3.1 (Temporally coherent mesh sequence embedded in E). Let f be a
positive integer, and t1 < t2 < · · · < tf be f real numbers. Let MS = {Mk =
(V k, Ek, F k), 1 ≤ k ≤ f} be a TCMS as defined in Def. 3.1.1, such that ∀k ≥ 1, k ≤
f , all vertices in V k share the same constant time-like coordinate tk. Let us denote
V k = {vki , 1 ≤ i ≤ n}, Ek = {eki , 1 ≤ i ≤ m} and F k = {fki , 1 ≤ i ≤ p}. Then the
union of all Mk, 1 ≤ k ≤ f , together with:
• n(f − 1) additional edges between all vki and vk+1i , 1 ≤ i ≤ n, 1 ≤ k ≤ f − 1,
• m(f −1) additional 2-cells between all eki and ek+1i , 1 ≤ i ≤ m, 1 ≤ k ≤ f −1,
• p(f − 1) additional 3-cells between all fki and fk+1i , 1 ≤ i ≤ p, 1 ≤ k ≤ f − 1,
forms a 3-dimensional CW-complex embedded in E, called an embedded TCMS. Edges
vki v
k+1
i are called the temporal edges of the embedded TCMS. The other edges are
called the spatial edges of the embedded TCMS.
Figure 3.6 (a) depicts part of a temporally coherent mesh sequence. Since in our
modelling temporal 2-cells are not triangles but (skew) quadrilaterals and 3-cells are
not tetrahedra, our CW-complex is not a simplicial complex. However, its structure is
manifold-like by construction: cutting each temporal 2-cell into two triangles gener-
ates a 3-manifold tetrahedrisation. Thus, Discrete Exterior Calculus can still be applied
[COT13].
I refer to [DHLM05, CdGDS13] for the definition of the discrete exterior derivative
d and the discrete co-differential operator δ. A discrete Laplace-Beltrami operator4u
of a function F defined on a temporally coherent mesh sequence’s vertices {σ0} is
defined as4u = δd [DHLM05]. This leads to [DHLM05, p. 23-24]:
1
|σ0| 〈4uF, σ




|σ1| (F (v)− F (σ
0)), (3.1)
where v is defined as ∂σ1 = v − σ0: the (oriented) boundary of edge σ1 is algebraicly
defined as the difference between vertices v and σ0. ?σ0 denotes the dual of vertex
σ0 and ?σ1 is the dual of edge σ1. |σk| denotes the oriented volume of cell σk. This
formula shows that the value of the Laplacian of F at σ0 is computed using the value




Figure 3.6: (a) Modelling of a temporally coherent mesh sequence embedded in E.
In dark blue are shown spatial edges at two successive time instants tk and tk+1 and
a face of Mk+1. In light blue are shown corresponding temporal edges and a 3-cell
of the CW-complex. (b,c,d) Barycentric dual cells (in red) of a (b) vertex, (c) spatial
edge and (d) temporal edge, shown in green. Only parts of the cells with time-like
coordinates between tk and tk+1 are shown.
of F at all neighbouring vertices v, since we sum over the edges σ1 for which σ0 is an
endpoint.
By definition, the dual ?σ0 of a vertex σ0 is a 3-cell whose vertices are the centres of
incident (spatial and temporal) edges, (spatial) triangles, (temporal) quadrilaterals and
3-cells. The dual ?σ1 of an edge σ1 is a 2-cell whose vertices are the centres of incident
triangles or quadrilaterals and 3-cells. Figure 3.6 shows the dual cells of a vertex, a
spatial edge and a temporal edge. Note that the dual of a spatial edge (Fig. 3.6 (c)) is
a set of four temporal quadrilaterals (two only for the first and the last meshes of the
sequence), the dual of a temporal edge (Fig. 3.6 (c)) is a set of triangles sharing the
same time-like coordinate, and the dual of a vertex (Fig. 3.6 (b)) is a set of 3-cells with
6 vertices, defined by temporal quadrilaterals and spatial triangles.
The centre of a k-cell is chosen to be the isobarycentre (i.e., centroid) of the cell, as
in e.g. [GP10, COT13]. Note that in general it is not possible to define circumcentres,
thus circumcentric duals as in [Hir03, DHLM05, CdGDS13], because of the quadran-
gular temporal 2-cells.
The area of a temporal quadrilateral is not properly defined since points this quadri-
lateral is skew: its four points are not necessarily planar. In our case, we only consider
quadrilaterals expressing the motion of an edge ptqt from time-like coordinate t = tk
to time-like coordinate t = tk+1. As a consequence, we can define the area of the
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corresponding 2-cell as the integral of the length of this edge over time, from tk to
tk+1:
Definition 3.3.2 (Area of a temporal 2-cell). Let pk, qk, qk+1 and pk+1 be the ordered
vertices of a temporal quadrilateral Qki,j . Let t
k be the time-like coordinate of pk
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Similarly, the dual ?σ0 of a vertex σ0 is the union of several 3-cells F ki,j,l =
pkqkrkpk+1qk+1rk+1 expressing the displacement of triangles ptqtrt from time-like co-
ordinate t = tk to time-like coordinate t = tk+1. We can thus define the volume of
such a 3-cell as the integral of the area of the triangle ptqtrt over time:
Definition 3.3.3 (Volume of a temporal 3-cell). Let pkqkrk and pk+1qk+1rk+1 be the
triangles defining a temporal 3-cell Fi,j,l. Let tk be the time-like coordinate of pk, qk
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Following [VL08], it can be noticed that the operator4u is not symmetric but can
be symmetrised. The inner product on 0-forms is defined by the diagonal matrix ?0
with elements |?σ
0|
|σ0| , that is to say the volumes of the vertex dual cells since for any
vertex σ0, |σ0| = 1. The following symmetric Laplace operator can thus be defined.
Definition 3.3.4 (Discrete Laplace operator on mesh sequences). Let MS be an em-
bedded TCMS as defined in Def. 3.3.1. The operator 4 on 0-forms on M defined
as:
4 = ?1/20 4u?−1/20 (3.4)
is called the Laplace operator on M .
From Eq. (3.1) and Eq. (3.4) the following expression is derived.









0)− F (v)). (3.5)
3.3. A DISCRETE LAPLACE OPERATOR FOR TEMPORALLY COHERENT MESH
SEQUENCES 39
3.3.2 Matrix representation
The Laplace operator defined in Def. 3.3.4 can be encoded as a nf ×nf matrix, where
n is the number of vertices in any mesh of the mesh sequence, and f is the number of
frames. Although this matrix is big, it is also very sparse. Being a block tridiagonal
matrix, it can also be inverted easily, as I show now.
Property 3.3.6. LetM be a TCMS composed of f meshes, each having n vertices. The
operator4 on 0-forms on M as defined in Eq. (3.5) is local, and can be encoded by a













where ∀k ≥ 1, k ≤ f − 1, the n× n matrices D(k) are diagonal, and ∀k ≥ 1, k ≤ f ,
the n× n matrices L(k) being symmetric.
Proof. Operator 4 is obviously local since for any function F and any vertex σ0,
〈4F, σ0〉 only depends on F values on σ0 and neighbouring vertices v. The matrix















i is the dual 2-cell of temporal edge
vki v
k+1
i . The coefficients L
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i,j of matrices L
(k) are equal to zero if there is no spatial











Diagonal coefficients are given by:
L
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Definition 3.3.7 ([Meu92, Sal06]). Let M be a TCMS composed of f meshes with n
vertices each. Let L be its associated Laplacian matrix as defined in Prop. 3.3.6. Let
{Λ(k), 1 ≤ k ≤ f} be n× n matrices defined recursively as:
• Λ(1) = L(1);
40 CHAPTER 3. DIGITAL GEOMETRY PROCESSING FOR SHAPES
IN MOTION
• ∀k ≥ 2,Λ(k) = L(k) −D(k−1)Λ(k−1)−1D(k−1).
Let {Σ(k), 1 ≤ k ≤ f} be n× n matrices defined recursively as:
• Σ(f) = L(f);
• ∀k ≤ f − 1,Σ(k) = L(k) −D(k)Σ(k+1)−1D(k).
Property 3.3.8 ([Meu92]). Let Λ be the nf×nf block diagonal matrix Λ = diag(Λ(1), . . . ,Λ(f))
and Σ be the nf × nf block diagonal matrix Σ = diag(Σ(1), . . . ,Σ(f)). Let Lo be the













Then L can be decomposed as:
L = (Λ + Lo)Λ
−1(Λ + Lto) = (Σ + L
t
o)Σ
−1(Σ + Lo). (3.7)
These two LDLT decompositions of L leads to a simple way to invert this matrix.
Property 3.3.9 ([Meu92]). Let {Uk, 1 ≤ k ≤ f} and {Vk, 1 ≤ k ≤ f} be two
sequences of n× n matrices such as:
U1 = I, V1 = Σ
(1)−1 ,
where I is the n× n identity matrix and ∀k ≥ 2,
Uk = (−1)k−1D(k−1)
−1







. . . D(k−1)Σ(k)
−1
. (3.9)
Then ∀j ≥ i, the (i, j) block of L−1 can be expressed as UiVj .
The inverse of L can thus be computed only by computing the inverse of f n × n
matrices, namely the inverse of the Σ(k) matrices. Note that in [Meu92] it is requested
that L is proper, that is to say that sub-matrices D(k) are non-singular. This is our case
since these matrices are diagonal with non zero diagonal elements.
3.3.3 Behaviour for large and small time steps
I now investigate the behaviour of our Laplace operator when α tends to infinity or to
zero. Remember from Section 3.3.1 that α is the parameter which scales the temporal
dimension of the embedding space E with respect to the spatial dimensions. A large
α decreases the influence of the temporal neighbours vk−1i and v
k+1
i of a given ver-
tex vki on this vertex with respect to its spatial neighbours sharing the same time-like
coordinates. Conversely, a small α increases their influence.
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Property 3.3.10. When α tends to infinity, L tends to a block diagonal matrixDiag(L(1), . . . , L(f)),
where each matrix L(k) is the spatial DEC Laplacian matrix with cotangent coordi-
nates [DHLM05, CdGDS13].
Proof. If α 1, the difference between successive areas Ak−1i , Aki and Ak+1i is negli-
gible with respect to α. As a consequence, the volume of any vertex dual cell ?vki can
be approximated by
√
α(tk+1 − tk)Aki , where Aki is the area of the spatial dual cell of
vki in the mesh M
k.
For the same reason, the area of the dual cell ?vki v
k







α(tk+1−tk) times the length |?svki vkj | of the spatial dual cell of vki vkj in mesh










. Thus, the n × n matrix L(k) is
equivalent to the spatial Laplacian matrix for mesh Mk.
The length of any temporal edge vki v
k+1
i of the mesh sequence is equivalent to
√
α(tk+1−
tk), and the area of its dual is small with respect to α. Thus, any coefficient D(k)i,i of the
diagonal matrix D(k) is close to zero.
Property 3.3.11. Suppose the motion of each vertex is small with respect to the tessel-
lation: ∀k,∀i,∀j such that vki vkj ∈ Ek, ‖vki vk+1i ‖  ‖vki vkj ‖. Then, when α tends to
zero, the motion coefficients D(k)i,i are dominating over the geometry coefficients L
(k)
i,j .
Proof. If ∀k,∀i,∀j such that vki vkj ∈ Ek, ‖vki vk+1i ‖  ‖vki vkj ‖, then the difference




i is negligible with respect to ‖vki vkj ‖.
As a consequence, the volume of any vertex dual cell ?vki can be approximated by
‖vki vk+1i ‖sAki , where Aki is the area of the spatial dual cell of vki in the mesh Mk.
For the same reason, the area of the dual cell ?vki v
k





alent to ‖vki vk+1i ‖s times the length |?svki vkj | of the spatial dual cell of vki vkj in mesh










. Thus, the n × n matrix L(k) is
equivalent to the spatial Laplacian matrix for mesh Mk.
The area of the dual of any temporal edge vki v
k+1
i of the mesh sequence is equivalent
to Aki . As a consequence, the coefficient D
(k)
i,i of the diagonal matrix D
(k) is equivalent
to 1‖vki vk+1i ‖2s
. Since the motion is small with respect to the tessellation, D(k)i,i  L(k)i,j for
any spatial edge vki v
k
j : the temporal coefficients are dominating.
These properties prove that, if α is large, our 4D Laplacian acts as a standard static
Laplacian on each frame, and if α is small and the motion is small with respect to
the geometric discretisation, our 4D Laplacian enables to recover the motion of each
vertex of the mesh independently.
3.3.4 Application to as-rigid-as-possible mesh sequence deforma-
tion
I believe the suggested discrete Laplacian operator can be used for various mesh se-
quence processing operations. In the near future, I plan to investigate several gener-
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alisations of static Laplacian mesh processing works [Sor06, LZ09, ZvKD10]. I will
detail them in Section 3.5.2. I provide here, as a first example, an extension of the
well-known as-rigid-as-possible (ARAP) modelling framework [SA07] to mesh se-
quences. This work has been initiated in collaboration with four bachelor students
from Grenoble INP - Ensimag, Mohammed Azougarh, Mohamed El Bakkali, Lucas
Razafindrainijama and Redouane Oubenal, in May and June 2014. It has been revised
and extended by two interns, Victoria Fernández Abrevaya and Sandeep Manandhar,
during the summer of 2015.
In our application, the user selects a frame k and a vertex v in the mesh Mk of
the mesh sequence, as well as an area in Mk around v and a time interval around
frame k. Once the user has moved v to its targeted location, the algorithm computes
the displacement of all vertices of the selected surrounding area, for all frames in the
time interval, so that the overall displacement is as rigid as possible, both in space
(between neighbouring vertices in the selected area) and in time (for the same vertex
in successive frames). This is modelled as a matrix-vector system Lp = b, where L
is the previously defined Laplacian matrix, b is a vector defined from the input vertex
positions (see [SA07]) and p is the unknown vector of new vertex positions. For any
vertex, the rigid transformation constraints are only applied to its spatial neighbours,
as in [SA07], not to its temporal ones, for which the rotation matrix is taken as the
identity. A result is shown in Figure 3.7.
(a) (b) (c)
Figure 3.7: (a) Initial mesh Mk to which is applied the deformation. The area to be
deformed is in orange. (b) Deformed mesh. (c) Deformation for the next mesh Mk+1.
Note that several mesh sequence editing methods are available in the literature,
some of them also using a discrete Laplace operator [XZY+07, TCH13]. The main dif-
ference is that they use a static mesh Laplace operator, instead of a general space-time
one. Temporal constraints are formulated as a separate term in the energy functional
to optimise. One benefit from our approach is thus its single, simple formulation. The
parameter α allows tuning the influence of the temporal neighbours of a given vertex
with respect to its spatial ones.
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3.4 MESH SEQUENCE DECOMPOSITION INTO
RIGIDLY MOVING COMPONENTS
In this section we focus on temporal incoherent mesh sequences (TIMS). Our goal is
to segment the shape into parts that evolve approximately rigidly. By doing so, we
should be able to infer the articulated structure of a human or animal body: arms, legs,
torso, . . . Possible applications include accurate motion measurement (for instance for
validation or limb rehabilitation) and 3D action recognition. The only prior knowl-
edge that we use is that the shape should be decomposable into almost rigidly moving
components. As a consequence, this work does not apply to shapes such as rodents
[Rev14] or humans wearing loose clothing.
This work forms the main part of the PhD thesis of Romain Arcila [Arc11].
3.4.1 Shape-in-motion segmentation classification
Before going into the details of the proposed algorithm for the segmentation of a TIMS,
it is important to clarify what we mean by shape-in-motion segmentation, since several
definitions can be thought of:
Definition 3.4.1 (Temporal segmentation). LetMS = {M i, i = 1 . . . f} be a mesh se-
quence. A temporal segmentation Σt ofMS is a set of sub-sequences Σt = {MS1, . . . ,MSk}
such that ∀j ∈ [1, k],MSj = {M ij , . . . ,M ij+1−1} where i1 = 1 < i2 < · · · < ik+1 =
f + 1.
Definition 3.4.2 (Coherent segmentation). Let MS = {M i, i = 1 . . . f} be a mesh se-
quence. A coherent segmentation Σc ofMS is a set of segmentations Σi = {M i1, . . . ,M iki}
of each mesh M i of MS, such that:
• the number k of sub-meshes is the same for all segmentations: ∀i, j ∈ [1, f ], ki =
kj;
• there is a one-to-one correspondence between sub-meshes of any two meshes;
• the connectivity of the segmentations, that is to say the neighbourhood relation-
ships between sub-meshes, is preserved over the sequence.
A coherent segmentation of a mesh sequence can be thought as a segmentation of
some mesh of the sequence (for instance, the first one) which is mapped to the other
meshes.
Definition 3.4.3 (Variable segmentation). Let MS = {M i, i = 1 . . . f} be a mesh se-
quence. A variable segmentation Σv ofMS is a set of segmentations Σi = {M i1, . . . ,M iki}
of each mesh M i of MS which is not a coherent segmentation.
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Figure 3.8: Variable segmentation on the Dancer sequence [SH07]. First meshes of the
sequence are decomposed into 6 segments, then the right arm and right hand segments
merge since they move rigidly. Finally, this segment splits again.
Possible applications of a temporal segmentation of a TIMS are mesh sequence de-
compositions into sub-sequences without topological changes [LB12] or motion-based
mesh sequence decompositions [TM09]. Coherent segmentations are usually chosen
for shape analysis and understanding, when the overall structure of the shape is pre-
served during the deformation. However, variable segmentations can be helpful in
displaying different information at each time step. For instance, they can be used to
detect when changes in motion occur. This is useful for animation compression or ac-
tion recognition, for example. Figure 3.8 shows an example of a variable segmentation.
The work that we describe here is focused on both coherent and variable segmen-
tations. It can be decomposed in two successive steps (see Fig. 3.9), mesh matching
and vertex motion spectral clustering, that are iterated over the frames of the sequence.
We now briefly describe these steps; see Appendix A.7 for more details.
Figure 3.9: Overall pipeline of our algorithm, at iteration k, 1 ≤ k < f . As input we
have meshes Mk, together with an initial segmentation estimate Σkest, and M
k+1. As
output we get a segmentation Σk of Mk and an initial segmentation estimate Σk+1est of
Mk+1.
3.4.2 Mesh matching
The objective of this stage is, given meshes Mk and Mk+1, k ∈ [1, f − 1], to provide
a mapping from vertices v(k)i to vertices v
(k+1)
j , and a possibly different mapping from
vertices v(k+1)j to vertices v
(k)
i . This mapping is further used to propagate segment
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labels over the sequence. We proceed iteratively according to the following succes-
sive steps (see Fig. 3.10): first, meshes Mk and Mk+1 are registered (vertices v(k)i are
moved to new locations v′(k)i close to M
k+1), then displacement vectors and vertex
correspondences are estimated.
Figure 3.10: Matching process. Mesh Mk with vertices v(k)i is first registered to mesh
Mk+1 with vertices v(k+1)i , inducing new vertices v
′(k)
i . Displacement vectors DVi
(k)
are defined by this registration. Finally, mappings from Mk to Mk+1 and from Mk+1
to Mk are computed.
The registration uses the method of [CBI10], which divides the surface into small
patches, each of them associated with a rigid frame that encodes for a local deforma-
tion with respect to Mk. Point correspondences are iteratively re-estimated using an
optimisation procedure that minimises the distance between the two point sets while
penalising non-rigid deformations of a patch with respect to its neighbours. The dis-
placement vector of each vertex v(k)i in M




i − v(k)i ,
where v′(k)i is the corresponding vertex in M
′k. To create a mapping from Mk to
Mk+1, the closest vertex in Mk+1 is found for each vertex v′(k)i in M
′k using Euclidean
distance. A mapping from Mk+1 to Mk is also created by finding for each vertex in
Mk+1 the closest vertex in M ′k.
3.4.3 Motion-based spectral clustering
The mesh sequence is segmented according to the displacement vectors computed pre-
viously. We start with a single segment including all vertices of the first mesh M1. For
each frame k, the displacement vectors are first used to estimate the best rigid trans-
formation matrix T (k)i that maps each vertex v
(k)
i of M
k and its neighbourhood onto
M ′k. This is done using Horn’s method [Hor87], which represents rotations with unit
quaternions; the quaternion for the best rotation is the eigenvector corresponding to
the greater eigenvalue of some 4 × 4 matrix. In practice, in order to be more robust
to noise and to detect slow motion, we work in a time window. Then, in case a vari-
able segmentation is required, neighbouring existing segments with similar motions
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are merged. A spectral clustering approach is used afterwards to refine the segmenta-
tion. The clustering is made on the rigid transformations. On each segment, we build a
graph whose nodes are the vertices v(k)i and whose edges correspond to neighbouring
vertices. This graph is weighted with the distances on the special Euclidean group of











We then apply Shi and Malik’s normalised spectral clustering algorithm [SM00] to
segment the graph. This spectral clustering yields a segmentation of the vertices of
Mk, which is mapped onto Mk+1 to create the initial segmentation of the vertices of
Mk+1. The final segmentation in the last frame is mapped back to each meshMk when
a coherent segmentation is required.
3.4.4 Shape in motion segmentation evaluation
Little work has been done so far to evaluate properly existing segmentation methods.
In the static case, a few authors have compared their results with manually segmented
objects [BVLD09, CGF09, LTBZ13]. Different metrics have also been proposed; see
[TPT15] for a survey. Part of our work has been to develop such an evaluation in the
dynamic case. We rely on the fact that the optimal segmentation of a TCMS or a TIMS
into rigid components can be guessed when the kinematic structure is known. This is
because we can attach each vertex of a mesh sequence to one joint among its related
joints (the joints of the animation skeleton for which the skinning weight is non-zero),
namely, the furthest in the hierarchy from the root joint. The joints of the animation
skeleton can be clustered into joint sets, each joint set representing a different motion.
An optimal segment of the mesh sequence can then be defined as the set of vertices
attached to joints in the same joint set.
We then propose the following three metrics in order to evaluate a given segmen-
tation with respect to the previously defined optimal segmentation:
• Assignment Error (AE): for a given mesh, the proportion of vertices which are
not assigned to the correct segment. This includes the case of segments which
are not created, or which are wrongly created;
• Global Assignment Error (GAE): the mean AE among all meshes of the se-
quence;
• Vertex Assignment Confidence (VAC): for a given vertex of a TCMS, the propor-
tion of meshes in which the vertex is assigned to the correct segment.
AE and GAE give a quantitative evaluation of mesh segmentation and mesh sequence
segmentation, respectively, with respect to the optimal segmentation. VAC can help to
locate wrongly segmented areas.
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3.5 PERSPECTIVES
In this chapter I have presented some contributions to the analysis and segmentation
of 3D mesh sequences. The overall common objective of all these methods is to con-
tribute to a high-level understanding of shapes in motion, which includes the general
recognition of the shape’s geometry as well as its motion. In the near term, I plan to
develop the three following points.
3.5.1 Visual differences between shapes in motion
Work on extending the perceptive analysis of mesh distortion (Section 2.4) to mesh
sequences is planned as part of Georges Nader’s PhD thesis. A better comprehen-
sion of visual differences between 3D shapes in motion has applications not only in
compression and watermarking but also in classification and comparison of dynamic
shapes. To the best of my knowledge, little work has been carried so far on this topic
[KBAW11]. Defining a Just Noticeable Difference profile would be a first step. Find-
ing a perceptually validated metric to compare shapes in motion is far more ambitious,
and would probably need much more effort. I have spent some time investigating this
subject between 2011 and 2014, as part of a joint work with Romain Arcila (at the
end of his PhD thesis) and Ron Rensink from the University of British Columbia in
Vancouver. We have devised an algorithm to segment temporally (see Definition 3.4.1
above) and compress a TCMS. This algorithm takes as input a desired number of key
frames and automatically computes them. We have then investigated if the optimal
number of key frames, defined as the minimum number for which there is no percep-
tual difference between the original and the compress sequence, can be automatically
determined. This has been done by carrying perceptual experiments on three different
sequences. Although the results were inconclusive this method can be used to validate
a proposed metric in the future.
3.5.2 3D+t Laplace operator spectral behaviour
There are numerous applications of the discrete 3D+t Laplace operator. It has al-
ready been used recently, with other weight definitions, for motion editing and re-
targeting [NCG13] (using Gaussian weights) and space-time filtering [YXF14] (using
a multi-scale combinatorial Laplacian). I plan to investigate the application of the 3D+t
Laplace operator defined in Section 3.3 to various problems. Of particular interest are
the Laplacian eigenvectors, as they are known in 3D to be related to the geometry
of the shape [L0́6, ZvKD10]. If the 3D+t Laplacian eigenvectors can also be inter-
preted as vibration modes of either the shape or the motion, by tuning the parameter
α, a huge number of applications for understanding shape in motion exist. They range
from shape or motion spectral clustering to shape or motion filtering, to the defini-
tion of shape or motion descriptors, to classification with respect to shape or motion.
This subject will be investigated in 2016 with the help of Stefanie Wuhrer from the
Morpheo team and a Master student, Sandeep Manandhar. In the longer term, I wish
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to extent this 3D+t Laplace operator to TIMS and to check if a FEM-based defini-
tion matches the DEC-based definition, as happens in the case of the 3D cotangent
Laplacian [LZ09].
3.5.3 Modelling the factors of variability for human shape in mo-
tion
The decomposition of a moving shape into rigidly moving components, as described
in Section 3.4, is limited to shapes for which the kinematic structure can be captured.
This approach cannot address such situations as the motion of animals with large fat
volumes, such as rodents, or humans wearing loose clothing. The latter will be tackled
within the ANR-funded project ACHMOV (“Accurate Human Modelling in Videos”),
which has just started in October 2015. Together with Stefanie Wuhrer and a PhD
student, Jinlong Yang, we plan to develop new statistical and geometric representations
for modelling independently body shape, body motion and the motion of clothing.
We will use 3D video acquisitions of humans wearing tight and loose clothes while
performing the same movements.
CHAPTER 4
Understanding digital shapes from the life sciences
4.1 INTRODUCTION
4.1.1 Context
The previous chapters examined static meshes and temporal sequences of meshes.
Although very common, meshes are not the only possible representation of discrete
shapes. Depending on the digitisation system, other shape models are widely used
for various applications. For instance, medical imaging systems create 3D images as
stacks of 2D images. Organs are thus first represented as voxel sets, which are some-
times, but not always, subsequently converted to other shape representations. Another
example is the use of laser scanners in remote sensing. These devices generate a cloud
of 3D points representing the scanned scene. The conversion of this point cloud into a
mesh is often not a trivial task because of non-uniform sampling, missing data due to
occlusions, outliers or other types of noise caused by the acquisition process [BTS+14].
As a consequence, it is sometimes simpler to work directly on the point cloud.
In this chapter I describe two shape-understanding methods that directly operate
on acquired data, without converting it to a mesh. Both of these methods are focused
on particular applications and have been designed for and in cooperation with experts
in the relevant fields. These experts, being the end users of the methods, have brought
specific requirements, as did the infographist Christine Depraz with whom I worked on
the animation skeleton method (Section 3.2). The first application, described in Sec-
tion 4.2, was initiated by Dr. Olivier Palombi, a neurosurgeon (and also a researcher in
computer science and former colleague in the EVASION team). The goal was to locate,
to characterise the shape and to quantify the volume of brain aneurysms automatically
from voxel sets of the cerebral vascular tree. These voxel sets were segmented from 3D
MRI or scan images (see Fig. 4.1 (a)). Such information is crucial in helping neurosur-
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geons and neuroradiologists decide on an appropriate treatment (clipping or coiling of
the aneurysm). The second application is detailed in Section 4.3. It deals with the ac-
curate segmentation of tree laser scans into their elementary units (leaves, petioles and
branches) and its application to dendrometry (tree shape measurements). This problem
was introduced to me by Dr. Eric Casella, an ecophysiologist working for the Forestry
Commission (UK). A typical result is shown in Fig. 4.1 (b).
(a) (b)
Figure 4.1: (a) Voxel set representing the cerebral vascular tree, with an aneurysm
highlighted in yellow. The computed centreline is in blue. (b) Segmented point cloud
of a sweet chestnut seedling.
4.1.2 General approach: skeleton for segmentation and measure-
ment
Although the representations of the shapes and the application areas are different, each
of the problems described in this chapter, namely aneurysm quantification and tree seg-
mentation, can be decomposed in the same way. First, the shape (the cerebral vascular
tree for the medical application, a leaf-on tree for the botanical one) must be decom-
posed into elementary units: the tree’s branches and the potential aneurysms in one
case, the branches, petioles and leaves in the other. Second, the geometric measure-
ments must be computed: volume and maximum horizontal and vertical diameters of
the aneurysms; tree leaf areas and possibly wood volume (although this has not been
done in the work described here, this is possible by fitting geometric primitives, see
[rRKC15]). This second stage is relatively easy when intended sub-shapes have been
accurately isolated. Hence, the main difficulty lies in the segmentation stage. We have
chosen the same approach in both cases: a shape set of centrelines is computed using
Dijkstra’s algorithm (in the tree case, the point cloud is first embedded into a spectral
space, leading to a shape made of elongated regions), then voxels or points associated
with each centreline are clustered into a segment. In other words, the segmentation is
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guided by the skeleton.
The prior knowledge used in the first case is mostly related to the localisation of
the aneurysms. The anatomy of the cerebral vascular tree has been encoded into a
multiresolution graph which enables the branches with aneurysms to be located. In
the second case, the suggested approach for tree segmentation is semi-automatic. That
is, the expert introduces knowledge when and where he or she chooses to re-run the
segmentation process after inspecting preliminary results through the visualisation in-
terface.
4.2 CEREBRAL ANEURYSM CHARACTERISATION
AND QUANTIFICATION
Saccular aneurysms are dilatations in the wall of a blood vessel, that are connected to
the vessel by a narrowed zone called the neck. If not treated, an aneurysm may burst
causing a stroke and in most cases the death of the patient. The decision to treat an
aneurysm is made according to its risk of rupture. Surveys have shown that the most
important factors affecting the risk of rupture are: size, shape, neck, and location of the
aneurysm. In this work we devise a tool that detects aneurysms and computes all of
these factors from a voxel set representing the cerebral vascular tree. The voxel set is
segmented from Magnetic Resonance Angiography (MRA) or Computerized Tomog-
raphy (CT) scan images. Image segmentation is a difficult problem, but it is not the
purpose of our work. We rely on existing techniques, see [LABFL09] for a review.
Our method first computes thin, connected and exactly centred centrelines in the
voxel set. These centrelines are then used to study the evolution of the diameters and to
detect aneurysms automatically. Blood vessels have a cylindrical shape and thus their
diameters so are almost constant, whereas those of aneurysms change considerably.
Relevant measures are then computed for the aneurysms that have been found. Their
locations are identified by using a partial graph matching technique. Interestingly, an-
other study (which takes as input a meshed surface of the cerebral vascular tree rather
than a voxel set) has recently used the same ideas and gone further [BWDJ14] by au-
tomatically classifying aneurysms into one of four types by using graph analysis and
supervised learning techniques.
This work was the first part of the PhD thesis of Sahar Hassan [Has11].
4.2.1 Centreline extraction
Extracting centrelines from a voxel set is a well-known problem [CSM07]. Since we
want to use the centrelines to study the evolution of blood vessel diameters, these
centrelines should be:
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• connected: the centrelines we are looking for should be 26-connected;
• thin: a centreline is thin if each voxel of the centreline has only two of its neigh-
bours in the centreline, except for the extremities which have one neighbour in
the centreline;
• centred: the centrelines should be centred within the vascular tree;
• such that the connections between branches are as orthogonal as possible.
To get such centrelines, our approach is to adapt Dijkstra’s algorithm [Dij59]. Fig-
ure 4.2 (a) shows the flowchart of our centreline algorithm. A source voxel S is cho-
sen at an extremity of the set by identifying the furthest voxel from a random voxel
[LV99]. A modified Dijkstra’s algorithm finds the shortest path from S to the fur-
thest voxel. This path is the first centreline B0. All the voxels belonging to B0 have
then their distance from the source voxel (DFS) put to 0, and the modified Dijkstra’s
algorithm is re-run from S. This gives a new centreline B1, which connects the fur-
thest voxel to B0. The process is iterated until the new centreline Bi is too short, and at
most 50 times, since a cerebral vascular tree usually has fewer than 50 visible branches.






where deucl(v1, v2) is the Euclidean distance between the centres of voxels v1 and v2,
and DFB(vi) is the Euclidean distance between the centre of voxel vi and the centre
of the closest surface voxel, that is to say the closest voxel with at least one of its
26-neighbours missing in the voxel set. Using d rather than deucl privileges the voxels
that are far from the boundary of the voxel set, and so enforces the centredness of the
centreline. Setting the DFS of voxels of extracted centrelines to zero makes the new
centreline join orthogonally the set of previous centrelines and avoids cutting corners.
Since the centrelines are connected and thin by construction, the four properties listed
above hold.
4.2.2 Aneurysm detection and quantification
One key characteristic that differentiates a saccular aneurysm from a normal vessel is
that the normal vessel has an almost constant diameter, whereas the aneurysm, which
has an irregular shape, has a diameter that changes considerably. In order to model the
appearance of a vessel, we define a set of points (x, y) corresponding to the centre-
line’s voxels v. x is the distance between the centre of the voxel and the centre of the
origin of the centreline. y represents the approximate diameter of the vessel at v, and
is calculated using the real plane P passing through the centre of v and orthogonal to
the centreline, see Fig. 4.2 (b). P cuts the vessel or aneurysm surface on voxels vi, at
a distance yi from v. y is simply defined as the average value of the yi. y is a reliable
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(a) (b) (c)
Figure 4.2: (a) Flowchart of the centreline extraction algorithm. (b) Diameter com-
putation for a centreline. (c) Reference graph used for aneurysm localisation.
indicator of changes in diameter because of the centredness of centrelines and their
orthogonality. A least-square quadratic fit is then applied to the set of points (x, y)
of a given centreline. Thresholding on the parameter associated with x2 enables us to
detect aneurysms.
An aneurysm is defined as the set of voxels connected to the associated centreline
through the last iteration of the modified Dijkstra’s algorithm. However, this includes
irrelevant voxels, which are geometrically located between the support vessel and the
aneurysm neck, see Fig. 4.3 (a). These voxels are closer to the centreline of the support
vessel than its half-diameter and so they are removed, as shown in Fig. 4.3 (b). The
neck of the aneurysm is finally computed as the surface voxels of the aneurysm that
have at least one neighbour that is not in the aneurysm (Fig. 4.3 (c)).
Once an aneurysm and its neck are computed, several measurements are provided
to the user:
• size of the aneurysm: the number of voxels in the aneurysm;
• shape: we compute the maximum vertical and horizontal diameters of the aneurysm
(see Appendix A.8 for details);
• neck: the area of the neck (number of voxels) and its perimeter (number of
surface voxels).
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(a) (b) (c)
Figure 4.3: (a) Set of voxels associated with an aneurysm centreline. (b) Voxels of the
aneurysm. (c) Neck of the aneurysm. The aneurysm centreline is in blue.
4.2.3 Aneurysm localisation
A reference graph of the vessels of the cerebral vascular tree automatically localises
the aneurysm (Fig. 4.2 (c)). This graph is simplified so that multiple graphs can be
used, because in practice not all vessels are actually segmented from acquired images.
We use a partial matching method [CFSV04] to match this reference graph with a
graph constructed from the set of extracted centrelines. The nodes of the graph corre-
spond to segments of the centrelines, that is to say connected sets of voxels between
an end voxel and a junction with another centreline, or between two junctions. The
widest segment (aneurysm excluded) is chosen as root, since it corresponds to the
carotid. Edges of the graph correspond to centreline junctions. Three attributes are
associated with each node of the graph: the length and diameter of the corresponding
segment and the number of child nodes. The first two attributes indicate the importance
of the segment. Segments with small diameters or short lengths are considered very
patient-specific and unimportant and so the corresponding nodes are deleted from the
graph. Each time a node is deleted the number of children of its parent is increased by
an increment of one. Only this third attribute is then used in the matching step. It helps
to differentiate between vessels that are known to have many bifurcations (e.g. vessel
M ) and those with fewer bifurcations (e.g. vessel A) issuing from the same parent.
4.3 TREE SEEDLING SEGMENTATION AND
MEASUREMENT
Terrestrial laser scanning (TLS) has become an increasingly popular technique to mea-
sure the 3D characteristics of vegetation, from grass to forest plant species [DCF11],
since it is fast and non-destructive. Not only are these measurements critical for for-
est inventory and management but also for carbon-storage estimation, climate-change
studies, and so on. They also provide an in situ validation of 3D plant architecture
models. These models describe plants as collections of interconnected elementary
units (inter-nodes, petioles, leaf-blades) which are spatially distributed above and/or
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below ground [GCS99].
TLS uses a LiDAR device which generates unstructured clouds of 3D points where
the laser beam is incident and reflected. Although it gives a raw sketch of the spatial
distribution of plant elements in 3D, it lacks explicit and essential information on their
shape or connectivity (which component is related to which). These points need to be
subsequently clustered into geometrically meaningful sets for further analysis and den-
drometric measurements. The problem of point-cloud segmentation has already been
tackled for leaf-off trees; see e.g. [RKr+13]. The problem is more complex for leaf-on
trees, not only because of larger occlusions but also because there is substantially more
noise. This is the problem we tackle here. We propose an interactive technique that
yields very accurate results, as opposed to computer graphics techniques which give
visually plausible but not faithful results [XGC07, LYO+10]. The point cloud is first
segmented into a small number of clusters, then the expert selects the clusters that need
to be segmented again, and the process is iterated.
Being interactive, the approach is suitable for plants and trees with a limited num-
ber of elementary units, such as the horse chestnut seedling of Fig. 4.4 which is seg-
mented into 38 clusters (for 122022 points in the point cloud). This approach is robust
to acquisition noise and occlusions, as shown in the figure. Note that the problem
would have been simpler in a controlled environment and for such small plants, since
multi-camera systems would have allowed a mesh of the plant’s surface to be con-
structed with only a limited amount of noise. This is the process that has been success-
fully used for phenotyping by [PSB+12].
(a) (b) (c)
Figure 4.4: Segmentation of a horse chestnut seedling. (a) Side view. (b) Top view.
(c) Close up.
The main idea underlying our approach is that a tree or a plant is a strongly
anisotropic shape and that its natural “intrinsic” directions follow the directions of each
stem, branch, petiole and the main directions of each leaf-blade. Thus, our method
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transforms the input data into a set of elongated curves, or at least strongly anisotropic
shapes, that sample each elementary unit of the plant, as is shown in Fig. 4.5. The
segmentation is easier on such transformed data since it does not depend upon the
particular shape of the leaves. Moreover, geometrical noise accumulated during the
acquisition process is implicitly altered by the transformation. Technically, we use a
dimension-reduction approach, namely a spectral embedding of a graph connecting the
TLS points.
(a) (b) (c)
Figure 4.5: (b,c) Two views of the spectral embedding of the point cloud shown in (a).
4.3.1 Graph computation
In order to segment the TLS point cloud, our approach first computes a graph G
that connects each point to some of its neighbours. Usual methods such as the ε-
neighbourhood (which connects a point to all other points within a ball of radius ε) or
the k-nearest neighbours (which connects a point to the k closest points) methods are
convenient as long as the density of the point cloud is uniform; but this is not the case
for our TLS data. We have found that useful connections may be missed if the value of
the parameter (ε or k) is too small, and that too many edges may be created otherwise.
Moreover, the optimal parameter value depends on the data and is difficult to select in
advance.
Therefore we suggest a simple yet more robust method. For a given point p, we
compute the k nearest neighbours (with k = 0.1% of the total number of points), and
place them in a priority queue Q ordered by their distance to p. We keep the closest
point p1 to p and for each successive point pi in Q we check if the angle between the
edge ppi and any previously kept edge ppj is lower than a threshold a. If so, pi is
discarded. Otherwise pi is kept as a neighbour of p (i.e. ppi as an edge of G). The
algorithm is summarised in Appendix A.9.
According to our experiments, the segmentation results are insensitive to the value
of the parameter a. As a consequence, we choose a = π/2, since it minimises the
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number of edges in G and thus the computation time for the subsequent stages of the
algorithm. Note that a > π/2 may lead to a graph with multiple connected compo-
nents.
4.3.2 Spectral embedding
Embedding a discrete shape into a low-dimensional spectral space is known to help to
capture its intrinsic features (see e.g. [RWP06]). In our work, we build on the Lapla-
cian Eigenmaps framework of Belkin and Niyogi [BN03], except that the graph edges
are weighted by the commute-time distance, which has proven to be robust against
noise for clustering purposes [QH07]. Using this distance is similar to using the Eu-
clidean distance in spectral space, except that each coordinate is divided by the cor-
responding eigenvalue: the commute-time distance between two nodes i and j of the





, where i(k) and j(k) are the kth coordinates
in spectral space of i and j, respectively, and e(k) the kth eigenvalue of the Laplacian
matrix of the graph.
The spectral embedding of G into a d-dimensional space is given by the d eigen-
vectors V1, . . . , Vd of the Laplacian matrix L = W − A of G associated with the first
d non-zero eigenvalues, in increasing order (W is the diagonal valency matrix of G
and A is its adjacency matrix). The embedding coordinates of node i of G are given
by row i of the matrix whose columns are vectors V1, . . . , Vd; see [vL07] for a detailed
explanation of spectral embedding and clustering. It is known that the eigenvectors as-
sociated with the lowest non-zero eigenvalues of L give the main “intrinsic” (curved)
directions of the graph [L0́6]. We have shown (see Appendix A.9) that the segmenta-
tion is insensitive to parameter d. In practice, we use d = 5 or 10.
4.3.3 Segmentation in spectral space
Once the graphG is embedded into the spectral space, it is segmented into its elongated
curves. Methods such asK-means are tailored to isotropic data and would not give sat-
isfactory results with such a strongly anisotropic shape. This is why we use a method
similar to that described in Section 4.2.1. Dijkstra’s shortest path algorithm is applied
n times and this produces 2n− 1 centrelines within the embedded graph because each
new centreline splits an existing centreline in two. The parameter c = 2n−1 is chosen
by the user and is equal to the final number of clusters. After the final shortest-path
computation, each node of G is assigned to its nearest centreline, namely the first cen-
treline met in its predecessor list.
Our experiments have shown that choosing a large number c of clusters may lead to
over-segmentation of leaves. To overcome this problem, we suggest choosing a small
value for c initially. According to our experiments, c ∼ 25% of the total final num-
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ber of clusters is generally a good initial value. Once the TLS data is segmented, the
user can choose clusters through a graphical interface and re-run the whole algorithm.
Leaf areas are then computed by projecting the points of a leaf into its least-square fit-
ted plane, computing the Delaunay triangulation of the projected points, projecting the
points back to their original positions and summing the areas of the Delaunay triangles.
According to our experiments, this method leads to very accurate segmentations
(less than 3.4% false positive and negative for the leaf clusters) and leaf area estimates
(less than 1.3% error). Two results are shown in Fig. 4.1 (b) and Fig. 4.4.
4.4 PERSPECTIVES
Two studies of digital shape understanding for life sciences have been presented in this
chapter. Although the shapes are represented by different discrete input data (a voxel
set in the first case, a 3D point cloud in the second), they share a common approach
based on centreline extraction for shape segmentation.
The first study focused on aneurysm detection, localisation and quantification in
cerebral vascular trees. The second targeted tree decomposition into its elementary
units (branches, petioles and leaves). Currently, I am not actively working on medical
applications. However, I am still working and I plan to continue on applications in
forestry and botany. Geometrically speaking, trees are of great interest because of their
complexity. Accurately perceiving their shape from a cloud of points is a challenge
not only because of the huge number of branches and leaves, but also because both
large (the trunk and main branches) and small (petioles, small branches) areas are
involved. Moreover, thin, elongated shapes (branches) are mixed with more planar
ones (leaves). Short-term perspectives include two projects in collaboration with Dr.
Eric Casella from the Forestry Commission (UK), which have recently been funded by
the Université Grenoble Alpes.
4.4.1 TLS point cloud noise detection and correction
Any TLS point-cloud processing algorithm on trees is inherently limited by the amount
of noise in such geometries. For instance, there will be many outliers between neigh-
bouring leaves and around branches. As an example, Fig. 4.6 (a) shows the initial horse
chestnut scan (to be compared with Fig. 4.4 (b)). In our work (Section 4.3), we filter
point clouds by removing outliers. We define an outlier as a point whose mean distance
to its k nearest neighbours exceeds the mean plus the standard deviation of the mean
distances to all points [RC11]. However, removing points alters the information. In
particular, estimates of leaf areas will be lower than actual leaf areas and so our idea is
to correct the outlier positions rather than to suppress the data. We are currently doing
this with Romain Rombourg, who studied this problem for his Master thesis in 2015.
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(a) (b)
Figure 4.6: (a) Raw scan of the horse chestnut (top view). (b) Modelling the acquisi-
tion noise. In green is displayed the input scan as a function of distance to the LiDAR;
in blue is our simulation, taking into account our mixed pixel mathematical model.
Several physical phenomena have been claimed to be responsible for outliers in the
literature [HK92], of which the so-called mixed pixel effect can explain the majority of
outliers in our tree TLS point clouds (see Fig. 4.6 (b)). The effect occurs when a laser
beam partially hits the edge of one surface and partially anotherbehind it. We have
developed a mathematical model of this effect and methods to detect and correct for
outliers.
4.4.2 Towards an accurate digital tree model
Noise correction opens up new perspectives for our interactive segmentation approach
(Section 4.3). Our ambition is to make it fully automated, in order to be able to seg-
ment a full leaf-on tree accurately and not only seedlings or plants. This is not currently
possible because of the amount of noise still present in the data, even after filtering.
The boundary between elementary units (e.g. two spatially close leaves) is not always
obvious and the graph we create may contain several edges joining elementary units
that are not connected in the real tree.
I have recently been granted a PhD studentship by the Université Grenoble Alpes
to investigate further the use of LiDAR data for digital tree modelling. The goal of
this project is to develop a full pipeline from TLS point-cloud acquisition to single leaf
and branch geometric modelling and measurement, through to scan de-noising and
automated segmentation into elementary units. The student, Romain Rombourg, has
started his PhD thesis in October 2015.





In this manuscript I have reviewed my main contributions to digital shape understand-
ing. I have developed several segmentation and skeleton-based methods to recognise
shapes from low-level digital representations, that have no overall coherence. My re-
search has encompassed three different areas. First, I have focused on general purpose
3D meshes. I have contributed to their topological and perceptual comprehension, as
well as to the transformation of a unorganised set of triangles into a manifold mesh, and
then to a regularly sampled volumetric model. Second, I have introduced methods that
help to create, modify and analyse sequences of meshes as digital representations of
moving shapes. Third, in the context of shape analysis and measurement for medicine
and botany, I have worked on skeleton-based shape segmentation from two different
digital representations, namely, voxel sets and point clouds.
In each of these studies, I have developed tools that are either interactive (or expe-
riential) or automatic as the particular context and user need has required. Similarly,
some of my work has had specific applications in mind while other work has aimed to
be more generally applicable. This is summarised in Table 5.1. The mesh sequence
decomposition algorithm is in the specific application category since it focuses on rigid
motion retrieval. A possible application is motion measurement for limb rehabilitation
or sport gesture analysis. The harmonic skeleton tool is classified as interactive since
the skinning weights are chosen by tuning a parameter (Section 3.2.5). As a future
research project, it could be automated by relating the skeleton to anatomy semantics.
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Figure 5.1: Classification of the studies described in this manuscript.
5.2 GENERAL COMMENTS
From my experience, at least three points are essential in digital shape understanding
for real life applications. First, it is necessary to collaborate with experts from the ap-
plication domain. These experts not only provide details on the desired output of the
algorithm, but also can give insights on the prior knowledge to be used. Second, choos-
ing the right mathematical and computational tools requires a broad view, rather than
an expert understanding, of available theories and methods. Therefore, it is important
to be open-minded to techniques used in other domains. Finally, evaluation, and in
particular quantitative validation, is not to be neglected. This is the way to convince
most users that the method is worth being used. Nice images are not sufficient.
Doing so is time consuming. Understanding people from another domain, espe-
cially their exact needs, is time consuming. Knowing which tools exist is time con-
suming. Acquiring data and devising validation experiments is very time consuming.
Tools used are not always the same, adding another challenge. However, it is rewarding
to feel useful and it is a nice way to learn a lot.
5.3 OPEN QUESTIONS FOR SHAPES IN MOTION AND
FOREST SCIENCE
In the future I plan to continue working on shape understanding for two main appli-
cations, namely 3D shapes in motion and forest science, although I am open to new
collaborations. The first topic is the main concern of the Morpheo team and so I ben-
efit from the expertise of my colleagues. Trees are of great interest because of their
challenging complex structure. I am currently collaborating on this topic not only with
Dr. Eric Casella, but also more informally with other experts.
For each of these applications the same questions arise, which are connected to the
key points I mentioned above:
• What is the most appropriate shape representation?
• Which mathematical and computational tools may be useful to process the shape?
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• Which additional knowledge should be used, and how should it be integrated?
I will consider each of these questions in turn.
5.3.1 Appropriate shape representations
In computer vision, 3D moving shapes are currently represented by temporally inco-
herent mesh sequences (TIMS, see Definition 3.1.1). We have seen in Section 3.4 that
it is not easy to recognise the shape and its motion from such a representation. There-
fore it may be relevant to try to find a more appropriate geometric representation. We
have recently started focusing on regular volumetric discretisation, through the PhD
project of Li Wang (Section 2.5). A recent publication using our approach has shown
that there is interest in such volumetric discretisation for shape tracking [AFB15]. This
topic will also be investigated within the context of the ANR ACHMOV project (see
Section 3.5.3), for clothed human body shapes. In the case of clothes, a volumetric
model may not be appropriate since clothes are largely two-dimensional.
In forestry, the need for accurate measurements also requires appropriate shape
representations. A recent study has shown that cylinders are a simple yet efficient ge-
ometric primitive to represent tree branches [rRKC15]. A similar study is planned for
leaves in the context of the AGIR DigiTree project (see Section 4.4.2). However it
may not be possible to avoid having many parameters since the geometric variability
of leaves is much greater than that of branches. To overcome this problem, a col-
laboration with Florence Bertails-Descoubes from the BIPOP team of Inria Grenoble
is envisaged. Florence’s project “From Geometry to Motion: inverse modelling of
complex mechanical structures”, recently granted by the ERC, aims at estimating me-
chanical parameters from the geometric shape, for thin elastic rods, plates and shells.
Tree leaves would be physically modelled as shells.
5.3.2 Mathematical and computational tools
The question of appropriate mathematical and computational tools is closely related
to the issue of representation. In the case of shapes in motion, I believe that the 3D+t
Laplace operator, developed on TCMS (see Section 3.3), may be as useful for shape
and motion processing as discrete 3D Laplace operators are for static mesh processing
[LZ09, ZvKD10]. The main benefit of such an operator lies in its ability to process
both shapes and motions, by simply varying a parameter. Its computational cost is its
main drawback, since it requires a matrix whose size is the square of the total number
of vertices in the sequence, although this matrix is very sparse. Methods for sparse
matrix manipulations need to be investigated further for this operator to be practically
usable. A discrete Laplace operator on TIMS or volumetric space-time representations
may be derived later, if such representations prove to be useful for the understanding
of shapes in motion.
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In the case of tree laser scans, two main options can be envisaged. If the input
point cloud can be efficiently de-noised (see Section 4.4.1), it may be converted to a
two-manifold mesh. Then, standard mesh processing techniques may be used as was
recently done for phenotyping [PSB+12]. However, I believe that, due to the partic-
ular geometry of a tree, with many close yet non-intersecting branches and leaves, in
most cases there will be too many occlusions and topological ambiguities for a correct
mesh reconstruction. Therefore instead, I plan to investigate point cloud processing
tools. Since LiDAR have been used for a long time in many fields such as robotics,
archaeology or building modelling, such tools are already well developed, see e.g.
[RC11, NWH13].
In addition to these deterministic tools, statistical methods will be required to deal
with inherent uncertainty in the data. The development of statistical methods is planned
for the PhD project that I will supervise with Stefanie Wuhrer on modelling clothed
humans in motion (see Section 3.5.3). In the case of scanned leaf-on trees, this is some-
thing already quite popular in the literature: because of the large number of occlusions
between leaves, an exact reconstruction of each single leaf is impractical.
5.3.3 Incorporating additional knowledge
Prior knowledge is crucial for the efficiency of shape understanding tools. As we have
seen in this manuscript, depending upon the application, an expert can provide knowl-
edge about the shape. However, this is not the only possibility, and I think at least two
directions need to be explored.
First, this knowledge may be implicitly learnt from examples or from the environ-
ment, as has been suggested recently by Hu et al. [HZvK+15]. This is an area of con-
siderable interest nowadays, as is exemplified in the recent work on 3D shape recog-
nition from depth sensors using deep learning techniques by Wu et al. [WSK+15].
Another way to incorporate knowledge without formalising it is through a set of user
experiments, as we did with George Nader for 3D mesh visual perception (Section 2.4).
One of the main questions in all these cases is to what extent does the example/user
database or the environment fully represents the set of possible situations.
Second, new sensors may be used to provide additional information about the
shape. For shapes in motion, optical systems and depth cameras are widely used to
complement video cameras. Within the Morpheo team, our acquisition platform Kino-
vis benefits from a 20 Vicon motion capture system combined with 68 video cameras.
Cameras can also be thought of as complementing laser scanners in the forestry case.
Unfortunately, their resolution is currently too low to help with accurate measurement
[CDMM13]. Handheld laser scanners are currently being investigated but again their
accuracy remains insufficient at the moment [BBP+14]. Hyper-spectral imaging is a
promising field, and several teams have recently started to investigate this technology
for remote sensing; see e.g. [HSKC12]. The main challenges when various sensors are
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combined are calibration and data fusion. The discrete representation of shapes may
also need to be adapted.
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Abstract
Limitations of current 3D acquisition technology often lead to polygonal meshes
exhibiting a number of geometrical and topological defects which prevent them
from widespread use. In this paper we present a new method for model repair which
takes as input an arbitrary polygonal mesh and outputs a valid two-manifold
triangle mesh. Unlike previous work, our method allows users to quickly identify
areas with potential topological errors and to choose how to fix them in a user-
friendly manner. Key steps of our algorithm include the conversion of the input
model into a set of voxels, the use of morphological operators to allow the user
to modify the topology of the discrete model, and the conversion of the corrected
voxel set back into a two-manifold triangle mesh. Our experiments demonstrate
that the proposed algorithm is suitable for repairing meshes of a large class of
shapes.
Key words: topology, morphology, opening, closing, 2-manifold
1 Introduction
Mesh repair refers to the transformation of a mesh with singularities into an
“acceptable” one. “Acceptable” often means a two-manifold – a surface S
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such that each point on S has a neighbourhood on S homeomorphic to R2 (in
particular, a two-manifold is a closed surface). Other conditions are sometimes
required. A singularity can refer to very different things. We distinguish here
three different types of surface singularities.
• Combinatorial singularities prevent the mesh, seen as a combinatorial ob-
ject, from being a two-manifold. We refer to Guéziec et al. [22] for standard
definitions related to manifold meshes. Among combinatorial singularities,
we find:
· singular edges: edges with at least three incident faces;
· singular vertices: vertices whose link is neither a chain nor a cycle.
See Figure 1 for an example.
There also are conditions which are singularities only with respect to
manifolds without boundaries:
· boundary edges: edges with only one incident face;
· boundary vertices: regular (i.e. not singular) endpoints of boundary edges.
Isolated elements may also be considered singularities:
· isolated edges: edges with no incident face;
· isolated vertices: vertices which are not endpoints of any edge.
(a) (b)
Fig. 1. (a) Singular edge (its endpoints are singular vertices), (b) singular vertex.
• Geometrical singularities prevent the mesh, seen as the embedding of a sur-
face in R3, from being the boundary of a three-dimensional object. For
example, two triangles whose interiors intersect each other create a geomet-
rical singularity. See [40] for a list of possible embedding inconsistencies.
• Topological singularities prevent the surface from having the desired genus
or the desired number of connected components. As an example, complex
meshes often contain small undesired handles, creating multiple small tun-
nels in the object they represent.
Another common singularity created by modern acquisition processes is a com-
plex hole with (possibly) tiny islands within (see e.g. [15], or Figures 9, 10 and
11). This singularity can be seen either as a set of combinatorial singularities
(boundary edges and boundary vertices), or as a geometrical singularity, since
it prevents the surface from being the boundary of a volumetric object.
2
Mesh repair is important mainly for two reasons. First, meshes are widely used
to represent (the surface of) 3D objects in computer graphics, because of their
flexibility in visualization, manipulation and computation tasks. Second, the
acquisition process from a real object (for example, using a scanner) often
creates inconsistent meshes. These are due to the inherent limitations of 3D
acquisition devices, but also sometimes to the inner geometry of the object.
For instance, hidden parts of an object cannot be reconstructed correctly by a
scanner. This might not be important, but unfortunately, many applications
require as input mesh a valid two-manifold. Consequently, there is much work
on tackling this problem of removing singularities from meshes.
In this paper we present a mesh repair algorithm able to remove all geometri-
cal, combinatorial and topological singularities from an arbitrary polygonal
model. The main idea is to discretize the input model into a voxel-set rep-
resentation and to iteratively apply morphological operators to detect areas
which are likely to accept topologically-different reconstructions. We allow
the user to quickly identify these parts and to choose the desired topology
in a user-friendly manner. Once the topology has been fixed, the algorithm
extracts a valid two-manifold surface from the voxel set. The use of an inter-
mediate discrete representation allows our algorithm to guarantee a valid
two-manifold output for any input model, including polygon soups. To the
best of our knowledge, this is the first mesh repair method where the user is
assisted by an explicit indication of topologically-ambiguous areas in a discrete
representation.
2 Related work
A number of surface reconstruction methods have been proposed to create
manifold meshes from various types of input data, including point clouds
(see [31] for a recent paper with a comprehensive discussion of related work).
These algorithms can be applied also to mesh repair (taking as input e.g.
the set of mesh vertices) but they offer no topological control, which is
particularly important in presence of noisy or unproperly sampled data. In
this section we focus on mesh repair methods for removing combinatorial and
geometrical singularities (Section 2.1) and topology modification techniques
(Section 2.2).
2.1 Combinatorial and geometrical singularity removal
Mesh repair methods can be split into two categories: surface-based methods
and volume-based methods. The former operate directly on the input mesh,
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while the latter use an intermediate voxel representation. Note that compre-
hensive overviews of existing works can be found in [11] and [26].
2.1.1 Surface-based methods
Guéziec et al. propose a method to remove combinatorial singularities [22].
Their method converts a set of polygons into a 2-manifold by applying local
operators. It has several advantages: since it does not handle the geometry,
coordinates are not important and there is no approximation error; more-
over, attributes such as colours, normals and textures can be preserved, and
the algorithm works in linear time. Unfortunately, it removes only combina-
torial singularities, and much user intervention is often required. Borodin et
al. remove several combinatorial and geometrical artefacts such as unwanted
gaps and cracks using a vertex-pair contraction operator and an iterative dec-
imation algorithm [10]. Unfortunately, this method does not handle the very
complex holes (with possible tiny “islands” inside) produced by modern ac-
quisition hardware. Creating a closed mesh that fills these holes is sometimes
known as the surface completion problem. Davis et al.’s method [15] was one
of the first to tackle this problem. Unfortunately, in some cases it can pro-
duce excessively curved regions. Other surface completion methods include
[32,42,41,4]. Surface-based methods are often automatic, but fail to repair ge-
ometrical singularities such as self-intersecting polygons. For instance, in order
to fill holes, these methods only consider the neigbourhood of theses holes, and
do not prevent the patches they create from intersecting the surface away from
them. An interactive surface-based method is described in [6]. In this work,
both the input model and the currently (partly) corrected one are displayed
in a visualization interface. Several types of geometrical or combinatorial sin-
gularities are highlighted, and the user can select the ones he wants to repair.
Attene’s automatic method [5] supposes that the sampling of the model is reg-
ular, thus practically avoids the previous problem since it modifies the mesh
locally and as less as possible. Recently, Pauly and colleagues have proposed
to repair a model by replicating discovered regular features [37]. Contrary to
previous methods, this technique does not act locally but globally.
2.1.2 Volume-based methods
Volume-based methods generate consistent surfaces, since their output will
be the boundary of a volume. Moreover, they provide accurate error bounds
between original and final models. One of the first volume-based method is,
to our knowledge, Murali and Funkhouser’s [35]. This method uses a BSP tree
to represent the original surface, but is quite expensive. Recently, Ju proposed
a new volume-based algorithm to convert a “polygon soup” into a 2-manifold
[25], using an octree to guarantee the creation of a closed surface. This method
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is robust in the sense that it preserves detailed geometry and sharp features of
the original model. However, it does not handle correctly thin structures and
also does not remove topological singularities. Podolak and Rusinkiewicz re-
cently presented a volume-based method for mesh completion [38]. The volume
is represented by a graph, which is subsequently separated into two sub-graphs
representing the interior and the exterior of the model. This method allows
different ways of filling some holes, depending on the object’s desired topology.
Bischoff et al. [8,9] presented a method to remove combinatorial, geometrical
and topological singularities from a CAD model, using an octree. As far as
we know, this is the first work which solves all three types of singularities;
unfortunately, it is designed mostly for CAD models, since it generates an
approximation of the original model (the model is resampled), where sharp
features are preserved. Moreover, holes in the mesh are closed only if greater
than a user-defined threshold, whereas the value of a relevant threshold may
differ from one part of the model to another, depending on the geometry.
2.2 Topology simplification
Removing topological singularities from a mesh is often seen as a different
problem. Besides methods simplifying both topology and geometry [18,1,3],
a few methods try to simplify topology while preserving the geometry of a
model. Guskov and Wood use a local wave front traversal to cut small han-
dles [23], but they cannot detect long thin handles. Moreover, they need a
2-manifold as input. Similarly, the recent method proposed by Wood et al.
[43] operates only on 2-manifolds. It finds handles using a Reeb graph, and
then measures their size in order to select those to be removed. The final
task is quite slow, leading to a relatively high computation time. In the con-
text of medical imaging (the aim is to correctly segment a genus-0 cortex),
Kriegeskorte and Goebel propose to use a heuristic estimate of the misclassi-
fication damage caused by inverting a voxel in the segmentation, in order to
choose between cutting a handle and filling a hole [28]. Nooruddin and Turk
proposed a method based on a volumetric representation and on morphological
operators to repair and simplify the topology of a mesh before simplifying its
geometry [36]. They first voxelize the model, using several scanning directions,
apply open and close operators to simplify the topology, extract an isosurface,
and then simplify it. Whether they can completely control the topology of the
final object or not remains unclear. Recently Zhou et al. proposed a fast and
robust method to break the smallest handles of a model [45]. This is done us-
ing a volumetric representation of the model, which is thinned to a topological
skeleton. Smallest handles are removed by breaking skeleton cycles and then
growing the modified skeleton accordingly. The same year, the authors pro-
posed in another paper an original approach in which the user can control the
location of handle removal or hole filling by sketching lines [27]. Another user-
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assisted program has been proposed in [4]. This method can not only repair
some geometrical singularities, but also automatically detect tiny handles. Fi-
nally, Campen and Kobbelt propose an approach to modify the topology of a
polygonal model, which combines an adaptive octree and nested binary space
partitions [12]. Their approach can be used to remove geometrical singularities
in a mesh.
3 Method overview
We propose a new method to convert a triangular mesh with geometrical,
combinatorial and topological singularities into a 2-manifold whose topology
is supervised by the user. It combines volume-based 2-manifold creation and
adapted topology modification. The algorithm proceeds through the following
steps:
(1) the input surface is converted into a set of voxels, called a discrete mem-
brane;
(2) morphological operators (openings and closings) are applied to the dis-
crete membrane to detect areas which can change topology (hole creation
or filling, shell connection or disconnection);
(3) the user selects the voxels to be added or deleted from the discrete mem-
brane
(4) the modified voxel set is converted into a 2-manifold with guaranteed
topology.
The pipeline of our algorithm is depicted on Figure 2. Note that stages (2)
and (3) can be iterated several times.
We have chosen to use a volumetric intermediate model to be sure to remove
all combinatorial and geometrical singularities. The output model is guaran-
teed to be a 2-manifold. Our method can be related to Nooruddin and Turk’s
[36] since we also use morphological operators to control the topology. How-
ever our classification between interior and exterior voxels is more robust due
to the discrete membrane, and we allow the user to monitor the topology
modification step. As in [27], topology modification is interactive: as the user
often knows the topology of the object (including the location of handles and
holes), this provides a better repair than a fully automatic method. But, un-
like [27], we have chosen to assist the user during the process, by indicating
topologically ambiguous areas. Another interactive program to repair geomet-
rical singularities and remove tiny handles is described in [4]. This program is
perfectly suited for meshes with a relatively low number of defects; however,
since it uses a surface-based approach, it cannot handle completely degenerate
meshes such as polygon soups (see Fig. 15 (a)).
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Fig. 2. Algorithm overview.
In our approach the input mesh can be as degenerate as a “soup” of triangles. It
is supposed to be a potentially extremely noisy approximation of the boundary
of a real, smooth, closed 3D object. The properties of the output mesh are the
following:
• all types of singularities listed in Section 1 are solved, i.e. the final mesh is
the 2-manifold boundary of a 3D object;
• its topology is controlled by the user;
• its geometry is an approximation of that of the input mesh.
We have chosen not to rely on the input mesh geometry because it can be
extremely noisy. However, in case the user wants to repair only a small part
of the input mesh, our algorithm can be applied locally. This is discussed in
sections 4.4 and 6.3.
Our main contribution is the interactive correction of the mesh topology. We
make the following assumptions:
• the mesh represents the boundary of one or several solid objects O1, . . . , Ok,
and the set R3\{O1, . . . , Ok} is connected; in other words there is no cavity
inside any object at the beginning of the process;
• the user knows the correct topology of these objects;
7
• this topology is relatively simple with respect to the geometry – the number
of connected components and holes in the objects is much lower than the
number of triangles in the mesh;
• this topology is not necessarily trivial (0 genus), and the (geometrical) lo-
cation of holes or handles needs user assistance.
Because there is no threshold on the feature size in our method (the user
can choose to fill some holes while not filling smaller ones), the algorithm can
automatically repair very tiny topological imperfections, in case greater ones
exist. See Figure 12 for an example.
4 Voxelization
4.1 The Discrete Membrane algorithm
To construct a voxel set representing the input model, we use an adapted
version of the algorithm described in [19]. This algorithm takes as input a
cloud of points, voxelizes the space containing the point set and computes
a discrete membrane of voxels containing these points (see Figure 3). The
discrete membrane is a set of 6- (face-)connected voxels which divides the
remaining voxels into interior and exterior, which means there is no path made
of 26- (vertex-)connected voxels disjoint with the membrane that goes from a
voxel labeled interior to a voxel labeled exterior. However, to be consistent with
the subsequent stages of our method (see sections 5.1 and 5.2), we consider
instead the “dual” case where the membrane is required to be 26-connected,
while the path-connectedness uses 6-connected paths.
The discrete membrane is initialized as the boundary of the voxelization. It is
then contracted using plates, which are sets of n×n voxels that form a square
parallel to a coordinate plane, for decreasing values of n. Each plate is given an
orientation, perpendicular to the plate. This orientation allows to distinguish
between its front and back sides [19]. Front voxels are the voxels located in
front of the plate according to its orientation. Lateral voxels are the voxels
located around the plate. Lateral front voxels are the voxels located around
the front side of the plate. A plate contraction converts discrete membrane
voxels belonging to the plate to outside voxels, while the front, lateral and
lateral front voxels of the plate are converted to discrete membrane voxels.
The contraction operation is applied recursively at the front, up, down, left
and right directions in relation to the plate orientation. If an incursion inside
the model is detected, the contraction is undone and corresponding voxels
are frozen. See [19] for details. The voxels containing the input points locally
terminate the shrinking; the process is stopped when the membrane cannot be
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contracted anywhere. The number of frozen voxels is at most the number of
voxels of the discrete membrane minus the number of voxels containing input
points. Note that the membrane is not necessarily simply connected; it can
also have a non-0 genus, see for instance Figure 3 (d). Finally, the discrete
membrane is relaxed to obtain a smoother surface afterwards.
(a) (b) (c) (d)
Fig. 3. From a cloud of points to a discrete membrane [19]: (a) voxelization of the 3D
space (voxels containing input points are shown in red), (b,c) silhouette shrinking
with reducing plate size, (d) final discrete membrane.
The main advantage of this algorithm is its robustness – it can handle point
clouds with non-uniform density. Although the construction algorithm is not
hierarchical and might be relatively slow for huge voxelizations, we have adopted
it because because it guarantees us to obtain, as a starting point for subsequent
topological and geometrical processing, a coarse approximation of the input
soup of triangles which already is almost a 2-manifold: the set of external faces
of the discrete membrane. Moreover, the topology of the computed discrete
membrane is explicitly related to the distance between the input points (see
[19], prop. 7 and 8). In other words, the correct genus and number of con-
nected components are recovered if the point cloud is sufficiently dense (w.r.t.
the size of the tunnels or the distance between connected components).
4.2 Voxelization size
The resolution of the voxelization is crucial, since it has a high influence on
the results of morphological operators that would be applied to the voxel set.
It is a user-defined parameter, but can also be automatically estimated (see
[19], section 4.3). On one hand, to be able to represent a topological feature
(handle, hole), the size of the voxels at the chosen resolution should be smaller
than the feature. This gives a lower bound on the required resolution see Fig-
ure 12. However, the higher the resolution, the slower the computation: Table 2
presents timings for three different example voxelizations of the same object
(a Sierpinski complex). This algorithm supposes that no voxel of the external
“layer” of the initial voxelization belongs to the final discrete membrane. In
other words, the voxelization size in each direction is at least equal to the
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discrete membrane size in the same direction + 2.
4.3 Extension to meshes
Since our input is not a cloud of points but a triangulated mesh, we have
modified the algorithm of [19]. We not only compute the voxels containing the
input points, but also the voxels intersecting the faces. This is done using a
small additional function, described below (Algorithm 1). Computation time
depends on the voxelization size but is bounded by the number of voxels
intersecting the triangle bounding boxes, thus the computation is usually done
very fast: about 2 minutes for a Buddha model (see Figure 15) with about 300K
faces and a voxelization size of more than 2M voxels on a low-end computer
(see Section 7.5 for details on timings).
Algorithm 1 Computation of the intersection between the input mesh and
the voxelization
function ComputeIntersection(V oxelization W,Mesh M)
for each triangle T of the mesh M do
Compute the bounding box BB of T ;
for each voxel V of W that intersects BB do
if V intersects T then




Return all voxels labeled as red;
end function
4.4 Local voxelization
To speed up the process, the user can choose to select only a part of the
mesh and to apply this voxelization stage locally. This does not change the
input mesh in distant areas from the selected polygons. For the subsequent
topology correction to be efficient, the selected zone must be significantly
greater than the size of the topological features to be repaired. Also, since
the original discrete membrane algorithm aims at recovering a closed object,
additional voxels must be added at the boundary of the computed voxelization
to fill unwanted tunnels and get a closed set of voxels (see Figure 14 for an
example). To do this, we add planes of voxels, lying on the boundary voxels.
Areas of the final surface corresponding to these voxels will be removed later,
once the topology has been modified.
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4.5 Comparison with other voxelization techniques
As stated previously, we use an enhanced version of the algorithm presented
in [19] because it can handle difficult cases, including non-uniform polygon
soups. Some other techniques produce fast results but cannot be applied in all
cases, such as [17] which requires as input a watertight mesh. We compared
our method with the binvox program [34], which is based on the algorithm
proposed by Nooruddin and Turk [36] (discussed in Section 2.2), and with the
algorithm proposed by Haumont and Warzée [24]. On the noisy Buddha tri-
angle soup (see Fig. 15 (a)), our method took 129s to create a 100×234×100
voxelization, while binvox took 112s to create a 132 × 132 × 132 voxeliza-
tion. Results are similar voxelizations with a similar number of voxels. In the
meantime, the method by Haumont and Warzée only took 56s on the same
low-end computer to voxelize the input polygon soup with an octree of depth
7. However, some voxels outside the model are wrongly included in the voxel
set.
5 Interactive topology modification using morphological operators
Before converting the discrete membrane into a two-manifold mesh, it is impor-
tant to let the user decide the final topology, including the number of surface
shells and their genus (number of holes or, similarly, handles). To control the
topology of the output of our algorithm, we apply morphological operators on
a volume. The volume is not the discrete membrane itself, but the discrete
membrane plus the interior of the object it bounds, which is automatically
known from the discrete membrane construction. Since each voxel of the dis-
crete membrane is 6-connected to at least one interior voxel, this voxel set is a
3-manifold with boundary – the neighbourhood of each point is homeomorphic
to either a sphere or a hemisphere.
5.1 Topology of discrete volumes: notations and definitions
Let V be the voxel set. Its numbers of vertices, edges, faces and voxels are
respectively noted k0(V), k1(V), k2(V) and k3(V). The Euler characteristic χ
of V is defined as χ = k0(V)− k1(V) + k2(V)− k3(V).
The topology of a 3-manifold can be characterized by three numbers, named
Betti numbers. jth Betti number βj is defined as the rank of the j
th homology
group Hj (an introduction to homology groups, with accurate definitions of
Betti numbers, can be found in [16]). What is more interesting for our study is
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that Betti numbers correspond to numbers of connected components (β0(V)),
tunnels (β1(V)) and voids (or cavities) (β2(V)) of the volume V . Betti numbers
are also related to χ, because V is a cell complex: χ = β0(V)− β1(V) + β2(V).
The topology of the final surface is linked to the topology of our voxel set,
since this surface corresponds to its boundary. The number of connected com-
ponents of the surface equals β0(V), and its genus (sum of the numbers of
holes of all connected components) equals β1(V), provided that we use consis-
tent neighbourhood definitions. In the following, we use the 26-neighbourhood
relationship for the volume V , and the 6-neighbourhood relationship for VC
the complementary set of V : two voxels sharing a vertex, but not an edge,
are said to be neighbours if they both belong to V , but not if they belong to
VC . This prevents topological inconsistencies. We use the 26- instead of the
6-neighbourhood relationship for V to be consistent with the computation of
χ as k0(V)− k1(V) + k2(V)− k3(V).
Computing Betti numbers is not a trivial task [21]. The number of con-
nected components β0(V) can be computed in various ways, for instance using
disjoint-set data structures [14]. The number of cavities equals the number of
connected components of VC minus one (representing the “exterior” of V), so
it can also be computed. However β1(V) is not easily found. Lee et al. compute
β1(V) counting the number of non-separating cuts [30] (β1(V) is the maximal
number of non-separating cuts not increasing β0(V)). Another algorithm to
detect non-separating cuts has been proposed by Guskov and Wood [23]. In
our approach, we prefer to compute β1(V) locally, following the approach of
Bischoff and Kobbelt [7]. This enables us to quickly detect topological changes
caused by the application of morphological operators (see Section 5.3), even
if the two other Betti numbers still need to be computed globally. β1(V)
is computed thanks to previous relations χ = β0(V) − β1(V) + β2(V) and
χ = k0(V)− k1(V)+ k2(V)− k3(V). In order to efficiently compute χ (without
keeping track of faces, edges, etc.), we exploit the fact that χ is additive, as did
for instance [7] – given two sets A and B, χ(A∪B) = χ(A)+χ(B)−χ(A∩B).
Since each vertex of V belongs to 8 voxels (remember that no voxel of V
belongs to the external “layer” of the initial voxelization), χ is the sum
of the local Euler characteristics around each vertex of the voxelization di-
vided by 8. The local Euler characteristic around a vertex v is defined as
k0(V , v) − k1(V , v) + k2(V , v) − k3(V , v), with k0(V , v), k1(V , v), k2(V , v) and
k3(V , v) denoting respectively the number of vertices, edges, faces and voxels
that both belong to V and are incident to v. It can be computed using a
lookup table, since only 256 2× 2 voxel configurations can occur (in fact, up
to isomorphism, we only have 22 different configurations). Moreover, since χ
is additive, we do not need to compute the Euler characteristic around each
vertex at each step of our algorithm. Each time we add or remove voxels,
we only need to update local Euler characteristics around corresponding ver-
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tices. Once χ is computed, we immediately have the number of tunnels in our
volume: β1(V) = β0(V) + β2(V)− χ.
5.2 Morphological operators
In order to track down areas of the object where topology is wrong (that is to
say, irrelevant handles creating tunnels or connecting different components, or
on the contrary missing tunnels or bridges between several parts of a connected
component), we use morphological operators. Basic operators are erosion and
dilation. The erosion operator E transforms the set of voxels V into the set
E(V) = {V ∈ V , all 26-neighbours of V are also in V}. The dilation operator
D transforms V into the set D(V) = { voxels V ∈ V or V is a 26-neighbour
of some voxel of V} [7]. Two combinations of these two operators are called
opening and closing: O = D ◦ E and C = E ◦ D. Erosion and opening can
expand holes and disconnect parts, while dilation and closing can close holes
and connect previously disconnected parts of the volume. Figure 4 shows these
four operators applied on an example. Note that they can be defined using
either the 6- or the 26-neighbourhood relationship; we choose to use the 26-
neighbourhood relationship because it generates larger modifications to the
set V . This choice has no influence on the neighbourhood relationship defined
later for the connected components of the set.
(a) (b)
(c) (d)
Fig. 4. Morphological operators applied on a 2D set of blue pixels: (a) erosion,
(b) dilation, (c) opening, (d) closing. Removed pixels are in green while added
pixels are in red.
To go further and detect bigger topologically critical areas, we can iterate
this process. We call opening of order n (noted On) a sequence of n erosions
followed by n dilations, and closing of order n (noted Cn) a sequence of n
dilations followed by n erosions, n ≥ 1.
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Note that we choose to use opening and closing instead of erosion and dilation
because they avoid shrinkage or expansion of the model. Erosion and dilation
are faster to compute, but they usually shrink or expand the model.
5.3 Algorithm
We start from the voxel set V (the discrete membrane plus its interior volume).
The discrete membrane is computed as described in section 4 (see Figure 5 (a)).
In order to detect topologically critical areas, we apply openings and closings
to V (the order n is selected by the user). We then compute the set of voxels
which belong to V and not to On(V) and the set of voxels which belong
to Cn(V) and not to V . We cluster voxels of these two sets in 26-connected
components (because we use the 26-neighbouring relationship for our set of
voxels). For each component K, we then compute the Betti numbers of the
new set of voxels V\K or V ∪K (remember that the new Euler characteristic
can be computed simply by adding or removing local Euler characteristics of
vertices of K to or from the Euler characteristic of V), and compare it to the
Betti numbers of V . If one of them changes, we have detected a topologically
critical area, which we call a critical component of the voxel set. In this case,
K is labelled with a special tag: “candidate for removal” or “candidate for
addition”. The discrete membrane together with the critical components are
displayed in a visualization interface, in which the user can select to remove
and/or add some critical components to the voxel set (Figure 5 (b) and (c)).
Each time a critical component is removed or added, the new topology is
displayed.
(a) (b) (c)
Fig. 5. (a) Discrete membrane. (b) Discrete membrane with critical components:
candidate voxels for removal are shown in green and candidate voxels for addition
are shown in red. (c) Voxel set after the user chose to add the red component and
to remove the green one. In this example, we applied an opening and a closing of
order 1.
In case the user does not have a guess about the opening and closing order
n he should apply, or in cases he wants to remove topological artifacts with
various sizes, he can apply this algorithm several times, with different values
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for n. For instance, small topological errors can be corrected first, with a small
value for n; then large ones can be detected with a larger value for n. Figure 16
shows an example of this process.
6 Isosurface computation
Once we get a discrete volume with the desired topology, we convert it to
a surface by using a Marching Cubes-like algorithm. We use the dual of the
voxelization as the grid; each vertex of this grid is labeled as interior to the
surface if it corresponds to a voxel of V , otherwise it is considered as outside
the surface. The volume of the resulting surface roughly corresponds to the
volume of V . This volume may thus be a bit greater than the volume inside
the input mesh, because V includes all voxels intersecting the mesh. However,
the surface is then shrunk during the smoothing step (see section 6.2), thus
reducing this volume.
6.1 Topology preservation
The standard Marching Cubes algorithm [33] is known to generate topological
inconsistencies, due to ambiguous configurations, which are called X-faces and
X-cubes in [2] (see Figure 6). X-cube corresponds to pattern number 4 of the
original Marching Cubes look-up table [33], while X-faces appear in patterns
number 3, 6, 7, 10, 12 and 13. In our case, each X-face is related to two voxels
(either of V or of VC) which are edge-connected. Each X-cube is related to
two voxels which are only vertex-connected.
Since we defined connections between voxels of V using the 26-neighbourhood
relationship (thus using the 6-neighbourhood relationship for VC , see Sec-
tion 5), we need to connect interior vertices, within each X-face and each
X-cube. This corresponds to situations described on Figure 7, which lead to
cases 3.1, 3.2, 4.1.1, 4.1.2, 6.1.1, 6.2, 7.1, 7.4.1, 10.1.1 and its opposite con-
figuration, 12.1.1 and its opposite configuration, and 13.1 and its opposite
configuration, in Chernyaev’s advanced look-up table ([13]; see Figure 8 of
this paper for the corresponding local triangulations).
6.2 Smoothing
The previous stage generates a 2-manifold whose vertex coordinates have been
estimated in a very simple way: each vertex lies in the midpoint of an edge
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(a) (b) (c)
Fig. 6. Marching Cubes ambiguous cases (from [2]). (a) X-face: two opposite vertices
correspond to voxels of V (interior vertices), while the two others correspond to
voxels of VC (outside vertices). (b) X-cube is the only Marching Cubes ambiguous
configuration without any X-face. (c) Corresponding voxelization of (b): voxels of
V (in red) are 26-connected, but not 6-connected.
(a) (b) (c) (d)
Fig. 7. Solving Marching Cubes ambiguous cases. White vertices correspond to
voxels of V, while black vertices correspond to voxels of VC .
of the grid. Since we assume the input mesh is noisy, it seems reasonable not
to rely on the original vertex positions. In case a smooth mesh is expected as
output, some postprocessing is required. The smoothing method must fulfill
the following requirements:
• it should not require additional information (such as expected normals),as
those produced by the discrete Marching Cubes are not suitable;
• it should preserve features as much as possible while correctly smoothing
the sharp edges introduced by the previous method;
• most importantly, it must neither change the topology of the mesh nor
create new singularities, such as auto-intersections.
In our implementation, we have chosen to apply the bilateral mesh denoising
method of [20], which is fast and satisfies the previous conditions. In practice,
no singularity is created as long as the smoothing does not destroy geometrical
features; the strength of the smoothing can be controlled with very simple
parameters. Only one parameter has been kept in our implementation – the
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number of iterations. The normal to the surface at a vertex is computed using
the 2-ring neighborhood of the vertex, because by the discretereconstruction
technique used, normals are also discretized. The neighborhood used for the
computation of the other parameters is set to the 1-ring neighborhood; this is
a valid approximation because the aspect ratio of the faces is, by construction,
bounded over the mesh.
6.3 Local computation
In case only a part of the input mesh was voxelized, we need to compute a
surface that will be merged with the input one. Let M be the input mesh,
and let S be the selected part of M that is voxelized into the set V . We
recall that additional voxels are added to V to fill tunnels. Once the Marching
Cubes algorithm has been applied, triangles corresponding to at least one of
these added voxels are removed first. The boundary of the computed surface
S ′ is made of one or several (edge) loops, since we added connected, genus-
0, sets of voxels. More precisely, the boundary of S ′ should be made of as
many loops as the boundary of S. Finally, we merge S ′ toM\S by stitching
both boundaries, using pairs of loops. Several algorithms, such as [39,44,29],
can be applied to stitch boundaries. In our case we use the following simple
user-assisted method, which yields satisfactory results (see Figure 14).
We assume that boundaries we want to stitch are sets of closed lines which
need to be matched by pairs. Each closed line is defined as a set of k vertices
v0, v1, . . . , vk−1, together with the set of edges (v0, v1), . . . , (vk−2, vk−1), (vk−1, v0).
Let us denote L = (v0, v1, . . . , vk−1) and L
′ = (w0, w1, . . . , wl−1) two closed
lines to be matched. We suppose these closed lines do not intersect; if this is
not the case we remove a strip of boundary triangles of S ′ so that the new
connected component of the boundary L does not intersect L′. We then create
new triangles between L and L′. First, each of the two closed lines is cut into
developable pieces. This is done manually, usually in a few seconds. We may
cut each line into more pieces than required, in order to be sure new trian-
gles subsequently computed from various pieces will not intersect. An efficient
heuristic is to cut lines around sharp angles.
Let us now suppose that the subset (vi, . . . , vj) of L needs to be matched with
the subset (wi′ , . . . , wj′) of L
′. We project these two pieces onto a common




which it passes. Orthogonal projections of the vertices to this plane are denoted




i′ , . . . , w
p
j′ . We then compute a constrained Delaunay triangula-
tion of this set of points, enforcing (vpi , v
p

















and (vpj , w
p
j′) to be edges of this triangulation. Neighbourhood relationships be-
tween vertices induced by this triangulation enables us to finally create new
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triangles that stitch (vi, . . . , vj) to (wi′ , . . . , wj′).
Fig. 8. Stitching algorithm: lines to be stitched vi, . . . , vj and wi′ . . . wj′ are projected
onto a common plane, then a constrained Delaunay triangulation is computed.
Although this method is quite simple, it yields suitable results in our exper-
iments. Nevertheless more sophisticated, automatic techniques are available
(see e.g. [39,44,29]).
7 Results and discussion
Figure 2 shows the entire process on a model with all types of singularities.
This model is a soup of triangles, some of them overlapping, with a hole-like
region in the background. The computation of the discrete membrane leads to
a voxel set with one connected component with no tunnels. A closing of order
2 enables us to create a tunnel, which leads to a torus-shaped final 2-manifold
surface: one connected component, genus 1.
7.1 Repair of combinatorial and geometric singularities
Models with complex holes can be repaired with our method, as can be seen
on Figure 9. Very noisy models with holes can also be transformed into smooth
2-manifolds, such as the Buddha model in Figure 15 (a).
Figures 10 and 11 show how our algorithm can repair noisy meshes acquired
with a laser scan. Both input meshes contain many small holes, some of them
with islands, and even outliers. In both cases our algorithm produces a two-
manifold mesh, with the correct topology (one connected component, genus 9
for the pelvis model, one connected component and genus 0 for the statue).
Outliers have been removed from the pelvis model by applying an order 1
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(a) (b) (c)
Fig. 9. (a) Input model, containing complex holes with islands within. (b) Computed
discrete membrane. (c) 2-manifold result.
opening, and holes have been filled by applying order 1 and order 2 closings.
On the statue model, an order 1 closing was sufficient to recover the correct
topology.
(a) (b) (c)
Fig. 10. (a) Input model. (b) Output mesh. (c) Close up.
7.2 Repair of topological singularities
As can be noticed on Figure 12, the resolution chosen for the voxelization has
a major influence on the resulting topology: topological features smaller than
the voxel size are not recovered. Thus, choosing an appropriate voxelization
size can save time for the user, by automatically filling the smallest holes
during the discrete membrane computation.
The same model can be repaired in different ways, depending on the expected
topology, as shown on Figures 13 and 15. On the statue model, an opening of
order 3 is necessary to modify the topology. A closing of order 2 was applied on
the noisy Buddha model to fill the two holes on its left side. No morphological
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(a) (b) (c)
Fig. 11. (a) Input model. (b) Output mesh. (c) Close up.
(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 12. (a) Input model: approximation of a Sierpinski fractal. (b) 30 × 30 × 30
voxelization. (c) Output mesh (no morphological operator applied). (d) Output
mesh (one closing applied). (e) 50 × 50 × 50 voxelization. (f) Output mesh (no
morphological operator applied). (g) 100×100×100 voxelization. (h) Output mesh
(no morphological operator applied).
operator is necessary to recover the topology (genus = 6) of the original non
noisy model.
Figure 14 shows an example of a local topological repair on the model depicted
in Figure 13. Selecting only a small part of the input model saves time at all
stages (see Table 2). It thus allows to select a finer voxelization size, in order
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(a) (b) (c)
Fig. 13. (a) Input model, with genus 4. (b) Genus 3 output mesh. (c) Genus 1 output
mesh.
to get a more accurate final surface with respect to the initial mesh geometry.
(a) (b) (c) (d)
Fig. 14. (a) Selected zone on the input model. (b) Voxelization, with added voxels
in red. (c,d) Output mesh. Compare with Figure 13 (b).
Figure 16 shows how our method can be applied for interactive topology cor-
rection. In this example, we merge all the bones of the foot into one connected
component. After voxelizing the model, we start by computing the order 1
opening and closing (b). We select some 6-connected components of voxels to
be added to the set (in yellow), while we discard others (in red). Green vox-
els refer to connected components proposed for removal. Obviously, we select
none of them. Once the desired voxels have been added to the set, we compute
the order 2 opening and closing (c). Once again we choose to add some of the
proposed connected components to the voxel set. This leads us to a final set
made of only one 6-connected component; thus we can now convert it back to
a surface (d).
7.3 Number of critical connected components
Table 1 gives the number of computed critical components for some models
shown in Figures 10 to 18. This number can be large, therefore inspecting
all critical components one by one, as described before, can be tedious and
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(a) (b) (c) (d)
Fig. 15. (a) Input model: noisy Buddha triangle soup. (b) Genus 6 output mesh.
(c) Genus 4 output mesh. (d) Close-up on the left side (back view).
(a) (b)
(c) (d)
Fig. 16. (a) Input model. (b) After the order 1 opening and closing. (c) After the
order 2 opening and closing. (d) Output mesh.
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Model O1 C1 O2 C2 O3 C3 Total
Pelvis 4 32 – 10 – – 46
Statue 1 – 26 – – – – 26
Statue 2 – – – – 3 – 3
Buddha – – – 5 – – 5
Foot 21 7 16 5 – – 49
Brain 17 16 – – – – 33
Paperclip – – 3 1 – – 4
Table 1
Number of critical connected components for some models. O1 means after applying
an order 1 opening, C1 after an order 1 closing, etc.
time consuming. In case the desired topology is simple (e.g. one connected
component with genus 0) or, more generally, in case the location of critical
components is not important, our algorithm can be applied without user inter-
vention, since for each critical component we know exactly how it affects the
topology. Figure 17 illustrates this point: the initial cortex model has genus
45, while we want a genus 0 mesh. We automatically set all critical compo-
nents which reduce the genus to be selected. Doing so, we get a final mesh
with genus 0 after applying only the order 1 opening and closing.
(a) (b) (c)
Fig. 17. (a) Input model, with genus 45. (b) Genus 0 output mesh. (c) Close up.
Nevertheless, please note that this simple idea cannot be used in case the
desired genus is not 0.
7.4 Failure case
Our algorithm can fail in some cases, especially when trying to change the
topology in thin, elongated areas. For instance, see the noisy paperclip model
in Figure 18 (a). The original model is supposed to have genus 0, being just
a winded stem. Hence, we would like to repair this mesh around the area
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highlighted in red. Unfortunately, an order 1 opening is not able to detect any
critical component. Meanwhile, the three critical components that an order
2 opening finds encompass a large set of voxels (see on Figure 18 (b); one
changes the genus, while the two other break the model into two connected
components). This is because of the thin, tubular shape of the model. When
applying erosion, we hardly control the area where the voxel set is broken into
several components. It may even happen that almost all voxels disappear at
the same time.
(a) (b) (c)
Fig. 18. (a) Input mesh with the wrong genus (1 instead of 0) due to noise. (b) After
the order 2 opening and closing. (c) Selecting a critical component for deletion
yields the correct genus, but the result is not the one sought.
7.5 Timings
Table 2 gives computation times (in seconds) for the all models presented in
this paper, on a desktop PC with a 2.13 GHz Pentium 4 processor. We also
give user interaction times. 10 iterations were performed for the smoothing
stage, except on the pelvis model (5 iterations only). No opening or closing
was performed for the torus and the bunny models, since the discrete mem-
brane alone yielded the desired topology. Timings for the pelvis and the foot
models include both order 1 and order 2 morphological operators. Interaction
times are given for comparison purpose only, since they greatly depend on the
visualization interface and the framerate.
The most time-consuming stage is the application of morphological opera-
tors. This time can be prohibitive in some cases. Fortunately, it can often be
shortened. For instance, many models do not have any internal cavity, and
morphological operators hardly create one. In these cases, the computation of
the number of cavities can be turned off, resulting in a significant speed up of
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Model Nb of faces Vox. size 1 2 3 Total User
Torus 25 300 66x23x66 < 1 0 3 < 4 0
Pelvis 500 000 120x100x136 93 669 12 774 20
Statue 1 141 000 285x123x100 64 3491 34 3589 170
Sierpinski 32 000 30x30x30 < 1 < 1 2 < 4 40
Sierpinski 32 000 50x50x50 1 0 5 6 0
Sierpinski 32 000 100x100x100 34 0 23 57 0
Statue 2 (genus 3) 483 000 113x83x45 3 30 7 40 5
Statue 2 (genus 1) 483 000 113x83x45 3 30 5 38 10
Statue 2 (local) 42 500 39x28x21 < 1 < 1 1 < 3 5
Buddha (genus 6) 293 000 100x234x100 129 0 27 156 0
Buddha (genus 4) 293 000 100x234x100 129 2206 29 2364 10
Foot 4 200 216x75x84 16 962 39 990 80
Brain 290 000 134x159x177 21 4014 34 4069 0
Paperclip 2 900 54x180x20 < 1 6 4 < 11 5
Table 2
Computation times (in seconds) for the models of Figures 9 to 18. Stage 1 is the
discrete membrane computation, stage 2 is the application of morphological opera-
tors and stage 3 is the isosurface computation and smoothing. Statue 1 corresponds
to the model of Figure 11, and Statue 2 to the model of Figures 13 and 14.
the process. In our experiments, from 30 to 15s for the second statue model
(Figure 13), from 21min 56s to 3min 26s for the foot bone model, and even
from 36min 46s to 6min 3s for the Buddha model.
7.6 A guide on user intervention
We now sum up the different ways the user can control the mesh repair process
with the proposed method.
• Voxelization size: this parameter can be set automatically (see Section 4.2).
The larger the size, the slower the algorithm but also the finer the geomet-
rical and topological features that can be recovered. In case the user does
not have any clue, we advice to test the voxelization stage with 3 to 5 dif-
ferent sizes, then to choose the smallest one which generates the discrete
membrane with sufficient detail.
• Local application: in case the model has a huge number of faces, but only
very localized singularities to be repaired, we suggest to use our method
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locally, then to stitch the result to the non-modified part of the mesh (see
Section 6.3).
• Order of the morphological operators: this parameter controls the size
of the topological singularities that can be detected. Usually, orders lower
than 3 are sufficient to recover most singularities. They can be used one
after the other.
• A priori knowledge about the model’s topology: the application of the
morphological operators to the voxel set is the most time-consuming stage
of the algorithm, but it can be shortened if the user has some information
about the desired topology. For instance, the computation of the number of
cavities can be turned off if it is known that the model does not have any,
or the repair can be done without user intervention if the desired genus is
0 (see Section 7.3).
• Mesh smoothness: The third and last user-controlled parameter is related
to the bilateral mesh denoising algorithm we use for mesh smoothing. In our
experiments, setting this parameter to 10 iterations has been sufficient in
all cases. Yet, this is not critical since the smoothing stage is not the most
time-consuming one.
We thus propose various ways to control the behaviour of our algorithm. How-
ever, it should be recalled that our method is not perfect and can fail in some
cases, as discussed in Section 7.4.
8 Conclusion
In this paper we have presented a method to repair meshes with combinatorial,
geometrical or topological singularities, or all of them. This method is fast and
produces 2-manifolds whose topology is controlled by the user. It runs in four
stages:
(1) creation of a discrete volumetric model, which is a 3-manifold with bound-
ary;
(2) application of morphological operators (openings and closings) to detect
topologically critical areas;
(3) selection by the user of the areas to remove or add to the model;
(4) reconstruction of a smooth 2-manifold;
Apart from the selection of the topologically critical areas, the user can control
some parameters (one for each other stage):
(1) voxelization size;
(2) strength of the morphological operators to apply;
(3) strength (number of iterations) of the surface smoothing stage.
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Even if this method is better suited for smooth models because of the final
smoothing stage, it has no requirement of the input model, which can be as
simple as a triangle soup. A local application of this algorithm is possible, in
case most parts of the input mesh do not need repair. It speeds up computa-
tion, but needs the user to cleverly select the area to repair.
Possible enhancements of this work include:
• trying to use an octree for the first stage, to speed up the computation of
the final voxel set, especially in case the whole input model is selected for
repair;
• investigating ways to better control the size and shape of computed topo-
logically critical components;
• developing methods to automatically display these components from rele-
vant viewpoints in the visualization interface;
• modifying the surface reconstruction stage in order to possibly fit some
geometrical features of the input model, if the user wants to (e.g. sharp
edges). This could be done by using the exact intersection point between
the input model and each edge of the grid, instead of the midpoint of the
edge. This can only be done when this intersection point is available and
reliable; the key issue is to find when it is the case.
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Abstract
We propose a new iterative algorithm for computing the homology of arbitrary shapes discretized through simplicial
complexes, We demonstrate how the simplicial homology of a shape can be effectively expressed in terms of the homology
of its sub-components. The proposed algorithm retrieves the complete homological information of an input shape
including the Betti numbers, the torsion coefficients and the representative homology generators.
To the best of our knowledge, this is the first algorithm based on the constructive Mayer-Vietoris sequence, which
relates the homology of a topological space to the homologies of its sub-spaces, i.e. the sub-components of the input
shape and their intersections. We demonstrate the validity of our approach through a specific shape decomposition,
based only on topological properties, which minimizes the size of the intersections between the sub-components and
increases the efficiency of the algorithm.
Keywords: computational topology; simplicial complexes; shape decomposition; Z-homology; Mayer-Vietoris sequence;
generators
1. Introduction
Recently, the problem of computing the topological fea-
tures of a shape has drawn much attention because of its
applications in several disciplines, including shape analy-
sis and understanding, shape retrieval, and finite element
analysis [15, 20, 38]. Unlike geometric features (such as
curvature) which are only invariant under rigid transfor-
mations, topological features are invariant under contin-
uous deformations. Thus, they provide global quantita-
tive and qualitative information about a shape, such as
the number of its connected components, the number of
holes and tunnels. Topological features are the core de-
scriptors to extend geometric modelers with non-manifold
shapes processing. For instance, the generation of sim-
ulation models still lacks capabilities for processing non-
manifold shapes, like idealized representations [36]. Homo-
logical information on arbitrary shapes can strongly sup-
port new modeling capabilities, because constructive mod-
eling techniques are often used. Also, topological features
are especially important in high dimensional data analysis,
where pure geometric tools are usually not sufficient.
The most common way to discretize a shape is through a
simplicial complex. Simplicial complexes are easy to con-
struct and manipulate, and compact data structures have
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Email addresses: dobrina.boltcheva@inrialpes.fr (Dobrina
Boltcheva), canino@disi.unige.it (David Canino),
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been developed to encode them efficiently [7]. Simplicial
homology is one of the most useful and algorithmically
computable topological invariants. It characterizes a sim-
plicial complex of dimension n through the notion of ho-
mological descriptor. Homological descriptors are defined
in any dimension k ≤ n and are related to the non-trivial
k-cycles in the complex which have intuitive geometrical
interpretations up to dimension 2. In dimension 0, they
are related to the connected components of the complex,
in dimension 1, to the tunnels and the holes, and in di-
mension 2, to the shells surrounding voids or cavities.
Here, we propose a new algorithmic approach for ho-
mology computation on arbitrary shapes represented by
finite simplicial complexes. Our framework is based on
the constructive homology theory discussed in [32, 34, 33].
It provides a tool, the constructive Mayer-Vietoris se-
quence, which offers an elegant way for computing the
homology of a simplicial complex from the homology of
its sub-complexes and of their intersections. This leads to
a modular algorithm for homology computation, that we
call Mayer-Vietoris (MV) algorithm. Here, we show that
our algorithm is more efficient than the classical one based
on the reduction of the incidence matrices to a canonical
form, known as the Smith Normal Form (SNF) [1, 30].
We demonstrate the validity of our approach through
a decomposition of an n-dimensional simplicial complex,
called the Manifold-Connected (MC) decomposition and
proposed in [26] for 2-dimensional simplicial complexes. In
our experiments, we demonstrate that the MC decompo-
sition minimizes the size of the intersection between sub-
complexes, and, thus, it is especially useful for the homol-
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ogy computation in our constructive approach.
The remainder of the paper is organized as follows. In
Section 2 we review some background notions on simpli-
cial homology. In Section 3, we discuss related work on
homology computation. In Section 4, we describe the MC
decomposition, a graph-based data structure for encoding
it and an algorithm for computing it. In Section 5, we
introduce the main concepts from constructive homology,
and, in Section 6, we describe the Homological Smith Re-
duction, the key tool for our MV algorithm. In Section 7,
we provide a detailed description of the MV algorithm. In
Section 8, we present experimental results based on our
implementation of the homology computation algorithm.
Finally, in Section 9, we draw some concluding remarks.
2. Background Notions on Simplicial Homology
Simplicial homology exploits the combinatorial struc-
ture of simplicial complexes and reformulates the homolog-
ical problem into an algebraic one. In this section, we in-
troduce some basic notions on simplicial homology needed
throughout the paper. See [1, 30, 25] for more details.
Simplicial complexes. A simplex σ = [v0, . . . , vk] is the
convex hull of a set V of affinely independent points in
RN : here, k is the dimension of σ, which is called a
k − simplex. For every non-empty subset T ⊆ V , the
simplex σ′ spanned by T is called a face of σ, and σ′ is
a proper face of σ if T is a proper subset of V . A sim-
plicial complex X is a collection of simplices such that
all the faces of any simplex in X are also in X and the
intersection of two simplices is either empty or a face of
both. The largest dimension of any simplex in X is the
dimension of X , denoted as dim(X). A subset Y of a
simplicial complex X is a subcomplex of X if Y is itself
a simplicial complex. Each k-simplex of a simplicial com-
plex X can be oriented by assigning a linear ordering to
its vertices. The boundary of an oriented k-simplex is de-
fined as the alternate sum of its incident (k-1)-simplices:
dk([v0, . . . , vk]) =
∑k
i=0(−1)i[v0, . . . , vi−1, vi+1, . . . , vk]. A
fundamental property of the boundary operator is that
the boundary of every boundary is null, dk−1dk = 0, for
all k > 0.
Chain-complexes. Given an oriented simplicial com-
plex X , simplicial homology builds an algebraic object
C∗(X), called chain-complex, on which the homological
problem for X is resolved using linear algebra.
Let n = dim(X). A k-chain is defined for each di-
mension k ∈ [0, . . . , n] as ak = ∑ λiσki , where λi ∈ Z
are the coefficient assigned to each k-simplex σki . The
kth chain group, denoted as Ck(X), is formed by the set
of k-chains together with the addition operation, defined
by adding the coefficients simplex by simplex. There is a
chain group for every integer k, but for a complex in Rn,
only the groups for 0 ≤ k ≤ n may not be trivial. These
chain groups are Abelian and finitely generated, thus, the
set of oriented k-simplices forms a basis for Ck(X). In the
following, we will refer to this basis as the canonical basis.





i , as sum of the boundaries of the





i ). The chain-
complex, denoted as C∗(X) = (Ck, dk)k∈N, is the sequence
of the chain groups Ck(X) connected by the boundary
operator dk:
(C∗, d∗) : 0
0← C0 d1← C1 d2← . . .
dn−1←− Cn−1 dn← Cn 0← 0
The chain-complex C∗(X), associated with a simplicial
complex of finite dimension n, can be encoded as a pair
(Bk, Dk) for each 0 ≤ k ≤ n, where Bk = [σk0 , . . . , σkl ]
is the canonical basis of Ck and Dk = [η
k
j,i] is an integer
matrix, called the incidence matrix, which expresses the





0 if σk−1j is not in the boundary of σ
k
i ;
1 if σk−1j is in the boundary of σ
k
i ;
−1 if −σk−1j is in the boundary of σki .
Homology groups. Given a chain-complex C∗(X), ho-
mology groups are derived from two specific subgroups of
the chain groups defined by the boundary operators:
Zk = ker dk = {c ∈ Ck | dk(c) = 0}
Bk = img dk+1 = {c ∈ Ck | ∃a ∈ Ck+1 : c = dk+1(a)}
We say that a k-cycle in Zk bounds if it is also in Bk. Two
cycles are homologous if they differ by a cycle that bounds.
The collections Zk of k-cycles and Bk of k-boundaries form
subgroups in Ck: Bk ⊆ Zk ⊆ Ck. For each k ∈ [0, n],
the kth homology group of X is defined as the quotient
of the cycle group over the boundary group, i.e., Hk =
Zk/Bk. Thus, the elements of the homology group are
equivalence classes of k-cycles which are not k-boundaries.
Since Ck(X) is an Abelian group, then it is isomorphic to:
Hk(X) =
free group︷ ︸︸ ︷
Z⊕ . . .⊕ Z⊕
torsion group︷ ︸︸ ︷
Z/λ1Z⊕ . . .⊕ Z/λpZ
The number of occurrences of Z in the free part is the
number of elements of Hk with infinite order and is called
the kth Betti number, βk. It can also be seen as the max-
imal number of independent k-cycles that do not bound.
The values λ1, . . . , λp satisfy two conditions: (i) λi ≥ 2
and (ii) λi divides λi+1, for each i ∈ [1, p). They cor-
respond to the torsion coefficients. A set of homologous
k-cycles can be associated with each group Z/λiZ of Hk.
These k-cycles are not the boundary of any (k + 1)-chain,
but if taken λi times, they become the boundary of any
(k + 1)-chain. We will call these cycles weak-boundaries.
For all k, there exists a finite number of elements of
Hk from which we can deduce all elements of Hk. Let
Hk be a homology group generated by q independent
equivalence classes C1 . . . Cq, then any set {g1, . . . , gq|g1 ∈
2
C1, . . . , gq ∈ Cq} is called a set of generators for Hk. We
can denote a homology group in terms of its generators
as Hk = [g1, . . . , gq]. We refer the complete homology
information of a simplicial complex X (generators, Betti
numbers and torsion generators) as the Z-homology of X .
Mayer-Vietoris sequence. The Mayer-Vietoris se-
quence is an algebraic tool which allows us to study the
homology of a space X by splitting it into two subspaces A
and B such that A∩B 6= ∅, for which the homology groups
are easier to compute. This sequence relates the chain-
complex of the union (A ∪ B)∗ to the chain-complexes of
the disjoint sum A∗ ⊕B∗ and the intersection (A ∩B)∗:
0
0← (A ∪B)∗ j← (A⊕B)∗ i← (A ∩B)∗ 0← 0
This sequence is exact, i.e., the kernel of each homo-
morphism is equal to the image of the previous one,
Img(i) = Ker(j). Therefore, we have the following rela-
tions: (A∩B)∗ ∼= Ker(j) and (A∪B)∗ ∼= (A⊕B)∗/Img(i).
As demonstrated in [30], we can build a long exact se-
quence of their homology groups, starting from the short
exact sequence of the chain-complexes:
. . . ←− Hk−1((A ∩ B)∗) ∂←− Hk((A ∪ B)∗) j←− Hk((A ⊕
B)∗)
i←− Hk((A ∩B)∗) ∂←− Hk+1((A ∩B)∗)←− . . .
In some cases, the homology of the union can be deduced
from this long exact sequence of homology groups, but it
is not always possible to decide. This problem is known
as the extension problem. Moreover, there is no way to
give the generators of the homology group, because this
method is non-constructive [34]. Thus, classical Mayer-
Vietoris sequence is known as a purely theoretical tool and
is useful only for computations by hand.
Smith Normal Form (SNF) algorithm. For each k
such that 1 ≤ k ≤ n, the SNF algorithm transforms the




sk0 . . . s
k
l
sk−10 0 λ 0
: 0 0 Id
sk−1p 0 0 0
1
A
where λ is a diagonal matrix with λr, . . . , λ1 ∈ Z in the
diagonal such as λi > 1 and λi divides λi+1, ∀i ∈ [1, r).
Each incidence matrix Dk is initially expressed into the
canonical basis βk−1c and β
k
c of the chain groups Ck−1 and
Ck. At the end of the algorithm, matrix Nk is expressed
into different basis βk−1s and β
k
s , called the Smith basis.
The input incidence matrix can be expressed as Dk =
Pk−1NkP
−1
k , where matrix Pk encodes the basis changes
Pk : Ck[βs] → Ck[βc]. Initially, Pk = Id, but during
the transformation every elementary operation on the rows
and the columns of the boundary matrix Dk is translated
into an operation on matrix Pk which encodes the change
of the basis. Thus, Pk tell us how to express an element
of the Smith basis in terms of the canonical basis of Ck.
The homology is computed using two consecutive inci-
dence matrices in Smith Normal forms, denoted as Nk,
and Nk+1. The rank of the sub-group Zk = kerNk is
equal to the number of zero-columns of Nk, which cor-
respond to the k-cycles. The rank of Bk = img Nk+1 is
equal to the number of non-zero rows of Nk+1. The gen-
erators, expressed in the canonical basis, are obtained by
computing the image of each generator γi from the Smith
basis through the matrix Pk.
3. Related Work
The classical approach to compute the Z-homology of
a simplicial complex of finite dimension is based on the
Smith Normal Form (SNF) algorithm [1, 30]. Although
this method is theoretically valid in any dimension and
for any kind of simplicial complex, it has some inher-
ent limitations due to the size of the incidence matrices
and to the high complexity of the reduction algorithm.
The best available reduction algorithms have super-cubical
complexity [35, 14] and they are suitable only for small
simplicial complexes. Another well-known problem is the
appearance of huge integers during the reduction [24].
In the literature several optimizations of the SNF algo-
rithm have been developed. Stochastic methods [21] are
efficient on sparse integer matrices, but they do not pro-
vide the homological generators. Deterministic methods
[28, 35] perform the computations modulo an integer cho-
sen by a determined criterion, but the information about
the torsion coefficients is lost with this strategy. Another
way to improve the computation time is to reduce the input
complex without changing its topology by applying itera-
tive simplifications, and by computing the homology when
no more simplifications are possible. This reduction ap-
proach has been mainly investigated in the context of ho-
mology computation from 3D voxel images [27, 6, 29, 31].
Other reduction approaches apply discrete Morse theory
[18] to homology computation since in many applied situ-
ations one expects the Morse complex built on the original
simplicial complex to be much smaller than this latter.
Another approach for homology computation is based
on persistent homology [15]. In this framework, the in-
put simplicial complex is filtered (according to any real
function) in order to study which homological attributes
appear, disappear and are maintained through nesting.
The pertinent information is encapsulated by a pairing
of the critical values of the function which are visualized
by points forming a diagram in the plane. Since the fil-
tration is done by adding only one simplex at a time, it
can be interpreted as a special case of the Mayer-Vietoris
sequence. These methods are usually designed for simpli-
cial complexes with dimensional restrictions in most cases.
The original algorithm in [16] computes the pairs from
an ordering of the simplices in a triangle mesh and ex-
hibits a cubic worst-case time in the size of the complex.
In [5], an algorithm that maintains the pairing in worst-
case linear time per transposition in the ordering has been
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presented. A nearly linear algorithm for computing only
the Betti numbers (the ranks of the homology groups) for
simplicial 3-complexes is proposed in [9]. In [10], an al-
gorithm is proposed for computing the homological gen-
erators of manifold simplicial complexes, embedded in the
3D Euclidean space, which is then extended to arbitrary
simplicial complexes through a thickening process. The
algorithm presented in [11] extracts two types of possible
1-cycles which identify handles and tunnels on 2-manifold
surfaces. In [23], another method has been proposed for
computing the non-contractible 1-cycles on smooth com-
pact 2-manifolds. The shape of the computed generators
has been addressed in [39, 4]. However, the persistence of a
feature depends highly on the chosen filtering function and
it is still an open problem to find geometrically meaningful
functions on non-manifold simplicial complexes. In [17],
a first attempt for a Mayer-Vietoris formula for persis-
tent homology has been proposed with an application to
shape recognition in the presence of occlusions. However,
this work is based on the classical version of the Mayer-
Vietoris sequence, and the proposed formula cannot be
used in practice since it does not lead to an algorithm.
Finally, there exist also a few methods based on con-
structive homology, introduced in [33], which provides an
original algorithmic approach for computing homology.
Concepts borrowed from constructive homology have been
used in [2, 22] for homology computation on images. To
the best of our knowledge, none of the existing algorithms
uses the constructive Mayer-Vietoris sequence which pro-
vides an effective strategy for computing the homology
generators of an arbitrary simplicial complex from the ho-
mology of its sub-complexes.
4. The Manifold-Connected Decomposition
In this section, we describe a decomposition of a sim-
plicial complex, called the Manifold-Connected (MC) de-
composition, which we use as the basis for performing ho-
mology computation. The MC decomposition has been in-
troduced in [26] for two-dimensional simplicial complexes,
but it can be defined in arbitrary dimensions.
Let us consider a d-dimensional regular simplicial com-
plex X . Recall that a regular (or dimensionally homoge-
neous) simplicial complex is a complex in which all top
simplices are d-dimensional, where a top simplex is a sim-
plex which does not belong to the boundary of any other
simplex in X . We introduce some definitions and concepts
needed for the definition of manifold-connected complex
and component.
A (d − 1)-simplex τ in a regular simplicial d-complex
X is said to be a manifold simplex if and only if there
exists at most two d-simplices in X incident in τ . Two d-
simplices σ and σ′ in X are said to be manifold-connected
if and only if there exists a path P joining σ and σ′ formed
by d-simplices such that any two consecutive d-simplices
in P are adjacent through a manifold (d − 1)-simplex. A
regular d-complex in which every pair of n-simplices are
manifold-connected is a manifold-connected complex.
Any combinatorial manifold, i.e., any simplicial complex
with a manifold domain, is clearly manifold-connected,
but the reverse is not true. Thus, the class of manifold-
connected complexes is a decidable superset of the class
of combinatorial manifolds. Note that the class of d-
manifolds is not decidable for d ≥ 6 [8].
The manifold-connectivity relation between the top d-
simplices in a regular d-complex X defines an equivalence
relation. The manifold-connected components of X are the
equivalence classes of the top d-simplices of X with respect
to the manifold-connectivity relation. The collection of all
manifold connected components in X forms the Manifold-
Connected (MC) decomposition. Any two or more compo-
nents in the MC decomposition of a simplicial d-complex
X may have a common intersection which is a sub-complex
of X of dimension lower than d.
Figure 1: Decomposition of a
3-complex into maximal regu-
lar sub-complexes Y2 (in yellow)
and Y3 (in red).
Any arbitrary (non-
regular) simplicial n-
complex Y is uniquely
decomposed into a collec-
tion of maximal regular
complexes Yd formed by
top simplices of the same
dimension d ≤ n. Figure 1
shows an example of the decomposition of an arbitrary
simplicial 3-complex into maximal regular sub-complexes
Y2 and Y3.
Thus, the MC decomposition of an n-complex Y is the
collection of the MC decompositions of the maximal regu-
lar sub-complexes of Y . As a consequence, the MC decom-
position of a complex Y is unique. Figure 2(a) shows an
example of the MC decomposition of a regular simplicial
2-complex. The six MC-components of dimension 2 are
connected through chains of non-manifold edges.
4.1. Encoding the MC decomposition
We have developed a representation for the MC decom-
position suitable for homology computation. For this pur-
pose, we need to efficiently access the intersection of pairs
of MC-components, and to have a unique vertex order-
ing for all MC-components to be able compute the chain-
complexes. Thus, we propose a graph-based data struc-
ture which encodes the MC decomposition as a graph,
called the Homology MC-graph (Homo-MC graph), de-
noted asH = (N ,A). A node in N corresponds to an MC-
component, while an arc in A describes the intersection of
two MC-components. Figure 2(b) shows the Homo-MC
graph describing the MC decomposition in Figure 2(a).
The data structure based on the Homo MC-graph con-
sists of two layers: the top layer is the encoding of the
Homo MC-graph, while the second layer describes the sim-
plicial complex Y and is currently implemented through
the Incidence Simplicial (IS) data structure [7]. The IS
data structure encodes all simplices in Y and allows a di-
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(a) (b)
Figure 2: An example of a non-manifold shape (a) and a graphical
representation of its Homo-MC graph. Each node of the Homo-MC
graph is identified by a color and it is graphically represented by its
center of gravity.
rect access to each simplex of Y in constant time. More-
over, it encodes the relations among a k-simplex and its
bounding simplices of dimension k − 1 and among a k-
simplex and the simplexes of dimension k + 1 in its co-
boundary. Each node C in the Homo-MC graph has a
list of references to the top simplices of the corresponding
complex in C. In this way, we ensure that all the MC-
components have the same vertex ordering provided by
Y . Similarly, each arc a of the Homo-MC graph contains
a reference for each simplex belonging to the intersection
described by a.
4.2. Building the Homology MC-Graph
The computation of the Homo-MC graph for an arbi-
trary simplicial n-complex Y consists of two steps: first,
the MC-components are identified, and then the arcs of
the Homo-MC graph are computed.
The detection of the MC-components is performed ac-
cording to the following steps:
1. retrieve the maximal regular sub-complexes Yk (with
k ≤ n) of Y formed by the top k-simplices in Y which
are adjacent along (k − 1)-simplices;
2. for each sub-complex Yk, perform a traversal starting
from an unvisited top k-simplex σ and retrieve all
top k-simplices which are reachable from σ by visiting
manifold (k − 1)-simplices and their incident top k-
simplices. All top k-simplices visited by starting from
σ belong to the same k-dimensional MC-component,
identified by an integer label C. Mark with C all sub-
simplices of each top simplex in the MC-component;
3. create a node of the Homo-MC Graph for each MC-
component.
At the end, each simplex σ in Y is marked with a list
of integer labels lσ = {C1, . . . , Cs}, which denote the MC-
components containing σ. A simplex σ̄ marked with sev-
eral labels is a singularity. The arcs of the Homo-MC
graph are then retrieved as follows:
1. for each non-manifold singularity σ̄, generate all pairs
of integer labels (Ci, Cj) in lσ̄ and store the tuples
(σ̄, Ci, Cj) in an array A;
2. sort the tuples in A by using the lexicographic order
of labels: tuples related to the same pair of labels are
stored in consecutive locations in A;
3. generate an arc of the Homo-MC Graph for each
unique pair of nodes identified at step 2.
5. Constructive Homology
Constructive Homology theory has been developed in
order to solve the non-constructiveness of classical homol-
ogy from its roots [32]. Within this framework, based on
constructive mathematics [37], the homological concepts
are reformulated into concepts with a computational na-
ture, thus yielding to effective implementable algorithms.
The theory has been developed to handle homology com-
putations over chain-groups of infinite dimension [33, 34]
and its validity has been proven using functional program-
ming [13]. The Mayer Vietoris algorithm we present here
is an application of constructive homology. In this section,
we introduce the main concepts and theorems which are
used in our MV algorithm. For more details, see also [3].
Our method is based on two key concepts: the reduc-
tion, which is a relation between two chain-complexes with
equivalent homologies, and the cone of a morphism, which
is a particular way to represent the morphism relating two
chain-complexes as a new chain-complex. We use also two
main constructive theorems: the Short Exact Sequence
(SES) theorem, which provides the constructive version
of the Mayer-Vietoris sequence, and the Cone Reduction
theorem, which provides an efficient way to access the ho-









Figure 3: A reduction.
The reduction relates two
chain-complexes with equiva-
lent homologies in such a way
that, if the homology of one
of them is known, then the
homology of the other can be
found through reduction. Intuitively, it relates a large
chain-complex Ĉ∗ to a small one C∗, which contains the
same homological information in the most compact way.
Definition 5.1 (Reduction). A reduction ρ : Ĉ∗ ⇛ C∗ is
a diagram as shown in Figure 3, where Ĉ∗ and C∗ are two
chain-complexes; f and g are chain-complex morphisms
satisfying fg = idC∗; h : Ĉn−1 → Ĉn is an homotopy
operator satisfying the relations gf + dh + hd = id bC∗ and
fh = hg = hh = 0.
Figure 4: Reduction diagram (courtesy of [34]).
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The reduction is a compact and convenient form for the
diagram presented in Figure 4. It is equivalent to a decom-
position, where every chain group Ĉk is decomposed into
three components: Ĉk = Ak⊕Bk⊕C′k. Note that there ex-
ists a bijection between Ak+1 and Bk through the bound-
ary operator d and the homotopy operator h for every finite
dimension k. Therefore, component Ak+1 is a collection of
(k+1)-cycles such that their boundaries are the elements in
Bk−1. We call these cycles pre-boundaries. Component Bk
is a collection of k-cycles known as k-boundaries. Compo-
nent C′k is a copy of Ck and, thus, C
′
∗ ∼= Ĉ∗. In summary,
the large chain-complex Ĉ∗ is the direct sum of one small
chain-complex C′∗ and A∗⊕B∗, where the last component
does not play any role from a homological point of view.
Given a chain-complex C∗, we call trivial reduction, the
reduction where the small chain-complex is C∗ itself, the
morphism f and g are the identity morphisms, and the
homotopy operators h are 0 morphisms.
Definition 5.2 (Reduction equivalence). A reduction
equivalence C∗ ⇐⇒ D∗ between two chain-complexes C∗,
D∗, is a pair of reductions connecting C∗ and D∗ through






















Figure 5: A reduction
equivalence.
The concept of reduction
equivalence is used to relate
three chain-complexes: the ob-
ject of interest C∗, whose ho-
mology has to be computed, a
very small homologically equiva-
lent object D∗ and a large object
Ĉ∗, also equivalent. The homol-
ogy information of object C∗ is
contained in the very small object D∗, while the big ob-
ject Ĉ∗ is required to link C∗ and D∗. Such an equivalence
implies that the homology groups of the D∗ and C∗ are
isomorphic.
A cone of a morphism can simply be seen as a way to rep-
resent a morphism relating two chain-complexes as a new
chain-complex. Informally, such a representation makes it
possible to build an homologically equivalent object from
the morphisms used to relate them.
Definition 5.3 (Cone of a morphism). Let f : X∗ →
Y∗ be a chain-complex morphism between two chain-
complexes X∗ and Y∗. The cone of the morphism f is
a chain-complex, denoted Cone(f)∗. For each dimension








The matrices DYk and DXk−1 are the incidence matrices
of the chain-complexes Y∗ and X∗. The groups Yk and
Xk−1 are considered as disjoint and a basis of Cone(f)k is
formed by a basis of Yk and a basis of Xk−1.
Definition 5.4 (Constructive exact short sequence
of Mayer-Vietoris). Let A, B be two simplicial com-
plexes with non-empty intersection A∩B, then the follow-











i = iA ⊕ iB : (A ∩B)∗ −→ A∗ ⊕B∗
σ 7−→ (σ, σ)
j = jA ⊖ jB : A∗ ⊕B∗ −→ (A ∪B)∗
(σ, σ̃) 7−→ σ − σ̃
ν : (A ∪B)∗ −→ A∗ ⊕B∗
σ 7−→ (σ|A,−σ|B + σ|A∩B)
ρ : A∗ ⊕B∗ −→ (A ∩B)∗
(σ, σ̃) 7−→ σ̃|A∩B
The following theorem is the basic result on which our
algorithm is based. It allows us to establish an homological
equivalence between the cone of the morphism inclusion
i : (A ∩ B)∗ → A∗ ⊕ B∗ and the chain-complex of the
union (A ∪B)∗.
Theorem 5.5 (Short Exact Sequence (SES) theo-
rem). The constructive short exact sequence of Mayer-









Figure 6: SES reduction.
Thus, if we know the homol-
ogy of the cone of the mor-
phism inclusion i, then we can
retrieve the homology of (A ∪
B)∗ by computation of the im-
age of each element of the ho-
mology of Cone(i)∗ by morphism f = jA ⊖ jB. However,
chain-complex Cone(i)∗ is much larger than the chain-
complex of the union (A ∪B)∗ and it would be extremely
inefficient to compute the homology directly on this huge
object.
The Cone Reduction Theorem gives us another reduc-
tion of chain-complex Cone(i)∗ and allows us to build a
reduction equivalence between the chain-complex of the
union (A∪B)∗ and one very small chain-complex which is
homologically equivalent to Cone(i)∗.
Theorem 5.6 (Cone Reduction Theorem). Let i :
(A∩B)∗ → (A⊕B)∗ be a chain-complex morphism and two
reductions (A⊕B)∗ ⇛ EA∗⊕EB∗ and (A∩B)∗ ⇛ E(A∩
B)∗. Then, we can define a reduction ρ = (fc, gc, hc) :














































Figure 7: Cone Reduction theorem.
Note that the reduction (A ⊕ B)∗ ⇛ EA∗ ⊕ EB∗ is
simply defined as the formal sum of the reductions of the
sub-complexes A and B.
By definition, chain-complex Cone(Ei)∗ is given by:
Cone((fA⊕B)◦(i)◦(gA∩B))∗ := EA∗⊕EB∗⊕E(A∩B)∗−1,
where the chain-complexes EA∗, EB∗ and E(A ∩B)∗ are
the reduced chain-complexes of, respectively, A∗, B∗ and
(A∩B)∗, and contain only their homological information.
Therefore, we can efficiently compute the homology on this
small chain-complex, by using the SNF algorithm.
As a consequence, we obtain the reduction equivalence
shown in Figure 8, which demonstrates that the chain-
complex (A ∪ B)∗ has the same homology as the chain-
complex Cone(Ei)∗. Therefore, the Betti numbers and
the torsion coefficients of the union (A ∪ B)∗ are pro-
vided directly from the homology of the chain-complex
Cone(Ei)∗. The homological generators of Hk((A ∪ B)∗)
can be obtained by computing the image of each cycle






















Figure 8: Cone reduction equivalence
Finally, we need to introduce the Cone Equivalence the-
orem, which will be useful for the MV algorithm, described
in Section 7.
Theorem 5.7 (Cone Equivalence Theorem). Let i :
(A ∩ B)∗ → (A ⊕ B)∗ be a chain-complex morphism be-
tween two chain-complexes and two reduction equivalences,







with î = (lg′) i (lf) and Ei = (rf ′) (lg′) i (lf) (rg)
Figure 9: Cone equivalence theorem.
6. Homological Smith Reduction
In this section, we introduce a specific kind of reduction,
which we call the Homological Smith Reduction. It will be
used to encode the homology of each sub-complex of the
input complex in our Mayer-Vietoris algorithm.
Given a simplicial complex X of finite dimension n, this
reduction relates its chain-complex, X∗, with a very small
chain-complex, EX∗, which contains only the homological
information of X∗. This information is computed through
the SNF algorithm, which transforms each incidence ma-
trix Dk into its Smith Normal Form Nk. To describe chain-
complex EX∗, we need a basis for each dimension and
a boundary matrix. The basis is defined as a subset of
Smith basis of X∗, while the boundary matrix is a sub-
matrix of matrix Nk. The morphisms f , g and h relating
the chain-complexes are defined from the matrices of the
basis changes Pk, which is also restricted. Thus, we need
first to classify the elements of the Smith basis provided by
the SNF algorithm in order to find the basis of the small
chain-complex EX∗.
Basis classification. Here, we illustrate the basis clas-
sification algorithm through the example shown in Fig-
ure 10. Let Nk and Nk+1 be two consecutive inci-
dence matrices in Smith Normal Form. We assume that
βks = {γ1, . . . , γl} is the Smith basis, in which the columns
of Nk and the rows of Nk+1 are expressed.
Figure 10: Smith basis classification βks = {wk, bk, ck, pwk, pbk}.
Consider now the sub-basis of the k-cycles ker dk =
[γ1, . . . , γ7], which corresponds to the zero columns of
Nk. This basis is formed by the union of three sub-basis,
defined as follows. First, the sub-basis wk = {γ1, γ2}
is composed of the elements corresponding to the weak-
boundaries which are associated with the torsion coeffi-
cients. They correspond to the rows of Nk+1 with coef-
ficient λi > 1. Second, the sub-basis b
k = {γ3, γ4, γ5}
is composed of the elements corresponding to the bound-
aries and can be retrieved through the rows of Nk+1 with
coefficient equal to 1. Finally, the remaining kernel basis
corresponds to the non-trivial k-cycles ck = {γ6, γ7}.
We complete the basis classification with the k-chains
which are not k-cycles. The elements corresponding to the
columns of Nk with coefficients equal to 1 are called pre-
boundaries, pbk = {γ9, γ10}. These chains do not carry
any homological information. The elements corresponding
to the columns of Nk with coefficients λi > 1 are called
pre-weak boundaries, pwk = {γ8} and they are related to
the torsion coefficients.
The basis classification for vertices and for simplices of
dimension n must be treated as special cases, since the
boundary morphisms at dimension 0 and n + 1 are zero
morphisms. Therefore, in the basis of dimension n there
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are only cycles, pre-boundaries, and possibly pre-weak-
boundaries but not weak-boundaries nor boundaries. In
the vertex basis, there are only cycles and boundaries.
Reduced chain-complexes. The basis classification al-
lows us to construct the reduced chain-complex EX∗ from
the original one X∗. Notice that the basis classification
is equivalent to the decomposition of each original chain-
group Xk into three sub-groups: Xk = Ak ⊕ Bk ⊕ C′k, as
shown in Figure 10.
Component Ak = [pb
k] is generated by the k-chains
which do not play any role in homology computation. The
chain-group Bk = [b
k] is generated by the k-cycles which
are known to be boundaries. Note that, the subgroup gen-
erated by the pre-boundaries [pbk] is isomorphic to the
subgroup generated by the boundaries [bk−1], since the
identity sub-matrix relates them. In summary, the homol-
ogy of Xk is given by the reduced chain-complex EXk =
C′k = [w
k, ck,pwk]. For each dimension 1 ≤ k ≤ n, the





wk−1 0 0 λ
ck−1 0 0 0
pwk−1 0 0 0

.
It is immediate to prove that ENk−1ENk = 0 ∀k, so
EC∗ is effectively a chain-complex.
Definition 6.1 (Homological Smith Reduction). Let X∗
be a chain-complex X∗, then its Homological Smith Reduc-








f : X∗ → EX∗, fk = (Pk)−1|wk,ck,pwk}
g : EC∗ → X∗, gk = Pk|wk,ck,pwk}
h : X∗ → X∗+1, hk = (Pk)|pbk ∗ (Pk−1)−1|bk−1
The chain-complex morphisms f and g are inverse iso-
morphisms between EX∗ and a subchain of X∗ that con-
tains all the homological information of X∗.
The restriction of the homotopy operator hk : Bk →
Ak+1 and the restriction of the boundary operator dk :
Ak+1 → Bk are isomorphisms between boundaries and
pre-boundaries. This means that, given a boundary σk ∈
Bk, hk gives us the (k+1)-chain of Ak+1 for which σ is the
boundary. Intuitively, the homotopy operator h captures
only the information about the boundaries and their pre-
boundaries. It can be seen as the constructive version of
the definition of boundary. The algorithm for computing
the Homological Smith Reduction of a chain-complex X∗
is summarized in Algorithm 1.
7. The Mayer-Vietoris Algorithm
In this section, we first introduce the algorithm based on
the constructive Mayer-Vietoris sequence, which computes
Algorithm 1 Building the Homological Smith Reduction
Input: A chain-complex X∗.
Output: The reduction X∗ ⇛ EX∗.
1: For all 1 ≤ k ≤ dim(X) do:




3: Classify the Smith basis : [wk, bk, ck, pwk, pbk]
4: Build the reduction by cutting the matrices:




hk := (Pk)|pbk ∗ (Pk−1)−1|bk−1
5: End for
the homology of the union of two simplicial complexes.
Then, we explain how this algorithm can be applied on
a Homo-MC graph thus resulting in the iterative Mayer-
Vietoris homology computation algorithm.
7.1. Homology computation of the union of two complexes
Here, we explain how the constructive version of the
Mayer-Vietoris sequence, introduced in Section 5, yields
to an effective algorithm for homology computation. We
illustrate this algorithm through the example in Figure 11,
where a simplicial complex X is decomposed onto two MC-
components A and B with non-empty intersection A ∩B,
formed by two isolated vertices.
Figure 11: The MC-decomposition of a simplicial complex X into
two MC-components A and B.
The first step of the algorithm consists in comput-
ing the Homological Smith Reductions of the three in-
put complexes A, B and A ∩ B, as explained in Sec-
tion 6. We obtain reductions A∗ ⇛ EA∗, B∗ ⇛ EB∗ and
(A∩B)∗ ⇛ E(A∩B)∗, as shown in Figure 12. Recall that
the reduced chain-complexes EA∗, EB∗ and E(A∩B)∗ are
homology equivalent to the large chain-complexes A∗, B∗
and (A ∩ B)∗ but contain only the homological informa-
tion.
Figure 12: Homological Smith Reductions of A∗, B∗ and (A ∩ B)∗,
associated to the example in Figure 11.
The second step of the algorithm builds the constructive
Mayer-Vietoris sequence, as shown in Figure 13(a), and
computes morphisms i, j, ρ and ν from the input simplicial
complexes, following definition 5.4.
At this point, we can apply the SES theorem (theo-
rem 5.5) which builds a reduction between the cone of
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the inclusion morphism i and the chain-complex asso-
ciated with the union of the sub-complexes A and B:
Cone(i)∗ ⇛ (A∪B)∗, as illustrated in Figure 13(b). This
means that the chain-complex of the cone has the same
homology as the chain-complex of the union. However,
as indicated by the direction of the reduction, the size
of the former is larger (in terms of number of simplices)
than that of the latter, and computing the homology of
the union through this large chain-complex would be ex-
tremely inefficient.
The fourth step of the algorithm applies the cone reduc-
tion theorem (theorem 5.6) in order to build a new reduc-
tion of the chain-complex of cone Cone(i)∗ ⇛ Cone(Ei)∗.
This reduction establishes a homological equivalence be-
tween the large chain-complex Cone(i)∗ and the chain-
complex associated with the cone of the inclusion mor-
phism Ei, which relates the reduced chain-complexes
EA∗⊕EB∗ and E(A∩B)∗, as shown in Figure 13(c). Note
that chain-complex Cone(Ei)∗ can be efficiently computed
from the reduced chains EA∗ ⊕ EB∗ and E(A ∩ B)∗, fol-
lowing definition 5.3.
Figure 13: Main steps of our algorithm, applied to the example in
Figure 11. We use (a) the Constructive Mayer-Vietoris sequence, (b)
the SES theorem, and (c) the Cone Reduction theorem.
At this point, we establish the reduction equivalence
(A ∪ B)∗ ⇐⇒ Cone(Ei)∗ from the two last reductions.
This means that chain-complex Cone(Ei)∗ has the same
homology as the chain-complex of the union (A ∪ B)∗,
since they are related through the large chain-complex
Cone(i)∗, as shown in Figure 14(a). However, chain-
complex Cone(Ei)∗ is much smaller (in terms of num-
ber of simplices) than the chain-complex of the union,
since it contains only the homological information of sub-
complexes A, B and A ∩B.
The next step of the algorithm computes the homol-
ogy of the small chain-complex Cone(Ei)∗ through the
SNF algorithm, obtaining the Homological Smith Reduc-
tion Cone(Ei)∗ ⇛ ECone(Ei)∗, as shown in Figure 14(b).
Finally, the algorithm composes the last two reduc-
tions. It outputs a reduction equivalence between the
chain-complex of the union (A ∪ B)∗ and chain-complex
ECone(Ei)∗, as shown in Figure 14(c). From the reduc-
tion equivalence we can extract the required homological
information. The Betti numbers and the torsion coeffi-
Figure 14: Last steps of our algorithm for computing homologies of
the union of two complexes A and B.
cients of the union can be directly accessed in ECone(Ei)∗,
while the generators of the union are obtained by comput-
ing the image of the generators of ECone(Ei)∗ through
the morphisms of the reduction equivalence.
The main steps of our algorithm for computing the ho-
mology of the union of two complexes are summarized in
Algorithm 2.
Algorithm 2 Homology of the union of two complexes
Input: three simplicial complexes A, B and A ∩ B 6= ∅.
Output: the reduction equivalence:
(A ∪ B)∗ ⇚ Cone(i) ⇛ ECone(Ei)∗
1: Compute the morphisms i, j, ρ and ν of the Constructive Mayer-
Vietoris sequence for the chain-complexes (A ⊕ B)∗, (A ∩ B)∗
and (A ∪ B)∗.
2: Build the reduction of the morphism inclusion i, provided by
the SES Theorem: Cone(i)∗ ⇛ (A ∪ B)∗.
3: Build the reduction of the morphism inclusion i, provided by
the Cone Reduction Theorem: Cone(i)∗ ⇛ Cone(Ei)∗.
4: Compute the Homological Smith Reduction of the reduced
chain-complex: Cone(Ei)∗ ⇛ E(Cone(Ei))∗.
5: Compose the last two reductions: Cone(i)∗ ⇛ E(Cone(Ei))∗
7.2. Mayer-Vietoris Iterative Algorithm
In this section, we introduce our Mayer-Vietoris itera-
tive algorithm for computing the homology of a simplicial
complex X , starting from its Homo-MC graph GX . This
algorithm iteratively computes the homology of the union
of two MC-components A and B connected through an arc
in the Homo-MC graph and merges the two components.
It terminates when the graph consists of a single node.
We will use Algorithm 2, introduced in subsection 7.1, to
compute the homology of the sub-complex A ∪B.
However, before proceeding we need to find a way to
reuse the reduction equivalence provided as output by Al-
gorithm 2. Thus, we slightly modify the second step
of this algorithm and we associate a reduction equiva-
lence with each sub-complex. For each MC-component
N , the algorithm computes a reduction equivalence N∗ ⇚
N∗ ⇛ E(N)∗, where the right reduction is the Homo-
logical Smith Reduction, which is computed as previously
through Algorithm 1. The left reduction is simply the triv-
ial reduction of N , at the beginning. Note that it is pos-
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sible to compute the reduction equivalence for each node
in GX as a pre-processing step and in parallel. As a con-
sequence, the modified Algorithm 2 should use, at step 4,
the cone equivalence theorem (theorem 5.7), instead of the
cone reduction one.
At each step, the algorithm collapses the arc between
two components A and B in the Homo-MC graph and
generates a new component AB (node in the graph) by
merging the lists of the top simplices. It also updates the
arcs incident in A and B, which become incident in AB.
Then, it associates the reduction equivalence, computed by
Algorithm 2, with the new component AB in order to make
it reused in the subsequent steps. The algorithm repeats
this operation until there is only one node in the graph.
When the algorithm stops, the last node corresponds to the
input simplicial complex X and its Z-homology is retrieved
from the reduction equivalence associated with this node,
as performed in the final step of Algorithm 2.
Algorithm 3 summarizes the main steps of our Mayer-
Vietoris iterative algorithm for homology computation.
Algorithm 3 Mayer-Vietoris iterative computation
Input: the Homo-MC graph G of a simplicial complex X.
Output: homology information for X
1: Initialize the reduction equivalence for all nodes in GX
2: while there is more than one arc in GX do:
3: Select a random arc a = (nA, nB) in GX .
4: Apply Algorithm 2 to nA, nB, and nA ∩ nB
5: Create a new node nAB = nA ∪ nB
6: Associate the new reduction equivalence with nAB
7: End while
8: Extract the Z-homology of X from the unique node in GX
Note that any sub-complex AB resulting the union of
two MC-components A and B is not manifold-connected.
Thus, the decomposition we obtain at any intermediate
step is not an MC-decomposition. However, the inter-
sections of the components is still composed by a limited
number of non-manifold simplices.
8. Experimental Results
In this section, we present qualitative and quantita-
tive results about the MC-decomposition and our Mayer-
Vietoris (MV) algorithm. We have tested our algorithms
on some datasets freely available from [19], on a computer
with a 3, 2 Ghz Intel i7 processor and 16 Gb of RAM.
We first demonstrate one of the most important proper-
ties of the MC-decomposition, which is critical for the effi-
ciency of the homology computation. Recall that our MV
algorithm operates on decomposed shapes and computes
the homology of the input model from the homology of the
components and the homology of their intersection com-
plexes through Mayer-Vietoris sequences. Thus, in order
to reduce the redundancies during the homological com-
putation, it is mandatory to use a decomposition which
minimizes the size of the intersections (in terms of num-
ber of simplices). As shown in Table 1, the size of the
intersection complexes (which correspond to the singulari-
ties shared by two components) is very small in comparison
with the size of the input complex, and it never exceeds
5% of this size. This fact makes the MC-decomposition
perfectly suitable as a basis for the MV algorithm.
Shape s0 s1 s2 S N A MS MA
armchair 43 125 88 256 6 8 32% 3%
twist 1K 4K 2K 7K 4 5 65% 0.8%
two-twist 1K 5K 3K 9K 8 13 45% 0.9%
carter 4K 12K 8K 24K 28 40 45% 0.6%
Table 1: Statistics about the Homo MC-Graph. Here, we analyze
non-manifold shapes formed by s0 vertices, s1 edges and s2 triangles:
their corresponding Homo MC Graphs has N nodes and A arcs. It is
interesting to compare the size MS of the largest MC-component and
the size MA of the largest intersection between two MC-components,
both expressed as a percentage of the total number of simplices S =
s0 + s1 + s2 in the input complex.
Our MV algorithm has been designed for computing the
complete homological information for an arbitrary shape,
including not only the Betti numbers, but also the gener-
ators, and the torsion coefficients, if there are any.
Figure 15 shows the MC decomposition of three non-
manifold 2-simplicial complexes and some of the genera-
tors for the homology groups H1 and H2, computed by the
MV algorithm. Note that the twist model, Figure 15(a), is
isomorphic to a torus (in wired grey) in which there is an
other embedded 2-cycle (in blue). The two-twist model,
Figure 15(d), is equivalent to two intersecting tori, corre-
sponding to the yellow and the wired grey 2-cycles, with
one embedded shell, corresponding to the blue 2-cycle.
The carter model has a very complicated topology. Some
of its 1-cycles and 2-cycles are shown in Figure 15(f).
We have decided to compare our MV algorithm to the
classical SNF algorithm, which is the most general method
for computing the Z-homology. Recall that the SNF al-
gorithm operates on the entire model and computes the
incidence matrices from the entire shape, while our MV
algorithm uses the SNF algorithm to compute the homol-
ogy on the MC-components. Our current implementation
encodes the classical SNF algorithm, without any opti-
mization: in any case, it is possible to use any other ver-
sion of this algorithm, provided it keeps track of the basis
changes during the reduction of the matrices.
Our experimental results, summarized in Table 2, tend
to prove that the MV algorithm is a reasonable tool for
computing the Z-homology on simplicial shapes, requir-
ing less space than the SNF algorithm, and providing a
relevant speed-up to the computation.
The key point in our storage analysis is the size of the
incidence matrices, which we have to be reduced. Recall
that an incidence matrix Dk of dimension k relates the
chain-groups Ck−1 and Ck and it requires Ik = sk × sk−1
integer values (encoded on 4 bytes), where sj denotes the
number of j-simplices in the input simplicial complex. The
SNF algorithm needs D1 and D2, and thus its storage cost
10
(a) (b) (c) (d) (e) (f)
Figure 15: Examples of MC-decomposition and homology generators computed with our MV algorithm on some non-manifold 2-simplicial
complexes. (a) The MC decomposition, (b) two 1-cycles (in red and blue), and two 2-cycles (in grey and yellow) for the twist model. (c) The
MC decomposition, (d) four 1-cycles (in red, blue, black and purple), and three 2-cycles (in yellow, blue and grey) for the two-twist model.
(e) The MC decomposition and (f) some free generators of H1 and H2 for the carter model.
Shape (H0, H1, H2) I1 I2 SNFs SNFt MI1 MI2 MVs MVt Rs Rt
armchair (Z, 0,Z5) 0.2 Mb 0.4 Mb 0.6 Mb 60 ms 0.03 Mb 0.04 Mb 0.07 Mb 19 ms 88% 3.2
twist (Z, Z2,Z2) 16 Mb 34 Mb 50 Mb 2.2 × 106 ms 7 Mb 14 Mb 21 Mb 1.4 × 106 ms 55% 1.6
two-twist (Z, Z4,Z3) 26 Mb 54 Mb 80 Mb 1.2 × 107 ms 7 Mb 14 Mb 21 Mb 3 × 106 ms 73% 3.8
carter (Z,Z27,Z5) 190 Mb 377 Mb 567 Mb 7.7 × 107 ms 41 Mb 75 Mb 116 Mb 1.7 × 107 ms 79% 4.5
Table 2: Comparisons in terms of timings and storage cost between the SNF and the MV algorithms, which compute the Z-homology
(H0, H1, H2) for some non-manifold simplicial complexes. Columns I1 and I2 indicate the size (in Mb) of the incidence matrices for the
entire shape. Columns SNFs and SNFt show respectively the storage cost (in Mb) and the timing (in ms) required by the SNF algorithm.
Columns MI1 and MI2 show the size (in Mb) of the incidence matrices for the largest MC component. Columns MVs and MVt show
respectively the storage cost (in Mb) and the timing (in ms) required by the MV algorithm. We also provide the reduction of storage cost
Rs (expressed as a percentage of SNFs), and the ratio Rt between SNFt and MVt.
SNFs is O(I1 + I2). Conversely, our MV algorithm com-
putes, at each step, the homology of the union of only two
sub-complexes A, B and their intersection A ∩ B. Since
the size of the intersection complex is usually very small,
we can ignore it. Thus, we operate only on the incidence
matrices for the components A and B, namely DAk and
DBk , with k = 1, 2. In the following, we respectively indi-
cate their size as IAk and IBk . Thus, the storage cost of
each step is O(IA1 + IA2 + IB1 + IB2 ). If we consider the
size of incidence matrices for the largest MC-component,
respectively indicated asMI1 andMI2, then the storage
cost of the MV algorithmMVs becomes O(MI1 +MI2).
This fact demonstrates that the MV algorithm requires
much less space than the SNF algorithm: in our tests, we
obtained a reduction of at least 55% of SNFs (see column
Rs in Table 2). We also provide timing comparisons be-
tween our MV algorithm and the SNF one, demonstrating
that we obtain a relevant speed-up with our approach. In
our tests, the MV algorithm is at least 1.6 times faster
than the SNF algorithm (see column Rt in Table 2).
However, advantages introduced by the MV algorithm
can be slightly reduced in some cases, as shown in Table 2
for the twist model. Since the Homo-MC Decomposition
does not impose any limitation on the components size, it
is possible to obtain a large MC-component. Thus, com-
puting the homology of this MC-component through the
SNF algorithm is time consuming.
This issue could be overcome in different ways. For
instance, we can reduce the size of the MC-components
through a special simplification algorithm, which pre-
serves its topology and handles its singularities (i.e., non-
manifold simplices). In this way, the homology generators
of the component can be computed only on the simplified
version. However, if this component has to be merged with
another MC-component by the MV algorithm in a later
iteration, the generators have to be expressed in the origi-
nal (non-simplified) MC-component, in order to ensure the
consistency of the computation duharing the union. It is
also possible to gain in efficiency by using one of the exist-
ing optimizations of the SNF algorithm for sparse integer
matrices. As noted before, our framework does not depend
on the SNF algorithm selected and it can work with any
optimized version of this latter.
9. Concluding Remarks
We have introduced a new algorithmic approach for ho-
mology computation on arbitrary non-manifold shapes dis-
cretized through simplicial complexes. Our algorithm is
based on the constructive version of the Mayer-Vietoris
sequence, which allows us to compute the Z-homology
of a simplicial complex from the homologies of its sub-
complexes. We call this algorithm as Mayer-Vietoris (MV)
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algorithm. The starting point of the MV algorithm is the
MC-decomposition of the shape, which minimizes the in-
tersections between the manifold-connected components.
Combined with this decomposition, the MV algorithm has
been proven to be more efficient (in terms of storage and
timings) than the classical SNF algorithm, which operates
on the entire input model.
In the future, we are planning to improve our current
implementation of the SNF algorithm, which will allow us
to increase the efficiency of the homology computation on
each MC-component and, thus, process very large models.
We are also planning to investigate how to combine our
algorithm with a different approach for computing the ho-
mology of the MC-components, since these latter can be
viewed as almost manifold complexes, and thus efficient
geometric algorithms for homology computation on mani-
fold shapes could be applied.
We are also planning to investigate different strategies
for improving the geometric properties of the generators
in order to provide the shortest set of loops that generate
the homology groups. One possible solution is to minimize
their length, by associating a metric to the homology basis,
as recently introduced in [12].
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Just Noticeable Distortion Profile
for Flat-Shaded 3D Mesh Surfaces
Georges Nader, Kai Wang, Franck Hétroy-Wheeler, and Florent Dupont
Abstract—It is common that a 3D mesh undergoes some lossy operations (e.g., compression, watermarking and transmission through
noisy channels), which can introduce geometric distortions as a change in vertex position. In most cases the end users of 3D meshes
are human beings; therefore, it is important to evaluate the visibility of introduced vertex displacement. In this paper we present a
model for computing a Just Noticeable Distortion (JND) profile for flat-shaded 3D meshes. The proposed model is based on an
experimental study of the properties of the human visual system while observing a flat-shaded 3D mesh surface, in particular the
contrast sensitivity function and contrast masking. We first define appropriate local perceptual properties on 3D meshes. We then detail
the results of a series of psychophysical experiments where we have measured the threshold needed for a human observer to detect
the change in vertex position. These results allow us to compute the JND profile for flat-shaded 3D meshes. The proposed JND model
has been evaluated via a subjective experiment, and applied to guide 3D mesh simplification as well as to determine the optimal vertex
coordinates quantization level for a 3D model.




THREE-DIMENSIONAL (3D) meshes may be subject to var-ious lossy operations such as compression and water-
marking. These operations introduce geometric distortions
in form of vertex displacement. Since computer graphics
applications are intended towards human subjects, it is
important to study the visibility of those distortions, taking
into account the properties of the human visual system.
Geometric measures like Hausdorff distance or root mean
square error (RMS) [1], [2] reflect the physical variation of
the mesh geometry. They do not correlate with the human
vision [3] and therefore cannot be used to predict whether
a distortion is visible or not. The visibility of the geomet-
ric distortions is also affected by the lighting conditions,
the viewpoint, the surface’s material and the rendering
algorithm. Figure 1 gives two examples of how the scene
parameters can affect the visibility of vertex noise. A slightly
visible noise is injected onto the 3D model (Fig. 1.(a)).
When the viewing distance is increased, the noise becomes
invisible (Fig. 1.(b)). When the light direction is changed
from front to top-left, the noise on the mesh becomes more
visible (Fig. 1.(c)).
The Just Noticeable Distortion (JND) threshold refers to
the threshold above which a distortion becomes visible to
the majority of observers [4]. If a distortion is below the JND
value, it can be considered as invisible. JND models reflect
the local properties of the human visual system, in partic-
ular the contrast sensitivity function and contrast masking. On
one hand, in image/video processing, JND models of 2D
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• F. Hétroy-Wheeler is with Univ. Grenoble Alpes, LJK, F-38000 Grenoble,
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images and videos have proven to be helpful for various
applications such as evaluating the image visual fidelity
[5] and optimizing image compression [6], [7], [8]. On the
other hand, while perceptually driven graphics are popular
within the computer graphics community [3], [9], [10], there
has been little effort given to study the visibility of vertex
displacement and further to compute a JND profile for 3D
models.
This is exactly what this paper proposes. More specifi-
cally, our contributions are the following:
1) We define local perceptual properties that are ap-
propriate for a ”bottom-up” evaluation of vertex
displacement visibility on 3D meshes.
2) We design and conduct psychophysical experiments
to study properties of the human visual system
when observing a flat-shaded 3D mesh.
3) We propose a JND profile for 3D meshes that
takes into consideration the various circumstances
of mesh usage (display size, scene illumination,
viewing distance).
The rest of this paper is organized as follows: Section 2
briefly introduces the properties of the human visual system
that are essential to compute the JND profile, and discusses
existing work on perceptually driven graphics techniques.
Section 3 explains how perceptual properties are evaluated
on a 3D mesh and presents a series of psychophysical
experiments that were carried out in order to measure the
visibility threshold and their results. Section 4 describes our
method to compute the JND profile for a 3D mesh. In Section
5 we evaluate the proposed JND model’s performance via
subjective experiments. In Section 6 we apply our JND
profile to guide mesh simplification and to automatically
determine the optimal vertex coordinates quantization level.
Finally, we discuss the limitations and conclude the paper.
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original (b)(a) (c)
Fig. 1. (a) The noise injected onto the original 3D mesh is slightly visible. (b) Increasing the viewing distance makes the noise invisible. (c) Changing
the light direction from front to top-left increases the perceived intensity of the noise.
2 RELATED WORK
Before presenting the existing works on perceptually driven
graphics, we introduce the local properties of the human
visual system on which a large number of the existing
methods rely.
2.1 Local Properties of the Human Visual System
The visibility of a visual pattern depends on its local con-
trast and its spatial frequency [11]. Local contrast refers to
the change of light intensity over the light intensity of its
surrounding. The spatial frequency is defined as the size of
light patterns on the retina. In the field of visual perception,
the spatial frequency is expressed in terms of cycles per
degree (cpd) which represents the number of light patterns
on the retina in 1 degree of the visual angle. To show how
local contrast and spatial frequency affect the visibility of
a pattern, we briefly introduce the notions of contrast sensi-
tivity and contrast masking. Both these concepts describe the
basic human vision mechanisms and were largely exploited
for the development of many image processing methods
[12], [13] especially for JND profiles of 2D images [4]. We
refer to [11], [14] for a more detailed treatment of the human
visual perception.
Contrast sensitivity. A visual pattern can be detected by the
visual system only if the amount of contrast in the pattern
is above some threshold. This visibility threshold varies
under different spatial frequencies of the visual pattern.
This is mainly due to the optics in the eye and the size
of the photoreceptors on the retina. The reciprocal of this
detection threshold is the contrast sensitivity. The contrast
sensitivity function (CSF) describes the visibility threshold
with respect to the spatial frequency. The CSF represents
the visual system’s band-pass filter characteristics when it
comes to contrast sensitivity. In general, it exhibits a peak
at around 2 to 5 cpd then drops off to a point where no
detail can be resolved. The shape of the CSF (peak location
and drop off slope) depends on the nature of the visual
stimulus (complexity, periodicity) [15]. Since the CSF is the
main component in many perceptual models [12], [13], there
has been a great interest for measuring it in different circum-
stances [16]. Most notably, let us cite the Modelfest project
[17], in which 10 laboratories collaborated on measuring the
contrast threshold for 43 different types of visual stimuli.
Contrast masking. Contrast masking is the change in vis-
ibility of a stimulus (target) due to the presence of another
stimulus (mask). The visibility of the target depends on
different factors, in particular the spatial frequency and the
contrast of the mask and the target. Legge and Foley [18]
studied the contrast threshold necessary to detect the target
when varying the contrast and frequency of the mask. One
important observation was that this contrast threshold is
increased when the contrast of the mask is increased. The
effects of contrast masking can be described by a curve
which possesses two asymptotic regions: the first one with
a slope of zero and the second one with a positive slope of
about 0.6 to 1 (depending on the stimulus) [18]. The zero
slope occurs for mask contrast values below the mask’s
visibility threshold as given by the CSF, indicating that
there is no masking effect. By contrast, as the mask contrast
value increases beyond the CSF threshold in the second
asymptotic region, the threshold for detecting the target
increases too.
Despite being essential for the development of percep-
tual image processing algorithms, the contrast sensitivity
function and the contrast masking have, to the best of our
knowledge, never been carefully studied in the 3D setting.
2.2 Perceptually Driven Graphics
Over the last two decades, perceptually driven methods
have drawn more and more attention in the computer
graphics community. These methods have proven to be use-
ful for evaluating the quality of 3D models and optimizing
graphics applications. Perceptually driven methods can be
divided into two groups: top-down methods and bottom-up
ones.
Top-down methods. Top-down techniques do not rely on
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the exact internal mechanism of the human visual system.
Such techniques rather propose hypotheses, which are usu-
ally difficult to prove, about the overall behavior of the vi-
sual system in order to estimate how a specific visual artifact
is perceived. Based on the observation that visual artifacts
are less visible on rough regions than on smooth ones of a
3D mesh [19], several perceptual metrics have for instance
been proposed [20], [21], [22]. Other features used by such
top-down metrics include surface curvature [23], [24] and
dihedral angle [25]. Perceptual methods have also been
used to guide mesh simplification [26], [27], [28], [29] and
compression [30]. In the previously mentioned methods, the
perceptual analysis is carried out on the geometry of a 3D
mesh. In general, these methods are neither easily applicable
to models of different properties (size, details and density)
nor capable of adapting to varying circumstances of mesh
usage (display characteristics, scene illumination and view-
ing distance). In addition, they mainly study distortions
that are above the visibility threshold. Near-threshold vertex
displacement visibility is not the focus of these methods.
Bottom-up methods. A bottom-up approach explicitly
takes into account the mathematical models describing the
mechanisms of the human visual system. Bottom-up meth-
ods have been popular in computer graphics. They are usu-
ally based on the concepts of contrast sensitivity and contrast
masking (Section 2.1). One of the most popular methods
in image processing is Daly’s Visual Difference Predictor
(VDP) [31]. This algorithm outputs a map describing the
visibility of the difference between two images. The VDP
has recently been extended to 2D HDR images in [32]. Based
on Daly’s VDP algorithm, Ramasubramanian et al. [33]
computed a 2D threshold map in which each pixel contains
the value of the minimum detectable difference. This map
is used to guide global illumination computations. This
threshold model has later been improved in [34]. Bottom-
up analysis has also been used for mesh simplification
applications [35], [36], [37]. However, the visibility analysis
in those methods is still carried out in the 2D space of
rendered images.
In this paper, different from all the methods mentioned
in the previous paragraph that conduct the visibility anal-
ysis in a 2D space, we present a method for studying
the visibility of vertex displacement in the 3D space. This
method allows us to define a model for computing a JND
profile for 3D meshes. To the best of our knowledge, the
only existing JND-like model for a 3D mesh is the one of
Cheng et al. [38], [39]. However, their goal and approach are
very different from those of our method. Their goal was to
evaluate the visibility of removing a group of vertices from
one level of detail (LOD) to another. To do so, they used a
top-down approach where they assumed that the visibility
of removing vertices is related to the change in distance to
a predefined model skeleton. The limitation of this work is
that the JND depends on the predefined skeleton and is only
applicable for evaluating LOD techniques. By contrast, our
method for computing the JND model is based on a bottom-
up experimental study of the properties of the human visual
system and explicitly takes into account its internal mech-
anisms. The proposed JND model can cope with different
mesh properties (size, density) and different possible usage
of a mesh (illumination, display characteristics).
n1 + n2








Fig. 2. The contrast between adjacent faces is computed using the angle
between their normals and the spherical coordinates of the light direction
in the local coordinate system defined by the face normals.
3 LOCAL PERCEPTUAL PROPERTIES AND PSY-
CHOPHYSICAL EXPERIMENTS
Existing top-down perceptual methods use surface rough-
ness [20], [21], surface curvature [23], [24], dihedral angle
[25] and face normal [40] as perceptually-relevant features
of a 3D mesh. In this section we define new local perceptual
properties for 3D meshes (i.e., local contrast and spatial fre-
quency) that are appropriate for a bottom-up evaluation of
vertex displacement visibility. These perceptual properties
allow us to study the effects of the contrast sensitivity and
the contrast masking in the 3D setting. In the following,
we start by explaining how the local contrast (Section 3.1)
and the local spatial frequency (Section 3.2) are evaluated
on a 3D mesh. We then present a series of psychophysical
experiments that were conducted to measure the detection
threshold (Section 3.3). In this study we consider 3D meshes
that are rendered with a flat shading algorithm. We also
limit our study to diffuse surfaces illuminated by a white
directional light source.
3.1 Local Contrast Estimation
As explained above, contrast is the measure of difference of
luminance. In the case of a flat-shaded rendering, each face
of the 3D mesh is attributed a luminance value proportional
to the cosine of the angle between its normal and the light
direction. The luminance of a face is given by:
L = max (l · n, 0) , (1)
where n is the unit face normal and l is the light direction.
The Michelson contrast between two adjacent faces can then
be defined by:
c =
� L1 − L2 �
L1 + L2
=
� max (l · n1, 0) − max (l · n2, 0) �
max (l · n1, 0) + max (l · n2, 0)
,
(2)
where n1 and n2 are the normals of the two adjacent
faces. Under the circumstances where the inner products
between the light direction and the two face normals are
both positive, the above equation yields to the following
equation:
c =� cosα × tan θ × tan φ
2
�, (3)
where α and θ are the spherical coordinates of the light
direction in the local coordinate system defined by n1 −n2,
n1 + n2 and their outer product (see Fig. 2). φ is the angle
between the normals of the two faces.
Equation (3) shows how the contrast is affected by surface





Fig. 3. The spatial frequency of a visual stimulus depends on the
observer’s distance (dobs) to the screen and the view distance (dview)
of the virtual camera to the 3D model.
geometry and the scene illumination. The term tan φ2 indi-
cates the impact of surface geometry on the local contrast.
On one hand, if the surface is locally smooth (φ ≈ 0◦),
then the local contrast is minimal. On the other hand, if
the surface is locally rough (φ ≫ 0◦), then the local contrast
tends to be high. In addition, the term cosα×tan θ describes
how the light direction affects the local contrast. A grazing
light direction will maximize the value of the contrast where
θ is close to 90◦ and α is close to 0◦ or 180◦, while a light
direction close to the normal direction (θ ≈ 0◦) makes the
contrast minimal.
3.2 Local Frequency Estimation
Spatial frequency refers to the size of a visual stimulus on
the retina. It is expressed in cycles per degree (cpd) [11].
The spatial frequency is affected by the physical size of the
object and the observer’s distance to the object. In our case,
the visual stimulus is displayed on a screen and consists
of the difference in luminance between a pair of adjacent
faces. The perceived size of this stimulus depends then on
the display’s properties (resolution and size), the observer’s
distance to the display, the position of the model in the
virtual 3D world and the size of the faces (see Fig. 3). As
a consequence, in order to compute the spatial frequency
we first need to evaluate the number of pixels that are
occupied by the pair of adjacent faces. This is achieved by
applying the perspective projection to the opposing vertices
of the pair of adjacent faces. We then convert the computed














where ds is the spread of 1 cpd on the screen (see Fig. 3),
dobs is the observer’s distance to the screen in cm, npx is the
number of pixels occupied by the visual stimulus obtained
by applying perspective projection, and ppcm is the number








with rX the horizontal resolution in pixels, rY the vertical
one and s the diagonal length of the screen in cm. npx/ppcm
represents the size of the displayed stimulus in cm. The
density of the 3D mesh is related to the size of its faces.
This implies that a dense mesh will display high frequency
visual stimuli while a coarse mesh will show low frequency
ones under the same observation condition.
3.3 Threshold Measurement
Having defined the local contrast and spatial frequency on
the 3D mesh, we now explain how to measure the local
contrast threshold required to detect a change in the mesh.
3.3.1 Contrast Sensitivity Function
As detailed above, the contrast sensitivity function describes
the human visual system’s ability to detect contrast at dif-
ferent frequencies. The threshold given by the CSF refers to
the amount of contrast required to distinguish a stimulus
from its uniform surrounding (surrounding contrast is 0).
Fig. 4. Visual stimulus to measure the contrast sensitivity. Left: the
reference plane. Right: a regular plane where a vertex is displaced.
Stimulus. In order to be able to measure the CSF in the
3D setting, the natural visual stimulus consists of a vertex
displaced from the surface of a regular plane whose contrast
is 0 (Fig. 4). The displacement of the vertex alters the normal
of the adjacent faces and thus changes the contrast. In order
to measure the threshold of different frequencies we change
the density of the plane, which alters the size of its faces. The
threshold is measured for 8 spatial frequencies (1.12, 2, 2.83,
4, 5.66, 8, 11.30 and 16 cpd, also considered in the Modelfest
project [17]). The plane is tilted by 20◦ to give the observer
a 3D feel.
Experimental setup. Experiments took place in a laboratory
environment. The stimuli were displayed on an Asus 23-
inch display in a low illuminated room. Screen resolution
was 1920×1080. The stimuli were observed from a distance
of 1 m, which allowed us to measure the threshold for
frequencies between 1 and 16 cpd.
Method. Two planes were displayed side by side on the
screen, one of which exhibits a displayed vertex in its central
area. The participants were then asked to answer by Yes
or No whether they can see any difference between the
displayed planes. According to our experience, this method
is faster and less tiring for inexperienced subjects than 2AFC
methods. We used the QUEST procedure [41] with a fixed
number of trials (20 trials) to find the threshold. Each par-
ticipant repeated the experience 4 times each on a different
day. An additional ”dummy” frequency, whose data were
not taken into account, was included at the beginning of
each session to stabilize the subject’s answers. In order to
avoid any bias, frequency order was randomized for each
observer in each session. No user interaction was allowed.
Participants. 5 subjects (3 males and 2 females) participated
in our experiments. All had normal or corrected-to-normal
vision and were 22 to 26 years old. One of the participants
was experienced in perceptual subjective evaluations and
the other 4 were inexperienced.
Results. The results of this experiment are shown in Fig. 5.
The displacement of a vertex causes a variation in contrast
for multiple face pairs. We save the maximum contrast be-
tween the affected face pairs. The left panel of Fig. 5 plots the
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Fig. 5. Left: plot of the mean sensitivity for each observer over each fre-
quency. Right: plot of the subjects’ mean sensitivity over each frequency
fitted using Manos and Sakrison’s mathematical model.
mean sensitivity for each observer over each frequency. The
plot shows a high consistency between the participants: All
of them exhibit a peak in sensitivity at 2 cpd and the drop
off in sensitivity on either side of the peak is similar for all
participants. The right panel of Fig. 5 shows the subjects’
mean sensitivity over each frequency, fitted using Mannos
and Sakrison’s mathematical model [42] that is defined by:
csf(f) =
�







with a = −15.13, f0 = 0.0096 and p = 0.64. The fit
predicts a peak in sensitivity at around 2 cpd that drops
rapidly at high frequencies. At low frequencies the drop in
sensitivity is much slower that the one measured with a
2D contrast grating [15], [17]. This is due to the aperiodic
nature of the visual stimulus [15]. Equation (6) shows the
relation between the density of a mesh and the visibility of a
local contrast alteration. As the density increases from a very
low value, it would be slightly easier for the human visual
system to notice the local contrast alteration on the mesh’s
surface until it reaches a certain limit (around 2 cpd) beyond
which it would be harder to detect contrast alteration as the
density increases.
3.3.2 Contrast Masking
Contrast masking refers to the ability of the human visual
system to discriminate between two visible visual stimuli
(a target and a mask). Since the visibility of a visual stimu-
lus depends on its spatial frequency, the contrast masking
threshold is different at each frequency. However, if we nor-
malize the threshold values by the mask’s CSF value, then
the resulting threshold will be independent of the stimulus’s
spatial frequency [31]. Therefore, measuring the masking
effect can be done by only changing the contrast value of a
mask signal without the need to pay too much attention to
its spatial frequency. Nevertheless, in our preliminary tests,
we measured the normalized contrast masking effects for 3
different frequencies and found that the results were indeed
the same (as stated in [31]), showing that measuring the
contrast masking effect can be done independently from the
spatial frequency of the visual stimulus.
Stimulus and method. In order to be able to measure
Fig. 6. Visual stimulus for measuring contrast masking. Left: a sphere
approximated by an icosahedron subdivided 3 times from which a vertex
is displaced. Right: the reference sphere.
the threshold relative to the contrast masking effect, the
visual stimulus needs to exhibit a visible initial contrast (i.e.,
above the CSF value). We then increase the initial contrast
and measure the value needed to notice that change. In
other words, if c is the initial contrast (mask signal) and
c′ is the increased value, we measure Δc = c′ − c (target
signal) needed to discriminate between c and c′. Similarly to
the method used for measuring the CSF, two models were
displayed on the screen and the participants were supposed
to decide whether they saw the difference between the two
objects or not. The stimulus consists of a vertex displaced
from a sphere approximated by a subdivided icosahedron
(Fig. 6). The icosahedron is subdivided 3 times, which makes
the contrast between two adjacent faces (stimulus of about 2
cpd) visible for an observer. This initial contrast represents
the mask signal. Varying the light direction modifies the
value of the initial contrast between two adjacent faces.
We measured the threshold relative to 7 mask contrasts
that were log-linearly spaced from 0.6 to 4 times the CSF
threshold.
Experimental setup. The same experimental setup and the
same method than for the CSF measurement experiment
previously described have been used. The same 5 subjects
also participated in the contrast masking experiments.
Results. The results of this experiment are shown in Fig. 7.
The left panel plots for every participant the mean normal-
ized threshold over the normalized contrast mask. For mask
contrasts below the visibility threshold (normalized contrast
mask lower than 1), the measured normalized threshold
is close to 1. This indicates that the measured threshold
refers to the one given by the CSF and that no masking has
occurred. For mask contrasts above the visibility threshold,
the measured normalized threshold is above the one given
by CSF and lies close to the asymptotic region with a
slope near 0.7. The right panel of Fig. 7 shows the subjects’
mean threshold over each mask contrast fitted using Daly’s
mathematical masking model [31] that is defined by:
masking(c̃) =
�
1 + (k1 × (k2 × c̃)s)b
�1/b
, (7)
with c̃ the normalized threshold, and the fitted values
k1 = 0.0078, k2 = 88.29, s = 1.00 and b = 4.207. The
fit exhibits the two asymptotic regions that characterize the
contrast masking effect with a transition between the two
regions at the CSF visibility threshold. To some extent, Eq.
(7) shows how an increase in surface roughness can hide
local geometric distortions on the mesh’s surface. A rough
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Fig. 7. Left: plot of the normalized mean threshold for each observer over
normalized mask contrast. Right: plot of the subjects’ mean normalized
threshold over each normalized mask contrast, fitted using Daly’s math-
ematical contrast masking model.
surface in general exhibits more contrast and thus is more
likely to be able to mask the visibility of a local distortion.
3.3.3 Contrast Visibility Threshold
Having measured the effects of the contrast sensitivity
function and the contrast masking, we can now compute
the threshold T needed to detect the difference between
a pair of adjacent faces. To do so, we first evaluate the
spatial frequency f and the local contrast c of the initial
face pair (Eqs. (4) and (3)). We then normalize the computed
contrast by the corresponding CSF value (Eq. (6)) and finally
obtain the threshold using the masking model (Eq. (7)). The





where c is the initial local contrast and f is the corre-
sponding spatial frequency. Accordingly, if a local geometric
distortion causes a change in contrast that is higher than the
computed threshold then it is classified as visible. In the
next section we explain how the JND profile for a 3D mesh
is obtained using the computed threshold T .
4 JUST NOTICEABLE DISTORTION PROFILE
The JND refers to the threshold beyond which a change in
contrast becomes visible for the average observer. The JND
profile that we propose in this section allows us to get this
threshold for an arbitrary displacement direction.
4.1 Overview
In the 3D setting, the JND is evaluated by computing the
maximum displacement each vertex can tolerate. On one
hand, a vertex displacement in a given direction will prob-
ably cause a change in the normals of adjacent faces and a
change in local density. On the other hand, we showed in
Section 3 that the face normals and the local density affect
the contrast and the spatial frequency, respectively. This
means that the displacement of a vertex probably alters the







Fig. 8. The displacement of a vertex v1 in a direction dir causes a
change in contrast and spatial frequency for surrounding pairs of faces
sharing a common edge in 1-ring and 2-ring of the displaced vertex.
can be evaluated using the perceptual models presented in
Eqs. (6), (7) and (8). In this section, we present a numerical
method for computing the maximum displacement beyond
which the local distortion can be detected by an average
human observer.
4.2 Visibility of Adjacent Face Pairs
The displacement of a vertex alters the local perceptual
properties, i.e., contrast and spatial frequency, of the sur-
rounding pairs of adjacent faces (Fig. 8). In order to get the
maximum displacement a vertex can tolerate, we need to
evaluate the perceptual effect of any displacement on the
set of its surrounding pairs of faces. In the following, we
show how the visibility of a change in local perceptual
property is evaluated. To this end, we first compute the
change in contrast and spatial frequency and then evaluate
the probability of detecting this change.
4.2.1 Change in Contrast
The displacement of a vertex v1 in a direction dir causes
the normals of its adjacent faces to change. This change in
normals causes a variation in contrast for the surrounding
pairs of adjacent faces. Therefore, evaluating the change in
contrast requires evaluating the change in normal direction
of these adjacent faces. For example, having two adjacent
faces {v1, v3, v2} and {v2, v3, v4} (see Fig. 8) with normals
n1 and n2 respectively, we express the new normal n′1 after
displacing v1 in a direction dir with a magnitude d by:






Since none of the vertices of the second face {v2, v3, v4}
is displaced, its normal direction does not change. For the
cases where the displacement of v1 causes changes in the
normal directions of both faces (e.g., the pair of adjacent
faces {v1, v3, v2} and {v1, v5, v3} in Fig. 8), their new nor-
mals are evaluated similarly, according to an adaptation of
Eq. (9). The new contrast between adjacent faces is then
evaluated using Eq. (3), with the new face normal(s).
4.2.2 Change in Spatial Frequency
Moving the vertex v1 in the direction dir may cause a
change in spatial frequency as well, because the size of the
adjacent face pairs might be altered. Computing the new
spatial frequency requires evaluating the distance between
the opposing vertices v′1 and v4, v
′
1 being the position of










Fig. 9. When the displacement of a vertex alters the convexity of two
adjacent faces, the contrast might remain the same as long as the
angle between the light direction (yellow arrow) and the face normal
(red arrow) does not change.
v1 after its displacement. The new distance between the
opposing vertices is expressed as:




� v4 − v1 �2 +d2 − 2d × (v4 − v′1) · dir.
(10)
To obtain the spatial frequency in cpd, we apply the per-
spective projection to (v4 − v′1) in order to get the number
of pixels that the face pair occupies on the screen and then
apply Eq. (4).
4.2.3 Detection Probability
Having expressed how the displacement of a vertex in an
arbitrary direction affects the local contrast and the spatial
frequency of the surrounding pairs of adjacent faces, we
now explain how to determine whether this change is visible
or not. To do so, we compute the probability of detecting
this change. The method for computing this probability is
inspired by Daly’s VDP [31].
The so-called psychometric function describes the probability
for the human visual system to detect a visual stimulus. A
common choice for the psychometric function is given by
the following equation:
p(Δc) = 1 − e−(Δc/T )
β
, (11)
where T is the threshold as computed in Eq. (8) and β
is the slope of the psychometric function. β is set to 3.5
across many psychophysical experiments and perceptual
studies [43]. Using the data collected from our psychophys-
ical experiments, we evaluated the detection probability
for contrasts near the measured threshold. The computed
probabilities are fitted to the psychometric function and we
obtain β of about 3.6. This fitted value will be used in our
calculation. Δc is the change in contrast which corresponds
to contrast difference before and after the displacement of a
vertex and is evaluated as:
Δc =
�
� c′ − c � if sgn(n1 · (v4 − v3)) does not change,
c′ + c if sgn(n1 · (v4 − v3)) changes,
(12)
where c and c′ are respectively the contrast of the adjacent
faces before and after the vertex displacement. We test
whether the vertex displacement causes a switch in sign of
n1 · (v4 − v3), which implies a change in convexity between
the adjacent faces. This allows us to detect the ambiguous
case as shown in Fig. 9, where the displacement does not
induce a change in the ”conventional” contrast between the
adjacent faces.
4.3 Vertex Displacement Threshold
In order to compute the threshold beyond which the dis-
placement of a vertex v in a direction dir is visible, we
proceed by the following steps. First, a list of the adjacent
pairs of faces that are affected by the displacement of v
is built. For each pair of faces, we start by computing
their original perceptual properties and the corresponding
contrast threshold using Eqs. (3), (4) and (8). In particular,
the display and observation parameters are the inputs of
the JND algorithm, therefore the proposed JND profile can
be adaptively computed for different viewing distances and
display sizes. Then we gradually increase the displacement
magnitude of v and compute the change in frequency and
contrast (Eqs. (10) and (9)) at each step. This allows us to
evaluate the probability of detecting the vertex displacement
(Eq. (11)) for each of the adjacent face pairs at different
displacement steps. Note that when the displacement causes
a change in spatial frequencies, we take into account the
most sensitive frequency that results in a higher detec-
tion probability. Finally, the threshold is attributed to the
displacement magnitude where the detection probability
reaches a certain threshold for at least one of the face pairs.
In practice we set the probability threshold at 0.95. To better
understand this process, let us consider the two vertices v1
and v2 in Fig 10. Both vertices are displaced in their normal
direction. The first vertex v1 is situated on a rough region
(initial contrast of all surrounding pairs of adjacent faces
> CSF threshold) and the second vertex v2 on a smooth
region (initial contrast < CSF threshold). The displacement
of v1 and v2 barely affects the spatial frequency of the
surrounding face pairs as can be seen in the left plots.
The middle plots show how displacing v1 and v2 in the
normal direction affects the local contrast. The probability of
detecting this change in contrast is shown in the right plots.
These plots show that v2 is more sensitive and can tolerate
less displacement than v1. This is due to the different initial
contrasts of the two vertices. The initial contrasts around v1
is above the CSF threshold. This implies that the visibility
threshold is increased due to the masking effect, which
explains the slow increase in detection probability. For v2 all
initial contrasts are below the CSF threshold. No masking
should occur which means that once the contrast is above
the CSF threshold the displacement should be visible. This is
exactly what we observe. When the contrast of ”face pair 4”
reaches the CSF level then the detection probability becomes
close to 1.
In the description above, we explain how to compute
the displacement threshold by brute-force incremental step
searching only for clarity purposes. In practice, we instead
use a half-interval search to find the threshold (as described
in Algorithm 1), which is simple yet very fast and accurate.
In our tests we have set the visibility threshold th to 0.95,
the precision p to 0.005 and the parameter very high value
to 1/10th of the mesh bounding box. In order to compute
the value of visibility, we call the psychometric function
(Eq. (11)) which again requires the evaluation of the change
of contrast (Eq. (12)) and the contrast threshold (Eq. (8)).
Computing the displacement threshold requires an esti-
mation of the spatial frequency and the local contrast. This
makes the obtained threshold dependent on the display
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Fig. 10. The evolution of the local perceptual properties and visibility, for two displaced vertices v1 and v2 on the Bimba model. Left plots show
the change in frequency, middle ones show the change in contrast and the right ones show the detection probability, of different pairs of affected
adjacent faces of the two vertices. Note that some of the faces have the same spatial frequency, so the color curves overlap in the left plots.
Algorithm 1: Half-interval search algorithm.
Data: v: vertex, dir: noise direction, l: light direction, th:
visibility threshold, p: precision
Result: dist: displacement threshold
min = 0;
max = very high value;
dist = max;
visibility = compute visibility(v, dir, l, dist);
while || visibility − th || > p do
dist = (max - min) / 2 + min;
visibility = compute visibility(v, dir, l, dist);






parameters (size and resolution), the observer’s distance
to the display and scene’s illumination. However, in an
interactive setting where the light source is fixed relative
to the viewpoint, the light direction varies with respect
to the 3D mesh. It is therefore important to compute the
displacement threshold independently of the light direction.
We hereby propose a light independent mode for com-
puting the displacement threshold. To do so, we simply
compute the threshold according to multiple light directions
and then choose the smallest one. Since the contrast between
two faces is defined only when the dot product between the
light direction and the normals is positive, then we consider
that the possible light directions are located and sampled
on the local half sphere around the displaced vertex. In
practice, it is not necessary to densely sample the entire
half sphere; Eq. (3) implies that if the light direction is close
to the normal, the contrast varies slowly. This means that
the displacement threshold is bigger for light directions that
are close to the normal direction than for light directions
close to the tangent direction. This suggests that it would
(a) (b) (c)0
10−3
Fig. 11. The JND profile for the Bimba model under different circum-
stances. (a) The threshold is computed with respect to a displacement in
the normal direction of each vertex in a light independent mode. (b) The
threshold is computed with respect to a displacement in the tangent
direction in a light independent mode. (c) The threshold is computed
with respect to a displacement in the normal direction of each vertex
with a light fixed in front of the model.
only be necessary to sample the half sphere near the tangent
direction.
In order to obtain the JND profile of a 3D mesh, we
compute for each of the vertices the displacement threshold
relative to a certain direction. Figure 11 shows the JND pro-
file for a mesh under different circumstances. Figure 11.(a)
displays the JND profile relative to a displacement in the
normal direction in a light independent mode. Due to the
effects of contrast masking, the rough region of the model
can tolerate more noise than the smooth part. This is not the
case when the JND is computed relative to a displacement in
the tangent direction (Fig. 11.(b)) where the smooth part can
tolerate more displacement. This is because a displacement
in the tangent direction for a smooth vertex will barely
alter the normal of the surrounding faces and thus the local
contrast will not be affected by the displacement. Figure
11.(c) shows the JND profile relative to a displacement in the
normal direction when the light source is fixed. As expected,
we can see that the obtained threshold is maximal when the
surface normals are in the same direction of the light.
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5 SUBJECTIVE VALIDATION
In order to test the performance of a Just Noticeable Distor-
tion profile, it is common in the image or video JND context
to perform a subjective experiment [44], [45], [46] where a
JND modulated random noise is added to the images or
videos. The participants should then rate the visibility of
the displayed noise. A JND model should be able to inject
noise into the image or video while keeping it invisible; the
best JND model being the one that is able to add the largest
amount of invisible noise. We have conducted a subjective
experiment where we have tested the performance of the
proposed JND model. We compared the visibility of noise
on altered 3D meshes, which were obtained by adding three
different types of noise to an initial mesh. The three types of
noise are:
• uniform random noise without any modulation;
• random noise modulated by the surface roughness;
• random noise modulated by the proposed JND
model.
Surface roughness is an important candidate to test our JND
model against since it is accepted in the computer graphics
community that noise is less visible in rough regions [19].
We also have reached this conclusion when the noise is in
the normal direction (Fig. 11.(a)).
5.1 Mesh Alteration




i = vi + rnd ×M (vi) × diri, (13)
where vi is the ith vertex of the initial mesh and v
′
i is the
corresponding noisy vertex. dir is the noise direction. rnd
is a random value equal to either +1 or −1 and M (vi)









βrough × lr (vi) roughness modulated noise,
βjnd × jnd (vi) JND modulated noise,
(14)
where βunif , βrough and βjnd regulate the global noise
energy for each of the noise injection methods. lr (vi) is the
local surface roughness as defined in [21] and jnd (vi) is the
JND value computed as explained in Section 4.3. In order to
allow user interaction during the experiment, the JND value
was computed independently from any light direction.
For the subjective experiments we injected noises of two
different energy levels: βjnd = 1 and βjnd = 2. These
levels correspond to a near-threshold noise and to a supra-
threshold noise, respectively. For βjnd = 1 the injected noise
is supposed to be difficult to notice while for βjnd = 2 the
noise is expected to be visible. We then fix βunif and βrough
such that for the meshes altered using our JND model, the
maximum root mean square error (MRMS) [1], [2], a widely
used purely geometric distance, is the biggest for each noise
level. Indeed, the objective here is to show that our JND
model is able to inject the highest amount of noise onto the
mesh among the three methods, while producing the least
visible one. In addition, we tested the performance of the
JND model for noise in a random direction for each vertex
and that in the normal direction for each vertex. To see the
effects of light direction we ran the experiment twice: once
with the light source in front of the model and another time
with the light on top left of the model.
5.2 Method
Procedure. The subjective experiment followed the “ad-
jectival categorical judgment method” [47]. This procedure
consists of displaying two 3D meshes side by side, the
reference on the left and the noisy one on the right. The
participants were asked to rate the visibility of the noise on
a discrete scale from 0 to 5, 0 being the score attributed
when the noise cannot be seen and 5 when the noise is
clearly visible. 5 ”dummy” models were included at the
beginning of each session to stabilize subjective scores. The
models were presented in a randomized order. To avoid
any memory-based bias, two meshes derived from the same
reference model were never displayed consecutively.
Settings. The experiment was conducted in a low illumi-
nated environment. We used a 23-inch Asus screen with
a 1920 × 1080 resolution to display the 3D models. The
participants viewed the models from a distance of 50 cm.
During the experiment, the two displayed meshes had a
synchronized viewpoint and subjects could freely rotate
around the displayed meshes. To encourage close exami-
nation of the displayed mesh, no score could be registered
before 10 seconds of interaction occur. The initial viewpoint
was manually set for all models. The light source was fixed
with reference to the camera position. A front and a top-left
light directions were used.
Participants. 12 subjects (7 females and 5 males) partic-
ipated in these experiments. All of them had normal or
corrected-to-normal vision and were between the age of 20
and 29.
5.3 Results
After collecting the subjective scores, we have computed
the mean score over each of the noise types. ”JND 1” and
”JND 2” refer to the models obtained by modulating the
random noise with our JND model for near-threshold and
supra-threshold levels, respectively. ”Rough 1” and ”Rough
2” refer to the ones obtained using the surface roughness
measure and ”Unif 1” and ”Unif 2” to the ones with uniform
random noise. Figure 12 displays the results of the subjective
experiments. Plots (a) to (c) present the results for the noise
in the normal direction and plots (d) to (e) the results for
the noise in a random direction. Figures 12.(a) and 12.(d)
show that the noise on the ”JND 1” models was indeed
difficult to detect as the mean subjective score is about 0.45.
Interestingly, the participants rated ”Unif 1” and ”Rough
1” models similarly to ”JND 2” which refers to the supra-
threshold noise level models that contain twice the noise
of ”Unif 1” and ”Rough 1”. Plots (b) and (e) also show
that ”JND 1” models were perceived almost identically both
under front and top-left illumination conditions. This is not
the case for ”Unif 1” and ”Rough 1” models where the
grazing light direction of the top-left illumination made the
noise more apparent. It is also important to note that the
visibility of the noise for ”JND 1” models was identical for
all models. This is not the case for ”Rough 1” and ”Unif
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Fig. 12. Mean subjective score values versus MRMS distance values. Plots (a) and (d) present, for different noise injections, the mean subjective
scores over all test models and the two illumination settings. Plots (b) and (e) show the difference in mean subjective scores between the
experiments in the two illumination settings. Plots (c) and (f) compare the mean subjective scores for the different models used in the experiments.
Original (a) JND 1 (b) Rough 1
Fig. 13. The proposed JND model takes into account the density of mesh
when computing the visibility threshold. When adding random noise
modulated by the JND profile, the noise will be added to the coarse
regions and avoid the dense area where the noise will be easily visible
(a). This is not the case when adding random noise modulated by the
surface roughness (b).
1” where the visibility of noise varied a lot for different
models (see Figs. 12.(c) and 12.(f)). This is mainly due to
the difference in mesh density between the models; high
density models are in general more sensitive to noise than
low density ones.
The main advantage of the proposed JND model over the
surface roughness measures is that it adapts to the mesh
characteristics (density, size), noise direction and scene il-
lumination. Figure 13 illustrates the importance of mesh
density. The Horse is a model with mostly smooth regions,
the rough regions are packed in the head’s features. In
addition, the head is densely sampled while the body is
coarsely sampled. The JND model avoids adding noise in
the dense head and takes advantage of the coarse body,
while surface roughness measures are not able to detect the
difference in sampling. The noise is thus rather injected in
the dense head features, which makes it visible.
These results show that the proposed JND model is
indeed able to add the largest amount of invisible noise onto
the mesh surface among the three methods. Furthermore,
the proposed JND model can accurately predict the visibility
threshold for 3D meshes, taking into account the noise di-
rection, the mesh characteristics and the scene illumination.
However, the proposed model cannot accurately describe
how the supra-threshold noise visibility (or annoyance) is
perceived since it has not been designed for this purpose;
the noise was perceived differently for each model in ”JND








Fig. 14. If v1v2 and v′1v
′
2 are in opposite directions, then the edge
(v1, v2) can be collapsed to vn without causing any visible distortion.
6 APPLICATIONS
The JND models of 2D images and videos have been
used extensively throughout the literature to guide and
perceptually optimize several image and video processing
algorithms [6], [7], [8]. In this section, we show how the pro-
posed 3D JND profile can be integrated to mesh processing
algorithms. We used the proposed JND profile to guide the
simplification of 3D meshes and to automatically select the
optimal vertex coordinates quantization level.
6.1 JND-Driven Mesh Simplification
The goal of mesh simplification algorithms is to reduce the
number of vertices in a mesh to a certain degree by itera-
tively applying a simplification step (edge collapse or vertex
removal). Mesh simplification is usually used to efficiently
display highly detailed models or to create multiple levels of
details (LOD) of a mesh, so it is required that the simplified
mesh preserves the geometric features of the model as much
as possible. To do so, a simplification cost is assigned to
each of the mesh edges (or vertices), then the simplification
step is applied to the edge (or vertex) with the lowest cost
and finally the costs are updated prior to the next iteration.
Several perceptual methods have been proposed to compute
the simplification cost. However, existing perceptual meth-
ods either carry out the perceptual analysis on the rendered
image [35], [36], [37] or rely on a top-down estimation
of saliency [26], [28], [29]. Moreover, none of the existing
algorithms propose a method to automatically control the
quality of the resulting output; the simplification is usually
carried out until a manually prescribed number of edges or
vertices is reached.
We use our JND model to define both the simplification cost
for each edge and a stopping criterion that automatically
controls the quality of the simplified mesh.
Edge cost. In an edge collapse operation, an edge (v1, v2) is
removed and is replaced by a vertex vn (Fig. 14). This can
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be seen as if the vertices v1 and v2 moved towards the new
vertex vn. Using our JND model we analyze the visibility
of displacing v1 and v2 along the edge (v1, v2). Let A (resp.
B) be a part of (v1, v2) bounded by v1 and v′1 (resp. v2 and




2) is the vertex obtained
by displacing v1 (resp. v2) by exactly the JND value in the
direction of v1v2 (resp. v2v1). This means that replacing v1
(resp. v2) by a vertex belonging to A (resp. B) will not cause
any visible distortion. In order to apply an edge collapse
that is invisible to a human observer, we need to find a
new vertex vn such that vn ∈ A ∩ B. This requires that the
vectors v1v2 and v′1v
′
2 should be in opposite directions so
that A∩B �= ∅. Otherwise, if v1v2 and v′1v
′
2 are in the same
direction, then we have A ∩ B = ∅, making the distortion
caused by the edge collapse visible. This analysis leads us









The value of our simplification cost c varies between [−1, 1].
If c < 0 then the collapse operation does not affect the visual
fidelity of the model. If c > 0 then the edge collapse will be
visible. Figure 15 shows the simplification cost on a cube
where we have injected a random noise on each of its sides.
The simplification cost of the edges belonging to the top side
is below 0 as the injected noise is under the JND threshold.
Vertex placement. Having defined the simplification cost of
an edge, we now should decide how the position of the new
vertex vn is computed. In order to get the ”optimal” position
we have found that minimizing the following quadratic












where jndv1 (resp. jndv2 ) is the JND threshold of v1 (resp.
v2) in the direction of v1v2 (resp. v2v1). This yields to:






where ||v1vn|| and ||v2vn|| represent respectively the dis-
tances by which v1 and v2 are being displaced. The idea
behind minimizing this quadratic energy is to make the
displacement of v1 and v2 adaptive to their corresponding
JND values.
Stopping criterion. The value of the defined simplification
cost varies between [−1, 1]. For edges with a cost greater
than 0 the collapse operation will be visible. So in order
to have a simplified mesh that is visually similar to the
original version, we collapse all the edges whose cost is
less than or equal to 0. This allows us to define a stop-
ping criterion which consists in stopping the simplification
process once all edges have a simplification cost above 0.
Figure 16 shows a highly dense 3D mesh. The model is
then simplified with the JND-driven simplification method.
The resulting simplified mesh (Fig. 16.(a)) has 80% less
vertices and is visually very similar to the original version.
Removing 5% more vertices beyond the JND level intro-
duces slightly visible distortions to the model (Fig. 16.(b)). In
addition, simplifying the model using Lindstrom and Turk’s





Fig. 15. A random noise of different intensities is injected to different
sides of a dense cube mesh. The noise on the top side is below the
JND threshold. On the right side, the noise is barely visible as it is just
above the JND threshold and on the left side is injected a visible noise.
The JND driven simplification process will keep all of the visible noise
and simplify the top side with noise that is below the visibility threshold.
same number of vertices as the JND-driven simplification
also results in slightly visible distortions (Fig. 16.(c)). The
mesh LOD results of the simplification application can be
found in the supplementary material submitted along with
the manuscript.
6.2 Vertex Coordinates Quantization
Vertex coordinates quantization is an important step in
many mesh processing algorithms, especially compression.
This operation may introduce visible distortion to the orig-
inal mesh. It is thus important to find the optimal quanti-
zation level (in bits per coordinate, bpc), which is different
for each mesh due to differences in geometric complexities
and details. We define the optimal quantization level as the
one with the highest quantization noise energy that remains
visually indistinguishable from the original mesh.
The proposed JND model provides a simple and au-
tomatic way to determine the optimal quantization level
independently of the nature of the mesh. The idea is to
compute a score allowing us to compare the model’s JND
profile to the magnitude of introduced noise. To do so, we
start by computing the displacement vectors as:
dispi = v
′
i − vi, (18)
where v
′
i and vi are the i
th vertices of respectively the
distorted mesh and the original one. The direction of dispi
represents the quantization noise direction. We then com-
pute the JND profile of the original mesh with respect to
the computed displacement direction. We finally compute
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(c) Lindstrom and Turk [48] - 48Koriginal - 237K (a) JND-Driven - 48K (b) 45.5K
Fig. 16. (a) The JND-driven mesh simplification process outputs a model that is visually very similar to the original model. (b) Removing 5% more
vertices will introduce slightly visible distortions to the simplified model. (c) The simplified model by using the method of Lindstrom and Turk [48] to
the same number of vertices as the JND-driven simplification. (b) and (c) contain slightly visible distortions, especially on the belly and thighs.
the score as the mean of the ratio between the norm of the










where n is the number of vertices in the mesh. This score
allows us to test whether the introduced distortion is visible.
If S < 1, the noise magnitude is globally below the visibility
threshold, which means that the distortion is not visible.
On the other hand if S > 1, the distortion becomes visible
as the noise magnitude is above the visibility threshold.
Figure 17 shows the JND comparison scores versus the
level of coordinates quantization for three different meshes.
According to the defined score the optimal quantization
level is respectively 12, 11 and 10 bpc for the Venus, Head
and Bimba models. These results are consistent with human
observations as shown in Fig. 18. Figure 17 shows also the
FMPD [21] scores versus the level of coordinates quanti-
zation for the three meshes. We cannot define a proper
threshold on the FMPD [21] scores that gives the same
optimal quantization levels for the Venus, Head and Bimba
models. One possible explanation is that the FMPD metric
has difficulties in producing consistent evaluation results on
meshes of different densities and geometric complexities.
7 LIMITATIONS
One of the limitations of the proposed JND model is that it
currently only works for diffuse surface that is illuminated
by a white directional light and rendered with a flat shading
algorithm. This is due to the simplified contrast definition
under that circumstance which is proposed in Section 3.1.
However, the JND threshold is based on the estimation of
visibility which is obtained using low-level proprieties of
human visual system (CSF and contrast masking) and relies
heavily on an estimation of local contrast. This means that
extending the JND model to different types of surfaces and



































Fig. 17. Left: The JND comparison score versus the quantization levels
(in bpc) of three meshes. Right: The FMPD [21] score versus the
quantization levels (in bpc) of the three meshes.
Fig. 18. Quantized meshes with different quantization levels. The middle
mesh corresponds to the optimal quantization level (12, 11 and 10 bpc
for Venus, Head and Bimba respectively). The right mesh corresponds to
a one bit higher than the optimal level while the one on left corresponds
to a one bit lower. (For better comparison between the models please
refer to the electronic version of this manuscript.)
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lights such as specular surfaces and point light illumination
requires a generalization of the definition of contrast under
the corresponding surface and lighting condition, probably
via an appropriate analysis of the rendering algorithm. This
will be the focus of our future work.
Another limitation of the proposed JND model is that
it relies on low-level properties of the human visual sys-
tem such as the contrast sensitivity function and contrast
masking. These low-level properties allow us to predict
whether a distortion is visible or not. If a distortion is
visible, the current JND model cannot accurately predict
to which extent this distortion affects the visual fidelity of
the model. Taking this into consideration requires adding to
the model some higher-level properties of the human visual
system such as entropy masking [49] or the free energy
principle [50]. We think that both of these properties could
be properly defined by analyzing the local contrast of the
surface in a certain neighborhood.
8 CONCLUSION AND FUTURE WORK
In this paper, we have presented a model for computing a
Just Noticeable Distortion (JND) profile for flat-shaded 3D
meshes. The proposed model takes into consideration the
different mesh properties (size, density) and the varying
circumstances of mesh usage (display parameters, light
direction, viewing distance). Our JND profile is based on
an experimental study of the local perceptual properties of
the human visual system, i.e., the local contrast and the
spatial frequency. These perceptual properties have been
defined for 3D meshes. They were then used to experimen-
tally measure the effects of the contrast sensitivity function
and contrast masking when the displacement of a vertex
occurs. The results of these experiments have been utilized
to evaluate the probability of detecting the displacement
of a vertex in an arbitrary direction, which allows us to
define a JND profile for flat-shaded 3D meshes. We have
tested the performance of the proposed JND model via a
subjective experiment where the participants had to rate the
visibility of JND modulated random noise added to a series
of models. The results show that our model can accurately
predict the visibility threshold of vertex noise.
We have used the proposed JND model to guide the
simplification of 3D meshes. The JND-driven simplification
method relies on a perceptual simplification cost assigned to
each edge, and it can automatically stop the simplification
process in order to obtain a visually very similar simplified
mesh. Finally, we have proposed a method to automatically
obtain the optimal vertex coordinates quantization level.
Our future work will first focus on generalizing the con-
trast definition of 3D meshes. This will broaden the usage of
the proposed JND model to include smooth shaded surface
and different types of illumination. We will also work to
add higher aspects of the human visual system to the JND,
which will allow us to predict the visibility/annoyance of
supra-threshold geometric distortions. Interestingly, there
have also been several studies on the perception of dynamic
3D meshes recently [51], [52]. By incorporating the dynamic
aspects of the human visual system we may be able to
extend the JND model to dynamic meshes.
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Just Noticeable Distortion Profile for Flat-Shaded 3D Mesh Surfaces
Georges Nader, Kai Wang, Franck Hétroy-Wheeler, and Florent Dupont
This Supplementary Material is organized as follows. Section 1 presents the results of additional psy-
chophysical experiments that were carried out in order to verify the accuracy and robustness of the measured
thresholds obtained by our original experiments. Section 2 provides some details about the accuracy and
performance of computing the JND threshold, especially for the light independent mode. Section 3 presents
an additional subjective experiment that validates the proposed JND profile. In Section 4 we give some
details and show additional results for the mesh simplification application, including the generation of mesh
levels of details (LODs) and a subjective validation. Section 5 provides some comparison results with mesh
perceptual quality metrics for the application of optimal vertex coordinates quantization, as well as an addi-
tional subjective validation. Finally, in Section 6 we discuss the difference between the proposed JND model
and mesh saliency measures.
1 Psychophysical Experiments
We have conducted additional psychophysical experiments in order to make sure that our previous contrast
sensitivity function (CSF) and contrast masking measurements were accurate and robust. The results of this
new set of experiments show that the previous measurements are indeed accurate and stable. We present
the results of the new experiments in this Supplementary Material and not in the manuscript because we
have validated the JND profile in Section 5 of the manuscript using the models fitted by the data from the
first set of experiments. In fact, it would be quite time consuming to redo the subjective validation using
the new models, and the corresponding results would be very close to the ones presented in the manuscript.
Therefore, we would like to present in the manuscript the original results, which however are proven to be
accurate and stable.
1.1 Experimental Procedure
We used the same experimental procedure as described in Section 3 of the manuscript. We display two models
on the screen one of which has a displaced vertex. The subjects have to answer by “yes” or “no” whether
they see a difference between the two models on the screen. The magnitude of the vertex displacement is
then regulated using the QUEST procedure [WP83]. 5 new subjects participated in the experiment. None
of them was a participant in any of our previous experiments.
1.2 Results



















































Figure 1: Plot of the fitted contrast sensitivity function and contrast masking models for the data obtained
by the old and new experiments.
1
Figure 1 shows the fitted models from the old and new sets of experiments. The new fit of the CSF model
is obtained using Eq. (6) of the manuscript with a = −13.59, f = 0.001 and p = 0.62 while the old fit
was computed with a = −15.13, f = 0.0096 and p = 0.64. For the contrast masking model, the new fit is
obtained from Eq. (7) of the manuscript with k1 = 0.006, k2 = 90.66, s = 1.05 and b = 4.53 while the old
fit was computed with k1 = 0.0078, k2 = 88.29, s = 1.00 and b = 4.207.
2 Light Independent JND and Algorithm Speed
Here we present some details that would help readers efficiently implement the proposed JND model in
particular for the light independent mode (indeed we plan to freely deliver a reference implementation in the



















Figure 2: The JND threshold of a vertex v computed for different light directions.
The algorithm presented in Section 4.3 of the paper computes the JND threshold for a given light direc-
tion. However, in an interactive setting where the light source is fixed relative to the viewpoint, the light
direction varies with respect to the 3D mesh. It is therefore important to compute the displacement threshold
independently of the light direction.
To do so, we compute the threshold according to multiple light directions and then choose the smallest one.
The light independent threshold can then be seen as the one corresponding to the worst possible illumination
(i.e., the light direction that makes distortions the most visible). The set of all possible light directions
belongs to the sphere around a vertex. However, the contrast between two faces is only defined when the
dot product between the light direction and the normals is positive. This means that the set of all possible
light can be reduced to the local half sphere in the direction of the unit normal. In practice, we do not
need to densely sample all the half sphere. Figure 2 shows the JND threshold obtained from different light
directions belonging to the half sphere of a vertex v. We notice that as the light direction approaches the
base of the half sphere, the threshold gets smaller. This implies that the worst possible illumination is at the
most of time found near the base of the half sphere. This observation can also be deduced from Eq. (3) of the
manuscript. Through our testing we notice that it is actually not necessary to densely sample the half sphere
in order to obtain an accurate solution. It is observed that the algorithm begins to converge to an accurate
JND value with 8 samples as it can be seen in Fig. 3, where the normalized root mean square error (RMSE)
is computed with regard to the JND profile obtained with 64 light direction samples (shown in the rightmost
of Fig. 3). In practice, in order to obtain the results presented in Sections 4 and 5 of the manuscript, we
have used the 12-points sampling, as shown in Fig. 2 (excluding the point (0, 0)), which ensures a very good
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Figure 3: The effect of the number of light samples on the JND computation accuracy. The illustrated JND
profiles are computed for noise in the normal direction for each vertex.
2.2 Algorithm Complexity
A theoretical analysis of the proposed JND algorithm shows that the complexity of computing the light









where L is the number of light samples and xmax and xprecision are respectively the upper displacement
bound and the precision used in the half-interval search algorithm (Algorithm 1 of the paper).
This means that the complexity for computing the JND profile of a mesh is :
O
�






where V is the number of vertices. This shows that as the number of vertices increases the execution time
should increase in a linear way at a rate relative to the number of light samples and the precision of the
search procedure.
2.3 Execution Time













Figure 4: JND profile execution time.
Having adopted a half-interval search algorithm makes finding the JND threshold a very efficient operation.
On average computing the JND threshold for a vertex in the light independent mode takes about 7 × 10−4
s. We have used an HP EliteBook 8570w with an i7-37400QM cpu (4 cores) and 16GB of RAM in our
computation.
When the number of vertices increases, we have observed that the execution time increases approximately
in a linear way (see Fig. 4, also analyzed in Section 2.2 of this Supplementary Material). In addition, since
the JND threshold of a vertex is independent from the threshold of other vertices then the JND profile on a
mesh can be computed in a parallel way. Using OpenMP, the algorithm performs about three to five times
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faster. For a model with 237K vertices, the JND profile took about 52 seconds to compute. Indeed, the
vertex displacement threshold searching consumes the most part of the computation time. However, with
the simple but efficient half-interval search, this step can be accomplished in a very reasonable time and thus
does not harm the efficiency of the whole algorithm.
3 JND Validation
We have conducted an additional subjective experiment in order to validate the proposed JND model. In the
manuscript we have presented a subjective experiment where the participants rate the visibility of an injected
noise on scale of 0 to 5. It showed that the models with a JND modulated noise were rated the lowest on
the visibility scale but meanwhile could tolerate the biggest amount of distortions. However, in the following
new experiment we gradually increase the intensity of the injected noise until the subject notices it.
3.1 Experimental Procedure
Similarly to the experiment presented in Section 5 of the manuscript, the noise is injected into the 3D meshes
according to the following equation:
v
′
i = vi + rnd ×M (vi) × �diri, (3)
where vi is the i
th vertex of the initial mesh and v
′
i is the corresponding noisy vertex.
�dir is the noise direction.









βrough × lr (vi) roughness modulated noise,
βjnd × jnd (vi) JND modulated noise,
(4)
where βunif , βrough and βjnd regulate the global noise intensity for each of the noise injection methods. lr (vi)
is the local surface roughness as defined in [WTM12] and jnd (vi) is the JND value computed as explained
in Section 4 of the manuscript.
The idea behind this experiment is to find the minimum noise intensity (βunif , βrough and βjnd) starting
from which the participants notice the noise in the model. To do so, we have adapted the same experimental
procedure that we have used to measure the local contrast threshold in the studies of CSF and contrast
masking. Two models were displayed on the screen, one of which has noise injected. The subjects had to
answer by either “yes” or “no” whether they saw the noise on one of the model. The intensity of the noise
(βunif , βrough and βjnd) is then adjusted using the QUEST procedure [WP83]. The subjects were allowed
to interact with the displayed models by rotating the camera around them. 5 new subjects participated in
the experiment.
3.2 Results





































Figure 5: (a) Plot of the measured noise intensity relative to the JND modulated noise. (b) Plot of the
MRMS induced by noise injection for three different types of noise at the same visibility level.
Figure 5 displays the results of this subjective experiment. Plot (a) shows the mean measured intensity
required to make JND modulated noise visible on a 3D mesh. We see that the measured βjnd is close to 1 for
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all of the models, meaning that the proposed JND profile is able to accurately detect the threshold beyond
which a noise is visible. Plot (b) shows that the MRMS value of the mesh model with JND modulated noise
of just noticeable level is higher than those of the corresponding models with uniform noise or roughness
modulated noise at the same visibility level. This means that the JND model is able to tolerate the highest
amount of noise among the three candidates, which is what we expected.
4 JND-Driven Mesh Simplification
Integrating the JND model into the mesh simplification process allows us to define a perceptual simplification
cost for the edge collapse operation. In order to obtain a simplified model that is visually very similar to
the input, we run the simplification process until all the edges have a cost whose value is greater than 0.
Moreover, the defined JND profile takes into consideration the size of the display, the viewing distance, and
the position of the model in the virtual 3D world. This means that the JND-driven simplification can be
useful for generating model level of details (LOD) as it will automatically stop the simplification at different
stages for different settings. Figure 6 shows some mesh LODs generated by the JND-driven simplification
method at different viewing distances.
Original - 37K 23K 13K 8K 3K
Original - 50K 32K 20K 11K
Figure 6: LODs generated using the JND-driven simplification method at different viewing distances. Dif-
ferent adaptive numbers of vertices are obtained under different viewing distances.
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4.1 Subjective Validation
We have performed a subjective experiment in order to verify that the proposed JND-driven simplification
outputs a simplified mesh that is visually very similar to the original one. 10 subjects participated in the
experiment. We have adopted the same experimental procedure as the JND validation experiment presented
in Section 5 of the manuscript. We displayed two models on the screen and the participants had to rate the
visibility of the distortion on a scale from 0 to 5. 0 corresponds to the case where the subject cannot see any
distortion and 5 to the case where the noise is clearly visible. For this experiment we included three models
(Angel, Venus and Hand) with three simplified versions each: a JND-driven simplified mesh, a mesh that is
further simplified to 5% beyond the JND level and a mesh simplified with Lindstrom and Turk’s method to
the same number of vertices as the JND-driven simplified mesh. The results of this experiment are shown
in Fig. 7. It is clear that the geometric distortion that is due to the simplification process is not visible for
the models simplified with the JND-driven method. The average subjective score is below 0.2 for the three
models meaning that about 80% of the participants were unable to notice the distortion. For the models
where we removed 5% more vertices than the JND level the geometric distortion is visible as the average
subjective score given by the participants is greater than 1. As for meshes simplified with Lindstrom and
Turk’s method to the same number of vertices as the JND level, the mean subjective score is above 0.85 for
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Figure 7: Plot of the subjective scores of the simplified meshes obtained by three different methods.
4.2 Implementation Details
We have implemented a prototype of the proposed perceptual mesh simplification using CGAL’s mesh sim-
plification module [Cac15]. The JND-driven simplification algorithm can be summarized as follows. The
collapse cost is first computed for all the edges of a mesh and then added to a priority queue. As long as
the stopping criterion has not been reached, we pick the edge with the lowest cost and perform the edge
collapse operation. After each collapse operation the algorithm will update the simplification costs of the
affected edges of the last edge collapse. Accordingly, we update the priority queue. A rather straightforward
theoretical complexity analysis shows that the complexity of this family of mesh simplification algorithms is
dominated by the complexity of managing the internal data-structure that handles the order by which the
edges are being collapsed. This means that both the proposed perceptual mesh simplification and Lindstrom
and Turk’s simplification methods perform similarly since they are implemented using the same edge-collapse-
based mesh simplification framework. From a computation perspective the only difference between the two
methods consists in the computation of the edge cost. For a suitable number of light samples (in mesh
simplification application we use 8 samples, number from which the JND computation starts to converge,
see Section 2.1 of this Supplementary Material), the execution time for computing both the JND-based and
Lindstrom and Turk’s edge costs is quite similar (see Table 1 of this Supplementary Material).
Table 1: Execution time (in seconds) for computing the JND-based (with 8 light direction samples) and
Lindstrom and Turk’s edge costs
# of edges 9124 16056 50000 162641
JND-based 0.4 0.76 1.93 3.65
Linstrom and Turk’s 0.31 0.65 1.89 3.39
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5 Vertex Coordinates Quantization
For the application to optimal vertex coordinates quantization, we compare the JND scores to those of FMPD
[WTM12], MSDM2 [Lav11] and MRMS. The comparison results are shown in Fig. 8 of this Supplementary
Material (The comparison results of JND scores and FMPD are also illustrated in Fig. 17 of the paper). As
shown by this figure, MRMS is not correlated with human perception. For FMPD and MSDM2, it is not
possible to define a proper threshold that gives the correct and perceptually relevant optimal quantization
levels for all the three models. One possible explanation is that FMPD and MSDM2 have difficulties in pro-
ducing consistent evaluation results on meshes of different densities and geometric complexities. In addition,
the main advantage of the JND model is that it does not require manually defining a threshold. Instead, it
can automatically determine the optimal quantization level.
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Figure 8: Comparison between the JND scores and those of FMPD [WTM12], MSDM2 [Lav11] and MRMS,
versus the vertex coordinates quantization level (in bpc, bits per coordinate).
5.1 Subjective Validation
We have performed a subjective experiment in order to verify that the optimal quantization level obtained
using the JND profile is indeed the one beyond which quantization noise becomes visible. 10 subjects
participated in the experiment. We have adopted the same experimental procedure as the JND validation
experiment presented in Section 5 of the paper. We displayed two models on the screen and the participants
had to rate the visibility of the distortion on a scale from 0 to 5. 0 corresponds to the case where the
subject cannot see any distortion and 5 to the case where the noise is clearly visible. For this experiment
we included three models with five quantization levels each: the optimal quantization level, two immediate
higher levels and two immediate lower levels. The results of this experiment are shown in Fig. 9. It is clear
that the geometric distortion that is due to vertex quantization becomes visible when the quantization level
in bcp become even 1 bit lower that the optimal level. For the quantization levels that are higher than the
optimal one, the quantization noise is invisible as the participants rated its visibility by 0. As for the optimal
quantization level the average subjective score is between 0 and 1 meaning that some participants were able
to barely see the distortions while others were unable to notice it.
As a final remark concerning vertex coordinates quantization application, it is worth mentioning that the
coordinates of the original models are never quantized and are represented by high-precision floating numbers.

















































































Figure 9: Plot of the subjective scores of quantized meshes with different levels of bpc.
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6 JND vs Saliency
(a) (c)(b)
Figure 10: (a) JND profile relative to the normal direction in a light independent mode. (b) JND profile
relative to a tangent direction in a light independent mode. (c) Mesh saliency value computed with the
method of Lee et al. [LVJ05]
Mesh saliency has been the basis of many perceptual geometry processing methods [LVJ05, WSZL13,
SLMR14]. By definition saliency is a measure of whether an area is visually attractive for the human visual
system or not. For example, Fig 10.(c) shows that the Horse’s neck, extremities of its legs and part of its
head are the most visually important features (saliency computed by the method of Lee et al. [LVJ05]). A
human observer will most likely focus his attention on these areas while observing the Horse model.
On the contrary, the proposed JND model computes the threshold beyond which a distortion becomes
visible using low-level properties of the human visual system such as the contrast sensitivity function and the
contrast masking effect. The JND profile in Fig. 10 indicates that the Horse’s body can tolerate the most
noise in the normal direction. This is because in that region the mesh is coarse, so the visibility threshold
is higher due to the CSF property of the human visual system. By contrast, if the noise is in a tangent
direction, then the head can tolerate the most noise. This is because in that area the geometry is relatively
flat, so the displacement of a vertex in a tangent direction does not cause any change in contrast.
It is clear from the example in Fig. 10 that the saliency and JND profile measure different properties
of a 3D mesh. The former points out the visually important regions that are more likely to be observed by
a human being, while the latter computes the threshold beyond which a displacement of a vertex becomes
visible. Integrating the JND model into a geometry processing application will allow us to (automatically)
control the visibility of the introduced distortion. In JND model the main components are low-level properties
of the human visual system such as CSF and contrast masking, while in mesh saliency higher-level properties
such as visual attention should be taken into account.
However, it would be interesting and possible to use the low-level properties studied in the proposed JND
model for the purposes of mesh saliency derivation, since a better understanding of the low-level properties
would be helpful for the development of accurate higher-level properties. In particular, a salient region is by
definition an area that stands out from its surrounding. It can be attributed to regions where a big change
of local contrast occurs. Such regions usually attract human’s visual attention. Having defined a measure
of contrast in Section 3 of the manuscript, we think that it would be possible to use it in order to define a
saliency measure. In addition, in perceptually oriented mesh processing, it would be beneficial to combine
both low- and high-level properties of the human visual system (e.g., both the concept of JND and that of
mesh saliency), so as to achieve better performance or to reach a good trade-off.
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(a) (b) (c) (d) (e)
Figure 1: Hierarchical CVT computation in 3D. (a) Input: a 3D object bounded by a triangulated mesh. (b,c,d) Successive
CVTs computed using our approach, with 546, 4375 and 35000 cells respectively. (e) A cut of Homer shows that most of the
interior Voronoi cells present high regularity values.
Abstract
In this paper we consider Centroidal Voronoi Tessellations (CVTs) and study their regularity. CVTs are geometric
structures that enable regular tessellations of geometric objects and are widely used in shape modeling and anal-
ysis. While several efficient iterative schemes, with defined local convergence properties, have been proposed to
compute CVTs, little attention has been paid to the evaluation of the resulting cell decompositions. In this paper,
we propose a regularity criterion that allows us to evaluate and compare CVTs independently of their sizes and of
their cell numbers. This criterion allows us to compare CVTs on a common basis. It builds on earlier theoretical
work showing that second moments of cells converge to a lower bound when optimising CVTs. In addition to
proposing a regularity criterion, this paper also considers computational strategies to determine regular CVTs.
We introduce a hierarchical framework that propagates regularity over decomposition levels and hence provides
CVTs with provably better regularities than existing methods. We illustrate these principles with a wide range of
experiments on synthetic and real models.
Categories and Subject Descriptors (according to ACM CCS): I.3.5 [Computer Graphics]: Computational Geometry
and Object Modeling —Curve, surface, solid, and object representations I.5.3 [Pattern Recognition]: Clustering—
1. Introduction
Centroidal Voronoi Tessellations (CVTs) are specific
Voronoi diagrams in which each site is located at the cen-
submitted to COMPUTER GRAPHICS Forum (6/2015).
2 L. Wang & F. Hétroy-Wheeler & E. Boyer / A Hierarchical Approach for Regular CVTs
troid of the associated Voronoi cell. CVTs yield tessellations
of 2D or 3D domains that have strong regularity properties.
Consequently, they are widely used to represent shapes and
structures in various scientific domains that include quan-
tization, sensor networks, crystallography and shape mod-
eling, among others (see e.g. [DFG99]). In this paper, we
consider CVTs for 2D and 3D regions that are bounded by
polygonal curves and 2-manifold meshes, respectively. In-
spired by a recent work from Quinn et al. [QSL∗12], we
study CVT optimality with respect to the spatial regularity
of the cells.
Over the last decades, even though many authors have
considered the construction of CVTs, little effort has been
devoted to the evaluation of their regularities. For many
applications, such as climate modeling [JRG11] and shape
tracking [AFB15], the regularity of the cell decomposition
is crucial to ensure uniform local behaviour. Interestingly,
for a few applications such as rendering and stippling, regu-
larity should be avoided [BSD09]. Nonetheless, a measure is
desirable to assess the regularity of a CVT. This is true also
when comparing CVT decompositions of different shapes or
of a single shape but with different decomposition levels. To
the best of our knowledge, such a regularity measure has not
yet been proposed for CVTs. In practice, they are usually
evaluated using the CVT energy function (see Section 2.1),
which integrates distances within cells. However, while this
energy accounts for the compactness of the cells [LWL∗09],
it is a metric that depends both on the number of cells and
on the volume of the shape.
In this paper, we build on the theoretical work of Con-
way and Sloane [CS82] and propose a regularity criterion
based on the normalized second order moments of the cells.
We show that this regularity criterion is linked to the CVT
energy function but is dimensionless and therefore enables
global evaluations as well as comparisons. We also consider
computational strategies to build regular CVTs and we in-
troduce a hierarchical approach that provides CVTs with
more regularity than state-of-the-art methods. Our strategy is
based on a subdivision scheme that preserves cell regularity
and the (local) optimality of CVTs on unbounded domains.
This scheme tends to propagate cell regularity through hier-
archy levels when applied to bounded domains. We demon-
strate the efficiency of this framework with an in-depth eval-
uation that includes sensitivity analysis, comparisons with
previous work and analyses of the convergence speed and
computation time.
The remainder of this paper is organized as follows. In
Section 2, we review fundamental ideas and related work on
CVTs. We introduce our CVT regularity criterion and detail
our hierarchical framework in Sections 3 and 4, respectively.
Section 5 evaluates the approach.
2. Background and Related Work
2.1. Centroidal Voronoi tessellation
Given a finite set of n points X = {xi}ni=1, called sites, in
a m-dimensional Euclidean space Em, the Voronoi cell or
Voronoi region Ωi [Aur91, For92, OBSC00] of xi is defined
as follows:
Ωi = {x ∈ Em | �x− xi� ≤ �x− x j�, ∀ j �= i}.
The partition of Em into Voronoi cells is called a Voronoi
tessellation.
Some of the Voronoi cells are not closed. However, in
many applications, only the intersection of the Voronoi cells
with an input 2D or 3D object Ω are required. A clipped
Voronoi tessellation [YWLL13] is the intersection between
the Voronoi tessellation and the object. A clipped Voronoi
cell is thus defined as:
Ωi = {x ∈ Ω | �x− xi� ≤ �x− x j�, ∀ j �= i}.
A centroidal Voronoi tessellation [DFG99] is a special
type of clipped Voronoi tessellation where the site of each
Voronoi cell is also its centre of mass. Let the clipped
Voronoi cell Ωi be endowed with a density function ρ such
that ρ(x) > 0 ∀x ∈ Ωi. The centre of mass x̂i, also called the






where dσ is the area differential.
CVTs are widely used to discretize 2D or 3D regions. In
that respect, CVTs are optimal quantizers that minimise a











ρ(x)�x− x̂i�2 dσ. (1)
CVTs correspond to local minima of the above function
E, also called CVT energy function [DFG99]. By defi-
nition, an optimal CVT achieves the global minimum of
this function. Yet finding an optimal CVT appears diffi-
cult since the energy function is usually non linear and non
convex [LWL∗09, LSPW12]. The function E measures the
quantization error of a Voronoi tessellation and expresses, to
some extent, the compactness of the cells [LWL∗09]. How-
ever, it does not quantify how regular a tessellation is since
it depends on the dimensions of the original region as well
as the number of cells considered. As stated in the intro-
duction, our objective in this paper is the ability to quantify
a CVT decomposition independently of the shape, size and
cell number.
It should be noticed that although Delaunay tetrahedriza-
tions are dual to the Voronoi tessellations, optimizing tetra-
hedral decompositions is a different problem without guar-
anties over the dual Voronoi tesselations. As pointed out
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by [ACSYD05], duals of CVTs are actually Delaunay tetra-
hedrizations that may contain badly shaped or irregular tetra-
hedra. In this paper we focus on CVT decompositions of
volumetric shapes instead of Delaunay tetrahedrizations.
2.2. CVT methods
Existing CVT computation strategies are mostly iterative op-
timization that rely on two fundamental steps: (i) find the
initial locations for the given number of sites; (ii) optimize
the site locations by minimizing the CVT energy function
E (Eq. (1)). They differ then by the initialization they con-
sider and by the optimization approach they implement.
2.2.1. Initialisation
The initial position of the sites has a strong influence on the
convergence speed and on the result quality. Different meth-
ods have been considered in the literature.
Random Sampling. The idea is to sample the initial site
locations randomly inside the object. This simple and fast
method is widely used. However, neither the speed of
convergence nor the quality of the result can be guar-
anteed. Other sampling methods can be used to improve
these criteria, such as farthest point sampling or Ward’s
method [MS06].
Greedy Edge-Collapsing. Moriguchi and Sugihara pro-
posed a method which applies a greedy edge-collapsing dec-
imation on the input object and uses the decimated mesh ver-
tices as the initial site locations [MS06]. As pointed out by
Quinn et al. [QSL∗12], this method can be time-consuming,
and the sites may not be regularly positioned if the object is
not described by a regular mesh. Consequently, the quality
of the resulting CVT can be even worse than using random
sampling.
Hammersley Sampling. Quinn et al. suggest to use
Hammersley sequences to generate the initial site loca-
tions [QSL∗12]. Hammersley sequences have correlated po-
sitions, which means that the probability of a site being at
some position depends on the positions of its neighbours.
Unfortunately, the Hammersley sequence generation algo-
rithm as described in [QSL∗12] can only place the sites in a
square in 2D or a cube in 3D. As a result, the number of sites
in the region tessellation is difficult to control.
2.2.2. Iterative scheme
Most of the strategies update the site locations using the
Lloyd’s gradient descent method [Llo82]. At each iteration,
this method moves the current sites to the centroid locations
of the corresponding clipped Voronoi cells. This is the con-
tinuous equivalent to the k-means clustering algorithm in the
discrete case. It has been proved that this leads the CVT en-
ergy function to reach a local minimum [DFG99]. Conver-
gence speed can anyway be slow since the site locations may
oscillate around a local minimum.
To speed up convergence, Du et al. proposed a Lloyd-
Newton method [DE06] which is equivalent to minimizing
the sum of distances between the sites and the centroids of
the corresponding Voronoi cells. Unfortunately, the resulting
tessellation is not always a proper CVT since it is not nec-
essarily a local minimum of E. In an influential work, Liu
et al. prove that CVT energy function has C2 smoothness al-
most everywhere, except for some non-convex parts of the
object [LWL∗09]. According to this property, quasi-Newton
methods can be used to minimize the CVT energy function.
This leads to fast and effective updates in practice.
Another strategy worth mentioning here is the stochas-
tic approach of Lu et al. [LSPW12]. In this iterative ap-
proach, the site locations are perturbed once a local mimi-
mum of the energy function is reached and the algorithm is
then launched again. The global minimum can theoretically
be reached after an infinite number of iterations. In practice,
convergence is still slow (see Section 5.3).
In this work, we focus on the regularity of CVTs rather
than on the iterative scheme adopted to minimize the CVT
energy function itself. The hierarchical algorithm we pro-
pose does not depend on this scheme but contributes with
respect to the initialization step, in a way similar to the
stochastic approach in [LSPW12]. In practice, we use a
quasi-Newton approach in our implementation and in all the
methods we used for comparisons because of its fast conver-
gence.
3. Regularity Criterion
As mentioned before, the energy function E (Eq. (1)) mea-
sures the quantization error. It provides therefore a way to
compare CVTs when the shape under consideration and the
number of CVT sites are the same. However, this energy
function does not evaluate the regularity of the cells and can-
not be used for comparison when the number of cells, the
shape or the size differ. In this section, we build on theoret-
ical results on optimal quantizers to propose a measure for
cell regularity.
3.1. Dimensionless second moment of a cell
In a seminal work, Gersho [Ger79] stated the conjecture
that, for a sufficiently large number of sites, all cells of
a distortion-minimising CVT are congruent to some poly-
tope H, with the possible exception of regions touching the
boundary of the tessellated object, where the polytope H
only depends on the dimension m. Gersho’s conjecture was
proved in two dimensions [New82], the Voronoi cells being
regular hexagons in that case. A weaker version of Gersho’s
conjecture was also proved in three dimensions [BS83]. It
says that among all lattice-based CVTs (i.e., regular CVTs,
where sites are located on a regular grid), the body-centered
cubic (BCC) lattice is the optimal one. The BCC lattice has
its sites displayed on a regular cubic grid, with additional
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sites at the centre of each cube. The Voronoi tessellation of
a BCC lattice is called a bitruncated cubic honeycomb. Each
of its cells is a truncated octahedra. Thus, Voronoi cells are
truncated octahedra for optimal lattice-based CVTs in 3D.
Our criterion is based on Gersho’s conjecture and also on
the following work of Conway and Sloane [CS82].
Motivated by the design of quantizers of m-dimensional
Euclidean spaces, Conway and Sloane [CS82] define, for a











with x̂ the centroid of P.
G(P) is called the dimensionless second moment of P. It
is a measure that depends neither on the dimension m nor
on the volume
�
P dx of P, only on its shape. In contrast, the
CVT energy function E (Eq. (1)) reflects the average unnor-
malised second moment of Voronoi cells.
3.2. Regularity measure
Using Gersho’s conjecture in the unbounded case, Con-
way and Sloane showed that the lower bound of G(P) for







= 0.0801875 . . .
Similarly, in three dimensions, and with unbounded lattices,
the optimal lattice-based CVT being the Voronoi tessellation
of a BCC lattice, the optimal quantizer is the truncated octa-






= 0.0785433 . . .
Consequently, for a sufficiently large number of sites and
with the exception of the boundary regions, an optimal CVT
should present cells with values of G close to the optimal
value Gm. Thus, G is a measure of the regularity of a CVT
cell since in the limit, with an infinite number of sites, all
cells should reach the value Gm. Note here that we assume
a large number of cells and that this reasoning does not ap-
ply to the boundary cells, for which the optimal quantizers
are not necessarily hexagons (truncated octahedra in 3D) nor
necessarily space-filling polytopes. However, under the as-
sumption that boundary cells are largely inferior to interior
cells, the distribution of the values of G is a good indicator
of the regularity of cells for a given CVT where the regular-
ity is defined with respect to the dimensionless moment G.









3.3. Relation to the CVT energy
Under the assumption of a uniform density function ρ and







where V (Ωi) =
�
Ωi dx. Using Gersho’s conjecture with un-
bounded lattices, optimal CVTs present in that case similar







Thus optimizing the CVT energy E is equivalent to optimiz-
ing the average value G of G with infinite lattices. Know-
ing the theoretical optimal quantizer Gm in that case, we can







These are theoretical values for infinite lattices. Neverthe-
less, with bounded shapes, our experiments show that op-
timal CVTs converge asymptotically to these values. Note
anyway that although the CVT energy E and the regularity
G are related by the above expression, optimizing G directly
is inefficient since G is dimensionless and therefore ambigu-
ous with respect to the cell sizes. The interest of G lies in the
comparison between CVTs with different numbers of sites
or of different volumes, which is not possible with E.
4. Hierarchical Centroidal Voronoi Tessellation
We now propose a new algorithm to compute CVTs that ex-
ploit regularity aspects. As shown by Lu et al. [LSPW12],
computing a CVT with a small number of sites is more likely
to be regular than with a large number of sites. Thus, we
choose to follow a hierarchical approach, creating a coarse
regular tessellation from a small number of sites and then
refining it while preserving the regularity (see Figure 2).
Although local subdivision schemes have already been
proposed for mesh generation (e.g. [TAD07, TWAD09] for
2D triangle and tetrahedral meshes, respectively), we do not
know of a previous global hierarchical approach for CVT
computation. In addition to the acceleration of the conver-
gence speed, which is well known in many fields (a hi-
erarchical sampling approach is for instance described for
quantization in [GG91]), such an approach gives guarantees
about the CVT regularity.
Our input is a 2D or 3D object, represented by its bound-
ary: a closed polygonal curve in the first case and a mani-
fold mesh without boundary in the second case. We also ask
the user to provide the target number n of sites in the final
CVT and the desired number s of subdivisions. From n and s
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Figure 2: Overview of our hierarchical approach.
we derive an initial number k0 of sites, as explained in Sec-
tion 4.1. We elaborate on the choice of these parameters in
Section 5.
We first create an initial CVT of the object with k0 sites,
using a standard algorithm, see Section 4.3. We then subdi-
vide this tessellation, as explained in Section 4.1. This gener-
ates a new tessellation with k1 sites, which is not Centroidal
Voronoi. These sites are then moved towards the centroids of
their cells to generate a new CVT with k1 sites, as described
in Section 4.2. We iterate the subdivision - CVT update pro-
cess s times, until the desired number ks = n of sites has been
reached.
We now detail the three stages of our approach by starting
with the subdivision scheme.
4.1. Subdivision
The idea behind our subdivision scheme is to preserve the
(local) optimality of the CVT. For example for the 2D case,
a CVT is locally optimal with respect to our regularity cri-
terion when its sites form an hexagonal lattice (see Fig-
ure 3 (a)), as explained in Section 3. Hence, our goal is to add
sites such that the new set of sites keeps forming an hexag-
onal lattice. In this way, the new CVT will also be locally
optimal with respect to regularity in the same area. In non-
optimal areas, sites will move and possibly align to form a
locally optimal lattice. Thus, iterating the subdivision - CVT
update process tends to increase the area where the CVT is
optimal for regularity, as shown on Figure 5. With a large
number of subdivision s, most interior cells are expected to
be regular.
Let X be a set of sites of a given CVT. To subdivide this
CVT, we compute its dual Delaunay triangulation and add
the centre of each Delaunay edge to X . As shown on Fig-
ures 3 and 4, this preserves the local optimality of the CVT.
4.1.1. Number of sites
The previous subdivision scheme does not account for the
desired number n of sites. To set up the initial number of
(a) (b)
(c) (d)
Figure 3: Subdivision scheme (2D case). (a) Locally opti-
mal CVT: the sites form an hexagonal lattice. (b) Delaunay
triangulation of the sites. (c) Subdivision: sites are added
in the centre of each edge of the Delaunay triangulation (in
red). (d) The new set of sites also forms an hexagonal lattice.
(a) (b)
Figure 4: Subdivision scheme (3D case). (a) Delaunay tri-
angulation of the sites, which form a BCC lattice. (b) Sub-
division: sites are added in the centre of each edge of the
Delaunay triangulation (in blue and purple). The new set of
sites also forms a BCC lattice.
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(a) (b) (c) (d) (e)
Figure 5: Hierarchical CVT computation. From an initial CVT with k0 = 10 sites (left), successive subdivisions and updates
lead to CVTs with k1 = 40, k2 = 160, k3 = 640 and k4 = 2560 sites (from left to right). The cell regularity measure Gm(Ωi) is
colour-coded from blue (regular) to red (far from regular). Note how regular areas grow.
sites k0 such that it reaches the value n after s subdivisions,
we proceed in the following way.
Let X be an hexagonal lattice, that is a to say an optimal
2D CVT, with ki sites. Our subdivision scheme generates a
new tessellation with ki+1 = ki +
6ki
2 = 4ki sites, since a new
site is created on each of the six edges of a cell, an edge
is shared by two cells and there are ki cells. In the optimal
3D case (BCC lattice), the same reasoning shows that ki+1 =
ki + 14ki2 = 8ki, since a site is added on each of the 14 faces of
a truncated octahedron. The maximum number of iterations
to reach n from a small number k0 of sites in these ideal cases
is thus s = �log4(n)� and �log8(n)�, respectively.
Thus, if s≥�loga(n)�, with a = 4 in the 2D case and a = 8
in the 3D case, we change s to �loga(n)�. We then define s
numbers b1, . . . ,bs such that bs = n and bi = �bi+1/a�, 1 ≤
i ≤ s− 1. bi represents the target number of sites after i it-
erations. We also define k0 = �b1/a�. After the i-th subdivi-
sion, we check the new number ki of sites. In case of an op-
timal CVT, ki = bi. Otherwise, ki ≤ bi. If ki is smaller than
bi, we randomly sample bi − ki new sites inside the bound-
ary Voronoi cells. When a new site is inserted into a bound-
ary cell, this cell is then removed from the list of candidate
boundary cells for next insertions. This way, the regularity
is empirically preserved as much as possible since sites are
inserted in different boundary cells, be avoiding many new
sites to be neighbours to each other. We thus have bi sites af-
ter the i-th iteration, which are as regularly sampled as pos-
sible. This will improve the speed of the CVT update com-
putation, which we describe in the next section.
As an example, Table 1 gives the number ki of sites ob-
tained after each subdivision and the number bi − ki of sites
added in the boundary cells, for CVTs depicted in Figures 5,
8 and 9.
4.2. CVT update
Once a new set of sites is defined, any CVT computation
method can be used to move these sites towards the cen-
troid of their Voronoi cells. In practice, we use the L-BFGS
quasi-Newton algorithm, since it is known to be one of the
fastest methods [LWL∗09]. As explained in the previous sec-
tion, the sites where the previous CVT was optimal are not
moved, thanks to our subdivision scheme. As a consequence,
although the number of sites has increased, the CVT compu-
tation is very fast (see Section 5.5 for a discussion).
Once the sites are moved to their new positions and the
tessellation is computed, we clip it to the boundary mesh.
Our clipping algorithm, detailed below, guarantees that the
boundary of the tessellation is a triangulated mesh.
4.2.1. Clipping algorithm
Computing a clipped Voronoi tessellation of an arbitrary 3D
object, usually described by its meshed boundary surface, is
not an easy problem. Yan et al. [YWLL13] have proposed
an algorithm to compute clipped Voronoi diagrams of 3D
objects described by tetrahedral meshes. This algorithm con-
sists of two main steps: detection of boundary sites by com-
puting surface restricted Voronoi diagram [ES94, YLL∗09]
and computation of the intersection between the Voronoi
cells of boundary sites and the input tetrahedral mesh us-
ing Sutherland’s clipping algorithm [SH74]. Recently, Lévy
proposed another efficient method based on iterative convex
clipping [L1́4]. This method expresses the clipping prob-
lem as a 3D volume intersection problem but also requires
a tetrahedral mesh as input. When the input 3D object is
given as a closed triangle mesh, a 3D constraint Delaunay
triangulation must be computed first [She98, She08]. This is
a complex problem which has many degenerate cases and
usually requires additional (Steiner) points to ensure the ex-
istence of a solution. The complexity highly depends on the
quality of the input surface triangle mesh [Eri03]. Inspired
by [ZBH11], we overcome this problem and propose an al-
gorithm that exploits a 2D constrained Delaunay triangula-
tion to determine triangles on the input mesh that intersect
a given Voronoi cell, without the need of a tetrahedral mesh
inside the shape.
Our algorithm first triangulates the polygonal boundaries
of the Voronoi cells. In case of an infinite Voronoi cell, the
infinite rays edging the cell are replaced by finite length seg-
ments, with a length greater than the diameter of the input
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Object n s k0 k1 b1 − k1 k2 b2 − k2 k3 b3 − k3 k4 b4 − k4 k5 b5 − k5
Figure 8 1033 4 4 5 11 49 15 233 25 995 38 / /
Figure 5 2560 4 10 27 13 145 15 609 31 2535 25 / /
Figure 9 10025 5 9 23 16 130 26 568 58 2373 133 9780 245
Table 1: Number of sites after each subdivision, and number of sites randomly inserted in boundary cells.
object. The boundaries of the cell, now finites, are then tri-
angulated. Since the boundary of the 3D object is given as
a triangulated mesh, the clipping problem now reduces to
the computation of triangle-triangle intersections. Once such
intersections have been found, we set them as constraints.
Constraints are represented as line segments. The intersec-
tion I of two triangles is processed according to the follow-
ing rules:
• Case 1: if I is a point, ignore it.
• Case 2: if I is a line segment, add it to the constraints.
• Case 3: if I is a triangle, add its three edges to the con-
straints.
• Case 4: otherwise, I is a polygon, construct segments us-
ing adjacent vertices of this polygon and add them to the
constraints.
These cases are illustrated in Figure 6. The interior of each
intersected triangle of either the cell boundary or the mesh is
then robustly triangulated using a 2D constrained Delaunay
triangulation.
Our clipping algorithm is summarized below (Algo-
rithm 1). Figure 7 depicts its main steps.
4.3. Initialisation
Before starting the subdivision - CVT update process, we
create a first coarse CVT from the input object, with a num-
ber k0 of sites. Our aim is to get an initial CVT with as-large-
as-possible optimal areas, since our subdivision scheme can
only make these areas grow, as explained in Section 4.1. We
propose two different possible initialisations, each of them
having different benefits.
A first straightforward idea to initialise the hierarchical
CVT computation is to create a CVT using random sam-
pling and a L-BFGS quasi-Newton algorithm to update the
positions of the sites. This approach is fast and easy to im-
plement. However, the constructed CVT with k0 sites may
be far from being regular.
Another idea to create a coarse but regular CVT is to sam-
ple the k0 sites on a optimal lattice (hexagonal lattice in 2D
and BCC lattice in 3D) which includes the input object. The
density of the lattice should be chosen so that there are k0
sites inside the object. As stated by [QSL∗12], it is very hard
to control the number of sites inside the object because the
density depends on both the size and the shape of the input
object. However, tuning the density of the lattice to reach the
Data: cell C, 3D object O bounded by a triangulated
mesh M
Result: clipped cell C�
CT := TriangulateBoundary(C);
I := Intersection(CT , M);
if I not empty then
T := IntersectedTriangles(CT , I);
for each triangle t of T do
T1 := ConstrainedDelaunay(t, I);






T := IntersectedTriangles(M, I);
for each triangle t of T do
T2 := ConstrainedDelaunay(t, I);










Algorithm 1: Clipping algorithm.
proper number of sites inside the object is easier with a small
number k0 of sites than with a large number n sites. When
applicable, this leads to an optimal tessellation, except at the
boundary of the object. In addition, most sites do not need
to be moved to create a CVT. Thus, this approach is fast and
generates regular CVT cells, except on the boundary of the
object.
Both initialisation methods are evaluated in the next sec-
tion. For the random initialisation, 10 runs are performed for
each test, and the median value is taken as the result.
5. Evaluation
We now provide a thorough evaluation of our approach. We
first analyse the effect of our hierarchical approach over the
regularity of the generated CVT, by discussing the influence
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(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
Figure 6: Different intersection cases. Constraints (line segments) are shown in red. (a, b) Case 1. (c, d, e) Case 2. (f, g, h)
Case 3. (i, j) Case 4. (b,e,h) represent singularities.
(a) (b) (c) (d) (e)
Figure 7: Clipping algorithm. (a) Input: a Voronoi cell and a 3D object (here: a closed ball) bounded by a mesh. (b) Con-
strained Delaunay triangulations of the boundary of the cell and of the mesh. (c) In green: boundary of the cell inside the closed
ball. (d) In blue: part of the mesh inside the cell. (e) Result: the clipped cell is bounded by the green and the blue triangulations.
of the two parameters described in Section 4: initial number
of sites and number of subdivisions. We compare the regu-
larity of 2D and 3D CVTs generated with our hierarchical
approach to CVTs computed with previous work (see Sec-
tion 2.2). We also provide some details about computation
time. In all figures, CVT cells Ωi are colour-coded according
to the cell regularity measure Gm(Ωi) defined in Section 3:
cells with a high dimensionless second moment are coloured
in red, while cells with a low dimensionless second moment
are coloured in blue.
5.1. Sensitivity to the initial number of sites
As stated in Section 4, the idea that drives our hierarchical
approach is to first create a large regular area in a coarse tes-
sellation, and then to preserve and possibly widen this area
when subdividing. An example is shown in Figure 5. The
average value of the cell regularity measure G2(Ωi) over all
cells Ωi expresses that the tessellation becomes more regular
over subdivision, see Table 2. If n and s are large enough, we
expect most of the interior cells of a CVT to be regular, see
Figure 1 for an example.
CVT (a) (b) (c) (d) (e)
Number of sites 10 40 160 640 2560
G2(Ωi)×10−2 8.458 8.246 8.154 8.099 8.066
Table 2: Average regularity measure for CVTs depicted in
Figure 5 (1033 sites, random sampling initialisation).
On the same 2D square example, we create two other
CVTs with 1033 and 2560 sites, respectively, using also ran-
dom sampling initialisation and the same number of subdivi-
sions (s = 4). We obtained an average cell regularity measure
of 8.086×10−2 and 8.066×10−2, respectively. This shows
that the greater the number n of sites, the smaller the average
cell regularity measure.
5.2. Sensitivity to the number of subdivisions
A CVT with a few big cells is likely to contain less differ-
ent regular areas than a CVT of the same object with more,
thus smaller, cells. Since our subdivision scheme preserves
regular areas, a CVT generated with a large number s of sub-
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divisions is more regular than a CVT with the same number
n of sites but generated with a small s, as shown in Table 3.
As a consequence, we suggest to set s as large as possible.
s 0 1 2 3 4
G2(Ωi)×10−2 8.079 8.063 8.060 8.056 8.054
Table 3: Average regularity measure for CVTs of a square
with 10000 sites generated using our hierarchical approach
(random sampling initialisation) with different number of
subdivisions.
In the case that an optimal lattice sampling is used as ini-
tialisation, it is preferable to start from a small number of
subdivisions, since we only have one large regular area what-
ever the lattice size. Actually, s = 0 correspond to the opti-
mal lattice sampling, as shown for instance in Figures 8 (f)
and 9 (i). However, as stated before, the larger n, the more
difficult it is to build such a lattice with a prescribed number
of sites.
5.3. Comparison to previous work
We test our approach against previously mentioned meth-
ods in a simple 2D square. To check which method gives
the most regular CVT, we first compute an hexagonal lattice
with approximately 1000 sites. As stated above, it is difficult
to accurately set the number n of sites. We were able to set
n = 1033. We then compute CVTs with 1033 sites using the
following methods:
• random sampling and L-BFGS update;
• Hammersley sampling [QSL∗12] and L-BFGS update;
• global Monte-Carlo optimisation [LSPW12];
• our hierarchical approach with random sampling initiali-
sation step (4 subdivisions, which is the maximum possi-
ble);
• our hierarchical approach with a lattice sampling initiali-
sation step (1 subdivision).
For the global Monte-Carlo optimisation, we have used the
parameter values advised in [LSPW12]. In particular, 200
updates have been performed.
Qualitative results are shown on Figure 8. The average
values of the cell regularity measure G2(Ωi) over all cells
Ωi, as well as the CVT energy function values, are given
in Table 4. Remember that, as explained in Section 3, an




= 0.08018 . . .
The hexagonal lattice is not optimal because of its bound-
ary cells which are not hexagonal. Among other methods,
the stochastic approach of [LSPW12] and our hierarchical
framework give similar results. The main difference in prac-
tice between these two methods is the computation time: the
global Monte-Carlo minimisation is about 100 times slower
than our approach (207.08 seconds instead of 2.16).
We then test a geometrically more complex object: a five-
branches star. We also increase the number of sites. As in
the previous case, we first start by computing an hexagonal
lattice with approximately 10000 sites. The lattice contains
exactly n = 10025 sites. We discard the stochastic approach
of [LSPW12] since it is too slow in this case. For the Ham-
mersley sampling, we construct a bounding box of the ob-
ject, and try different numbers of sites until we exactly ob-
tain 10025 sites inside the object. It must be mentioned that
several attempts were necessary since the number of sites
inside the object does not necessarily increase when more
sites are generated in the bounding box. For the hierarchical
approach, we use 5 subdivisions after the random sampling
initialisation (the maximum possible) and only one after lat-
tice sampling initialisation.
Results are shown on Figure 9 and in Table 5. These re-
sults are in accordance with the results for the square. Our
hierarchical approach performs better than the previous ini-
tialisation methods for both criteria. Moreover, lattice sam-
pling initialisation gives better results than random sampling
initialisation by almost reaching the regularity of a clipped
hexagonal lattice.
In Figure 10 and Table 6 we compare CVTs computed on
a simple closed 3D ball using random sampling, Hammer-
sley sampling, our hierarchical approach with random sam-
pling initialisation and our hierarchical approach with lattice
sampling initialisation. It was not possible, in this case, to
construct a BCC lattice with a prescribed and sufficiently
large number of sites. Two different numbers n of sites were
tested. We used the maximum number of subdivisions for
the hierarchical approach with random sampling initialisa-
tion: two in the n = 1000 sites case and three in the n = 5000
sites case.
Remember that in this 3D case, the optimal cell regularity
measure value is G3 = 19192 3
√
2
= 0.0785433 . . . This example
shows that our hierarchical approach performs better than
other initialisation methods, in case the number n of sites is
high enough. In case not, the number of boundary cells is
too high with respect to the number of interior cells for the
Gersho’s conjecture to apply in practice.
Other 3D CVTs with 50k, 80k and 100k sites, computed
with a standard random sampling initialisation + L-BFGS
update, our hierarchical approach using a random sampling
initialisation and our hierarchical approach with a lattice
sampling initialisation, are shown in Figure 11. It was not
possible to create an Hammersley initialisation and a BCC
lattice with the correct number of sites inside the objects in
these cases.
5.4. Convergence speed
The main parameter in most CVT computation methods is
the number of iterations of the algorithm. A local minimum
of the CVT energy function is asymptotically reached, but
submitted to COMPUTER GRAPHICS Forum (6/2015).
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(a) (b) (c) (d) (e) (f)
Figure 8: CVTs with 1033 sites. (a) Random sampling + L-BFGS update. (b) Hammersley sampling [QSL∗12] + L-BFGS up-
date. (c) Global Monte-Carlo [LSPW12]. (d) Our approach, random sampling initialisation. (e) Our approach, lattice sampling
initialisation. (f) Hexagonal lattice.
CVT (a) (b) (c) (d) (e) (f)
G2(Ωi) 0.08101 0.08107 0.08075 0.08086 0.08077 0.08066
Energy function 25.140 25.160 25.041 25.082 25.045 25.002
Table 4: Average regularity measure and CVT energy function value for CVTs depicted in Figure 8.
little is known about how many iterations are necessary be-
fore convergence. We decided to investigate this for the pre-
viously described methods (except the global Monte-Carlo
minimisation of [LSPW12]). The evolution of both the av-





CVT energy function value with respect to the number of
iterations of the CVT L-BFGS update are displayed in Fig-
ure 12 for the star shape. For our hierarchical approach, this
means the number of iterations of the last update (updates
for coarser CVTs were done until the usual stopping crite-
rion �g��X� < 10
−10 is reached, with g the gradient and X the
vector of site coordinates, see [QSL∗12]).
As shown in Figure 12, all methods behave the same for
both measures. This was expected in our case (see Sec-
tion 3.3). The hexagonal lattice converges the fastest and
to the smallest value. Then our hierarchical approach, com-
bined with a lattice sampling initialisation, gives the best
results. It is interesting to notice that, because of the non
hexagonal boundary cells, no approach reaches the theoret-
ical optimal values (G2 = 0.08018 . . . and E2 = 0.221 . . .,
computed using Eq. (4)).
5.5. Computation time
Our algorithm is implemented in C++ and we use the CGAL
library [cga] for 2D constrained and 3D Delaunay triangula-
tions, and the libLBFGS library [ON10] for L-BFGS com-
putation. All computations were performed on an Intel Xeon
E5-2643 with 3.30 GHz CPU.
Computation times for our clipping method are shown in
Table 7. In particular, we have tested this method on com-
plex and badly triangulated objects and scenes to show its
efficiency and robustness, see Figure 13.
Computation times for our hierarchical approach with
random sampling initialisation (4 subdivisions) and for a
standard method combining a random sampling initialisation
and L-BFGS updates are shown in Table 8. Both methods are
computationally equivalent in 2D, but ours is faster in 3D.
This can be explained by the fact that in our approach the
first CVT is computed with a small number of sites, which
is very fast, while the next ones quickly converge since most
of the sites do not move much.
Object Fig. #V (k) #T (k) Sites (k) Time (s)
Homer 1 10 20 35 28.66
Ball 10 0.5 1 1 0.55
Bunny 11 10 20 50 30.06
Kitten 11 10 20 80 54.57
Armadillo 11 173 346 100 103.06
Ballgame 13 12.4 24.8 10 17.92
Dancer 13 15.1 30.2 5 10.52
Dragon 13 100 200 0.1 1.89
Dragon 13 100 200 1 6.14
Dragon 13 100 200 10 21.26
Dragon 13 100 200 100 99.09
CAD model 13 182 364 100 269.67
Table 7: Computation times for clipped Voronoi diagrams.
Other initialisation methods (Hammersley sampling and
lattice sampling) are usually more time-consuming since
finding the right density for a given number n of sites in-
side the object is difficult in practice. As stated before, the
computation time for the stochastic approach of [LSPW12]
depends on the number K of perturbations allowed. For a
standard value K = 200, we found it to be very time con-
suming (207.08s in the case of the 2D square with n = 1000
sites).
6. Conclusions and Future Work
We have introduced different contributions to CVT in two
and three dimensional spaces. A regularity criterion was de-
submitted to COMPUTER GRAPHICS Forum (6/2015).
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CVT (a) (c) (e) (g) (i)
G2(Ωi)×10−2 8.089 8.074 8.068 8.054 8.049
Energy function ×10−1 2.234 2.229 2.227 2.222 2.220
Table 5: Average regularity measure and CVT energy function value for CVTs depicted in Figure 9.
CVT (a) (c) (e) (g) (b) (d) (f) (h)
G3(Ωi)×10−2 8.025 8.025 8.022 8.022 7.980 7.976 7.975 7.965
Energy function ×10−3 4.324 4.325 4.324 4.325 1.471 1.470 1.470 1.468
Table 6: Average regularity measure and CVT energy function value for CVTs depicted in Figure 10.
1
Figure 11: More examples of comparaisons between a standard approach and our hierarchical one. From left to right: Input
object, Random sampling + L-BFGS update, Our approach with random sampling initialisation, Our approach with lattice
initialisation.
submitted to COMPUTER GRAPHICS Forum (6/2015).
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Figure 13: More examples of clipped (non Centroidal) Voronoi diagrams. Left: input triangulations. Right: clipped Voronoi
diagrams.
submitted to COMPUTER GRAPHICS Forum (6/2015).






Figure 9: (a,c,e,g,i) CVTs with 10025 sites. (b,d,f,h,j) Cor-
responding regularity histograms: each bin indicates how
many cells share a regularity measure comprised between
its boundary values. (a,b) Random sampling + L-BFGS
update. (c,d) Hammersley sampling [QSL∗12] + L-BFGS
update. (e,f) Our approach, random sampling initialisa-






Figure 10: (a,c,e,g) CVTs with 1000 sites in a sphere.
(b,d,f,h) CVTs with 5000 sites. (a,b) Random sampling + L-
BFGS update. (c,d) Hammersley sampling [QSL∗12] + L-
BFGS update. (e,f) Our approach, random sampling initial-
isation. (g,h) Our approach, lattice sampling initialisation.
Object Fig. Sites Method Time (s)
Square 8 1000 Standard 2.84
Hierarchical 2.16
Square 8 5000 Standard 10.85
Hierarchical 9.50
Star 9 2000 Standard 3.56
Hierarchical 4.91
Star 9 10000 Standard 26.94
Hierarchical 26.97
Ball 10 1000 Standard 521.86
Hierarchical 205.82
Ball 10 5000 Standard 1484.69
Hierarchical 665.01
Homer 1 50000 Standard 15720
Hierarchical 7860
Table 8: Computation times for CVTs of objects depicted in
Figures 8, 9, 10 and 1.
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(a)
(b)
Figure 12: Average cell regularity (a) and CVT energy func-
tion value (b) with respect to the number of iterations of the
CVT update, for the star shape displayed in Figure 9.
fined to evaluate the quality of CVTs. We also proposed a
hierarchical approach for generating CVTs with increased
regularities with respect to existing methods as well as a
new solution to clip Voronoi tessellations in 3D. Our ap-
proach can be used for CVTs in higher dimensional spaces,
combined with an adapted Voronoi clipping algorithm such
as [L1́4], although Gersho’s conjecture has not been proven
in this case. In future work, we may also consider extensions
of the approach to generalised CVTs such as for instance
weighted diagrams, power diagrams or Lp CVTs [LL10].
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Abstract
Current approaches to skeleton generation are based on topological and geometrical information only; this can
be insufficient for realistic character animation, since the location of the joints does not usually match the real
bone structure of the model. This paper proposes the use of anatomical information to enhance the skeleton. Using
a harmonic function, this information can be recovered from the skeleton itself, which is guaranteed not to have
undesired endpoints. The skeleton is computed as a Reeb graph of such a function over the surface of the model.
Starting from one point selected on the head of the character, the entire process is fast, automatic and robust; it
generates skeletons whose joints can be associated with the character’s anatomy. Results are provided, including
a quantitative validation of the generated skeletons.
Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism: Animation
1. Introduction
A common technique for animating a 3D model consists of
creating a hierarchical articulated structure, named skeleton
(or IK skeleton), whose deformation drives the deformation
of the associated model. The location and displacement of
the skeleton’s joints dictate how the model moves (see Fig-
ure 1 for an example). A skeleton attached to a 3D model
(usually represented as a mesh) can be either created by hand
or computed. In the case of the realistic animation of a char-
acter (be it a human, an animal or a made-up monster), the
first option is most often chosen by artists, although it is
a time-consuming task which needs a skilled user. Indeed,
professional artists may create an initial skeleton relatively
quickly, but often need to make many adjustments during
the rigging process because the skin is very sensitive to the
exact location of the skeleton’s joints: they often have to go
back and forth several times between skeleton skinning and
testing animation before getting it right. Automatic or semi-
automatic methods have several drawbacks: they often allow
little control over the result, they can produce noisy skele-
tons with unwanted joints, and most importantly they rely
on the topology and the geometry of the model only, which
is not sufficient for realistic animation where the anatomy of
the model does not completely match its geometry. For in-
stance, in most cases the spine of a character is close to its
back, while the corresponding axis in computer-generated
skeletons is usually centered within the body (see Figure 12).
Moreover, animation skeletons may have some joints which
do not match any anatomical part of the model but are useful
for animation purpose (e.g., on the head, see Figure 2).
Figure 1: Walking cat. These images are taken from an ani-
mation created using our harmonic skeleton (see the video):
joints deformation drives the mesh deformation.
This paper explains how to automatically, robustly and ef-
ficiently compute skeletons adapted to realistic character an-
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Figure 2: From left to right: a cat model, the computed harmonic graph with its symmetry axis, the computed harmonic skeleton
compared to a previously handmade animation skeleton.
imation, starting from a single point selected by the user on
the model. Generated skeletons match the ones that are cre-
ated by hand by professionals in most biped and quadruped
cases. Moreover, they carry anatomical information (that is
to say, we know which joint corresponds to which part of
the model), allowing a semantic decomposition of the input
meshes.
1.1. Related work
Numerous algorithms have been proposed to compute skele-
tons of 3D shapes from their geometry. Bloomenthal and
Lim [BL99] were among the first ones to point out that these
geometric skeletons can be converted to IK skeletons and
then used for animation purposes. However, to be useful for
animation, skeletons should be structured as graphs, whose
nodes correspond to the joints and whose edges correspond
to their hierarchy. This discards two-dimensional skeletons
such as the Medial Axis [Blu67].
Graph-like skeleton generation algorithms start either
from the boundary surface [KT03,LWM∗03,DS06,LKA06,
TVD06] of the input model, or from its inner volume [GS01,
WP02, CSYB05]. Methods working on a volumetric repre-
sentation of a model have a major drawback: only features
with a size greater than the voxel size can be taken into ac-
count. This often leads to computationally expensive algo-
rithms.
Katz and Tal [KT03] extract a skeleton from a meshed
model using a hierarchical decomposition of this mesh into
meaningful parts. Generated skeletons are star-shaped (they
contain a root joint, located in the center of mass of the
model, from which all other joints derive) and thus are not
suited for realistic animation. Lien et al. [LKA06] gener-
ate shape decomposition and skeleton simultaneously; the
skeleton is computed using centroids and principal axes of
the shape’s components, which gives a skeleton with geo-
metrically but not necessarily anatomically meaningful po-
sitions. The same problem appears with Dey and Sun’s ro-
bust skeleton computation from theMedial Axis [DS06]. Liu
et al. [LWM∗03] propose to use a repulsive force field to
position the joints. This method is quite slow (as reported
in the paper, it takes several minutes to compute the skele-
ton for a model containing about 10,000 triangles), and does
not guarantee that the result will capture all desired features.
Following Shinagawa et al. [SKK91], several authors have
proposed to use a mathematical tool called the Reeb graph
to capture the model’s topology, before possible refinements
to capture its geometry. A Reeb graph is defined with respect
to a mathematical function, and the result highly depends on
the choice of this function. In the next section, we precisely
define the Reeb graph and then list some existing methods
using this mathematical notion.
The algorithm we propose takes as input a triangle mesh.
It first computes a Reeb graph of this mesh, in a fast and
robust way (that is to say, the graph’s leaves are only the de-
sired ones). This abstract graph is then refined and embed-
ded in the 3D space in order to be useful for realistic char-
acter animation; this is made possible thanks to a semantic
decomposition of the model, given by the graph. Our algo-
rithm computes the skeleton of a model with several hundred
of thousand faces in no longer than a few seconds on a low-
end computer.
1.2. Mathematical background
Let f : M → R be a function defined over a 2-manifold M
with or without boundary (that is to say, a surface for which
each point has a neighboorhood homeomorphic to a disk
or half-disk). Level sets of f are the sets f−1(u) = {x ∈
M, f (x) = u}. Each of these sets, if it exists, can be con-
nected or not. For instance, on Figure 3, where f is a height
function, f−1(u) is connected for low and high values of
u, but is made of several connected components for values
around−0.7, 0 and 0.7. For some special values, the number
of connected components of the level set changes: these val-
ues are called critical values, and the corresponding points
x on the surface are called critical points. The Reeb graph
of f [Ree46] is a graph whose nodes correspond to these
critical points, and which encodes the connectivity between
them (see Figure 3). In particular, notice that the leaves of
the Reeb graph exactly match the local maxima and min-
ima of f . Mathematically speaking, the Reeb graph of f is
defined as the quotient space M/ ∼, with ∼ the following
equivalence relation onM:




f (x1) = f (x2)
and x1 and x2 belong to the same
connected component of f−1( f (x1))
More details about these notions can be found in e.g. [FK97].
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f
Figure 3: From left to right: a surface, some level sets of f ,
the Reeb graph of f .
A Reeb graph w.r.t. a triangulated surface with n edges
can be computed in O(n logn) time [CMEH∗03]. However,
the choice of the function f is a key issue in revealing infor-
mation about the surface, and several proposals have been
made in order to obtain a relevant graph: the distance on the
mesh to a source point [LV99], the integral over the mesh to
such a distance (in order to avoid the choice of the source
point) [HSKK01], a mapping function that highlights the
relevant features [TVD06], etc. Following an idea proposed
by Ni et al. [NGH04], we choose to find a “fair” function
f , whose extrema will be anatomically significant, by solv-
ing Laplace’s equation � f = 0. Steiner and Fischer did the
same [SF01], but their Reeb graph captured neither geomet-
rical nor anatomical features, only the topology of the model.
The main property of such functions f , called har-
monic functions, is their lack of extrema except at boundary
points [NGH04]. They also have the following property:
letM be a compact surface, BM its boundary and g :M→ R
a function; there exists a unique solution f : M → R to
the following system, called Laplace’s equation with non-
homogeneous Dirichlet boundary conditions:
�
� f (x) = 0 ∀x ∈M
f (x) = g(x) ∀x ∈ BM (1)
In our case, BM will be a (disjoint) set of vertices of the
mesh, corresponding to anatomically significant parts of the
model. We will compute the Reeb graph of the solution fBM ,g
to the previous system (1), for some function g which will
be described in section 2.1.1; thanks to the property of har-
monic functions, the leaves of this graph will exactly match
the chosen vertices: in other words, the graph is guaranteed
not to be noisy.
1.3. Algorithm overview
The Reeb graph of a function w.r.t. a surface is a pair (V,E)
with V a set of nodes and E ⊂V ×V a set of edges between
these nodes. It is minimal in the sense that there is no regular
node: each node has either one or at least 3 incident edges.
Moreover, nodes do not have 3D coordinates. Thus, in order
to construct a skeleton which is suitable for animation from
such a graph, we must embed it inR3, that is to say link each
node with 3D coordinates. Thus, our method first computes
a Reeb graph, then embeds it in R3. In the following, node
will refer to the graph while joint will refer to the skeleton
and vertex to the mesh.
Our algorithm runs in seven successive stages:
1. the endpoints of the desired skeleton are chosen by the
user or computed (however at least one of them, called
the source node/joint, must be manually chosen on the
head of the character);
2. the harmonic function f solving Laplace’s equation with
non-homogeneous Dirichlet boundary conditions is com-
puted;
3. the Reeb graph of f is computed with the algorithm de-
scribed in [CMEH∗03];
4. this graph, which we call a harmonic graph since f is
a harmonic function, is subsequently filtered to recover
the symmetry of the character’s morphology (i.e., overall
structure);
5. starting from the source node, the symmetry axis of the
graph is detected;
6. the harmonic graph is refined by inserting regular nodes
and embedded in R3: this gives us the harmonic skele-
ton, which carries anatomical information about the input
model (such as “this joint corresponds to the tail”);
7. additional heuristics are used in case the model is de-
tected to be a biped or quadruped with sagittally oriented
legs (this excludes amphibians, but includes most mam-
mals), in order to fit the IK skeleton that would be manu-
ally created by an expert. Although not presented in this
paper, equivalent heuristics can be defined for other kinds
of characters, such as birds or insects.
The contributions of this paper are the following:
• the computed skeleton is robust: endpoints are exactly the
ones that have been chosen, and two meshes represent-
ing the same model under two different postures generate
equivalent skeletons;
• our algorithm is fast and does not need user intervention,
except for the selection of the source joint at the very be-
ginning. However, controlling the skeleton generation is
possible, by manually choosing its endpoints or tuning
some parameters;
• our method gives a semantic decomposition of the shape
(which is used for the embedding process): we know
which part of the mesh corresponds to the head, the legs,
the trunk and the tail of the character;
• we propose standard skeletons (graphs and their embed-
dings) for bipeds and quadrupeds with sagittally oriented
limbs.
Moreover, in the case of quadrupeds, we have validated our
results not only visually but also by comparing parameters
with handmade animation skeletons. To our knowledge, this
is the first time a quantitative validation is proposed.
The organization of this paper is as follows: section 2 de-
scribes stages 1 to 4 of our algorithm, that is to say the com-
putation of the harmonic graph; section 3 explains the con-
struction of the harmonic skeleton from the harmonic graph,
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that is to say stages 5 and 6; in section 4, we detail the pro-
posed skeletons for bipeds and quadrupeds; we give results





The first stage of our algorithm is to choose the endpoints of
the skeleton; they will correspond to extremal joints. The
user must select one source vertex xsource on the head of
the character, which will give the source node of the graph.
We set f (xsource) = 0. Other endpoints should match rele-
vant anatomical features of the character that the user wants
to animate: hands, feet and possibly tail, ears, etc. These
endpoints can be either selected manually, or computed. In
the latter case, we try to find vertices x such that the dis-
tance d(xsource,x) on the mesh is locally maximum. Several
methods have been proposed to solve this problem: for in-
stance, Dong et al. [DKG05] choose to solve the Poisson
equation � f = −��x�; the algorithm proposed by Tierny
et al. [TVD06] can also be applied, but it does not use the
source vertex, which should be selected afterwards among
the detected feature vertices, hence it does not ensure this
vertex will be on the head of the character. The same prob-
lem arises when computing the average geodesic distance
function over the mesh, as did Zhang et al. [ZMT05]. In our
implementation, we use a fast and more straightforward so-
lution: g is defined as a geodesic distance to xsource; we use
Dijkstra’s algorithm to compute shortest paths on the mesh
from the source vertex to all other vertices, as proposed by
Lazarus and Verroust [LV99]. This method, as Dong’s, has
one drawback: multiple neighboring local extrema can be
found in almost flat regions. We propose a solution to clus-
ter these extrema, which will be discussed in section 2.2.
For each extremum vertex x (be it manually or automatically
chosen), the value f (x) is set to the length of the shortest
path from the source vertex, as computed by Dijkstra’s al-
gorithm (it could also be set to the value given by Dong’s
method when using this algorithm). Doing so, the harmonic
function f can be seen as a smooth approximated distance to
the source vertex over the mesh.
2.1.2. Solving Laplace’s equation
Once the boundary conditions to Laplace’s equation are set,
the system (1) is solved using a classical finite elements
method of P1 type (the function f , defined for each vertex, is
linearly interpolated inside each triangle). Since the assem-
bled matrix is very sparse, computation can be done very
efficiently (e.g. using the SuperLU solver [DEG∗99]).
2.1.3. Generating the graph
The Reeb graph of f is then computed using Cole-
McLaughlin’s algorithm [CMEH∗03]. This algorithm re-
quires f to be aMorse function: this basically means that two
neighboring critical points should have two different values
for f . To ensure this property, we check if all vertices on
the mesh have different values. If several vertices x1, . . . ,xk
have the same value f (x1) = . . . = f (xk), we order them and
change their values slightly.
2.2. Graph filtering
2.2.1. Recovering the shape’s symmetries
Even if the model is symmetric, Cole-McLaughlin’s algo-
rithm may generate a non-symmetric graph, because the
source vertex may not be located exactly on the symmetry
plane or axis. We propose here a simple way to recover these
symmetries.
Each node n of the graph G is assigned with the value
f (x), where x is the critical vertex on the surface correspond-
ing to n. Now, let us give weights to the edges of G. Let
(n1,n2) be an edge of G. (n1,n2) is balanced by the follow-
ing weight:
w(n1,n2) =






Considering f as an approximated distance to the source ver-
tex over the mesh (see section 2.1.1), w(n1,n2) represents
the normalized difference between the distance to the source
vertex of two “topologically close” vertices. If w(n1,n2) is
small, this means that the corresponding vertices x1 and x2
are approximately at the same distance to the source vertex,
and are also located in the same topological area (they are
not necessarily geometrically close to each other). Thus, in
order to recover the shape’s symmetries, we propose to filter
the graph by collapsing every internal edge with a weight
lower than a given threshold t1. We do not collapse edges
containing a leaf node, since this could remove small fea-
tures.
Notice that we can recover not only geometrical symme-
tries of the model, but alsomorphological ones: for instance,
the octopus model of Figure 4 is not symmetric, geometri-
cally speaking, because its tentacles are not in the same po-
sition; it can however be regarded as morphologically sym-
metric, because these tentacles have the same size and are
regularly placed around a symmetry axis. As shown on the
same model, we can recover not only symmetries w.r.t. a
plane but also symmetries w.r.t. an axis.
2.2.2. Removing irrelevant extrema
As explained in section 2.1.1, it may happen that too many
extremum vertices are computed. In order to remove irrel-
evant extrema, since extrema correspond exactly to the leaf
nodes of the graph, we propose to remove the external edges
(that is to say edges containing a leaf node) with a weight
lower than a given threshold t2, together with their nodes.
However, these edges should be removed carefully (see Fig-
ure 5): in order to avoid extra deletion of edges, they should
first be ordered by increasing weight.
c� Association for Computing Machinery, Inc. 2007.
G. Aujay, F. Hétroy, F. Lazarus & C. Depraz / Harmonic Skeleton for Realistic Character Animation
Figure 4: Left: non-symmetric graph obtained from a model
containing a symmetry. Middle: the same graph after filter-
ing (t1 = 0.007). Right: refined harmonic skeleton.
Figure 5: Deletion of edges whose weight is lower than or
equal to t2 = 0.15. Top: without weight ordering. Bottom:
with weight ordering.
Both thresholds t1 and t2 can be set by the user, but they
can also be computed. Indeed, unwanted edges usually have
very small weights compared to the others’, since they can
be seen as noise while the others are associated with feature
sizes. Thus, a statistical analysis upon all the edge’s weights
can help to set these parameters.
3. Harmonic skeleton
The harmonic graph gives the topological structure of the
model. This is not enough to get an animation skeleton: we
need to add 3D coordinates to its nodes, which will repre-
sent the joints of the skeleton; we may also need to refine
the graph. Previous methods constructed the skeleton from
a Reeb graph using only topological and geometrical infor-
mation from the model, which is often not sufficient for real-
istic animation. We propose to take benefit from anatomical
information to design the skeleton; this information will be
recovered from the harmonic graph, knowing that the source
vertex was chosen on the head of the character. In this sec-
tion, we explain how to detect symmetries of the model’s
morphology on the graph and propose a skeleton in general
case. In the next section, we show how to improve this gen-
eral skeleton in the case of biped and quadruped characters.
3.1. Symmetry axis detection
We suppose here that the character’s morphology is symmet-
ric. This is often the case: typically, the model has two or
four legs, two ears, and the head and the tail (if it exists) are
centered with respect to the legs. Thus, the harmonic graph
should also be symmetric with respect to an axis (or a node,
but a node can be considered as a degenerate case of an axis).
We propose here a heuristic to recover this symmetry axis
starting from the source node, which is located on this axis
since its corresponding vertex is supposed to be on the head
of the character.
Finding symmetries on a graph is a NP-complete prob-
lem; that is why we must make some hypotheses about the
graph to get an efficient algorithm. Several restrictions have
been proposed in the graph theory community [DeF99]; we
describe here a simple iterative algorithm based on the 3 fol-
lowing assumptions:
1. the source node is located on the symmetry axis;
2. the harmonic graph is actually a tree, i.e. it does not con-
tain any cycle;
3. two subtrees are isomorphic if they have the same depth
and if their root nodes have the same degree (that is to
say, the same number of child nodes).
The two last hypotheses are relevant for our application,
since harmonic graphs are usually simple: they are made of
one node for the head, one node for each leg, possibly one
extremal node for the tail, for each ear and/or each wing
and/or each finger, and that is usually all.
We use n0 to denote the source node of the harmonic
graph, and (n0,n1) = e0 as its incident edge: e0 is on the
symmetry axis. n and n� denote nodes of the harmonic graph,
whereas e denotes an edge. Our algorithm proceeds as fol-
lows:
• e = (n,n�)← e0 = (n0,n1)
• while e �= NULL loop
– add e to the symmetry axis;
– let e1 = (n�,n�1),e2 = (n
�,n�2), . . . ,ek = (n
�,n�k) be the
incident edges to n�, excepting e;
– for each node n�j, let Tj be the subtree of G whose root
node is n�j and which does not contain n
�;
– store the Tj into sets S1, . . . ,Sl of isomorphic trees,
according to assumption number 3;
– if ∃!Si which contains only one tree Ti then e← ei =
(n�,n�i)
– else e← NULL
– end if
• end loop
Figure 6 shows the successive steps of the algorithm on
an example. It adds edges to the symmetry axis iteratively,
discarding subtrees of the harmonic graph that are symmet-
ric w.r.t. the computed part of the axis. Note that if several
sets Si containing one tree exist at the same time the algo-
rithm stops, because it cannot tell which tree has its root on
the axis. This algorithm can be applied not only to the har-
monic graph G, but also to subtrees of G, in order to find
non-principal symmetries. We can thereby obtain a hierar-
chy of symmetries, like [SKS06].
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(a) (b) (c) (d)
Figure 6: Symmetry axis detection. (a) Initialization
(b) First step: T1 and T3 are isomorphic trees, and T2 is not
isomorphic to any other known tree: e2 = (n1,n�2) is on the
symmetry axis. (c) Second step: T1 and T2 are isomorphic,
there is no candidate tree to process further on, so the algo-
rithm stops. (d) Detected symmetry axis.
3.2. Simple embedding
Finding an appropriate embedding for each node of the har-
monic graph is not a trivial task: even if each extremal node
can be embedded onto the corresponding vertex on the mesh,
this is not always possible for internal nodes, since they
may have more than one corresponding vertex (Figure 7 (a)).
Moreover, it is often more relevant to embed an internal node
inside the model than on the surface. Before giving details
about how internal nodes will be embedded inR3, we should
explain how regular nodes (nodes with exactly two incident
edges) that will be inserted to the graph will be embedded.
Let u be a regular value of f (that is to say a non-critical
value), let f−1(u) be its level set, and let C be a connected
component of f−1(u). C is a simple closed curve made of
segments whose endpoints p1, p2, . . . , pk, pk+1 = p1 inter-
sect the edges of the mesh. We define the center of C as the













We embed a regular node with value f (u) onto the center of
its associated connected component C. This choice is more
relevant that the center of mass of the points pi, since the
result is less dependent on the surface’s discretization level.
Now, here is the algorithm we propose in order to embed
an internal node n:
1. split each incident edge (n,ni) to n in two, by inserting a
new node n�i ;
2. assign the value f (n)+ ε or f (n)− ε to each n�i , depend-
ing whether f (n) < f (ni) or f (n) > f (ni) (ε should be a
small scalar value, lower than the lowest weight among
the graph’s edges);
3. since each node n�i is a regular node, embed it as ex-
plained before;
4. determine which nodes among these are on the symmetry
axis:
(a) (b)
Figure 7: (a) Some nodes may have more than one corre-
sponding vertex on the mesh. (b) Added regular nodes and
possible embedding for internal nodes with 3 incident edges.
• if there is none, embed n onto the center of mass of
the n�i’s embeddings;
• if there is one, embed n onto the embedding of this
node n�k;
• if there are two (three or more is not possible), choose
one of them, embed n onto its embedding and remove
the other node from the graph;
5. finally, freeze the new edges (n,n�i): this means that if one
node’s embedding is subsequently modified, the other
should be modified the same way.
Figure 7 (b) shows the possible embeddings for internal
nodes with 3 incident edges. Freezing edges has an impor-
tant meaning: some degrees of freedom are removed for
some joints of our animation skeleton, and freezing allows
us to mirror the effect of bones such as the clavicle or the
pelvis.
3.3. Joint hierarchy
Embedding the graph’s nodes inR3 is not sufficient to get an
applicable animation skeleton: we should also define a joint
hierarchy. This can easily be done using the detected sym-
metry axis on the harmonic graph: the base joint can corre-
spond to any node on this axis, then other joints recursively
come from it. Common base joint choices include the head,
that is to say the source joint, a node on the symmetry axis
with a mean value for f , or the pelvis, which is the last node
on the symmetry axis with at least three incident edges.
Once we have set up this hierarchy, we can use our embed-
ded and augmented harmonic graph, which we call harmonic
skeleton, as animation skeleton: nodes will be used as joints.
The direction of the symmetry axis (or more precisely, of
its embedding) can be used to set up the initial orientation of
each joint. Moreover, additional joints can be added in a very
simple way as regular nodes on the graph, with the embed-
ding described in section 3.2. The value for f corresponding
to a new joint, and hence its exact location, can be either set
up by the user, or computed as the mean value between the
two values of the edge’s nodes (this is our default choice), or
even computed so that the joint fits some geometrical feature
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(e.g. local minimum of the gaussian curvature, as proposed
by [TVD06]).
4. Adapted embedding for bipeds and quadrupeds
In this section, we explain how the previously computed
skeleton can be modified in order to better fit biped or
quadruped mammals. Equivalent heuristics can be devel-
oped for other kinds of characters. These heuristics rely on
semantic information about the model’s anatomy associated
to each joint of the skeleton, which can be recovered since
the source joint corresponds to the head of the character and
all skeleton extrema are known (see Figure 8 (a)). First, we
propose a heuristic to check if the skeleton corresponds to a
biped or a quadruped model.
4.1. Biped/quadruped discrimination
In the case of a biped or quadruped character, the computed
harmonic graph should be as described in Figure 8 (a): the
symmetry axis should have at least 2 nodes with at least 3
incident edges. The last of these nodes P matches the pelvis,
and the previous one S matches the shoulders (we can have
others, matching for example the ears). Since P and S have 3
or 4 incident edges, we know from section 3.2 that the ones
not on the symmetry axis have been frozen: let P1, P2, S1 and
S2 be their other endpoints; these nodes correspond to the be-
ginning of the leg bones (when the subtree corresponding to
the tail is isomorphic to the back legs, P1 and P2 are cho-
sen among the three children of P so that |SP.(PP1×PP2)|
is maximum). We can now define 3 unit vectors: the spine
direction Spine= SP�SP� , a unit vector NP normal to the trian-
gle PP1P2 and a unit vector NS normal to the triangle SS1S2.
Since edges PP1,PP2,SS1 and SS2 are frozen with f (P1) ≈
f (P2) ≈ f (P) and f (S1) ≈ f (S2) ≈ f (S), we say that the
model is a quadruped if |Spine.NP| ≈ 1 and |Spine.NS| ≈ 1,
and a biped if |Spine.NP| ≈ 0 and |Spine.NS| ≈ 0 (see Fig-
ure 8 (b) and (c)). In the other cases, we cannot conclude.
(a) (b) (c)
Figure 8: (a) Minimal harmonic skeleton for a biped or a
quadruped model. The symmetry axis is colored in purple
and frozen edges are colored in orange. (b,c) Spine, NP and
NS vectors for quadrupeds and bipeds.
Actually, this heuristic is well-adapted for most
quadrupeds, but not all. Indeed, vertebrate terrestrial
quadrupeds can be classified into two groups, according to
the orientation of their leg bones (see Figure 9): in the case
of amphibians these bones approximately lie in a transversal
plane (plane with constant altitude), while in the case of
most mammals they lie in a sagittal plane (orthogonal to
S1S2 and P1P2). While our test is adequate for “sagitally
oriented” quadrupeds, it can fail for amphibians, for which
the result can be the same than for bipeds: |Spine.NP| ≈ 0
and |Spine.NS| ≈ 0.
(a) (b)
Figure 9: (a) Schematic skeleton of an amphibian: the leg
bones are in a tranversal plane (z = cst). (b) Mammal case:
they are in a sagittal plane (x = cst).
4.2. Biped embedding
If the character has been detected as a biped, we propose a
special refinement of the harmonic skeleton. This refinement
starts with the addition of several nodes to the graph:
• the spine, that is to say the edge SP, is subdivided into 4;
• a new node N is inserted on the symmetry axis before S;
• a new node J is inserted before N, and a new edge JM is
added from J (M is a new extremum of the graph);
• each arm and each leg is subdivided into 3 edges;
• if there is a tail, it is subdivided into 4 edges.
The goal of this refinement is to match what would have
created an artist. The nodes added to each arm will match
elbows and wrists, while the nodes added to each leg will
match knees and ankles; N will match the base of the neck, J
the jaw andM the mouth. Notice that the source node andM
do not match any real joint: these are in fact useful to better
control the movement of the head and its size. We choose
not to add edges for the rib cage, as it is not usually modeled
for IK skeletons.
In order to shift some node embeddings and to embed the
newly inserted nodes, we first give a reference frame to the
model. This reference frame is defined by the previously in-
troduced unit vector Spine, the unit vector P1P2�P1P2� and the
unit vector Spine× P1P2�P1P2� , which gives the front-to-back (or
back-to-front) direction. We can then embed newly inserted
nodes, such as the nodes of the spine which can be slightly
moved backward. To mimick what an artist would do, we
have also chosen to unfreeze the SS1 and SS2 edges,and to
embed S1 and S2 ahead of the embedding of S, in order to
match clavicles. Regular nodes can be embedded either us-
ing a mean Euclidean position or a mean value for f w.r.t. the
embeddings of their edge’s endpoints, or fitting some geo-
metric criterion, such as proposed by [TVD06]. The last so-
lution can be particularly adapted for neck and wrists, which
match constrictions of the shape.
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4.3. Quadruped embedding
Automatic animation skeleton generation is much less de-
veloped for four-footed animals than for bipeds. In order
to refine the harmonic skeleton for parasagittally oriented
quadrupeds, we based our work on the reference animation
skeletons proposed by [RFDC05]. These IK skeletons were
constructed by hand, from anatomical references [Cal75].
We add the same nodes to the harmonic graph as for bipeds,
except that each front leg is subdivided into 5 edges, each
back leg into 4 edges, and instead of having 2 edges between
J and S (JN and NS), we have 5: the 4 added nodes will
match the first, the second, the fourth and the seventh (which
is the last) cervical vertebrae. We also subdivide the edge
starting from the source node in 3; the first inserted node J�
will match the jaw, while this time J will match the cranium.
As for bipeds, M does not match any real joint and is useful
to control the head’s size and its movement. It will be put on
top of the head of the character. We use the same reference
frame as for biped embedding; here is how some of the joints
are embedded: P is lifted up along the Spine× P1P2�P1P2� direc-
tion from the simple embedding position (the center of its
connected component for f−1( f (P))) in order to be close to
the back; nodes on SP are also lifted up, and so are S1, S2, P1
and P2; S is lifted up in order to match the pelvis’ height; the
first inserted nodes on each leg are moved along the −Spine
direction. We found that the best choice to embed the node
J was near the neck constriction (actually a bit closer to the
source joint); its value for f and exact location depends on
the neck length. Finally, a simple solution for J� is along the
−Spine× P1P2�P1P2� direction from J, close to the chin.
5. Results and validation
Figures 2 and 10 to 12 show harmonic skeletons computed
with our method. In these cases extrema have been selected
by hand, because automatic computation of the extremal fea-
tures can be quite slow. Thus, the threshold t2 has not been
used (it has been set to zero). No fine tuning of t1 has been
necessary: for almost all models, setting t1 between 0.001
and 0.150 is sufficient. Except the selection of the extrema
and t1, the entire process is automatic; no post-processing
has been applied.
5.1. Biped and quadruped embeddings
Figure 11 shows the harmonic skeleton computed from a
biped model, compared with a standard handmade skeleton
(from Autodesk’s Maya software). We have not modeled the
rib cage, as explained before. As for the other models, the
symmetry axis is colored in purple and frozen edges are col-
ored in orange. Even though the graph is more complex than
the minimal harmonic graph for a biped (Figure 8 (a)) be-
cause we decided to model the fingers, the symmetry axis
has been correctly detected. Another biped skeleton is shown
on the right of the figure. We have chosen to embed extremal
nodes onto corresponding vertices on the mesh, but we could
have easily embedded them inside the model instead, using
a close but regular value for f and the definition (3) of the
center of a connected component.
Results on two quadruped models are shown on figures 2
and 12. The cat’s tail is not considered as part of the sym-
metry axis, since its corresponding subtree on the harmonic
graph is isomorphic to the back legs. Our algorithm provides
animation skeletons close to the model’s anatomy and to tra-
ditional IK skeletons. Nevertheless, some joints may need to
be slightly displaced for better animation, particularly in the
head. It is also noticeable that the very beginning of the tail
is actually included in a frozen edge; this is correct since it
corresponds to the first coccygeal vertebrae which are indeed
attached to the sacrum [Cal75].
Our harmonic skeletons have been used for animation, as
can be seen on Figure 1 and on the accompanying video.
5.2. Robustness
Figure 10 shows the robustness of the skeleton generation
w.r.t the pose, mesh deformation and source vertex location.
Two different poses of the same character generate the
same graph, with approximately the same values for f on
each node, as long as the model is not stretched from one
to the other. The reason is twofold: we are guaranteed that
the extremal nodes correspond to the selected or computed
extremal vertices, and f can be approximated as a distance
over the mesh to the source vertex. Then, the embedding is
most often the same since it does not depend on the leg ori-
entation, for instance: it depends mostly on the computed
reference frame, which is the same except if the back has
been bended. It can also depends on the surface’s local ge-
ometry, if we use constrictions to fix some joints such as the
neck and wrists.
If the pose deformation is not isometric, we cannot be sure
to get the same harmonic graph, from a theoretical point of
view. However, stretching or shortening one leg in a homo-
geneous way does not change neither the graph nor its em-
bedding, since for instance the ratio forearm length over arm
length is not modified.
Figure 10: Robustness of the skeleton generation w.r.t the
pose (left), mesh deformation (middle) and the source vertex
location (right). Compare to Figure 11.
Our skeleton computation is also very robust w.r.t the
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Figure 11: Comparison on a standard biped model, MayaHuman, between a standard IK skeleton (left) and our harmonic
skeleton (middle left). Middle right: hand close-up; right: harmonic skeleton for another biped model, MaleWB.
[Liu et al. 2003] [Lien et al. 2006] [Tierny et al. 2006] Our method Horse anatomy
Figure 12: Comparison on a horse model between several methods. Images are taken from the papers; the right image is taken
from Wikipedia.
source vertex location, as long as it is chosen on the head:
even if it is not on the character’s symmetry plane, the sym-
metry axis of the harmonic graph is recovered; then, since
the embedding we propose does not depend on the source
vertex location, it does not change.
5.3. Quantitative validation
To prove that our approach is useful, we have carried out a
quantitative validation of our results: since [RFDC05] intro-
duced parameters to define quadruped’s skeletons (back and
front leg height – or similarly spine tilt – and neck length,
normalized by the spine length), we compared their values
between our skeletons and IK skeletons, handmade from
anatomical reference. Results for 6 models are provided in
Table 1; in most cases our embedding of nodes S and J is
correct, resulting in similar values between harmonic skele-
tons and IK skeletons for front leg height and neck length.
The location of the pelvis is sometimes low in our harmonic
skeletons, which explains the greater difference for back leg
height.
5.4. Computation time
The Table 2 gives computation times for 5 models on a stan-
dard PC with a 2.4 GHz Pentium 4 processor. Even for a
dense mesh, our algorithm generates the skeleton in less than
1 minute. The memory requirement is also low: at most 350
MB for a model made of 300,000 faces, 1.5 MB for a model
with 15,000 faces (including the storage of the mesh). Most
of the time is spent on the harmonic function computation;
graph computation is then done inO(n logn) time for a mesh
with n faces [CMEH∗03], and embedding is done in nearly
linear time because we only compute ray/mesh intersections
for some joints in order to get their distance to the mesh, and
the number of joints does not depend on the mesh’s com-
plexity.
Mesh Back leg Front leg Neck
Harmo. IK Harmo. IK Harmo. IK
Cat 1.2 1.3 1.2 1.2 0.4 0.4
Cow 1.0 1.1 0.9 0.9 0.3 0.4
Dog 1.3 1.3 1.1 1.2 0.5 0.4
Elephant 1.4 1.6 1.4 1.4 0.3 0.3
Horse 1.3 1.7 1.4 1.6 0.7 1.0
Panther 1.0 1.1 0.9 1.0 0.4 0.5
Table 1: Parameter comparison between our harmonic
skeletons and hand-built IK skeletons.
Mesh Nb. faces Graph Embedding Total
Cat 2,566 0.085 0.108 0.193
MayaHuman 14,118 0.634 0.139 0.773
Octopus 33,058 1.393 0.061 1.454
Horse 96,966 6.268 3.525 9.793
MaleWB 296,272 30.816 5.230 36.046
Table 2: Computation time (in seconds) for some meshes.
6. Conclusion
In this paper we have presented a fully automatic method to
compute an animation skeleton from a 3D meshed model in
c� Association for Computing Machinery, Inc. 2007.
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a few seconds after the selection of an initial point. In the
case of most bipeds or quadrupeds, this skeleton fits the ani-
mation skeleton that would be hand-built by an expert start-
ing from anatomical boards, and is thus adapted for realistic
animation. The main idea is to construct the Reeb graph of
a harmonic function, which gives the overall morphological
structure of the model (especially its symmetry axis), then to
refine and embed it using anatomical information. There are
two main restrictions on the input mesh: it should be a trian-
gulated 2-manifold (with or without boundary), and, in order
to recover the symmetry axis of the shape’s morphology, it
should not have handles (otherwise the Reeb graph contains
cycles). Although the method is fully automatic, the user can
control the skeleton generation by tuning a few optional pa-
rameters. This tool has been designed both to help artists and
to allow non-experts to quickly generate skeletons which can
be used for realistic character animation. Computed skele-
tons can be edited and refined, for instance to add joints that
correspond to wings or to the trunk of an elephant.
Given this skeleton generation process, we see three
promising research directions. First, each vertex of the mesh
is related to the joints of the skeleton, since we have given
values for the harmonic function to the graph’s nodes, and
hence the skeleton’s joints; these relations may be used to
enhance skinning weights. Second, our semantic decompo-
sition of the graph may also be used to define heuristics that
give adapted skinning weights: weights may vary according
to the meaning of neighboring joints. It may also help for
automatic mesh segmentation into anatomically meaningful
regions. Finally, even if not embedded to match the model’s
anatomy, the harmonic graph may be useful for other appli-
cations (e.g. shape matching), since its construction is robust
and does not create unnecessary nodes.
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Abstract: In this paper we propose a simple framework to compute flexible skinning weights, which allows the creation
from quasi-rigid to soft deformations. We decompose the input mesh into a set of overlapping regions, in a
way similar to the constructive manifold approach. Regions are associated to skeleton bones, and overlaps
contain vertices influenced by several bones. A smooth transition function is then defined on overlaps, and is
used to compute skinning weights. The size of overlaps can be tuned by the user, enabling an easy control of
the desired type of deformations.
1 INTRODUCTION
Skeletal animation is a widespread technique to deform
articulated shapes. It uses a joint hierarchy called skeleton;
during the animation, joints are translated and/or rotated
then each vertex of the shape (usually represented by
a mesh) is deformed with respect to the closest joints.
The process that describes the skin deformation is called
skinning. Many skinning techniques attach joint (or bone)
weights to each vertex of the mesh; a weight specifies
the amount of influence of the corresponding joint on
the vertex. Defining proper values for joint weights is
often time-consuming for the animator. Usually, weights
are defined using the Euclidean distance between the
vertices and the joints. A basic painting tool (or equivalent)
can be applied manually to quantify which vertices are
influenced by a given joint. Careful manual tuning is then
required to set up weights that give the desired deformation.
In this paper, we propose a simple framework to auto-
matically compute skinning weights, with a user control
on the type of deformation. We get inspiration from
the concept of constructive manifold atlas (Grimm and
Zorin, 2005). Contrary to piecewise modeling, an atlas
allows to construct a surface from pieces of surface which
overlap substantially instead of abutting only along their
boundaries. As a consequence, when one piece is stretched
or moved, the overlapping pieces follow this deformation
or motion. We use this idea to compute skinning weights
for any shape, proceeding in two steps. Firstly, a covering
of the mesh, with regions associated to skeleton bones, is
defined (Section 3). This covering can be controlled on
the overlapping areas. Secondly, a partition of the unity
is defined on this covering for each vertex of the mesh,
providing the weights for the skinning (Section 4).
Our weight computation scheme is both simple and fast.
Control is easy since only one parameter has to be tuned
in order to move from a quasi-rigid deformation to a soft
one, and no manually tuned example nor additional tool is
required as input. We demonstrate the effectiveness of our
framework on a set of examples (Section 5).
2 RELATEDWORK
2.1 Flexible skinning
Most skinning weight computation methods try to generate
ideal weights for realistic character animation. They can
rely on geometric features, such as the medial axis of the
object (Bloomenthal, 2002) or a mesh segmentation (Katz
and Tal, 2003; Attene et al., 2006), or on example poses
(e.g. (Merry et al., 2006; Wang et al., 2007; Weber et al.,
2007)). An increasingly popular solution is to solve a heat
equation for each joint in order to automatically set the
weights associated to this joint (Baran and Popović, 2007;
Weber et al., 2007). However, these solutions usually do
not allow for flexible skinning.
To the best of our knowledge, only a few skinning methods
allow different kinds of deformations. One of them is to
(a) (b)
(c) (d)
Figure 1: Rest pose, medium deformation and large deformation around an elbow. K = 0.1,0.5,1.0 and 2.0 for (a), (b), (c)
and (d) respectively. Overlap areas are shown in black. Overlaps and weights were computed using a geodesic distance, and
deformations were created using the technique of (Kavan et al., 2007).
use spline-aligned deformations instead of the traditional
Linear Blend Skinning (LBS), which can be mixed with
user-designed deformation styles (Forstmann et al., 2007).
Another solution is to compute the set of possible new
locations for a vertex deformed with LBS and let the user
choose the one he wants (Mohr et al., 2003). Recently,
Rohmer et al. proposed a local volume preservation
technique which enables the creation of both rubber-like
and realistic deformations for organic shapes, depending
on the correction map applied to skinning weights (Rohmer
et al., 2008). The solution we suggest is more flexible in
the sense that any deformation, from quasi-rigid to soft,
can be created, and any skinning method can be used: for
instance LBS, (Merry et al., 2006; Kavan et al., 2007). It
also lies in the general (rigid) skeleton-based animation
framework, and do not need the creation of new tools such
as spline curves.
Our method can be related to the “mesh forging” approach
of Bendels and Klein (Bendels and Klein, 2003), except that
we propose a Hermite function as a transition function be-
tween two bones, while they let the user draw the function.
2.2 Modeling with an atlas
Surface modeling with an atlas has properties which
lends itself to the skinning problem. Indeed constructive
manifold definitions (Grimm and Zorin, 2005) represent
a surface as a set of blended embedded planar disks.
The blending is performed as a convex combination
whose weights are defined as a partition of the unity
overall the planar disks. Hence the surface is made up
with 3D regions which overlap substantially and are
glued together. As a consequence, when an embedded
planar disk is stretched or moved, the overlapping re-
gions are stretched or moved accordingly. Defining such
a set of regions per joint of the skeleton provides a skinning.
However, this construction makes sense only if the planar
disks are linked together with transition functions. These
functions indicate which embedded points have to be com-
bined together in the blending process. To do so, either a
proto-manifold associated with a mesh with a large number
of pieces (at least one per vertex) is defined (Grimm and
Hughes, 1995; Navau and Garcia, 2000; Ying and Zorin,
2004), or a pre-defined manifold with a small number of
pieces, but in general not adapted to the particular geometry
to be represented is used (Grimm, 2004). These construc-
tions target a global highly-continuous parameterization of
the surface. This implies major contraints on the definition
of the transition functions. Reversely, an atlas can be con-
structed from the final surface to be represented. The global
parameterization of the surface is used for high-quality
sampling, texture mapping or reparameterization (Praun
et al., 2000). In this case again, the components of the atlas
have to be defined explicitly and with continuity constraints.
Real-time constraints impose to deal with small structures
and to consider meshes as C0-surfaces. Hence, we propose
to adapt this parameterization-oriented framework onto a
lighter one, sufficient for skinning and providing a better
control on the overlapping influences of different skeleton
bones than other skinning algorithms.
3 C0 ATLAS DEFINITION
Our work takes as input a closed mesh and an embedded
animation skeleton. As stated in Section 2.2, we adapt the
manifold modeling with an atlas onto a lighter framework
sufficient for skinning. Following constructive manifold ap-
proach, we decompose the mesh into overlapping regions.
Despite the fact that these regions are not necessarily home-
omorphic to discs, they will be interpreted as charts with
transition functions implicitely defined by the shared faces.
In order to control these overlapping areas, we first segment
the mesh into a partition of regions associated to skeleton
bones, and then stretch these regions onto a covering of
the mesh. Note that regions are not restricted to cylindri-
cal shapes with at most two boundaries.
3.1 Initial mesh segmentation
To decompose the mesh into overlapping regions, we need
as a preprocess its segmentation into regions associated to
skeleton bones. Any skeleton-based segmentation method
can be used, such as for instance (Katz and Tal, 2003;
de Goes et al., 2008) which also use segmentation to
create animations. In our implementation, we use a simple
yet robust automatic mesh segmentation algorithm. Our
approach is to first find the boundaries of the regions, which
should be associated to skeleton joints since regions are
associated to skeleton bones. The boundary B associated
to joint J is defined as the intersection between the input
mesh and a plane P going through J and orthogonal to
a plane Q (see Figure 2). Q is defined by the two bones
incident to J. In case more than two bones are incident
to J (this is for instance the case of the pelvis joint for
a human model), we can use the skeleton’s hierarchy to
select two of them. There is an infinite number of possible
planes P, but each one can be defined by its normal n,
which lies in the plane Q. In practice we compute a
discrete set of planes P0, . . . ,Pk−1, by selecting a random n0
normal vector and then rotating it around J with an angle
2πi/k,1 ≤ i < k. Then we keep the plane such that the
length of the corresponding boundary curve B is minimum.
Figure 2: Each boundary is defined with respect to a plane
P going through a joint J.
Although this method is quite simple, it provides segmen-
tations which are robust to noise on the input mesh, to the
initial pose of the character and to the location of joints, as
can be seen on Figure 3. Once again, we emphasize that
any other skeleton-based segmentation method can be ap-




Figure 3: Segmentation results for (a) a human model, (b)
the same model with a different pose (and no hand nor arm
joint in the skeleton), (c) the same model with different right
shoulder and left hip joint locations, and (d) the same model
with noised vertex locations.
3.2 Overlap generation
We now describe how we generate a mesh decomposition
into overlapping pieces from this segmentation.
Suppose that the mesh M is decomposed into r regions
{Rj}rj=1; we note {Bi}bi=1 the b boundaries between these
regions. Besides, each Bi has 2 adjacent regions denoted by
Ri1 and Ri2 ; each Rj has m boundaries, denoted by {Bj,k},
with ∀ j,k,Bj,k = Bk, j. Generation of overlaps consists
in growing each region Rj into a new region R�j with a
distance criterion: R�j is connected and Rj ⊂ R�j. This is
done by integrating vertices of neighbouring regions to
R�j. Thus, each boundary Bj,k of Rj is modified into a new
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k, j are in the overlap area
of R�j and R
�
k. Note that a whole region R
�
k may belong to
the overlap area of a neighbouring region R�j (see Figure 4).
To compute the overlap areas, we compute for each vertex
v of the mesh its distance to all Bj,k, and we let the user
choose a size parameter K. Then, we use the length L j,k of
Bj,k as the criterion to generate the overlap area between
R�j and R
�
k: we mark each vertex with distance to Bj,k
lower than K ∗ L j,k/π as in this overlap area. (Baran and
Popović, 2007) claims that the range of a transition between
two bones (that is to say, the area of the region where
vertices are influenced by both bones) must be roughly
proportional to the distance from the joint to the surface.
This corresponds to K = 0.5.
In our implementation, the same parameter is used for all
areas, but other solutions can be applied: for instance, K can
be chosen according to the type of skeleton joint, in case se-
mantic information is attached to joints (Aujay et al., 2007).
Different kinds of distances can be used: Euclidean dis-
tance, approximated geodesic distance or distance based on
a harmonic function, for instance. We tested several of them
and discuss results in Section 5.2.
4 COMPUTATION OF SKINNING
WEIGHTS
In the manifold constructive approach, a partition of
the unity defined on a proto-manifold is used to blend
embedded pieces. In the same way, we define skinning
weights as a partition of the unity on the covering defined
in Section 3.
We define weights that depend on the mesh covering
{R�j}rj=1 defined in Section 3.2. In each extended region R�j
a distance map d j(v) is specified. It gives to every vertex v
of the region R�j its distance to the boundary of the region
(computed as the lowest distance from v to all B�j,k). As in
Section 3.2, this can be a Euclidean or geodesic distance, or
anything else. We tested Euclidean, approximated geodesic
and harmonic distances; see Section 5.2 for results and a
discussion.
Let δ j be the maximal distance to the boundary in R�j:
δ j = maxv∈R�j d j(v). Let s(l) be the cubic function which
satisfies the Hermite conditions s(0) = 0, s(1) = 1,
s�(0) = s�(1) = 0: s(l) = −2l3 + 3l2. This cubic function
lets us define weights which decrease smoothly towards 0
as the vertex v is closer to the region boundary, providing
visually better results (see Section 5.3). However, weights
can be defined with any function such that s(0) = 0 and
s(1) = 1.
We define unnormalized weights σ j(v) as σ j(v) = s(
d j(v)
δ j ).
Let I (v) be the set of indices of regions the vertex v belongs
to I (v) = { j ∈ {1, . . . ,n} : v ∈ R�j}. Normalized weights




Because the regions R�j define a covering of the surface
and s in monotonic from [0,1] onto [0,1], the denominator
is never equal to zero and ω j(v) ∈ [0,1]. Moreover
these well-defined weights define a partition of the unity
associated to this covering: for every vertex v of the mesh,
∑ j∈I (v) ω j(v) = 1.
Note that for non-overlapped vertices, I (v) is reduced to a
singleton { j} and ω j(v) = 1. For a vertex v belonging to the
boundary of a region R�j, we have d j(v) = 0, thus σ j(v) = 0
and ω j(v) = 0.
5 RESULTS AND DISCUSSION
Some deformation results are shown on Figures 1, 4, 6 and
7. In all cases the Dual Quaternion technique (Kavan et al.,
2007) was used to deform the meshes. The segmentation
pre-processing step is done in real-time, and so is done
the weight computation. Time to compute the overlap
areas highly depends on the chosen distance function: it
is almost real time using a Euclidean distance, but lasts a
few seconds using an approximated geodesic distance, on a
low-end PC.
Figure 4 shows the mesh covering defined for two standard
models, and examples of deformations that can be gener-
ated in a few minutes using our framework. K was set to 0.5
(resp. 0.2) for all joints of the human (resp. Homer) model.
Overlaps as well as skinning weights were computed with
an approximated geodesic distance, using Dijkstra’s algo-
rithm on the mesh’s vertices. As input we only used the two
mesh models and their corresponding animation skeletons.
(a) (b)
(c) (d)
Figure 4: Computed covering (a,c) and deformation (b,d)
for two models. Overlap areas are shown in black. Note
that some vertices may belong to three or more overlapping
areas, especially around the spine and the pelvis.
5.1 Influence of the overlap size
As can be seen on Figure 1, the overlap size K∗L j,k/π influ-
ences the behavior of the deformation around a joint. For a
small value of K, only a few number of vertices around the
joint are smoothly bended out: the deformation is quasi-
rigid. As K becomes larger, the deformation becomes elas-
tic. Thus tuning K allows for various kinds of deformations.
5.2 Choice of the distance function
As stated in Section 3, several distance functions can be
used to compute both overlap areas and skinning weights.
Using the Euclidean distance is the simplest and fastest
solution. However, in some cases it generates artefacts (see
Figure 5). For instance, if some part of the input mesh
is close to a joint related to other regions, vertices in this
part can be wrongly set to be in an overlap area of the
joint. This drawback can sometimes be corrected using the
skeleton’s hierarchy, by preventing vertices from belonging
to overlap areas of joints that are far from their bone in
the hierarchy, but this is not always possible. Euclidean
distance can also generate artefacts for weight computa-
tion, in case of curved regions: see for instance Figure 5 (b).
(a) (b)
Figure 5: Artefacts using the Euclidean distance (overlap
areas are shown in black). (a) For the overlap generation:
an overlap area around a joint can be disconnected. (b) For
the weight computation: the point represented by a square
is closest to the boundary of the region than the point repre-
sented by a triangle.
Figure 6 shows the deformation around a pelvis joint using
Euclidean (first row), approximate geodesic (second row) or
harmonic (third row) distance. Approximated geodesic dis-
tance has been computed with Dijkstra’s algorithm. Follow-
ing an idea from (Aujay et al., 2007), we set two boundary
conditions for the computation of the harmonic distance:
the points on boundary curves have zero distance and the
farthest points to these curves have a distance set to their
approximated geodesic distance to these curves. Although
the overlap areas between the three regions (waist and both
thighs) are quite similar, a small artefact can be noticed for
the Euclidean distance, due to the high influence the right
thigh has on vertices close to the left thigh/pelvis boundary.
5.3 Choice of the weight function
Results of deformations using a linear function instead
of s to compute the skinning weights are shown on Fig-
(a) (b) (c)
(d) (e) (f)
Figure 6: Overlap areas (a,b,c) and deformation (d,e,f)
around a pelvis joint using Euclidean (a,d), approximated
geodesic (b,e) and harmonic (c,f) distance. K was set to 0.5
in the first two cases, and to 0.4 in the harmonic case.
ure 7 (a,b). They look much less natural (compare with
Figure 1 (b,d)), because of the sharp decrease or increase
of influence of bones near the overlap boundaries. On the
contrary, our cubic function s increases very slowly around
l = 0 and l = 1, leading to visually better results.
(a) (b) (c) (d)
Figure 7: (a,b) Deformations using a linear function in-
stead of a cubic one with K = 0.5 (a) or K = 2 (b). We
used approximate geodesic distance to compute overlap ar-
eas and weights. (c) Deformation using Blender’s paint
tool. (d) Deformation using harmonic weights (Baran and
Popović, 2007).
5.4 Comparison with standard methods
Deformations obtained using two standard weight compu-
tation methods and Dual Quaternion technique are shown
on Figure 7 (c,d). Using the paint tool (available in com-
mon software such as Autodesk’s Maya or Blender), it took
approximately half an hour to get a relatively decent result.
The painted area corresponds to the overlap area shown on
Figure 1 (b). The use of a harmonic function (Baran and
Popović, 2007) is as fast as our technique, but do not allow
for accurate control over the size of the deformed region.
6 CONCLUSION
We have presented a simple way to compute flexible
skinning weights for skeleton-based animation, based
on the concept of manifold modeling. Starting from a
segmentation of the input mesh into regions corresponding
to skeleton bones, we generate overlaps by extending
each region around joints. Size of these overlaps is
controlled by a simple parameter, that can be user-chosen
or automatically computed. Then, vertices belonging to an
overlap area are influenced by bones related to all regions
that overlap. Skinning weights are defined using a simple
smooth function based on the distance to the overlap
boundary.
Results show that this framework allows to create from
quasi-rigid to soft deformations, depending on the overlap
size. Using a geodesic distance instead of a Euclidean one
to create overlaps and compute skinning weights is more
time-consuming, but avoids some artefacts. We believe our
method can be especially useful for non-expert animators,
since it is simple (only one parameter is to set) and fast to
use.
Further work includes anatomic information into the over-
lapping width definition. Such information can be derived
from semantic information associated with skeleton (Aujay
et al., 2007). Besides, providing a skinning framework for
multiresolution animated meshes, founded on our pseudo-
parameterization on the initial mesh, would be a further de-
velopment in the similarity with manifold parameterization.
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Segmentation of temporal mesh sequences into rigidly moving components
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Abstract
In this paper is considered the segmentation of meshes into rigid components given temporal sequences of deforming meshes. We
propose a fully automatic approach that identifies model parts that consistently move rigidly over time. This approach can handle
meshes independently reconstructed at each time instant. It allows therefore for sequences of meshes with varying connectivities as
well as varying topology. It incrementally adapts, merges and splits segments along a sequence based on the coherence of motion
information within each segment. In order to provide tools for the evaluation of the approach, we also introduce new criteria to
quantify a mesh segmentation. Results on both synthetic and real data as well as comparisons are provided in the paper.
Keywords: mesh sequence, segmentation, topology, mesh matching, rigid part
1. Introduction
Temporal sequences of deforming meshes, also called mesh
animations [1, 43], are widely used to represent 3D shapes
evolving through time. They can be created from a single static
mesh, which is deformed using standard animation techniques
such as skeletal subspace deformation [25] or cloth simulation
methods [15]. They can also be generated from multiple video
cameras [38, 43]. In this case, meshes are usually indepen-
dently estimated at each frame using 2D visual cues such as
silhouettes or photometric information.
These deforming mesh sequences can be edited [21, 8], com-
pressed [24], or used for deformation transfer [39, 23]. When
the shape represents an articulated body, such as a human or
animal character, identifying its rigid, or almost rigid, parts of-
fers useful understanding for most of these applications. To re-
cover the shape kinematic structure, an animation skeleton can
be extracted from the deforming mesh sequence [1]. Another
strategy is to segment the meshes into components that move
rigidly over the sequence [22, 19, 44, 29]. In both cases, mo-
tion information is required in order to cluster mesh elements
into regions with rigid motions. Most existing approaches as-
sume that surface registration is available for that purpose and
consider as the input a single mesh that deforms over time. In
contrast, we do not make any assumptions on the input mesh
sequences and we propose to match meshes and recover their
rigid parts simultaneously. Consequently, our method applies
to any kind of deforming mesh sequence including inconsistent
mesh sequences such as provided by multi-camera systems.
∗Corresponding author.
Email addresses: Franck.Hetroy@grenoble-inp.fr (Franck Hétroy),
Edmond.Boyer@inria.fr (Edmond Boyer),
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1.1. Classification of mesh sequences
In order to distinguish between mesh sequences with or with-
out temporal coherence, i.e. with or without a one-to-one cor-
respondence between vertices of successive meshes, we first in-
troduce the following definitions.
Definition 1.1 (Temporally coherent mesh sequence (TCMS),
temporally incoherent mesh sequence (TIMS)). Let MS =
{Mi = (Vi, Ei, Fi), i = 1 . . . f } be a mesh sequence: Vi is the
set of vertices of the ith mesh Mi of the sequence, Ei its set of
edges and Fi its set of faces. If the connectivity is constant
over the whole sequence, that is to say if there is an isomor-
phism between any Ei and E j, 1 ≤ i, j ≤ f , then MS is called
a temporally coherent mesh sequence (TCMS). Otherwise, MS
is called a temporally incoherent mesh sequence (TIMS).
Note that the definition of TCMS not only implies that the
number of vertices remains constant through time, but also that
there is a one-to-one correspondence between faces of any two
meshes. As a consequence, topological changes (genus and
number of connected components) are not possible in a TCMS.
Figure 1 shows an example of a TCMS and an example of a
TIMS.
1.2. Classification of mesh sequence segmentations
In contrast to single mesh segmentation that consists in
grouping mesh vertices into spatial regions the segmentation of
a mesh sequence can have various interpretations with respect
to time and space. We propose here three different definitions.
Let us first recall a formal definition of a static mesh segmenta-
tion.
Definition 1.2 (Segmentation of a static mesh [33]). Let M =
(V, E, F) be a 3D surface mesh. A segmentation Σ of M is the
set of sub-meshes Σ = {M1, . . . ,Mk} induced by a partition of
either V or E or F into k disjoint sub-sets.
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Figure 1: First row: two consecutive frames of a TCMS. Second row: two
consecutive frames of a TIMS (in particular, notice the change in topology).
Definition 1.2 can be generalized in various ways to mesh
sequences. For instance, the sequence itself can be partitionned
into sub-sequences:
Definition 1.3 (Temporal segmentation). Let MS = {Mi, i =
1 . . . f } be a mesh sequence. A temporal segmentation Σt of
MS is a set of sub-sequences Σt = {MS 1, . . . ,MS k} such that
∀ j ∈ [1, k],MS j = {M
ij , . . . ,Mij+1−1} with i1 = 1 < i2 < · · · <
ik+1 = f + 1.
Possible applications of a temporal segmentation of a TIMS
are mesh sequence decomposition into sub-sequences without
topological changes or motion-based mesh sequence decompo-
sition, as could be done for instance with the methods of Ya-
masaki and Aizawa [45] or Tung and Matsuyama [40].
In this paper, we are interested by geometric segmentations,
that is to say the spatial segmentation of each mesh of the input
sequence. We propose two different definitions.
Definition 1.4 (Coherent segmentation, variable segmentation).
Let MS = {Mi, i = 1 . . . f } be a mesh sequence. A coher-




, . . . ,Mi
ki
} of each mesh Mi of MS , such that:
• the number k of sub-meshes is the same for all segmenta-
tions: ∀i, j ∈ [1, f ], ki = k j;
• there is a one-to-one correspondence between sub-meshes
of any two meshes;
• the connectivity of the segmentations, that is to say the
neighborhood relationships between sub-meshes, is pre-
served over the sequence.




, . . . ,Mi
ki
} of each mesh Mi of MS which is not a coherent
segmentation.
Note that our definition of a variable segmentation is very
general. Intermediate mesh sequence segmentation definitions
can be thought of, such as a sequence of successive coherent
segmentations which would differ only for a few sub-meshes.
A coherent segmentation of a mesh sequence can be thought
as a segmentation of some mesh of the sequence (for instance,
the first one) which is mapped to the other meshes. Coherent
segmentations are usually desired for shape analysis and under-
standing, when the overall structure of the shape is preserved
during the deformation. However, variable segmentations can
be helpful to display different information at each time step.
For instance, they can be used to detect when changes in mo-
tion occur (see Figure 9 (a,b,c) for an example), which is useful
e.g. for animation compression or event detection with a CCTV
system. In this paper, we propose a variable segmentation algo-
rithm which recovers the decomposition of the motion over the
sequence. For instance, two neighboring parts of the shape with
different rigid motions are first put into different sub-meshes.
They are later merged when they start sharing the same motion.
Our algorithm can also create a coherent segmentation, which
distinguishes between parts with different motion for at least a
few meshes.
Please see the accompanying video for examples of coherent
and variable segmentations.
1.3. Contributions
We propose an algorithm to compute a variable segmenta-
tion of a mesh sequence into components that move rigidly over
time (section 3). This algorithm can also create a coherent seg-
mentation of the mesh sequence. It applies to any types of mesh
sequences though it was originally designed for the most gen-
eral case of temporally incoherent mesh sequences, with pos-
sibly topology changes that occur over time. In contrast to ex-
isting approaches, it does not require any prior knowledge as
input. Another contribution lies in the design of error metrics
to assess the results of existing mesh sequence segmentation
techniques (section 5).
2. Related work
Solutions have been proposed to decompose a static mesh
into meaningful regions for motion (e.g., invariant under iso-
metric deformations), e.g. [10, 3, 14, 17, 20, 31, 37, 12]. How-
ever and since our concern is the recovery of the rigid, or almost
rigid, parts of a moving 3D shape, we focus in the following on
approaches that consider deforming mesh sequence as input.
2.1. Segmentation of temporally coherent mesh sequences
Several methods have been proposed to compute motion-
based coherent segmentation of temporally coherent mesh se-
quences. Among them, [23, 1, 19, 44, 32, 29] segment a TCMS
into rigid components. In particular, de Aguiar [1] proposes a
spectral approach which relies on the fact that the distance be-
tween two points is invariant under rigid transformation. In this
paper, a spectral decomposition is also used (see Section 3.3.3).
However, the invariant proposed by de Aguiar et al. cannot be
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Figure 2: Overall pipeline of our algorithm, at iteration k, 1 ≤ k < f . As input we have meshes Mk , together with an initial segmentation estimate Σkest , and M
k+1.
As output we get a segmentation Σk of Mk and an initial segmentation estimate Σk+1est of M
k+1.
2.2. Segmentation of temporally incoherent mesh sequences
To solve the problem for temporally incoherent mesh se-
quences, a first strategy is to convert them to TCMS [43, 7].
While providing rich information for segmentation over time
sequences, this usually requires a reference model that intro-
duces an additional step in the acquisition pipeline, hence in-
creasing the noise level. Moreover, the reference model usu-
ally strongly constrains shape evolution to a limited domain and
does not allow for topology changes.
Only a few methods directly work on TIMS. Lee et al. [22]
propose a segmentation method for TIMS using an additional
skeleton as input. Franco and Boyer [13] propose to track and
recover motion over a TIMS at the same time, hence creating
a coherent segmentation, but the number of sub-meshes must
be known. Varanasi and Boyer [42] segment a few meshes of
a TIMS into convex parts, then register these regions to create
a coherent segmentation. Their approach does not take into ac-
count the shape topology, thus the produced segmentation does
not change with the topology. Tung andMatsuyama [41] handle
topology changes, however their segmentation uses a learning
step from training input sequences. In our work, we do not con-
sider any a priori knowledge about the desired segmentation.
In a previous work [2] we proposed a framework to segment a
TIMS into rigid parts. As for the other works, our approach was
only able to create coherent segmentations. In particular, it did
not handle topology changes.
Another interesting work is Cuzzolin et al.’s method [11] that
computes protrusion segmentation on point cloud sequences.
This method is based on the detection of shape extremities, such
as hands or legs. Our objective is different, it is to decompose
it into rigidly moving parts.
3. Mesh sequence segmentation
In this section we describe our main contribution, that is a
segmentation algorithm of a mesh sequence into rigidly moving
components. Our algorithm takes as input a TIMS. This mesh
sequence can include topology changes (genus and/or number
of connected components of the meshes). It can produce either
a variable or a coherent segmentation, depending on the user’s
choice.
3.1. Overview
We propose an iterative scheme that clusters vertices into
rigid segments along a TIMS using motion information be-
tween successive meshes. For each mesh, rigid segments can be
refined by separating parts that present inconsistent motions or
otherwise merged when neighboring segments present similar
motion. Motion information are estimated by matching meshes
at successive instants. The main features of our algorithm are:
• it is fully automatic and does not require prior knowledge
on the observed shape;
• it handles arbitrary shape evolutions, including changes in
topology;
• it only requires a few meshes in memory at a time. Thus,
segmentation can be computed on the fly and long se-
quences composed of meshes with a high number of ver-
tices can be handled, see e.g. Figure 9.
The algorithm alternates between two stages at iteration
k, 1 ≤ k < f (see Figure 2, f is the number of meshes in the
sequence):
1. matching between 2 consecutive meshes Mk and Mk+1 and
computation of displacement vectors within a time win-
dow;
2. segmentation of Mk and mapping to Mk+1.
Matching and segmentation algorithms are described in sec-
tions 3.2 and 3.3, respectively. This algorithm produces a vari-
able segmentation. In case a coherent segmentation is needed,
a post-processing stage is added (Section 3.4).
Four parameters can be tuned to drive the segmentation:
• the minimum segment size prevents the creation of too
small segments. It is set to 4% of the total number of
vertices of the current mesh in all our experiments. We
noticed that this number is sufficient to avoid the creation
of small segments around articulations, that are usually not
rigid;
• the maximum subdivision of a segment prevents a segment
to be split into too many small segments, when the motion
becomes highly non rigid. It is set to 8 segments in all of
our experiments;
• the eigengap value is used to determine the allowed mo-
tion variation within a segment. It thus affects the refine-
ment of the segmentation (see Section 3.3.3 and Figures 10
and 12);
• the merge threshold is used to decide whether two seg-
ments represent the same motion and need to be merged
(see Section 3.3.2).
3
The notations used throughout the rest of the paper are the
following:
• f : the number of meshes in the sequence;
• Mk: the kth mesh of the sequence (can be composed of
several connected components);
• M′k: the kth mesh Mk registered to Mk+1;












Note that k is always used as the index for a mesh, and i and j
as the indices for vertices in a mesh.
3.2. Mesh matching
The objective of this stage is, given meshes Mk and Mk+1, k ∈














. This mapping is further used to propagate segment
labels over the sequence. We proceed iteratively according to
the following successive steps (see Figure 3): first, meshes Mk
and Mk+1 are registered (vertices v
(k)
i




close to Mk+1), then displacement vectors and vertex
correspondences are estimated. The following subsections de-
tail these steps.
Figure 3: Matching process. Mesh Mk with vertices v
(k)
i
is first registered to
mesh Mk+1 with vertices v
(k+1)
i





(k) are defined thanks to this registration. Finally, mappings from Mk
to Mk+1 and from Mk+1 to Mk are computed.
3.2.1. Mesh registration
The matching stage of our approach aims at establishing a
dense cross parametrization between pairs of successive meshes
of the sequence. Among the many available algorithms for this
task, we chose to favor generality by casting the problem as
the registration of two sets of points and normals. This means
that we exclusively use geometric cues to align the two meshes,
even when photometric information is available like in the case
of meshes reconstructed from multi-camera systems. Thus, our
approach also handles the case of software generated mesh se-
quences.
We implemented the method of Cagniart et al. [7] that itera-
tively deforms the mesh Mk to fit the mesh Mk+1. This approach
decouples the dimensionality of the deformation from the com-
plexity of the input geometry by arbitrarily dividing the surface
into elements called patches. Each of these patches is associ-
ated to a rigid frame that encodes for a local deformation with
respect to the reference pose Mk. The optimization procedure
is inspired by ICP as it iteratively re-estimates point correspon-
dences between the deformed mesh and the target point set and
then minimizes the distance between the two point sets while
penalizing non rigid deformations of a patch with respect to its
neighbors. Running this algorithm in a coarse-to-fine manner
by varying the radii of the patches has proven in our experi-
ments to robustly converge, and to be faster than using a single
patch-subdivision level.
3.2.2. Mappings and displacement vectors computation
By using the previous stage, we get the registered mesh M′k
















the corresponding vertex in M′k. To create a map-




in M′k using Euclidean distance. A mapping
from Mk+1 to Mk is also created by finding for each vertex in
Mk+1 the closest vertex in M′k. Both mappings are necessary
for the subsequent stage of our algorithm (see Sections 3.3.1
and 3.3.4). Note that mesh Mk+1 is not registered to mesh Mk
to compute the second mapping. Apart from saving computa-
tion time, this reduces inconsistencies between the two map-
pings: in most (though not all) cases, if v
(k)
i







is mapped to v
(k)
i
. Also, note that these mappings
are defined on the vertex sets. Hence, topology changes are not
handled here. This is done in the next stage.
Using Euclidean distance instead of geodesic one may lead
to occasional mismatchs. However, error hardly accumulates
thanks to our handling of topology changes, see Section 3.3.4.
3.3. Mesh segmentation
In this part the goal is to create a segmentation Σk of the mesh
Mk into rigidly moving components. The displacement vectors
over a small time window computed during the previous stage
are used, as well as (if k � 1) the segmentation Σk−1 of Mk−1
mapped to Mk thanks to the bi-directional mapping between
meshes Mk−1 and Mk. This provides an initial segmentation es-
timate Σkest of M
k. For k = 1, the initial estimate is the trivial









of Mk is estimated using the displacements vec-
tors (Section 3.3.1). Then, unless a coherent segmentation is
required, neighboring segments in Σkest that present similar mo-
tions are merged (Section 3.3.2). Then a spectral clustering ap-
proach is used to refine the segmentation. This yields the seg-
mentation Σk of the vertices of Mk (Section 3.3.3). Finally, Σk




Our segmentation algorithm produces, by construction, con-
nected segments since the atomic operations over segments are:
merging neighboring segments (see Section 3.3.2) and splitting
a segment into connected sub-segments (see Section 3.3.3).
3.3.1. Motion estimate




rigid transformation which maps v
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i




) onto M′k is computed, using Horn’s
method [16]. This method estimates a 4 × 4 matrix represent-








. With such a method however, computed estimates are
noise sensitive, and slow motion is hardly detected. This is due
to the fact that only the two meshes Mk and M′k are used. In
order to improve robustness of motion estimates, we propose to
work on a time window. Motion is estimated from Ml to M′k,
Ml being the mesh where the segment has been created, either
by splitting (see Section 3.3.3) or merging (see Section 3.3.2)
of previous segments, or at the beginning of the process (l = 1).
l may be different for different vertices v
(k)
i




Ml from which motion is estimated is defined using the previ-
ously computed bi-directional mapping. This method allows to
detect slow motion (see Figure 4), and is less sensitive to noise
and matching errors. Notice that different parts of the mesh may
move with different speeds, this is not a problem as long as they
belong to different segments, since the size of the time window
is segment-dependent.
Figure 4: Three successive meshes Mk (blue), Mk+1 (purple) and Mk+2 (red).
Black dots correspond to vertices with null motion. Motion (black arrows)
between Mk and Mk+1, then between Mk+1 and Mk+2, is too slow to be detected
by our subsequent stage (Section 3.3.3). Using a larger time window [k, k + 2]
allows to detect this motion.
3.3.2. Merging
In the case of a variable segmentation, neighboring segments
with similar motions before are merged at each time step refin-
ing the current segmentation. To this aim, the rigid transforma-
tion T (k)(S ) of any segment S is estimated over all its vertices,







and its 1-ring neighborhood has been estimated.
A greedy algorithm is then used:
• starting with the segment S with the minimal residual er-
ror, this segment is merged with all neighboring segments
S ′ such that �log(T (k)(S )
−1
T (k)(S ′))� < Tmerge. Tmerge
is a user-defined threshold distance between the transfor-
mations of neighboring segments (see Section 3.1). The
choice of this logarithm-based distance between transfor-
mations is explained in next section;
• the residual error for the new segment S ∪
�
S ′ is com-
puted;
• we iterate, merging the next segment with the minimal
residual error with its neighbors.
We stop when no merging is possible anymore. Note that this
algorithm allows to handle topology changes such as merging
of connected components.
The residual error for a segment S corresponds to the mean
distance, for all points v
(k)
i




and the location of v
(k)
i
after the computed rigid transfor-
















In our implementation, the choice of the threshold value
Tmerge is left to the user. According to our experiments, it needs
a few trials to find a suitable value. Choosing a high value
merges most of the segments, while choosing a low value gen-
erates many clusters. The following values have been chosen
for the displayed results in Sections 4 and 5: 0.03 for the Bal-
loon and the Horse sequences (Figures 9 and 11), 0.05 for the
Dancer sequence (Figure 9) and 0.2 for the Cat sequence (Fig-
ure 13).
During the next step the current segmentation is refined. In
order to prevent successive and useless merge and split of the
same segments, we actually apply motion-based spectral clus-
tering on detected pairs of segments to be merged before merg-
ing them. If the clustering results in some pairs splitting, then
these pairs are not merged.
3.3.3. Motion-based spectral clustering
Spectral clustering is a popular and effective technique to
robustly partition a graph according to some criterion [28].
It has been successfully applied to static meshes (see e.g.
[26, 27, 34, 36]), using the mesh vertices as the graph nodes
and the mesh edges as the graph edges. The graph should be
weighted with respect to the partition criterion. More precisely,
edge weights represent similarity between their endpoints. In
our case, these weights are related to the motion of neighboring
vertices. This is in contrast to [1] where Euclidean distances
between vertices are considered. In fact Euclidean distances
can be preserved by non rigud transformation. Related to our
approach is Brox and Malik’s motion-based segmentation algo-
rithm for videos [6].
Edge weights. To compute the weightsW (k) of the graph edges,





















if i � j,
0 if i = j.
(2)
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As demonstrated in [30], this distance is mathematically
founded since it corresponds to distances on the special Eu-
clidean group of rigid transformations S E(3).
Spectral clustering algorithm. Using the weighted adjacency
matrixW (k), the normalized Laplacian matrix L
(k)
rw is built as fol-
lows. Then the well-known Shi and Malik’s normalized spec-










wi j(k) . (3)
L(k) = D(k) −W (k). (4)
L(k)rw = D
(k)−1L(k) = I(k) − D(k)−1W (k). (5)
Shi and Malik compute the first K eigenvectors u1, . . . , uK
of L
(k)
rw and store them as columns of a matrix U. The rows
yi, i = 1 . . . n, of U are then clustered using the classical K-
means algorithm. Clusters for the input graph correspond to
clusters of the rows yi: points i such that yi belong to the same
cluster are said to belong to the same segment of the graph.
This method assumes the number K of clusters to be known.
K is computed using the classical eigengap method: let
λ1, λ2, . . . , λK , . . . be the eigenvalues of L
(k)
rw ordered by increas-
ing value, the smaller K such that λK −λK−1 > eigengap is cho-
sen. In our implementation, the eigengap value’s choice is left
to the user. In our experiments, a few trials (less than 5) were
necessary to set this parameter. Two parameters are also used
to prevent the creation of small segments in non-rigid areas (see
Section 3.1): a minimum segment size and a maximum subdi-
vision of a segment. According to our experiments, results are
not very sensitive to the choice of these three parameters; the
same values have been used for most of our experiments (see
Section 4).
3.3.4. Mapping to Mk+1
The segmentation is computed at each time step on the cur-
rent mesh Mk. Labels are then mapped onto the mesh Mk+1
using the bi-directional mapping defined in Section 3.2.2. Seg-
ments are first transferred using the mapping from Mk to Mk+1.
Then for all unmatched vertices in Mk+1, the mapping from
Mk+1 to Mk is used. Segments which are mapped on differ-
ent connected components are split, see Figure 5. This allows
us to naturally handle topology changes. This segmentation of
Mk+1 serves as an initial estimate for the computation of Σk+1.
Note that segment splitting and merging allows to robustly




wrongly matched to a vertex v
(k+1)
j
, the corresponding segment




to be merged with a neighboring segment with similar motion.
3.4. Coherent segmentation
The algorithm can be modified to generate a coherent seg-
mentation instead of a variable segmentation. This coherent
segmentation clusters neighboring vertices that share similar
rigid motion over the whole sequence. In other words, as long
Figure 5: Splitting process. Blue and red arrows indicate the bi-directional
mapping. The current segment (black squares) is split in two (green and ma-
genta dots, respectively), since the three leftmost vertices and the two rightmost
vertices are mapped to two different connected components.
Figure 6: Segment splitting and merging allows to robustly handle mismatch-
ing. In case a vertex (rightmost green square) of Mk is mismatched to a vertex
(dark blue dot) of Mk+1, a new segment is created. This segment is then likely
to be merged with the neighboring segment (magenta dots), since they present
similar motions.
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as their motion differs over at least one small time window, two
neighboring vertices do not belong to the same segment.
Creating a coherent segmentation is then straightforward. We
only need:
• not to merge segments (step described in Section 3.3.2 is
not applied);
• to map the segmentation Σ f of the last mesh Mf back to
the whole sequence.
To this purpose, the bi-directional mapping described in Sec-
tion 3.2.2 is simply applied in reverse order, from Mf to M1.
For each pair of successive meshes (Mk,Mk+1) we first use the
mapping from Mk+1 to Mk, then for all vertices of Mk which
are not assigned to a segment, the mapping from Mk to Mk+1 is
used.
4. Results
In this section we show and discuss visual results of our al-
gorithm. A quantitative evaluation of these results is discussed
in the next section. We first examine matching results, then seg-
mentation results on difficult cases (temporally incoherent mesh
sequences with topological changes, acquired from real data).
We also show that our results on temporally coherent mesh se-
quences are visually similar to state-of-the-art approaches.
4.1. Matching results
The vertex matching computation is an important step since
our segmentation algorithm relies on it (see Figure 2). Fig-
ure 7 shows the result of vertex matching between two succes-
sive meshes of a TIMS. Computation time is about 30 seconds
for two meshes with approximately 7000 vertices each. This
outperforms the matching method proposed in [2] which takes
about 13 minutes to complete computation with the same data,
for a similar result. Note that outliers in the matching are not
explicitly taken into account in the segmentation, however their
influence is limited by the threshold on the minimum segment
size (see Section 3.1) that tends to force them to merge with
neighboring segments.
(a) (b)
Figure 7: Result of vertex matching on real data captured from video cameras.
(a) Full display. (b) Partial display.
Figure 8 shows a matching result between two consecutive
frames of a sequence where the vertex density differs drasti-
cally. Even if vertex-to-vertex matching is less accurate than
vertex-to-face matching (that is to say, matching every vertex
of Mk to the closest point of Mk+1, which can lie on an edge or
inside a face), in our experiments it has proved to be sufficient
for our purpose. Meanwhile, its computation is much faster.
Figure 8: Result of vertex matching between two consecutive frames of a se-
quence with varying vertex density.
4.2. Segmentations of TIMS with topology changes
Figure 9 shows variable segmentations computed on two Bal-
loon andDancer sequences. Figure 10 shows coherent segmen-
tations computed on the Balloon sequence. By construction,
coherent segmentations contain more segments than variable
segmentations since no merging operation occurs. Parameters
for both variable and coherent segmentations of the Balloon se-
quence have the same values, except for the eigengap threshold
that is slightly lower in the variable segmentation case (0.40 vs.
0.48 for result shown on Figure 10 (a)). According to our ex-
periments, suitable parameter values for a given sequence are
found in a few trials. The computation time of one mesh seg-
mentation of the Dancer sequence is approximately 3 minutes
with a (not optimized) Matlab implementation. Additional re-
sults appear in the accompanying video. Our algorithm does not
require the whole sequence in memory at a given time step k,
but only previous meshes which share at least one segment with
the current segmentation, in addition to the next mesh (namely,
meshes from Ml toMk+1, see Section 3.3.1). Thus, it can handle
long sequences with a high number of vertices, such as the Bal-
loon sequence which contains 300 meshes with approximately
15,000 vertices each.
Timings are given in the following table. The algorithm was
implemented using Matlab on a laptop with a one-core 2.13
GHz processor.
Segmentation Total computation time
Fig. 9 (a–c) 43 min 14
Fig. 9 (d–g) 76 min 48
Fig. 12 (a) 29 min 07
Fig. 12 (b) 25 min 57
Fig. 13 (a) 3 min 46
4.3. Segmentation of TCMS
Although our approach is designed for general cases, it can
also handle TCMS and obtains visually similar results to previ-
ous TCMS-dedicated methods, as shown in Figure 11.
Figure 12 illustrates the influence of the eigengap threshold:
the higher the eigengap value, the coarser the segmentation.
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(a) (b) (c)
(d) (e) (f) (g)
Figure 9: (a,b,c) Variable segmentation generated by our algorithm on the Dancer sequence [38]. First meshes are decomposed into 6 segments, then the right
arm and right hand segments merge since they move the same way. Finally, this segment is split again. Note that topology changes can be handled (in the last
meshes, the left arm is connected to the body). (d,e,f,g): Variable segmentation of a sequence with 15,000 vertices per mesh and topology changes. The balloon is
over-segmented because its motion is highly non rigid.
(a) (b)
Figure 10: Coherent segmentation results on the Balloon sequence, obtained
with two different eigengap values: (a) 0.48, (b) 0.8. Segments cluster neigh-
boring vertices that share the same motion over the whole sequence.
(a) (b)
(c) (d)




Figure 12: Segmentation of the Horse sequence [39] with two different eigen-
gap values. (a) eigengap = 0.7. (b) eigengap = 0.5.
5. Evaluation
A quantitative and objective comparison of segmentation
methods is an ill-posed problem since there is no common defi-
nition of what an optimal segmentation should be in the general
case. Segmentation evaluation has been recently addressed in
the static case using ground truth (i.e. segmentations defined by
humans) [5, 9]. In the mesh sequence case, none of the previ-
ously cited articles in Section 2 proposes an evaluation of the
obtained segmentations. We thus propose the following frame-
work to evaluate a mesh sequence segmentation method.
5.1. Optimal segmentation
The optimal segmentation of a mesh sequence, be it a TCMS
or a TIMS, into rigid components can be guessed when the
motion and/or the kinematic structure is known. This is, for
instance, the case with skeleton-based mesh animations, as
created in the computer graphics industry. In this case, each
mesh vertex of the sequence is attached to at least one (usually,
no more than 4) joints of the animation skeleton, with given
weights called skinning weights. These joints are organized in
a hierarchy, which is represented by the “bones” of the skeleton
that are, therefore, directed. For our evaluation, we attach each
vertex to only one joint among the related joints, the furthest
in the hierarchy from the root joint. If this joint is not unique,
the one with the greatest skinning weight is kept. Each joint
has its own motion, but several joints can move together in a
rigid manner. For a given mesh, cluster joints of the animation
skeleton can therefore be clustered into joint sets, each joint set
representing a different motion. We now define as an optimal
segment the set of vertices related to joints in the same joint set.
Since the motion of each joint is known, we exactly know, for
each mesh of the animation, what are the optimal segments.
This definition can be applied in the general case of TIMS,
provided that each vertex of each mesh can be attached to a
joint. However, we only tested it in the more convenient case
of a TCMS.
5.2. Error metrics
We propose the following three metrics in order to evaluate a
given segmentation with respect to the previously defined opti-
mal segmentation:
• Assignment Error (AE): for a given mesh, the ratio of ver-
tices which are not assigned to the correct segment. This
includes the case of segments which are not created, or
which are wrongly created;
• Global Assignment Error (GAE): the mean AE among all
meshes of the sequence;
• Vertex Assignment Confidence (VAC): for a given vertex
of a TCMS, the ratio of meshes in which the vertex is as-
signed to the correct segment.
AE and GAE give a quantitative evaluation of a mesh segmen-
tation and the mesh sequence segmentation, respectively, with
respect to the optimal segmentation. VAC can help to locate
wrongly segmented areas.
Note that more sophisticated evaluation metrics exist to com-
pare two static mesh segmentations [9]. We define AE as a sim-
ple ratio for sake of simplicity, but other metrics can also be
used to define global assignment errors.
5.3. Evaluation results
We tested our algorithm on a walking cat skeleton-based an-
imation (see Figure 13 and the accompanying video). We get a
variable segmentation with a AE up to 17%, in the worst case.
Wrongly assigned vertices correspond to the cat skin around
joints and to a wrong subdivision in cat paw, i.e. in the less
rigid areas.
(a) (b)
Figure 13: Result on a skeleton-based synthetic animation. (a) Computed vari-
able segmentation. (b) Optimal variable segmentation, for the same mesh of the
sequence.
In the case of coherent segmentations, and if matching is-
sues are not taken into account, then the AE is the same for all
meshes. Therefore, the GAE is equal to the AE of any mesh.
For the cat sequence, the GAE is also 17%. The VAC can be 0%
or 100%, and is only relevant as a relative criterion to compare
vertices and find ill-segmented areas. On the cat sequence ver-
tices in rigid areas (paws, tail, body) are often always assigned
to the correct segment; their confidence is equal to 1. In con-
trast, some vertices around joints can be assigned to the same
neighboring segment in all meshes; their confidence drops to 0,
see Figure 14. We also computed these metrics for the method
described in [2], using the same cat sequence. The GAE reaches
42%, while the VAC can also be 0% or 100%.
6. Conclusion
In this paper we addressed the problem of 3D mesh sequence
segmentation into rigidly moving components. We have pro-
posed a classification of mesh sequence segmentations, together
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Figure 14: Vertex Assignment Confidence results. Vertices for which VAC is 0
are colored in red, while vertices with confidence equal to 1 are in black.
with a segmentation method that takes as input a mesh se-
quence, even when no explicit temporal coherence is available,
and possibly with topology changes. This method produces ei-
ther a coherent or a variable segmentation into rigid compo-
nents depending on the user’s choice. It uses a few parameters
which can be set in a few trials, according to our experiments.
We have also proposed a framework for quantitative evaluations
of rigid segmentation methods.
6.1. Current limitations
We are currently aware of three limitations in the proposed
algorithm:
• our method clearly depends on the quality of the matching
process. Important errors in matching computation may
lead to wrong results;
• segmentation can slightly drift: this is due to the fact that
only 2 meshes are considered when matching;
• segments which are wrongly subdivided are transferred
to the following meshes, meaning that errors on an early
mesh in the sequence can affect the whole segmentation.
Such errors are generally due to errors in the matching
process. This issue is less critical on variable segmenta-
tions than on coherent segmentations, since segments are
merged later.
Figure 15 shows an example of these limitations. In this ex-
ample, the entire left front leg of the horse at frame k was in-
tentionally mismatched to the right front leg at frame k+ 1, and
vice-versa. Resulting erroneous segmentation at frame k + 1 is
then propagated to the following frames, since no merging with
the neighboring segment occurs. Fortunately, this problem sel-
dom happens. As shown in our quantitative evaluations, using
the matching process described in Section 3.2, vertices that are
wrongly assigned to a segment are located near articulations.
Vertices in rigid regions are generally correctly clustered.
Despite these limitations, our method has shown as good re-
sults as current state-of-the-art methods on temporally coherent
mesh sequences (see Figure 11), although it has been designed
for the more difficult case of mesh sequences without temporal
coherence.
(a) (b) (c)
Figure 15: Matching error and resulting coherent segmentation. (a,b) Two con-
secutive frames of the Horse sequence. (c) Matching between these two frames.
6.2. Future work
Our method can be improved in various ways. As explained
above, it would be interesting to improve the vertex assign-
ments around articulations. Adding prior knowledge about the
geometry of desired segments (e.g. cylindrical shape, or sym-
metry information) would be helpful to enhance the robustness
of the method. It would also be useful to reduce the number
of parameters. Our algorithm handles topology changes, but
our solution is not semantically satisfactory in case a new con-
nected component (e.g., the shade of the balloon in the Balloon
sequence) appears, since it is first attached to an existing seg-
ment before being split from it.
We hope our evaluation metrics would be helpful for further
work in the domain. However, a more in-depth study of the
three proposed criteria need to be performed to assess their use-
fulness. Finally, a user validation can also help to quantify seg-
mentations produced by our algorithm.
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[39] Sumner, R., Popović, J., 2004. Deformation transfer for triangle meshes.
ACM Transactions on Graphics (SIGGRAPH proceedings) 23.
[40] Tung, T., Matsuyama, T., 2009. Topology dictionary with markov model
for 3d video content-based skimming and description, in: Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition
(CVPR).
[41] Tung, T., Matsuyama, T., 2010. 3d video performance segmentation, in:
Proceedings of the IEEE International Conference on Image Processing
(ICIP).
[42] Varanasi, K., Boyer, E., 2010. Temporally coherent segmentation of 3d
reconstructions, in: Proceedings of the International Symposium on 3D
Data Processing, Visualization and Transmission (3DPVT).
[43] Vlasic, D., Baran, I., Matusik, W., Popović, J., 2008. Articulated mesh
animation from multi-view silhouettes. ACM Transactions on Graphics
(SIGGRAPH proceedings) 27.
[44] Wuhrer, S., Brunton, A., 2010. Segmenting animated objects into near-
rigid components. The Visual Computer .
[45] Yamasaki, T., Aizawa, K., 2007. Motion segmentation and retrieval for
3d video based on modified shape distribution. EURASIP Journal on
Applied Signal Processing .
11
192 APPENDIX A. SELECTED PAPERS
A.8. AUTOMATIC LOCALIZATION AND QUANTIFICATION OF INTRACRANIAL
ANEURYSMS 193
∴
A.8 AUTOMATIC LOCALIZATION AND
QUANTIFICATION OF INTRACRANIAL
ANEURYSMS
Sahar Hassan, Franck Hétroy, François Faure, Olivier Palombi
Lecture Notes in Computer Science 6854, Springer, 2011. Presented at the
International Conference on Computer Analysis of Images and Patterns (CAIP), 2011.
194 APPENDIX A. SELECTED PAPERS
Automatic localization and quantification of intracranial
aneurysms
Sahar Hassan1,2, Franck Hétroy1,2, François Faure1,2, and Olivier Palombi1,2,3
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Abstract. We discuss in this paper the problem of localizing and quantifying in-
tracranial aneurysms. Assuming that the segmentation of medical images is done,
and that a 3D representation of the vascular tree is available, we present a new
automatic algorithm to extract vessels centerlines. Aneurysms are then automat-
ically detected by studying variations of vessels diameters. Once an aneurysm is
detected, we give measures that are important to decide its treatment. The name
of the aneurysm-carrying vessel is computed using an inexact graph matching
technique. The proposed approach is evaluated on segmented real images issued
from Magnetic Resonance Angiography (MRA) and CT scan.
1 Introduction
Fig. 1: Aneurysm types4.
Aneurysms are dilatations in the wall of a blood
vessel, leading to little pockets. Aneurysms can be
saccular, fusiform or dissecting, see Fig. 1. In this
article we are interested in saccular aneurysms
which are connected to the vessel by a narrowed
zone called the neck. If not treated, an aneurysm
may burst causing a stroke and in most cases the
death of the patient.
The decision of treating an aneurysm or just observing it is made according to its
risk of rupture. When the treatment is needed, two possible ways exist: either emboliza-
tion using a platinum coil, or clipping. A lot of studies and statistical surveys have been
done in order to know what factors affect the rupture of an aneurysm [1–3], and thus
help in making the best decision about the treatment. According to these studies the
most important factors are: size, shape, neck, and location of the aneurysm.
A lot of work has been done in the domain of intracranial aneurysms, most of which
is about segmenting the vascular tree and giving the user a 3D view of the aneurysm.
This segmentation can be statistical [4], or it can be based on the tubular shape of
vessels [5–8]. In [9], a morphological characterization of the aneurysm is given in order
to predict the rupture rate, and thus decide if there should be a treatment.
In this paper, we suppose that the segmentation is done, and we go further. The
set of voxels representing the cerebrovascular tree goes through several processes in-
cluding: extraction of vessels’ centerlines, detection of aneurysms, quantification and
4 http://nyp.org/health/neuro-cerbaneu.html
localization of the detected aneurysms. An approach based on Dijkstra’s algorithm [10]
is proposed to get thin, connected and centered centerlines. These centerlines are then
used to study the evolution of the diameters and automatically detect aneurysms. Blood
vessels have a cylindrical shape and thus their diameters are almost steady, whereas
those of aneurysms change considerably. Relevant measures of found aneurysms and
their location are then given using a partial graph matching technique. To our knowl-




Extraction of blood vessels centerlines can be done either while segmenting these blood
vessels [7, 8, 11, 12], or after segmenting blood vessels from medical images as in our
case. Various methods for centerline extraction are proposed for different uses. Some
categories of these methods are presented in [13] along with the usually desired prop-
erties of centerlines. Since we want to use the centerlines to study the evolution of
blood vessels diameters, these centerlines should be: 1. connected: the centerlines we
are looking for should be 26-connected, 2. thin: a centerline is thin if each voxel of
the centerline has only two of its neighbors in the centerline, except for the extremi-
ties which have one neighbor in the centerline, 3. centered: the centerlines should be
centered within the vascular tree, and 4. connections between branches: should be as
perpendicular as possible, see Fig. 2. Finally, the algorithm should be efficient since it
is a step out of four in the processing chain, besides cerebral vascular trees are complex.
Main centerline using Dijkstra’s algorithm
with Euclidian distance (a), the wanted
centered centerline (b).
Connection between branches: (a) the
connection is not perpendicular, (b) the
wanted perpendicular connection.
Fig. 2: Important features of the desired centerlines.
In the following, we call skeleton the set of centerlines. The longest centerline is
called the main centerline, while the others are called branches. The main centerline
and each branch have a diameter which is the mean diameter of the corresponding
blood vessels.
To fulfil our requirements, we propose a centerline extraction method that falls in
the distance-based methods category. The main idea of these methods is to construct a
shortest distance tree (SDT) [10]. After the construction of such a tree, we get a graph.
Nodes of the graph are the voxels of the object. The voxels will be connected (a connec-
tion between two voxels corresponds to an edge in the graph) in a way to minimize the
distance to a source voxel S, hereafter called Distance From Source (DFS). The main
centerline is then extracted by tracing from E, the voxel with maximum DFS, back to
the source S, and thus is connected and thin by construction. The use of a heap for
the priority queue makes the complexity of these methods of O(NlogN) where N is
the number of voxels and thus computationally efficient. However, using the Euclidian
metric as the distance to minimize leads to a centerline that cuts the corners, see Fig. 2.
Several variations of this algorithm were proposed to solve the ”cutting corners” prob-
lem and get centered centerlines [14–16]. The common idea is to use another distance
function while constructing the tree to privilege voxels near the center of the object.
(a)
(b)
Fig. 3: Our method. (a) Flowchart. 50 is a sufficient number to extract all significant branches in
all our experiments. (b) Result of the method on a real dataset with a zoom on the branching.
Our method is illustrated on Fig. 3. First, the source voxel is chosen automatically,
to be sure that it is an extremity of a vessel. We construct a SDT taking an arbitrary
voxel as a source, the end voxel (furthest one of the arbitrary source) is necessarily an
extremity and is used as the source voxel for our algorithm.
We use the following distance function instead of using the Euclidian distance:
d(v1, v2) =
dist(v1, v2)
1 + (DFB[v1] +DFB[v2])
with: dist(v1, v2) the Euclidian distance between v1, v2, DFB[vi] vi’s distance from
the boundary, i.e. Euclidian distance between vi and the closest surface voxel (a surface
voxel is a voxel with at least one of its 26-neighbors missing in the voxel set).
The division by the distance from boundary (depth) privileges the voxels that are
far from the boundary, and thus enforce the centeredness. At the same time, we keep
using the Euclidian distance to find the end voxel at each iteration, and thus extract
branches in a descending length order. Each branch Bi is connected to a father branch
that is not necessarily Bi−1. Another important advantage of our algorithm is junctions
between branches. Putting DFS of voxels of extracted branches to zero, makes each
branch join its father in a perpendicular way (see Fig. 3). We emphasize on this point
because variations of branches’ diameters play a major role in aneurysm detection and
quantification, see Section 2.2.
The complexity of our algorithm is O(KNlogN) where K is the number of ex-
tracted branches, and N is the number of voxels. One drawback of this method is that
the set of branches is not homotopic to the object. This method gives by construction a
tree-like structure with no loops.
2.2 Automatic detection of the aneurysm
One key characteristic that differentiates a saccular aneurysm from a normal vessel,
is that the normal vessel -which has a cylindrical shape- has an almost steady diame-
ter, whereas the aneurysm -which has an irregular shape- has a diameter that changes
considerably.
In order to model the appearance of a vessel, we define a set of points (x, y). Each
point corresponds to a voxel v of the branch, where:
• x, represents the distance between the voxel v and the origin of the branch j.
• y, represents the approximate diameter of the branch at v.
Fig. 4: Calculating y
To calculate y, we compute the real plane P passing
through the center of voxel v and perpendicular to the
branch, see Fig. 4. P cuts the vessel or aneurysm sur-
face on voxels vi, 1 ≤ i ≤ k. Let yi be the distance
between vi and v, y is defined as the average value of




. Thanks to the centeredness of center-
lines, and perpendicular connections between branches, y represents a reliable measure
of the diameter changes.
Then, we use the least-squares method to find the quadratic function (y = a+ bx+
cx2) that best matches our set of points. A more complex function could be used, but
this one is sufficient to discriminate between a diameter variation which is linear and a
one that is not. Since normal vessels have a cylindrical shape, their diameter is almost
steady and thus the value of c is very small. So, by thresholding on c, we decide if the
corresponding branch is in an aneurysm. The threshold we use has been found after
a ROC analysis, and is 0.2. The threshold is not null because a branch can traverse
several blood vessels (see branches in Fig. 3), which makes the associated diameter
change. However, this change remains insignificant in comparison with the one caused
by an aneurysm.
During the extraction of branches, the above test is made on each branch Bi to
decide if it is an aneurysm or not. Branches that are in aneurysms are saved in a list to
be treated later for quantification.
2.3 Aneurysm quantification
The construction of a shortest distance tree creates an oriented graph. The nodes of
the graph are the voxels. The oriented edges link these voxels together to minimize
their distance from the source voxel. Voxels of an aneurysm are the voxels that can
be reached from voxels of the aneurysm branch by descending the graph. Since the
aneurysm branch is connected to the father branch, which is inside the holding vessel,
some of its voxels are inside the holding vessel, see Fig. 6-(a). In order to get rid of
(a)
Branch a b c
B1 2.494 -0.012 0.000
B2 1.250 -0.018 0.000
B3 2.156 -0.105 0.003
B4 3.509 3.831 -2.006
(b)
Fig. 5: Diameters variations for branches of the real dataset shown in Fig. 3: (a) The quadratic functions, note that they
closely match straight lines for vessels, which is not the case for the one of the aneurysm (B4). (b) Table1 shows values of
a,b and c for each branch.
(a)In yellow, voxels linked to those
of the aneurysmal branch.
(b) The voxels of the aneurysm. (c) The neck of the aneurysm.
Fig. 6: Compute aneurysm’s neck.
these voxels, we only add voxels if their distance from the branch of the holding vessel
is greater than its radius, see Fig. 6-(b). The aneurysm’s neck is the surface voxels of the
aneurysm that have at least one neighbor that is not in the aneurysm, see Fig. 6-(c),(d).
Fig. 7: Measures of an aneurysm.
Following a discussion with a surgeon, we found out
that the following measures of the aneurysm are relevant
to help the treatment decision:
• Size of the aneurysm: number of aneurysmal voxels.
• Maximum vertical diameter of the aneurysm (Diam1):
to find this diameter, we look for the surface voxel which
is the furthest from the origin j of the aneurysmal branch.
Diam1 is the distance between this voxel and j.
•Maximum horizontal diameter of the aneurysm (Diam2): we look for the voxelm of
the aneurysmal branch with maximum DFB, then Diam2 = 2×DFB[m].
2.4 Localization of the aneurysm
Regarding the method we use to extract centerlines, the result is a set of branches where
each branch Bi (except B0) has a father branch. On the same time, the branches do not
correspond to blood vessels, a branch can be within several blood vessels. To get a
graph that represents the resulting tree, we deal with segments. A segment is made of
the voxels of a branch between its extremity and a junction, or between two successive
junctions. We choose the widest segment (aneurysms excluded) as root, because it cor-
responds to the carotid (widest blood vessel), and we construct a graph. In Fig. 8-(a),
we see the graph corresponding to the dataset of Fig. 5-(a).
(a)Initial graph (b)Graph without small branch (c)Final graph
Fig. 8: Graphs for the dataset of Figure5-(a)
Graph matching is a well known problem, and graphs can be with or without at-
tributes for both nodes and edges. If we consider our graph of segments without any
attributes, the matching process will be mainly a topological one, meaning that if a
node has two child nodes, it may be matched with any node with two children in the
reference graph. To get a more accurate matching, we choose to use a graph with at-
tributes.
As can be seen in Fig. 8-(a), we associate to each node of the graph three attributes:
length, diameter of the segment, and number of children. The first two attributes are
used to give an idea about the importance of the segment. Segments with small diam-
eters or short lengths are considered very patient specific and unimportant. The cor-
responding nodes are then deleted from the graph (Fig. 8-(b)). We can describe this
deletion step as a simplification of the graph. To keep a trace of the deleted nodes, we
use the third attribute “number of children”. Each time we decide to delete a node, we
increase the number of children of its parent by one. Finally, we give the root of our
graph a big number of children (10), to be sure that the root will be matched with the
carotid.
Only the third attribute (number of children), is then used in the matching step.
It helps to differentiate between vessels that are known to have a lot of bifurcations
(vessel M) and those who have less bifurcations (vessel A), and both issued from the
same parent (carotid), see Fig. 9.
Since the anatomy of the cerebral vascular tree is known, especially regarding the
main vessels, we use a reference graph. In practice, not all vessels are segmented from
acquired images, so several reference graphs with different resolutions are needed.
Fig. 9 shows the reference graphs we use.
(a) (b) (c)
Fig. 9: Reference graphs
The localization of the aneurysm is then reduced to an inexact graph matching prob-
lem. We use the VF algorithm [17] to solve this problem. We try first to match our sim-
plified graph with the most detailed reference graph 9-(a), then with 9-(b), and finally
with 9-(c). In practice, more reference graphs can be used if needed.
3 Results
We validated our approach on a set of twenty patients, using both MRA and CT imaging
techniques for five and fifteen patients respectively. The set contained five males and
fifteen females, the patients’ ages varied from 33 to 78 years with an average of 51.68.
After segmentation, our method is applied on one connected component (either cho-
sen by the user, or the largest one if no choice is made). The results reported no error
of typeI (false negative) and two errors of typeII (false positive). Results of quantifica-
tions were compared to those provided by experts (experts provided quantifications for
only 10 cases). We use the following formule to calculate the error of a measurement:
E = 100 × �provided−calculated�provided . For Diam1, the error varied from 0.8 to 48 with an
average of 11.7, for Diam2, it varied from 1.7 to 17.1 with an average of 8.25.
Aneurysm located on the posterior component.
Aneurysm located on the carotid.
Aneurysm detected but not localized.
Aneurysm located on the carotid.
Fig. 10: Some examples of aneurysms detected by our method.
Since our technique of localization does not consider cases where the whole cere-
brovascular tree is present, the localisation was possible in ten cases and the localiza-
tions were distributed as follows: six aneurysms were localized on the carotid, two on
vessel A1 and two on the posterior component. Fig. 10 shows some examples of the
detected aneurysms. Calculation time on a Pentium(R) 4 CPU 3.00 GHz varied from
4.5 to 145.23 seconds with an average of 29.97. In practice, this time is almost linearly
connected to the number of voxels.
4 Conclusion and future work
In this paper, we have presented a complete solution to automatically localize and quan-
tify intracranial saccular aneurysms. First, we use a new distance-based method to find
centerlines of the vascular tree. The centerlines are connected, thin (by construction),
and centered, due to our modification of Dijkstra’s algorithm. Moreover, since the dis-
tance map is calculated relative to a source voxel, the presented approach is invariant
to rigid transformations. Then, aneurysms are automatically detected and quantified.
Finally, the aneurysm is localized by graph-subgraph matching between a graph repre-
senting the centerlines and a reference graph.
When applying our method to 3D medical images, it proved to be fast and robust since
the quality of the results is independent of small segmentation artifacts.
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This paper describes a new semi-automatic method to cluster TLS data into
meaningful sets of points to extract plant components. The approach is designed
for small plants with distinguishable branches and leaves, such as tree seedlings.
It first creates a graph by connecting each point to its most relevant neighbours,
then embeds the graph into a spectral space, and finally segments the embedding
into clusters of points. The process can then be iterated on each cluster separately.
The main idea underlying the approach is that the spectral embedding of the graph
aligns the points along the shape’s principal directions. A quantitative evaluation of
the segmentation accuracy, as well as of leaf area estimates, is provided on a poplar
seedling mock-up. It shows that the segmentation is robust with false positive and
false negative rates around 1%. Qualitative results on four contrasting plant species
with three different scan resolution levels each are also shown.
Keywords: terrestrial laser scanning; tLiDAR; 3D point cloud; segmentation;
spectral clustering; tree seedling
1. Introduction
Functional-structural plant models describe a plant as a collection of intercon-
nected elementary units (internode, petiole, leaf-blade, see Godin et al. (1999)).
Their goal is to help biologists understand the relationships between the plant
structure and the biological and physical mechanisms underlying the plant growth
(Godin and Sinoquet (2005)). These models require an in situ validation on real
plants, that can be done by measuring the three-dimensional (3D) characteristics
of vegetation. Similarly the growing field of plant phenomics, which is concerned
with the discovery and analysis of complex plant traits (Furbank and Tester (2011);
International Plant Phenotyping Network (2016)), requires the measurement of
individual quantitative parameters such as leaf characteristics.
Destructive measurements have long been used but are time consuming and
expensive. As a consequence, various kinds of sensors are being investigated
∗Corresponding authors. Emails: Franck.Hetroy@grenoble-inp.fr; Eric.Casella@forestry.gsi.gov.uk
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for non-destructive and non-invasive plant metrology. For example, the use of
different imaging techniques has been proposed for plant phenotyping, see Li et al.
(2014) for a review. The most popular imaging techniques are based on single-lens
cameras (Quan et al. (2006); Paproki et al. (2012)), time-of-flight cameras (Chéné
et al. (2012); Alenyà et al. (2013); Chaivivatrakul et al. (2014); Xia et al. (2015))
or multi-view stereo imaging systems (Golbach et al. (2015); Lou et al. (2015);
Rose et al. (2015)). All these methods allow one to reconstruct and measure single
leaves, although some of them require manual interaction (Quan et al. (2006);
Golbach et al. (2015); Rose et al. (2015)) or prior knowledge of the plant (Chéné
et al. (2012); Chaivivatrakul et al. (2014)).
Terrestrial laser scanning (TLS), a remote sensing technique, has become an
increasingly popular technique to measure vegetation from grass to forest plant
species, see e.g. Dassot et al. (2011); Lin (2015) for recent reviews. Compared
to imaging techniques, TLS provides direct accurate 3D measurements. It has
also proved to be more robust to diverse environments, in particular to changing
lighting conditions (Li et al. (2014); Lin (2015)). Thus, LiDAR seems more
adapted to greenhouse and field conditions (Tilly et al. (2012); Lin (2015)).
TLS generates unstructured sets of points where its laser beam is incident and
reflected. Thus it gives a raw sketch of the spatial distribution of plant elements in
3D, but it lacks explicit and essential information on their shape and connectivity.
The points need to be clustered into geometrically meaningful sets for further
analysis and dendrometric measurements. For example, leaf-blade points need to
be separated from petiole and internode points to assess leaf areas.
In this paper, we segment TLS data of small plants or tree seedling scans into
their elementary units: internodes, petioles and leaf-blades. Our method only con-
siders the 3D positions of the points (no intensity value or normal estimate is
required). As a consequence, it can be applied to sets of 3D points generated by
other techniques than TLS such as time-of-flight cameras. We focus on accurate
segmentation so that individual elementary unit characteristics such as leaf area
are estimated as accurately as possible.
1.1. Related work
Segmentation of 3D data is critical for many applications in science. Research
has considered the segmentation of point clouds into basic geometric primitives
(planes, cylinders, spheres, etc.) for various purposes, such as building or city
modelling (see Haala and Kada (2010) for a survey), reverse engineering of
mechanical objects (e.g. Bey et al. (2011); Li et al. (2011)), or background
subtraction, see Nguyen and Le (2013) for a recent overview. These approaches
are designed for man-made objects which can be almost completely decomposed
into uniform geometric shapes. Yet since stems and leaves are not exactly cylin-
drical and planar shapes, their efficiency to robustly segment plants is questionable.
The problem we are interested in, that is the segmentation of plants into their
elementary units, has been partially tackled in the literature. Recovering the
branching structure of a plant or a leaf-on tree is a specific issue that has been
addressed in order to estimate various wood parameters by e.g., Bayer et al.
(2013); Belton et al. (2013). Some authors additionally propose to reconstruct
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the foliage, using some heuristics to position them, for example to create visually
pleasing virtual 3D models of trees from TLS point clouds (e.g., Xu et al.
(2007); Livny et al. (2010)) or to derive global characteristics such as total
leaf and wood areas (Côté et al. (2009)). The number of leaves as well as their
individual location and shape are plausible but do not correspond to the actual tree.
Other works segment a plant into two clusters only, one for the stems and one
for the leaves, mostly by classifying points according to local geometric features
(Belton et al. (2013); Paulus et al. (2013, 2014); Wahabzada et al. (2015)). Other
approaches use geometric distance information (Tao et al. (2015)) or intensity
information (Douglas et al. (2015)). Deriving a full segmentation of the plant from
such a classification is possible in some cases, using prior knowledge about the
plant or its organs (Paulus et al. (2014)). However this is not straightforward in
general, especially when leaves are almost overlapping.
Geometric segmentation of a plant into elementary units has been proposed
using either plant-specific prior knowledge (e.g., Kaminuma et al. (2004)) or a
tedious interactive procedure (Dornbusch et al. (2007); Hosoi et al. (2011); Paulus
et al. (2014)). In contrast, our approach only requires a minimum user interaction,
and no prior knowledge. It is thus applicable to any species.
Yin et al. (2015) have recently proposed a destructive approach to accurately
segment and reconstruct a pot plant. Their approach requires laser scanning
the whole plant, manually cutting the plant leaves and laser scanning each leaf
individually. This is time-consuming and obviously does not allow for tracking
changes in the plant traits over time.
A approach analogous to that used here has recently been published by Lou
et al. (2015), although they work on point cloud data generated using a multi-view
stereo imaging system. The methodology is similar: a graph is first constructed
to build neighbourhood relationships between the plant’s points, then a spectral
clustering approach is performed on this graph. However, we used more advanced
graph construction and clustering techniques, as detailed in Sections 2.1.2 and
2.1.4.
1.2. Approach
The main contributions of this paper are:
(1) a semi-automatic approach to accurately segment a TLS 3D point cloud
of a tree seedling into meaningful clusters of points (Section 2.1). More
specifically, each cluster gathers points of an elementary unit of the tree
seedling.The approach is global in the sense that leaves are not segmented
first from branches, and robust to non uniform density in the point cloud;
(2) the assessment of the method robustness by quantitatively evaluating clus-
tering results and individual leaf-blade areas on computer-generated scans
from a plant mock-up (Sections 3.2.1 and 3.2.2).
Qualitative validation on real plant scans and parameter sensitivity analysis are
also given (Sections 3.1 and 3.2.3, respectively).
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2. Materials and methods
The segmentation algorithm underlying the approach is first explained in detail
in Section 2.1. Reference data used in the experiments is then described in Sec-
tion 2.2. The method used for statistical analysis of leaf area estimates is explained
in Section 2.3.
2.1. Point cloud segmentation algorithm
In this section, the algorithm that analyses data collected from the TLS is
described. The input point cloud data is merely a 3D location of points with no
additional information. The algorithm is designed to cluster points into subsets
corresponding to the plant elementary units. This algorithm is a three-stage
process (Figure 1).
Figure 1. Pipeline of the segmentation method.
The first stage, called Graph Construction, finds neighbouring points for each
point of the raw TLS data (see Section 2.1.2 for details). The second stage, called
Spectral Embedding, finds the major intrinsic plant directions, i.e. the main di-
rections of each elementary unit (see Section 2.1.3). This allows us to define the
distances between neighbouring points according to the intrinsic plant directions,
rather than the usual Euclidean distance. For example, the distance between two
points sampled on a leaf-blade with an ellipsoid shape corresponds to the distance
between their projections on the leaf’s midrib (ellipsoid’s main axis). Thus, two
points on both sides of the ellipsoid’s main axis but with similar projections will ap-
pear close to each other. As a consequence, this stage of the algorithm transforms
the raw TLS data into a cloud of points aligned along principal plant axes (see
Figure 2). Finally, the third stage, called Spectral Clustering, uses the computed
neighbouring relationships to decompose the shape into subsets of points accord-
ing to the principal plant axes. All points in a subset are given the same label (in
our experiments, a colour), and points in different subsets have different labels.
During this stage, each elementary unit is thus split from the one it originates. For
example, a leaf-blade is separated from its petiole (see Section 2.1.4). Since each
4
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point in the embedding space corresponds to a point in the Euclidean space, the
segmentation of the input TLS data is automatically found by giving to each point
the label of its associated point in the embedding space (reverse embedding).
(a) (b)
(c) (d)
Figure 2. Example of the spectral embedding process. (a) Input scan. (b) Computed graph. (c,d) Point
cloud embedded into a 3-D spectral space (two different views; see also the accompanying video). Colours
are set to roughly indicate the elementary units.
2.1.1. Parameters
The algorithm uses three parameters, one for each stage:
(1) the minimum angle a between two neighbours of any point in the point cloud,
for the graph construction;
(2) an estimate d of the number of intrinsic directions in the plant, for the spectral
embedding;
(3) the number c of desired subsets of points (elementary units), for the clustering
stage.
2.1.2. Graph construction
The first stage of the method aims at recovering neighbouring information between
points. This is a difficult task since the only information available is the 3-D
location of the points.
Usual methods create neighbouring relationships, called edges, between any
point p and either all points which lie within a sphere of radius ε centred at p,
or the k nearest points (Figure 3 (a,b)). These methods are known as the ε-
Neighbourhood and the k-Nearest-Neighbours methods, respectively (Yang (2005);
von Luxburg (2007)). ε and k are user-chosen parameters. ε-Neighbourhood is for
example used by Belton et al. (2013), while the k-Nearest-Neighbours method is
used by Côté et al. (2009); Lou et al. (2015). These methods are convenient so
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long as the density of the point cloud is uniform, which is not the case for our
TLS data. For non-uniform samples, many redundant edges may be created or
relevant ones may be missed and the main problem is to find the right value for the
parameters. This problem is shown on Figure 3 (a), where the ε-neighbourhood
of a blue point is depicted for two different values of ε (in green and in red and
green, respectively). Similarly, the k-nearest-neighbours, for k = 2 (in green)
and k = 5 (in red and green), are shown on Figure 3 (b). If ε or k is low, the
corresponding methods may miss relevant edges, such as the one between the
blue point and the upper red point. If ε or k is high, they may create redun-
dant edges such as the ones between the blue point and the left and right red points.
(a) (b) (c)
Figure 3. Examples of graph construction for the methods: (a) ε-neighbourhood of a point in blue, for
two different values of ε. (b) k-nearest-neighbours, for k = 2 and k = 5. (c) Proposed method, for a = 45◦.
Note that it is critical for the next stage of our approach, both in terms of mem-
ory usage and computation time, to avoid redundant neighbouring relationships
since during this stage we work with an adjacency matrix computed from the
neighbouring graph. Therefore, the lower the number of neighbours for a given
point the sparser the matrix thus the faster the computation. This is why we have
developed a specific algorithm which is summarised in Algorithm 1 and Figure 3 (c).
This algorithm starts by selecting a number k of candidate neighbours for every
point p ∈ P . In practice, we choose k = 0.1% of the total number of points. Then,
in order to select the neighbours within the set of candidates, it uses one parameter
which is the minimum angle a at p allowed between two edges with endpoint p
(see Figure 3 (c)). If many candidates lie in the same direction, only one (the
closest) is selected as a neighbour of p. This prevents the creation of redundant,
almost parallel, edges. On the contrary, this algorithm having found the closest
point in a given direction will go on to look for other points farther away but in
a distinctly different direction. Thus, this method captures all relevant edges and
is robust to non-uniform density within the point cloud. Figure 3 (c) shows the
result of the method for a = 45◦. This method discards the two red points D since
the corresponding edges are within a small angle of existing edges (in green) but
it does capture point 3 which is a neighbour in a clearly different direction.
The graph construction runs this algorithm for every point p in the point cloud.
The resulting neighbouring graph is thus the union of the selected edges E(p)
for every p ∈ P . Note that we do not look for mutual nearest neighbours: if q is
computed as a valid neighbour of p but p is not considered as a valid neighbour
of q, we still connect these two points. Our experimental results have shown
that choosing the angle parameter a = 90◦ is a good compromise in practice
(see Section 3.2.3). This allows us to search for neighbours in the 3 cardinal
directions around a point in 3D, which has been shown to be sufficient for building
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Data: Point cloud P , a point p ∈ P , a user-chosen angle parameter a (in
radian)
Result: Set E(p) of the edges of the graph with endpoint p
E(p) := ∅;
Compute the k nearest neighbours of p in P , and put them in a priority queue
Q ordered by increasing distance to p;
for p′ ∈ Q do




Put the edge pp′ in E(p);
end
end
Algorithm 1: Building the neighbouring edges of a single point p in the cloud
a connected graph with as few as possible redundant edges.
Figure 4 shows an example of a graph construction. In this example, the petioles
were very sparsely scanned compared to the leaf-blades and the main branch. For
the ε-neighbourhood and the k-nearest-neighbours methods, the minimum value
of the parameter was chosen such that the resulting graph was connected. Notice
how both methods, contrary to ours, create numerous redundant edges on the
main branch.
(a) (b) (c)
Figure 4. Example of graph reconstruction by (a) the ε-neighbourhood method (with ε = 0.006m); (b) the
k-nearest-neighbours method (with k = 8) and (c) the method used in this study (a = 90◦).
Other methods, which guarantee connectedness of the graph, are proposed by
Yang (2005). However, their computational complexity (at least O(n2), where n is
the number of points) may become prohibitive in the context of this study. The
approach proposed in Algorithm 1 reaches a O(n log n) complexity with appropriate
data structures, i.e. a kd-tree for the k-nearest-neighbours searches and heaps for
the priority queues.
2.1.3. Spectral embedding
In the second stage, the major intrinsic directions of the shape are recovered and
the weights of the edges modified accordingly. This is done using a technique
called dimension reduction or spectral embedding. Indeed, embedding a (discrete)
shape into a low-dimensional spectral space is known to help recover its intrinsic
features (see e.g. Reuter et al. (2006)). In this work, we build on the Laplacian
Eigenmaps framework of Belkin and Niyogi (2003), the main differences being
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the graph construction approach described above and the choice of the distance
between neighbouring points. This framework is now described.
Let A be the adjacency matrix of the graph constructed in the previous stage.
Points are numbered from 1 to n, A is a n × n matrix such that A(i, j) is equal
to the weight of the edge connecting points i and j. A(i, j) = 0 if there is no
edge between these points. The Euclidean distance between i and j is used as a
weight. Let W be the diagonal valency matrix of the graph. W (i, i) is equal to
the sum of the weights of edges with endpoint i. The matrix L = W − A is called
the Laplacian matrix of the graph. The spectral embedding of the graph into
a d-dimensional space is given by the d eigenvectors V1, . . . , Vd of L associated
with the first d non zero eigenvalues (in increasing order). Namely, the embedding
coordinates of point number i are given by row i of the matrix whose columns are
vectors V1, . . . , Vd (von Luxburg (2007)).
It is known that the eigenvectors associated to the lowest non zero eigenvalues
of L give the main “intrinsic” (curved) directions of the graph (Lévy (2006)). This
property has previously been used for shape compression (Karni and Gotsman
(2000)), progressive reconstruction (Lévy (2006)) and deformation (Dey et al.
(2012)) purposes. The Laplacian spectral embedding is also known as the eigen
skeleton of the input graph (Dey et al. (2012)). Using this property makes sense
in the context of this study, since a plant is a strongly anisotropic shape; the
natural directions of the plant follow the directions of each stem, branch, petiole
and the main directions of each leaf-blade. It is therefore expected that the
spectral embedding of the graph aligns points into a curve, or at least a strongly
anisotropic shape, that samples each elementary unit of the plant, as shown on
Figure 2. It is easier to segment the spectral embedding of the graph into subsets
of points than the TLS data, since it does not depend on the particular shape
of the leaves. Moreover, geometrical noise accumulated during the acquisition
process is implicitly altered by the spectral embedding.
Note that computing the eigen-decomposition depends on the number of edges
in the graph. The lower number of neighbours a point has, the sparser the ma-
trix is, thus the faster the computation is. This is why the algorithm described
in Section 2.1.2 is used rather than the standard ε-neighbourhood or k-nearest-
neighbours methods. Figure 2 shows the 3-D embedding of a simple plant model
with two leaves, thus having three main directions. Notice how the plant is nearly
collapsed to a set of curves.
2.1.4. Spectral clustering
This stage clusters points into sets corresponding to the plant’s elementary units
(internodes, petioles and leaf-blades). To this aim, the point cloud is segmented
according to its spectral embedding; the objective is thus to cluster together
points of an elongated curve in the embedded shape. Since the embedded point
cloud is almost a set of elongated curves (see Figure 2), segmentation techniques
for stems such as e.g. Paulus et al. (2014) could be applied. However, they would
not benefit from the point neighbourhood information retrieved from stage one of
the approach (Section 2.1.2).
The usual clustering technique, applied in spectral space, is known as K-means
clustering (von Luxburg (2007)). It is used for example by Lou et al. (2015).
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K-means clustering randomly selects K initial “means” among the points, with
K being a user-defined parameter. Each point is assigned to the nearest mean.
Then, for each cluster of points, the closest point to the centroid (centre of mass)
of the cluster is computed and selected as the new mean. The process is iterated
until convergence to stable mean positions is reached, which is generally fast. This
technique is well adapted to isotropic data, i.e, a point cloud without any principal
direction. This is obviously not the case in this study where the graph is embedded
in spectral space almost as a set of elongated curves. More general approaches
such as expectation maximisation could be used, but as K-means clustering they
do not naturally benefit from the neighbourhood information (graph edges). Note
that Lou et al. (2015) merge neighbouring clusters with similar normals, but this
may lead to undersegmentation since different elementary units (e.g., two leaves)
may have similar normals.
A new clustering method, more adapted to elongated shapes, is therefore pro-
posed. This method is described in Algorithm 2 and Figure 5. The idea is to com-
pute the main directions of the graph (in spectral space), as sets of edge-connected
points which are called the segments. As many segments as the desired number c
of clusters are computed. Finally, each point of the graph is labelled according to
its closest segment. Note that c should be odd, by construction. In case the desired
number of clusters is even, we recommend to segment in c + 1 clusters and merge
two of them.
Data: Graph G = (V,E) (in spectral space), desired number c of clusters
Result: Segmentation of V into disjoint sets {Cluster[1], . . . , Cluster[c]}
Source := farthest point to a random point of G;
i := 1;
Segment[i] := ComputeShortestPaths(Source,G);
while i < c do
Segment[i + 1] := ComputeShortestPaths(Segment[1..i],G);
p := point of Segment[1..i] connected to Segment[i + 1];
j := number of the segment to which belongs p;
Remove successive points of Segment[j] from p to one of its end and add




for p ∈ V do
p′ := closest point of Segment[1..c] from p;
j := number of the segment to which belongs p′;
Add p to Cluster[j];
end
Algorithm 2: Proposed graph segmentation method (applied in spectral space).
2.1.5. Algorithmic details
Edges of the computed graph are weighted by a distance between their two
endpoints called the commute-time distance, which represents the expected time
for a random walk on the graph to travel from one point to the other and then
return (Qiu and Hancock (2007)). In our plant segmentation context, this is a
9




Figure 5. The segmentation process. (a) Input graph (in spectral space) and selected source point (in
red, together with the path from the initial random point). (b,c,d) Computation of successive segments.
(e) Shortest paths from each remaining point to the segments. (f) Computed clusters.
more meaningful distance than the Euclidean distance. For example, points on
two different leaf-blades connected by a few edges (see Figure 6) may have a short
Euclidean distance and a large commute-time distance in the graph. Since we
want such points to belong to different clusters, we want their distance to be large.
Moreover, commute-time distance has been proved to be robust against noise for
clustering purposes (Qiu and Hancock (2007), Sec. 5.1).
The commute-time distance is similar to the Euclidean distance in spec-
tral space, except each coordinate is divided by the corresponding eigenvalue.




, with i(k) and j(k) the k-th coordinates in spectral space of i
and j, respectively (that is to say, the i-th and j-th coordinates of the k-th eigenvec-
tor Vk of the Laplacian matrix of the graph, as explained above), and e(k) the k-th
eigenvalue of the Laplacian matrix of the graph (Qiu and Hancock (2007), Sec. 2.3).
Finding the main segment of a weighted graph is a typical issue in medial struc-
ture axis and skeleton-related problems. The main segment of a graph can be com-
puted successfully by using a one-source shortest path algorithm from an endpoint
of the graph, e.g. the Dijkstra’s algorithm (Dijkstra (1959)). This endpoint can be
found as the farthest point to some random point (Lazarus and Verroust (1999))
and computed once again using a one-source shortest path algorithm. Other seg-
10
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Figure 6. Points A and B are on two different leaf-blades of the poplar mock-up with high TLS resolution
level (see Section 2.2.1). Their commute-time distance in the graph is large while their Euclidean distance
is small.
ments are then computed the same way by taking all points of already computed
segments as source points as in Hassan et al. (2011). As a result, each point of the
graph is linked to its closest point on the segments and its distance to this point
is computed. See Figure 5 for an example.
2.1.6. Asymptotic computational complexity
As explained above, Algorithm 2 uses a one-source shortest path algorithm (c −
1)/2+3 times. Then, a Disjoint Set data structure (Cormen et al. (2009)) is used to
cluster and label the points according to their closest point on the segments. The
computational complexity of Dijkstra’s algorithm, using a heap data structure, is
O(m+n log n), where n is the number of points in the graph and m is the number
of edges. The complexity of cluster creation within a Disjoint Set framework and
using relevant heuristics is O(n log n) (Cormen et al. (2009)). The computational
complexity of Algorithm 2 is thus O(c(m + n log n)).
2.2. Reference data
Reference point clouds were obtained at various resolution levels, from two different
ways. First, point clouds were generated from a virtual poplar seedling mock-up
through a computer simulation of TLS (Section 2.2.1). Second, points clouds were
acquired from four real plants using a Leica Geosystems HDS-6100 TLS device
(Section 2.2.2).
2.2.1. Point cloud computations from a poplar mock-up
The 3D structure of a one-year-old single-stem seedling of poplar clone Trichobel
(Populus trichocarpa Torr. & Gray x P. trichocarpa) was generated by the 3D
Coppice Poplar Canopy Architecture model (3D CPCA) developed by Casella
and Sinoquet (2003) (Figure 7, Table 1). The model is based on a multi-scale
decomposition of a plant structure into components (axis and growth unit)
described as a collection of metamers, themselves defined as a collection of
elementary units (nodes plus internodes, petioles and leaf-blades) (Godin et al.
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(1999)). For this study, axes (stem and branches) were divided as a sequence of
conical frustums (a sequence of internode units), petioles were represented as
cylinders and leaf-blades were regarded as planar objects. Each elementary unit
was scaled to the appropriate geometric dimensions (e.g. height, base and top
radius for a conical frustum) although a leaf-blade prototype was created and
represented as a polygon with a set of 4 contiguous triangles to fit the leaf-blade
shape and the allometric relationships between the leaf-blade area, the leaf-midrib
length and the leaf-blade width. Each unit was them rotated and translated
according to its orientation and location in the scene. Each unit was scaled so
that no discontinuity between elements was possible, and there were no contact
between laminae. Empirical functions and random deviation used in this study
for the reconstruction of the plant architecture were as in Casella and Sinoquet
(2003). The resulting poplar mock-up consisted of 17 leaves, 17 petioles and 24
internodes.
(L) (M) (H) (U) (U)
Figure 7. 3-D point cloud images of the poplar seedling mock-up used in this study for the low (L),
medium (M), high (H) and ultra high (U) TLS resolution levels (Table 2). The last image shows the point
cloud generated without simulation of the occlusion: all hits from the laser source to objects were recorded.
Seedling Height (m) Nb. of leaves Total leaf area (10−2m2)
Poplar mock-up 0.462 17 2.617
Birch 0.650 7 1.296
Horse chestnut 0.607 9 16.567
Sweet chestnut 0.465 19 4.530
Red oak 0.547 10 5.553
Table 1. Structure parameters of the tree seedlings.
This mock-up could then be scanned from any point of view, after having placed
a virtual TLS in the scene. Point clouds were computed for three TLS positions
around the mock-up and for four scanner resolution levels i.e. by simulating the
characteristics and settings of a Leica Geosystems HDS-6100 TLS device (Table 2)
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used in this study for point cloud acquisitions from real plants (see next Section).
The positions of the virtual TLS in the scene were computed for a distance of 3
meters from the base of the stem to the laser source, an elevation angle of 25◦ and
an azimuth angle of 0, 120 or 240◦. For each TLS resolution level, a point cloud was
generated using a simple hit/not hit determination algorithm coded from a set of
ray/objects (i.e. /cylinder, /cone and /triangle) intersection equations (see Haines
(1989)) by determining either the closest or all hits from the laser source along
any simulated ray trajectory within the scene. Every recorded hit (xhit, yhit, zhit)
was then referred to both its related object in the scene (e.g. leaf-blade #) and the
position of the laser source (xTLS , yTLS , zTLS). Point clouds were generated both
with and without simulation of the occlusion, i.e. recording either only the closest
or all hits from the laser source to objects.
Single shot phase-shift technology with single return signal
Wavelength (nm) 650− 690
Range (m) 0.3− 50 at 18% albedo
Spot size at exit (m) 0.003
Beam divergence (◦) 0.0126
Pre-set scanner resolution levels Low (L) Medium (M) High (H) Ultra high (U)
Angular sampling resolution (◦) 0.072 0.036 0.018 0.009
Maximum point spacing at 3m (m) 0.0038 0.0019 0.0009 0.0005
Table 2. Characteristics and settings of the Leica HDS-6100 terrestrial laser scanner used in this study
for point cloud acquisitions.
2.2.2. Point cloud acquisitions from real tree seedlings
TLS point clouds were acquired from tree seedlings of silver birch (Betula pendula
Roth), horse chestnut (Aesculus hippocastanum L.), sweet chestnut (Castanea
sativa Mill.) and red oak (Quercus rubra L.) (Table 1) using a Leica Geosystems
HDS-6100 TLS device (Table 2). Each seedling was scanned inside a large area
warehouse from three TLS positions around the plant (two for the Horse chestnut
seedling) and for three scanner resolution levels. These species were chosen in
order to get seedlings with varying structural and leaf geometrical complexities.
TLS point clouds of trees are usually noisy because of various interferences during
the acquisition process, see e.g. Hebert and Krotkov (1992). Each point cloud was
thus filtered in order to remove most of the outliers, using the statistical outlier
removal filter of the Point Cloud Library (Rusu and Cousins (2011)). For each
point p, its k nearest neighbours were first retrieved, and the mean distance d of
these points to p was computed. If d is outside an interval defined by the mean
and the standard deviation of the mean distances to all points, then p is detected
as an outlier and removed. We have set k so that to remove as many outliers as
possible, without removing relevant points. k = 20 has been taken for the horse
chestnut, k = 30 for the sweet chestnut, and k = 50 for the silver birch and the red
oak, for all resolution levels. Between 0.2% (red oak) and 11% (silver birch) of the
points have been removed by this filtering. Table 3 shows the number of point in
each point cloud after filtering. Each resolution level contains about 4 times more
points than the previous one.
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Seedling Low (L) Medium (M) High (H) Ultra high (U)
Poplar mock-up 2452 10244 40560 162704
Birch 3230 14412 60517 -
Horse chestnut 6691 12615 122022 -
Sweet chestnut 9761 38111 155186 -
Red oak 12667 50997 187054 -
Table 3. Number of points for each point cloud (after filtering).
2.3. Statistical analysis of leaf area estimates on the poplar mock-up
Leaf area (LA) has been estimated for each labelled leaf-blade, by projecting its
points into the least-square fitting plane, computing the Delaunay triangulation
of the projected points (Edelsbrunner (2001)), projecting the points back to their
original positions and summing the areas of the Delaunay triangles. This was done
for the leaf clusters as labelled in the input data, both without and with occlusions,
as well as for the clusters computed with the presented algorithm. The quality of
the method was then determined by two parameters, the root mean square error












where n is the number of observations and ŷpk is the predicted average value from
the regression line between the simulated ysk and the actual yak values for the k
th
observation.
3. Results and discussion
The algorithm has been implemented in C++ and Matlab. Because of the
generally complex structure of a plant, perfect clusters may not be created in a
single run. In practice, the algorithm is first run with a low number of desired
clusters (less than the actual number of metamers), then each cluster is segmented
by running this algorithm again. A simple graphical user interface has also been
implemented, which allows merging clusters by selecting a point in each cluster.
The overall approach is thus semi-automatic.
Results of the segmentation process on the poplar mock-up and on the four
tree seedlings are shown in Section 3.1. A quantitative validation is provided in
Section 3.2. It includes an evaluation of the segmentation accuracy, a statistical
analysis at the leaf area scale, and a parameter sensitivity analysis of the algorithm.
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3.1. Qualitative results
The method has been tested on the five different tree seedlings (Tables 1 and 3),
for the low, medium and high resolution levels (Table 2), as well as the ultra high
resolution level for the poplar mock-up.
3.1.1. First segmentation
Results of the first run of the algorithm are shown on Figure 8 for the poplar
mock-up (ultra high resolution), the sweet chestnut (high resolution) and the red
oak (medium resolution) seedlings. When a small number c of clusters is set, the
algorithm usually segments the point cloud into connected subsets of elementary
units, even when the point cloud is very noisy (e.g., the red oak). The higher value
for c, the higher probability that a elementary unit (usually, a leaf) is segmented
by the algorithm into several clusters (see Figure 9). We elaborate on the choice
of c in Section 3.2.3.
(a) (b) (c)
Figure 8. Segmentation results after the first run for (a) the poplar mock-up with occlusions, (b) the sweet
chestnut and (c) the red oak, with c = 11 (a), c = 9 (b) and c = 5 (c), respectively.
Once the initial point cloud has been segmented, the user can select any given
cluster through the graphical interface and re-run the algorithm on this cluster.
This is done interactively; no botanical knowledge is used in our approach and the
user decides which subsets of points to segment and when to stop this process.
3.1.2. Final segmentations
Qualitative final segmentation results on all scans are shown on Figures 10, 11, 12
and 13. The accompanying videos also show the segmentation results for the high
resolution level point cloud of each of these five seedlings.
These results show that overall, despite large occlusions in real scans (see e.g.
Figures 12 (d) and 13 (b)), the method correctly segments the point cloud into sets
of individual leaf-blades, petioles and stem sections. Internodes can be detected
when both ends are delimited by petioles and/or incident stems, otherwise they
are merged. The method is insensitive to the leaf anatomy. It behaves correctly
for both simple, small (e.g. sweet chestnut) and complex, large (e.g. red oak)
leaves, as well as for both planar and curved leaves. However, a compound leaf
is segmented into its leaflets, as shown for the horse chestnut, as each leaflet
corresponds to a different intrinsic direction.
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5 7 9 11
15 19 25 31
Figure 9. Result of the first iteration of the algorithm for various numbers c of clusters.
Figures 10 and 11 show that the resolution level does not have a strong influence
on the segmentation, as will be demonstrated in Section 3.2. The algorithm is
also robust to non uniform density within a point cloud, as shown for example
on Figure 12 (a). Finally, the method is insensitive to the noise level. Even when
points are spread over the boundaries of a unit (leaf or stem), they are included
into the correct cluster (see Figures 12 (a) and 13 (c)). This is also shown by the
following experiment.
3.1.3. Robustness to acquisition noise
In order to test the robustness of the approach, a raw scan of the sweet chestnut
(high resolution level) from a single viewpoint has also been segmented. 72754
points belong to this unfiltered point cloud. Results are shown on Figure 14, to
be compared with Figures 11 (H) and 12 (c). Points are correctly assigned to
their corresponding cluster, except on ambiguous areas (for example between two
neighbouring leaves).
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(L) (M) (H) (U)
Figure 10. Segmentation results for the poplar mock-up with occlusions. The letter indicates the resolution
level. On each point cloud, all points with the same colour belong to the same cluster.
3.2. Evaluation
3.2.1. Segmentation accuracy
The number of points correctly assigned to each elementary unit has been retrieved
on the poplar mock-up. We call false positive (FP) for a given cluster a point that
is labelled as part of this cluster by the segmentation algorithm, while it does
not belong to this cluster in the input poplar mock-up point cloud. A point is
a cluster false negative (FN) if it is not labelled as part of this cluster, while it
actually belongs to it. A cluster’s false positive rate (FPR) is the ratio of false
positives over the actual number of points in the cluster. We define false negative
rates (FNR) the same way.
It is worth mentioning that all points were labelled by the algorithm. This is
because the constructed graph contains all points of the point cloud, and the
spectral segmentation algorithm browses the whole graph. Figure 15 (a) shows
that a large majority of leaf points are assigned to the correct leaf cluster, the
worst case being cluster 5 (the bottom red leaf on Figure 10) in the ultra high
resolution level point cloud with 5.77% of points assigned to another cluster. As
shown on Figure 15 (b), leaf false positive rates are similar to false negative rates.
The maximum is reached for cluster 2 in the ultra high resolution point cloud,
which correspond to the bottom dark blue leaf on Figure 10, with 5.84% of false
positives. False positives and negatives usually occur near the junction of a leaf
to its petiole. The segmentation is not always accurate for the petioles and the
internodes. This is explained by the fact that several sets of internodes and/or
petioles are not fully segmented into elementary units, thus points of different
internodes are assigned to the same cluster. This is for example the case of clusters
35 to 39, which correspond to internodes of the poplar’s basis stem. Since no
geometrical feature enables to split the stem into its internodes, and since the
algorithm does not use any botanical knowledge, points are not segmented into
internode clusters and remain in one global cluster, in green on Figure 10.
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(L) (M) (H)
Figure 11. Segmentation results for point clouds of four contrasting plant seedlings with three different
TLS resolution levels each. From top to bottom: birch, horse chestnut, sweet chestnut and red oak. On
each point cloud, all points with the same colour belong to the same cluster.
Results are summarised in Table 4, in which we have computed means and stan-
dard deviations of the number of points over leaf, petiole and internode clusters,
respectively. It shows that for leaves, false positive and negative rates remain be-
low 3.4%. However, since it is difficult to unravel some petioles or internodes to
their adjacent units from a pure geometrical point of view, points of neighbouring
petiole or internode clusters are often pooled together. As a result, many petiole
or internode clusters have no point assigned, leading to huge false positive and
negative rates. Table 4 also shows that the resolution level has little impact on the
segmentation accuracy, although results are slightly better for low resolution point
clouds than for high resolution ones.
3.2.2. Statistical analysis of the leaf area estimates
Results of the leaf area estimates for the poplar mock-up are shown in Table 5.
They show that the resolution level has a stronger influence on leaf area estimates
than our segmentation method. Our estimates are always close to the estimates
computed for the correct clusters.
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(a) (b)
(c) (d)
Figure 12. Segmentation results (top view). (a) Birch. (b) Horse chestnut. (c) Sweet chestnut. (d) Red
oak. All are high TLS resolution level point clouds.
(a) (b)
(c) (d)
Figure 13. Segmentation results (close ups). (a) Birch. (b) Horse chestnut. (c) Sweet chestnut. (d) Red
oak. All are high TLS resolution level point clouds.
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(a) (b)
Figure 14. Segmentation results on a raw, unfiltered scan from a single viewpoint of the sweet chestnut
seedling. (a) Front view. (b) Top view. High resolution level point cloud.
(a) (b)
Figure 15. Correlations between (a) the number of estimated points vs. the number of actual points and
(b) the number of false negatives vs. the number of false positives, for all leaf clusters at all resolution
levels.
Leaves Petioles Internodes
Resolution Nb. of points Mean SD Mean SD Mean SD
Actual 136 85 3 3 5 4
Low (L) Est. 136 84 3 4 5 10
FP 1 1 1 3 3 7
FN 1 1 1 1 3 3
Actual 548 346 13 12 39 26
Medium (M) Est. 547 347 14 12 40 83
FP 3 2 3 4 24 62
FN 4 4 2 2 22 25
Actual 2193 1382 50 49 133 81
High (H) Est. 2190 1380 57 53 137 223
FP 21 11 11 16 74 174
FN 24 13 4 5 70 97
Actual 8773 5528 196 192 562 338
Ultra high (U) Est. 8773 5527 200 195 571 1086
FP 295 163 13 14 285 805
FN 295 163 10 13 276 381
Table 4. Number of points and false positives (FP) and negatives (FN) for the poplar mock-up. SD stands
for standard deviation.
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Resolution Occlusions Segmentation Slope Intercept RMSE Bias Mean LA (± SD)
(10−4m2) (10−4m2) (10−4m2) (10−4m2)
No Actual 0.99 −1.17 0.28 −1.34 14.06 (7.7)
Low (L) Yes Actual 1 −1.63 0.38 −1.64 13.75 (7.7)
Yes Computed 1 −1.19 0.90 −1.25 14.15 (7.8)
No Actual 1 −0.33 0.10 −0.39 15.01 (7.7)
Medium (M) Yes Actual 1 −0.53 0.14 −0.52 14.87 (7.7)
Yes Computed 1.01 −0.64 0.37 −0.43 14.96 (7.9)
No Actual 1 −0.09 0.02 −0.13 15.27 (7.7)
High (H) Yes Actual 1 −0.21 0.08 −0.18 15.21 (7.8)
Yes Computed 1 −0.20 0.15 −0.17 15.22 (7.8)
No Actual 1 −0.04 0.01 −0.04 15.35 (7.7)
Ultra high (U) Yes Actual 1 −0.09 0.04 −0.06 15.33 (7.8)
Yes Computed 1.03 −0.37 0.55 +0.12 15.51 (8.0)
Table 5. Statistical analysis of leaf area estimates on the poplar mock-up, for all resolution levels. Mean
LA (± SD) control = 15.39 (7.7) 10−4m2. SD stands for standard deviation.
Sampling underestimates leaf areas because our area estimation method creates
a piecewise linear surface which boundary is defined by points labelled as belonging
of the leaf. Since these points are actually fully inside the leaf and not on its
boundary, and since leaves of the poplar mock-up are approximated by convex
flat surfaces, the computed surface is smaller than the actual one. The higher
resolution, the smaller underestimate, since the boundary points for the Delaunay
triangulation are closer to the actual leaf boundary. In case of occlusions some
points may be missing in a leaf cluster, leading to a smaller surface estimate, thus
again an underestimate of the leaf area.
It can also be noticed on Table 5 that our approach tends to slightly overestimate
leaf areas with respect to the estimate of the actual segmentation. This is mainly
due to the fact that a false positive point may easily add a large area to the estimate,
since the Delaunay triangulation will create big triangles between this point and
other points in the cluster. This is a counterbalancing effect to the underestimates
of the sampling and the resolution.
3.2.3. Sensitivity analysis
We now detail some experiments on the sensitivity of the method to the
three parameters. The algorithm has been run on the poplar mock-up with
different values for all three parameters, see Tables 6, 7 and 8. We have com-
puted the false positive and false negative rates for each set of parameters,
as well as the variation of the estimated total leaf area (−1% means that the
estimated total leaf area is 1% lower than the actual leaf area, which is 0.02617m2).
a (◦) 30 45 60 75 90
Edges 204195 136617 100446 81855 69618
Computation time (s) 376 371 361 367 361
Leaf FPR 0.91% 0.94% 0.89% 0.90% 0.94%
Leaf FNR 0.98% 0.96% 0.92% 0.97% 1.10%
Signed TLA error −0.57% −0.65% 1.03% −0.84% −1.15%
Table 6. Influence of parameter a on the poplar mock-up (H), with d = 10 and c = 11. TLA stands for
total leaf area.
According to the experiments made (Table 6), the total leaf false positive (FPR)
and negative (FNR) rates and signed leaf area errors only vary by 0.05%, 0.12%
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d 5 10 15 30
Computation time (s) 272 361 439 711
Leaf FPR 0.93% 0.94% 0.87% 0.94%
Leaf FNR 0.95% 1.10% 0.95% 0.93%
Signed TLA error −0.23% −1.15% −1.22% −0.19%
Table 7. Influence of parameter d for the poplar mock-up (H), with a = 90◦ and c = 11.
c 5 7 9 11 15 19 25 31
Nb. of overseg. leaves 0 0 1 1 1 1 2 2
Computation time (s) 329 340 351 361 384 409 441 478
Table 8. Influence of parameter c for the poplar mock-up (H), with a = 90◦ and d = 10.
and 2.18%, respectively, with respect to the angle a. As explained in Section 2.1.6,
computation time should be affected by the number of edges in the graph, which
in turn depends on the value chosen for the angle parameter a. However, as shown
in Table 6, although the number of edges exponentially decreases with the angle
(see also Figure 16), the total computation time does not vary much with a. In
particular, the computation time for stage 3 is always 91s. This contradicts the
theoretical computational complexity analysis (Section 2.1.6). We explain this
counter-intuitive result by the fact that in practice, since our data is a set of
elongated shapes in the embedding space, Dijkstra’s algorithm does not update
the shortest paths much and many edges of the graph are not used. Its complexity
in practice is thus close to O(n log n) rather than O(m + n log n).
As a conclusion, the method is rather insensitive to parameter a. However, in
the case the graph is to be stored in a file, we advise to choose a value of a = 90◦
to reduce its size (see Figure 16). According to our experiments (not shown here),
a value of a greater than 90◦ may lead to a disconnected graph.
The total computation time linearly increases with respect to the number d of
intrinsic directions (Table 7). This parameter does not affect much the total false
positive and negative rates, which only varies by 0.07% and 0.17%, respectively,
and the total leaf area error, which only varies by 1.03%. Therefore, it is not
necessary to set a high number of intrinsic directions. Our experiments indicate
that d = 5 or d = 10 are good guesses in most of the cases.
Our experiments (Table 8, Figure 9) show that choosing a large number c of
clusters may lead to over-segmentations of leaves. On the poplar mock-up, the
bottom leaf is segmented in two different clusters from c = 9 (not visible on
Figure 9 since this leaf is side-view), and this is also the case for a second leaf
from c = 25. To overcome this problem, we suggest to first set a small value for c.
According to our experiments, c ∼ 25% of the total final number of clusters is gen-
erally a good guess. If some elementary units are nonetheless over-segmented, we
provide a graphical interface to easily select and merge the corresponding clusters.
For the examples shown on Figure 8, c was set to 23%, 27% and 26% of the fi-
nal number of clusters, respectively (c = 11, 9 and 5 for 48, 33 and 19 final clusters).
Computation time linearly increases with respect to the number c of desired
clusters, as shown in Table 8. This is consistent with the previously explained
computational complexity analysis (Section 2.1.6). Note that indicated computa-
tion times are for the first iteration only.
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Figure 16. Number of edges in the graph and file size with respect to the chosen angle a.
4. Discussion and conclusion
We presented here a semi-automatic method to segment a TLS point cloud of
a small plant into its elementary units (internodes, petioles and leaf-blades).
Qualitative results on four real tree seedlings show that such small scale plants are
successfully split into leaf, petiole and stem components. The only two exceptions
are compound leaves which are segmented in their leaflets, and adjacent internodes
on a stem which may not be separated if no geometrical feature (bud, incident
stem) is available. The method does not use any prior botanical knowledge,
therefore can be applied in a wide variety of cases. Quantitative results on leaves
show that the method is robust (around 1% labelling error) and leads to accurate
leaf area estimates.
Only three parameters are used by the method. Only one of them, namely the de-
sired number c of clusters, has an actual influence on the results. According to our
tests on four different seedlings, results are insensitive to the branching structure
and the leaf anatomy. Acquisition noise during the scanning process is also robustly
handled, as shown on the red oak scans. The scan resolution also has little effect
on the segmentation result, but has a strong influence on the leaf area computation.
Since no botanical knowledge is used by the algorithm, computed elementary
units are not explicitly labelled as leaves, petioles or leaf-blades. This could be
done in an additional step with a Principal Component Analysis as in Belton
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et al. (2013) or feature based histograms as in Paulus et al. (2013).
The proposed method being semi-automatic, it is suited for small plants such as
tree seedlings but may be time consuming for more complex structures. In order
to enhance the quality of the segmentation with a large number c of clusters,
thus to reduce the interaction time for large scale trees, two improvements are
planned in the future. First, we are currently working on the correction of the
acquisition noise during the scanning process, in order to reduce the number of
points sparsely sampled between elementary units. Filtering the input scans in a
pre-processing step, which has been done in this paper, is not a perfect solution
since it removes points and thus leads to underestimates of the leaf areas. Second,
we plan to enhance the graph construction process (first step of the algorithm),
in order to decrease the number of edges between two non adjacent elementary
units from a botanical point of view (e.g., two leaves, as in Figure 6). Then, the
algorithm will be tested on more complex structures such as full-scale trees.
Acknowledgements
The authors would like to express their sincere gratitude to the Forestry Commis-
sion, the University of Grenoble Alpes and Inria for funding this work, as well as
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ning system for capturing 3d plant architecture and analysing growth of cereal plants.
Biosystems Engineering 121, 1–11.
Qiu, H. J. and E. R. Hancock (2007). Clustering and embedding using commute times.
IEEE Transactions on Pattern Analysis and Machine Intelligence 29, 1873–1890.
Quan, L., P. Tan, G. Zeng, L. Yuan, J. Wang, and S. B. Kang (2006). Image-based plant
modeling. ACM Transactions on Graphics 25 (3), 599–604.
Reuter, M., F. E. Wolter, and N. Peinecke (2006). Laplace-beltrami spectra as ’shape-dna’
of surfaces and solids. Computer-Aided Design 38, 342–366.
Rose, J. C., S. Paulus, and H. Kuhlmann (2015). Accuracy analysis of a multi-view stereo
approach for phenotyping of tomato plants at the organ level. Sensors 15, 9651–9665.
Rusu, R. B. and S. Cousins (2011). 3d is here: Point cloud library (pcl). In Proceedings of
the IEEE International Conference on Robotics and Automation (ICRA).
Tao, S., Q. Guo, S. Xu, Y. Su, Y. Li, and F. Wu (2015). A geometric method for wood-leaf
separation using terrestrial and simulated lidar data. Photogrammetric Engineering and
Remote Sensing 81 (10), 767–776.
Tilly, N., D. Hoffmeister, H. Liang, Q. Cao, Y. Liu, V. Lenz-Wiedemann, Y. Miao, and
G. Bareth (2012). Evaluation of terrestrial laser scanning for rice growth monitoring.
International Archives of the Photogrammetry, Remote Sensing and Spatial Information
Science 39, B7.
von Luxburg, U. (2007). A tutorial on spectral clustering. Statistics and Computing 17,
395–416.
Wahabzada, M., S. Paulus, K. Kersting, and A.-K. Mahlein (2015). Automated interpre-
tation of 3d laserscanned point clouds for plant organ segmentation. BMC Bioinformat-
ics 16, 248.
26
March 16, 2016 International Journal of Remote Sensing plantscan
Xia, C., L. Wang, B.-K. Chung, and J.-M. Lee (2015). In situ 3d segmentation of individual
plant leaves using a rgb-d camera for agricultural automation. Sensors 15, 20463–20479.
Xu, H., N. Gossett, and B. Chen (2007). Knowledge and heuristic based modeling of
laser-scanned trees. ACM Transactions on Graphics 26 (4), 19.
Yang, L. (2005). Building connected neighborhood graphs for isometric data embedding.
In Proceedings of the 11th ACM SIGKDD International Conference on Knowledge Dis-
covery in Data Mining (KDD), pp. 722–728.
Yin, K., H. Huang, P. Long, A. Gaissinski, M. Gong, and A. Sharf (2015). Full 3d plant
reconstruction via intrusive acquisition. Computer Graphics Forum.
27
232 APPENDIX A. SELECTED PAPERS
APPENDIX B
List of publications
B.1 GEOMETRICAL, TOPOLOGICAL AND
PERCEPTUAL ANALYSIS OF 3D MESHES
1. F. Hétroy, D. Attali. Topological quadrangulations of closed triangulated sur-
faces using the Reeb graph. In A. Braquelaire, J.-O. Lachaud and A. Vialard,
editors, Lecture Notes in Computer Science, Vol. 2301, pp. 57–68, Springer,
2002. Proc. of Discrete Geometry for Computer Imagery (DGCI) 2002, Bor-
deaux, France, April 2002.
2. F. Hétroy, D. Attali. Topological quadrangulations of closed triangulated sur-
faces using the Reeb graph. Graphical Models, 65(1-3), pp. 131–148, Elsevier,
2003. doi:10.1016/S1524-0703(03)00005-5.
3. F. Hétroy, D. Attali. Detection of constrictions on closed polyhedral surfaces.
Eurographics-IEEE TCVG Visualization Symposium, pp. 67–74, Grenoble,
France, May 2003.
4. F. Hétroy, D. Attali. From a closed piecewise geodesic to a constriction on a
closed polyhedral surface. Pacific Conference on Computer Graphics and Ap-
plications (Pacific Graphics) 2003, pp. 394–398, Canmore, Alberta, Canada,
October 2003.
5. F. Hétroy. Constriction computation using surface curvature. Eurographics
(short paper), Aug. 29, 2005, Dublin, Ireland, pp. 1–4.
6. F. Hétroy, S. Rey, C. Andujar, P. Brunet, A. Vinacua. Mesh Repair with Topology
Control. Inria Research Report, RR-6535, 2008.
233
234 APPENDIX B. LIST OF PUBLICATIONS
7. J.-C. Léon, L. de Floriani, F. Hétroy. Classification of non-manifold singularities
from transformations of 2-manifolds. IEEE International Conference on Shape
Modeling and Applications (SMI), Jun., 2009, Beijing, China.
8. D. Boltcheva, S. Merino Aceituno, J.-C. Léon, F. Hétroy. Constructive Mayer-
Vietoris Algorithm: Computing the Homology of Unions of Simplicial Com-
plexes. Inria Research Report, RR-7471, 2010.
9. F. Hétroy, S. Rey, C. Andujar, P. Brunet, A. Vinacua. Mesh repair with user-
friendly topology control. Computer Aided Design, 43(1), pp. 101–113, Else-
vier, 2011. doi:10.1016/j.cad.2010.09.012.
10. D. Boltcheva, D. Canino, S. Merino Aceituno, J.-C. Léon, L. De Floriani, F.
Hétroy. An iterative algorithm for homology computation on simplicial shapes.
Computer-Aided Design, 43(11), pp. 1457–1467, Elsevier, 2011. doi:10.1016/j.cad.2011.08.015.
11. L. Wang, F. Hétroy-Wheeler, E. Boyer. A hierarchical approach for regular
centroidal Voronoi tessellations, Computer Graphics Forum, 35(1), pp. 152–
165, Wiley-Blackwell, 2016. doi:10.1111/cgf.12716.
12. G. Nader, K. Wang, F. Hétroy-Wheeler, F. Dupont. Just Noticeable Distortion
profile for flat-shaded 3D mesh surfaces, IEEE Transactions on Visualization
and Computer Graphics, 2016. doi:10.1109/TVCG.2015.2507578.
B.2 DIGITAL GEOMETRY PROCESSING FOR SHAPES
IN MOTION
1. G. Aujay, F. Hétroy, F. Lazarus. Construction automatique d’un squelette pour
l’animation de personnages. 19èmes Journées de l’Association Française d’Informatique
Graphique (AFIG), Nov. 22, 2006, Bordeaux, France.
2. G. Aujay, F. Hétroy, F. Lazarus, C. Depraz. Harmonic skeleton for realistic
character animation. ACM-SIGGRAPH/Eurographics Symposium on Com-
puter Animation, Aug. 3, 2007, San Diego, United States.
3. L. Skrba, L. Revéret, F. Hétroy, M.P. Cani, C. O’Sullivan. Quadruped animation.
Eurographics State-of-the-Art Report, Apr., 2008, Hersonissos, Creete, Greece,
pp. 1–17.
4. L. Lu, F. Hétroy, C. Gérot, B. Thibert. Atlas-Based Character Skinning with
Automatic Mesh Decomposition. Inria Research Report, RR-6406, 2008.
5. L. Skrba, L. Revéret, F. Hétroy, M.P. Cani, C. O’Sullivan. Animating Quadrupeds:
Methods and Applications. Computer Graphics Forum, 28(6), pp. 1541–1560,
Blackwell Publishing, 2009. doi:10.1111/j.1467-8659.2008.01312.x.
B.3. UNDERSTANDING DIGITAL SHAPES FROM THE LIFE SCIENCES 235
6. F. Hétroy, C. Gérot, L. Lu, B. Thibert. Simple flexible skinning based on man-
ifold modeling. International Conference on Computer Graphics Theory and
Applications (GRAPP), Feb. 5, 2009, Lisbon, Portugal.
7. R. Arcila, F. Hétroy, F. Dupont. Etat de l’art des méthodes de segmentation de
séquences de maillages et proposition d’une classification. COdage et REprésen-
tation des Signaux Audiovisuels, CORESA’09, Mar., 2009, Toulouse, France.
8. J.-C. Léon, F. Hétroy. L. de Floriani. Propriétés topologiques pour la mod-
élisation géométrique de domaines d’études comportant des singularités non-
variétés. Congrès Français de Mécanique, Aug., 2009, Marseille, France.
9. R. Arcila, K. Buddha, F. Hétroy, F. Denis, F. Dupont. A Framework for motion-
based mesh sequence segmentation. International Conference on Computer Graph-
ics, Visualization and Computer Vision, WSCG, Feb., 2010, Plzen, Czech Re-
public.
10. R. Arcila, C. Cagniart, F. Hétroy, E. Boyer, F. Dupont. Temporally coherent
mesh sequence segmentations. Inria Research Report, RR-7856, 2012.
11. F. Hétroy. A discrete 3D+t Laplacian framework for mesh animation processing.
Inria Research Report, RR-8003, 2012.
12. R. Arcila, C. Cagniart, F. Hétroy, E. Boyer, F. Dupont. Segmentation of tempo-
ral mesh sequences into rigidly moving components, Graphical Models, 75(1),
Elsevier, 2013. doi:10.1016/j.gmod.2012.10.004.
B.3 UNDERSTANDING DIGITAL SHAPES FROM THE
LIFE SCIENCES
1. S. Hassan, F. Hétroy, O. Palombi. Segmentation de maillage guidée par une on-
tologie. 22èmes Journées de l’Association Française d’Informatique Graphique
(AFIG), Nov. 24, 2009, Arles, France.
2. S. Hassan, F. Hétroy, O. Palombi. Ontology-guided mesh segmentation. FOCUS
K3D Conference on Semantic 3D Media and Content, Feb. 11, 2010, Sophia
Antipolis, France.
3. S. Hassan, F. Hétroy, F. Faure, O. Palombi. Automatic localization and quantifi-
cation of intracranial aneurysms. Lecture Notes in Computer Science 6854, pp.
554–562, Springer. Proceedings of the 14th International Conference on Com-
puter Analysis of Images and Patterns, Aug. 2011, Seville, Spain. doi:10.1007/978-
3-642-23672-3_67.
236 APPENDIX B. LIST OF PUBLICATIONS
4. D. Boltcheva, E. Casella, R. Cumont, F. Hétroy. A spectral clustering approach
of vegetation components for describing plant topology and geometry from ter-
restrial waveform LiDAR data. 7th International Conference on Functional-
Structural Plant Models, 2013 (poster).
5. F. Hétroy-Wheeler, E. Casella, D. Boltcheva. Segmentation of tree seedling point
clouds into elementary units. International Journal of Remote Sensing, Taylor &
Francis, 2016.
Bibliography
[ACH+13] Romain Arcila, Cédric Cagniart, Franck Hétroy, Edmond Boyer, and
Florent Dupont, Segmentation of temporal mesh sequences into rigidly
moving components, Graphical Models 75 (2013), no. 1, 10–22.
[ACK13] Marco Attene, Marcel Campen, and Leif Kobbelt, Polygon mesh re-
pairing: An application perspective, ACM Computing Surveys 45
(2013), no. 2, 15:1–15:33.
[AFB15] Benjamin Allain, Jean-Sébastien Franco, and Edmond Boyer, An effi-
cient volumetric framework for shape tracking, IEEE Conference on
Computer Vision and Pattern Recognition (CVPR), IEEE, 2015.
[All09] Pierre Alliez, Variational approaches for digital geometry processing,
Habilitation à diriger des recherches, Université Nice Sophia Antipolis,
2009.
[ARAC14] Mathieu Andreux, Emanuele Rodola, Mathieu Aubry, and Daniel
Cremers, Anisotropic Laplace-Beltrami operators for shape analysis,
Computer Vision-ECCV 2014 Workshops, Springer, 2014, pp. 299–
312.
[Arc11] Romain Arcila, Mesh sequences: Classification and segmentation, Phd
thesis, Université Claude Bernard - Lyon I, 2011.
[ATC+08] Oscar Kin-Chung Au, Chiew-Lan Tai, Hung-Kuo Chu, Daniel Cohen-
Or, and Tong-Yee Lee, Skeleton extraction by mesh contraction, ACM
Transactions on Graphics 27 (2008), no. 3, 44:1–44:10.
[AW11] Marc Alexa and Max Wardetzky, Discrete Laplacians on general




[BB13] Vincent Barra and Silvia Biasotti, 3d shape retrieval using kernels on
extended Reeb graphs, Pattern Recognition 46 (2013), no. 11, 2985–
2999.
[BBP+14] Sébastien Bauwens, Harm Bartholomeus, Alexandre Piboule, Kim
Calders, and Philippe Lejeune, Forest inventory with terrestrial LiDAR:
what about hand-held mobile LiDAR?, ForestSAT Conference, 2014.
[BGSF08] Silvia Biasotti, Daniela Giorgi, Michela Spagnuolo, and Bianca Fal-
cidieno, Reeb graphs for shape analysis and applications, Theoretical
Computer Science 392 (2008), no. 1-3, 5–22.
[BLMS14] Silvia Biasotti, Hamid Laga, Michela Mortara, and Michela Spagn-
uolo, Reasoning about shape in complex datasets: Geometry, structure
and semantics, Eurographics Tutorials (Nicolas Holzschuch and Karol
Myszkowski, eds.), The Eurographics Association, 2014.
[Blu67] Harry Blum, A transformation for extracting new descriptors of shape,
Models for the Perception of Speech and Visual Form (Weiant Wathen-
Dunn, ed.), MIT Press, Cambridge, 1967, pp. 362–380.
[BMSF06] Silvia Biasotti, Simone Marini, Michela Spagnuolo, and Bianca Falci-
dieno, Sub-part correspondence by structural descriptors of 3d shapes,
Computer-Aided Design 38 (2006), no. 9, 1002–1019.
[BN03] Mikhail Belkin and Partha Niyogi, Laplacian eigenmaps for dimen-
sionality reduction and data representation, Neural Computation 15
(2003), no. 6, 1373–1396.
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