Boolean grammars [A. Okhotin, Boolean grammars, Information and Computation 194 (1) (2004) 19-48] are a promising extension of context-free grammars that supports conjunction and negation in rule bodies. In this paper, we give a novel semantics for Boolean grammars which applies to all such grammars, independently of their syntax. The key idea of our proposal comes from the area of negation in logic programming, and in particular from the so-called well-founded semantics which is widely accepted in this area to be the "correct" approach to negation. We show that for every Boolean grammar there exists a distinguished (three-valued) interpretation of the non-terminal symbols, which satisfies all the rules of the grammar and at the same time is the least fixed-point of an operator associated with the grammar. Then, we demonstrate that every Boolean grammar can be transformed into an equivalent (under the new semantics) grammar in normal form. Based on this normal form, we propose an O(n 3 ) algorithm for parsing that applies to any such normalized Boolean grammar. In summary, the main contribution of this paper is to provide a semantics which applies to all Boolean grammars while at the same time retaining the complexity of parsing associated with this type of grammars.
Introduction
Boolean grammars constitute a new and promising formalism, proposed by Okhotin in [8] , which extends the class of conjunctive grammars introduced by the same author in [7] . The basic idea behind this new formalism is to augment contextfree rules by allowing intersection and negation to appear in their right-hand sides. It is immediately obvious that the class of languages that can be produced by Boolean grammars is a proper superset of the class of context-free languages.
Despite their syntactical simplicity, Boolean grammars appear to be non-trivial from a semantical point of view. As we are going to see in the next section, the existing approaches for assigning meaning to Boolean grammars suffer from certain shortcomings (one of which is that they do not give a meaning to all such grammars).
In this paper, we propose a new semantics (the well-founded semantics) which applies to all Boolean grammars. More specifically, we demonstrate that for every Boolean grammar there exists a distinguished (three-valued, see below) interpretation of the non-terminal symbols, which satisfies all the rules of the grammar. This interpretation is the unique least fixed-point of an appropriate operator associated with the grammar. The language assigned by this interpretation to the start symbol of the grammar, can be taken as the intended meaning of the grammar.
Our ideas originate from an important area of research in the theory of logic programming, that has been very active for more than two decades (references such as [1, 9] provide nice surveys). In this area, there is nowadays an almost unanimous agreement that if we seek a unique model of a logic program with negation, then we have to search for a three-valued one. In other words, classical two-valued logic is not sufficient in order to assign a proper meaning to arbitrary logic programs with negation. Actually, it can be demonstrated that every logic program with negation has a distinguished three-valued model, which is usually termed the well-founded model [13] .
We follow the same ideas here: we consider three-valued languages, namely languages in which the membership of strings may be characterized as true, false, or unknown. As we will see, this simple extension solves the semantic problems associated with negation in Boolean grammars. Actually we show that this extension to three values is in some sense necessary: we prove that the problem of whether a Boolean grammar defines under the well-founded semantics a classical (that is, two-valued) language, is undecidable. We then proceed by demonstrating that under this new semantics, every Boolean grammar has an equivalent grammar in normal form (similar to that of [8] ). Finally, we show that for every such normalized grammar, there is an O(n 3 ) parsing algorithm under our new semantics. Our results indicate that there may be other fruitful connections between formal language theory and the theory of logic programming.
The rest of the paper is organized as follows: Section 2 presents the basic issues regarding Boolean grammars and discusses the existing approaches to their semantics. In Section 3 the notion of a three-valued formal language is proposed and the basic tools that will be used in our semantic investigations are developed. In Section 4 the well-founded semantics of Boolean grammars is defined and its basic properties are demonstrated. In Section 5 a normal form for Boolean grammars is introduced based on the well-founded semantics. In Section 6 a parsing algorithm for Boolean grammars is derived based on the normal form introduced in Section 5. Finally, Section 7 concludes the paper giving pointers to future work.
Why an alternative semantics for Boolean grammars?
In [8] Okhotin proposed the class of Boolean grammars. Formally: Definition 1 [8] . A Boolean grammar is a quadruple G = ( , N, P, S), where and N are disjoint finite non-empty sets of terminal and non-terminal symbols, respectively, P is a finite set of rules, each of the form
and S ∈ N is the start symbol of the grammar. We will call the non-terminal A the head of the rule, the α i 's positive conjuncts and the ¬β j 's negative ones.
We will often use the short notation A → ϕ 1 | · · · |ϕ k to represent k rules of the form A → ϕ i .
To illustrate the use of Boolean grammars, consider the following example from [8] (presented here in a slightly modified form):
Example 2. Let = {a, b}. We define:
The above grammar defines the language L ww = {ww|w ∈ {a, b} * }, which is well-known to be non-context-free. This can be justified as follows: first, it is easy to see that the language L(A) (respectively, the language L(B)) produced by the non-terminal A (respectively, the non-terminal B) contains the strings of odd length in which the symbol in the middle is a (respectively, b).
Consider now any string y of length 2n for some n, that is not in L ww . This implies that there exists some i, 1 ≤ i ≤ n, such that the ith symbol of y is different from the (n + i)th symbol of y. Suppose that the ith symbol of y is a and the (n + i)th symbol of y is b (the other case is completely symmetric). Then, y = y a y b , where |y a | = 2i − 1, |y b | = 2(n − i) + 1, y a ∈ L(A) and y b ∈ L(B) (since the ith and the (n + i)th symbol of y are the symbols in the middle of y a and y b , respectively).
Therefore, a string that is not in L ww , belongs to L(A) ∪ L(B) if it has odd length, and belongs to L(A) • L(B) ∪ L(B) • L(A)
if it has even length. Using De Morgan's law, we obtain the first rule, which defines the language produced by the grammar.
Okhotin proposed two semantics intended to capture the meaning of Boolean grammars. In this section, we demonstrate some deficiencies of these two approaches, which led us to the definition of the well-founded semantics. Both semantics proposed in [8] are defined using a system of equations, which is obtained from the given grammar as follows: consider a 
⎞ ⎠
We denote the formula in the right-hand side of the above rule (which in general involves the non-terminal symbols in N)
, an assignment of a language from to every non-terminal symbol in N) is said to be a solution of the system of equations
converges to I ∩(M∪{u}) in finitely many steps.
Contrary to the unique solution semantics, the naturally reachable solution semantics generalizes the semantics of context-free and conjunctive languages (see [8] [Theorem 3]). However, when negation appears, there are cases that this approach does not behave in an expected manner. Consider for example the Boolean grammar with rules:
This grammar has the naturally reachable solution (A, B, C, D) = ( * , ∅, * , * ). It is reasonable to expect that composing two rules would not affect the semantics of the grammar. For example, in context-free grammars such a composition is a natural transformation rule that simply allows to perform two steps of the production in a single step. However, if we add C → A to the above set of rules, then the naturally reachable solution semantics of the resulting grammar is not defined. On the other hand, the technique we will define shortly, does not suffer from this shortcoming. Furthermore, there exist grammars for which the naturally reachable solution semantics is undefined, although they may have a clear intuitive meaning. For example, let = {a} and suppose that the grammar contains the following rules:
The semantics of this grammar is clearly (A, B, C, D) = ( * , * , * , * ), and actually this is what the well-founded semantics will produce. On the other hand the naturally reachable solution semantics is undefined. The problem of giving semantics to recursive formalisms in the presence of negation has been extensively studied in the context of logic programming. Actually, the unique solution semantics can be paralleled with one of the early attempts to give semantics to logic programs with negation, namely what is now called the Clark's completion semantics (which actually presents similar shortcomings as the unique solution approach). On the other hand, the naturally reachable solution can be thought of as a first approximation to the procedure of constructing the intended minimal model of a logic program with negation (see also Theorem 28 that will follow). Since the most broadly accepted semantic approach for logic programs with negation is the well-founded semantics, in this paper we investigate the possibility of applying such an approach to Boolean grammars.
At this point we should also mention two other recent works on the semantics of Boolean grammars, namely the stratified semantics [14] and the locally stratified one [5, 6] . Both of these approaches also have their roots in the theory of non-monotonic logic programming. However, these two semantics differ from the well-founded one in the sense that they aim to identify interesting (syntactic) subclasses of Boolean grammars that have a well-defined meaning (while the present approach aims at providing a formal framework for the whole class of Boolean grammars).
Interpretations and models for Boolean grammars
In this section, we initiate our study of the semantics of Boolean grammars. We begin by defining the notions of interpretation and model for Boolean grammars, two concepts that have been borrowed from mathematical logic (see for example [3] ). In context-free grammars, an interpretation is a function that assigns to each non-terminal symbol of the grammar a set of strings over the set of terminal symbols of the grammar. An interpretation of a context-free grammar is a model of the grammar if it satisfies all the rules of the grammar. The usual semantics of context-free grammars dictate that every such grammar has a minimum model, which is taken to be as its intended meaning.
When one considers Boolean grammars, the situation becomes much more complicated. For example, a grammar with the unique rule S → ¬S appears to be meaningless. More generally, in many cases where negation is used in a circular way, the corresponding grammar looks problematic. These difficulties arise because we are trying to find classical models of Boolean grammars, which are based on classical two-valued logic. If however we shift to three-valued models, every Boolean grammar has a well-defined meaning. We need of course to redefine many notions, starting even from the notion of a language:
Definition 4. Let be a finite non-empty set of symbols. Then, a (three-valued) language over is a function from * to the set 0, Intuitively, given a three-valued language L and a string w over the alphabet of L, there are three cases:
). Given this extended notion of language, it is now possible to interpret the grammar S → ¬S: its meaning is the language which assigns to every string the value 1 2 . The following definition, which generalizes the familiar notion of concatenation of languages, will be used in the rest of the paper: Definition 5. Let be a finite non-empty set of symbols and let L 1 , . . . , L n be (three-valued) languages over . We define the three-valued concatenation of the languages L 1 , . . . , L n to be the language L such that for every w ∈ * :
The above definition can be explained as follows:
• A string belongs to L 1 • · · · • L n (truth value 1) if it can be partitioned into n parts so that for every i ≤ n, the i th part belongs to L i .
• A string is excluded from the concatenation (truth value 0) if in every partition, there exists some i such that the i th part is excluded from the language L i .
• The membership of a string w is undefined in the concatenation (truth value 1 2 ) if there exists a partition of w such that no part is excluded from the corresponding language, and there does not exist a partition of w such that every part belongs to the corresponding language.
It can be easily checked that when the languages involved are total (i.e., with no 1 2 values assigned to strings) then the above definition reduces to the familiar definition of concatenation.
We can now define the notion of interpretation of a given Boolean grammar:
An interpretation I can be recursively extended to apply to expressions that appear in the right-hand sides of Boolean grammar rules:
Definition 7. Let G = ( , N, P, S) be a Boolean grammar and let I be an interpretation of G. Then, the extension I of I is defined as follows:
• For every w ∈ * , it is I( )(w) = 1 if w = , and I( )(w) = 0 otherwise.
• Let a ∈ . Then, for every w ∈ * , it is I(a)(w) = 1 if w = a, and I(a)(w) = 0 otherwise.
We are now in a position to define the notion of a model of a Boolean grammar: 
Certain explanations regarding the notion of model are needed, since this concept is not broadly used in formal language theory -despite its fundamental applicability in mathematical logic. A model of a set of formulas in logic, is an interpretation that satisfies all the formulas in the set. In the context of Boolean grammars, each rule can be thought of as a formula which states that the membership value of a string in the language that corresponds to the head of the rule, is greater than or equal to the membership value of the string in the language that corresponds to the body of the rule. This idea restricted to total languages states that, for every rule, the language that corresponds to the head of a rule is a superset of the language that corresponds to the body. Clearly, a model of a grammar does not necessarily capture the meaning of a grammar (for example, an interpretation that assigns * to every non-terminal of a grammar, is a model of the grammar). However, the interpretation that captures the intended meaning of a grammar, has to be a model of the grammar. In other words, the first basic property that an interpretation has to satisfy in order to be eligible as a candidate for the correct meaning of a Boolean grammar, is to be a model of the grammar. 1 In the definition of the well-founded model, two orderings on interpretations play a crucial role (see [9] for the corresponding ordering in the case of logic programming). Given two interpretations, the first ordering (usually called the standard ordering) compares their degree of truth: Proof. The statement is obvious when α = or when α ∈ ∪ N.
This completes the proof of the lemma.
Among the interpretations of a given Boolean grammar, there is one which is the least with respect to the ordering and is denoted by ⊥. That is, for all A and all w, ⊥(A)(w) = 0.
The second ordering (usually called the Fitting ordering) compares the degree of information of two interpretations. We first need to define the corresponding numerical ordering: We now establish a lemma regarding F which is similar to Lemma 10 for : 1 One could avoid the use of models by first transforming a Boolean grammar into a set of equations (see [8] or the corresponding definition in Section 2), and then looking for a solution to this set of equations. We prefer to follow the model-based approach, which is closer to the logical background of Boolean grammars. Proof. Assume first that l is a positive conjunct. When l = or l ∈ ∪ N, the result holds trivially. 
When l = ¬α is a negative conjunct the result follows from the fact that I(¬α)(w) = 1 − I(α)(w). This completes the proof of the lemma.
Among the interpretations of a given Boolean grammar, there is one which is the least with respect to the F ordering and is denoted by ⊥ F . That is, for all A and all w,
. Given a set U of interpretations, we will write lub U for the least upper bound of the members of U under the standard ordering. Formally:
The situation changes when one wants to define lub F U, that is, the least upper bound of the members of U under the Fitting ordering, since this notion cannot in general be defined for an arbitrary set of interpretations U. However, lub F U can be defined if U is a directed set of interpretations, i.e., if for every I 1 , I 2 ∈ U there exists J ∈ U such that I 1 F J and I 2 F J.
In this case lub F U is defined as follows:
Obviously, an increasing sequence U = I 1 F I 2 F · · · of interpretations constitutes a directed set of interpretations, and therefore in this case lub F U is well-defined.
Well-founded semantics for Boolean grammars
In this section, we define the well-founded semantics of Boolean grammars. The basic idea behind the well-founded semantics is that the intended model of the grammar is constructed in stages that are related to the levels of negation used by the grammar. At each step of this process and for every non-terminal symbol, the values of certain strings are computed and fixed (as either true or false); at each new level, the values of more and more strings become fixed (and this is a monotonic procedure in the sense that values of strings that have been fixed for a given non-terminal in a previous stage, are not altered by the next stages). At the end of all the stages, certain strings for certain non-terminals may have not managed to get the status of either true or false (this will be due to circularities through negation in the grammar). Such strings are classified as unknown (i.e., 1 2 ).
Consider the Boolean grammar G = ( , N, P, S). Then, for any interpretation J of G we define the operator [ G ] J : I → I on the set I of all three-valued interpretations of G. Intuitively, J represents information that we have already derived and is considered stable (and therefore it can be safely used to compute the value of negative conjuncts). More specifically, given
is the value that w gets in one step when using J in order to evaluate the negative conjuncts in rules defining A in G and I to evaluate the positive ones. More formally:
Definition 14. Let G = ( , N, P, S) be a Boolean grammar, let I be the set of all three-valued interpretations of G and let J ∈ I. The operator [ G ] J : I → I is defined as follows. For every I ∈ I, for all A ∈ N and for all w ∈ * :
, otherwise.
Some remarks are in order. The operator [ G ] J is analogous to the ones that have been used in the logic programming domain, but has some important differences from them. More specifically, in [10] two operators are used which produce two sets of atoms corresponding to true and false conclusions of the program, respectively. When applied to arbitrary interpretations, these operators may produce inconsistent sets of atoms. However, it is demonstrated in [10] that these operators when used appropriately, never give rise to inconsistent sets of atoms. In [9] , one operator J is introduced whose definition however is not precise in the sense that it is not truth-functional: given arbitrary interpretations I, J and atom A it is possible that J (I)(A) can be assigned both the values 0 and 1. Note however that this problematic case never arises in the construction of the well-founded model. This imprecise definition was also present in the original conference version of our paper [4] . The above functional definition of [ G ] J remedies this deficiency.
An important fact regarding the operator [ G ] J is that it is monotonic with respect to the ordering of interpretations: Proof. Let I 1 , I 2 be interpretations of G such that I 1 I 2 and let A ∈ N and w ∈ * . We show by a case analysis on the value
But since I 1 I 2 , using Lemma 10 we get that
Consider now the remaining case
and assume for the sake of contradiction that
The following definition will be useful in the subsequent discussion:
Definition 16. Let G = ( , N, P, S) be a Boolean grammar, let I be an interpretation of G and let w ∈ * . We denote by I/w the interpretation defined as follows: 
Proof. We give the proof for ; the proof for F is similar.
Let J = lub {I n } n<ω . It is easy to verify that the sequence {I n /w} n<ω is also increasing with respect to and that lub {I n /w} n<ω = J/w. Moreover, the set {I/w|I is an interpretation of G} is finite, since N is finite and there is a finite number of substrings of w. The above facts imply that there exists some m < ω such that I i /w I m /w for every i < ω, that is, I m /w is an upper bound for {I n /w} n<ω . Since J/w is the least upper bound of this sequence, we obtain that J/w I m /w, and since I m /w belongs to the sequence it holds I m /w J/w. The last two inequalities imply that J/w = I m /w. Lemma 18. Let G = ( , N, P, S) be a Boolean grammar and let I 1 , I 2 , J 1 , J 2 be interpretations of G. Let w ∈ * and assume that
Proof. We perform a case analysis on the value of
But this is equivalent to saying that for every rule A → l 1 & · · · &l r in P, either there exists a positive l i such that I 1 (l i )(w) = 0, or there exists a negative l i such that J 1 (l i )(w) = 0. But using the fact that I 1 /w = I 2 /w and J 1 /w = J 2 /w, this again is equivalent to the statement that for every rule A → l 1 & · · · &l r in P, either there exists a positive l i such that I 2 (l i )(w) = 0, or there exists a negative l i such that 
Given a grammar G, we can use the G operator to construct a sequence of interpretations whose least upper bound M G (with respect to F ) will prove to be a distinguished model of G. Notice that here we have an essential difference with respect to the well-founded semantics of logic programming: there, the construction of the well-founded model may require a transfinite number of iterations which is greater than ω. An undesirable consequence of this fact is that the well-founded semantics of logic programs is not computable in the general case. However, in the case of Boolean grammars, the model is constructed in at most ω iterations. Intuitively, this is due to the following reasons: (i) Boolean grammars are finite, and (ii) the membership of a string w in the language defined by a non-terminal, depends only on the memberships of a finite number of strings (namely the substrings of w) in finitely many languages (corresponding to the non-terminal symbols of the grammar).
The definition of M G has as follows:
Definition 21. Let G = ( , N, P, S) be a Boolean grammar. Define:
From the above definition, it is not immediately obvious that M G is well-defined (since as we have remarked at the end of Section 3, lub F is not always well-defined). However, as we are going to see shortly, the operator G is monotonic with respect to F and this ensures that the sequence {M G,n } n<ω is increasing (which ensures that lub F is well-defined).
Lemma 22. Let G = ( , N, P, S) be a Boolean grammar. Then, G is monotonic with respect to the F ordering of interpretations.
. We first prove that for all n ≥ 0,
The proof is by induction on n. The basis case obviously holds. Assume the statement holds for n; we demonstrate the case n + 1. Let A ∈ N and w ∈ * . We distinguish two cases regarding the value of )(l i )(w) = 0. In the latter case, from Lemma 13 and the fact that J 1 F J 2 , we obtain that there exists a negative
Case 2: Entirely analogous to the proof of Case 1.
We can now prove that
(A)(w) = 0 for every n, which implies that
Apart from its monotonicity, G has another important property (which is the analogue of the property described in Lemma 18 for the [ G ] operator):
Lemma 23. Let G = ( , N, P, S) be a Boolean grammar and let J 1 , J 2 be interpretations of G. Let w ∈ * and assume that
Proof. We first prove by induction on n that for every n ≥ 0,
The basis case is trivial. For the induction hypothesis, let us assume that
/w. This implies that for every
(A)(u), for every A ∈ N and every substring u of w. Thus,
/w, which completes the inductive proof.
Therefore, for every n and every A ∈ N, In order to prove that M G is a fixed-point, it remains to prove that G (M G ) F M G . Consider arbitrary A ∈ N and w ∈ * . Since the sequence {M G,n } n<ω is increasing with respect to F from Lemma 17 there exists some m < ω such that
Therefore, M G is a fixed-point of G . Using a similar reasoning as in Theorem 20, we can show that M G is actually the least fixed-point of G with respect to the F ordering.
The above results lead to the following theorem, which demonstrates that M G satisfies all the rules of the grammar G: 
Proof. It suffices to demonstrate that for every rule
This implies that there exists k ≥ 0 such that for all n ≥ k and for every positive
We now give an example that illustrates the well-founded construction as this has been defined above:
Example 26. Let G be the grammar given in Example 2. We will demonstrate that M G = M 2 , i.e., that in order to converge to the well-founded model of G we need exactly two iterations of G .
First, recall that
. Since C is defined by C → a|b, we easily obtain that for every 
Therefore:
and similarly:
Notice that the languages assigned by M 1 to the non-terminals A, B and C, which are defined by rules that are actually contextfree, coincide with the languages that would be assigned to these symbols by the standard derivation-based semantics of context-free grammars.
On the other hand, the denotation of S remains completely undefined in , and therefore:
However, the situation regarding S changes when we proceed to compute
, and now M 1 contains all the information we need regarding the non-terminals A, B and C. Consider any string w = uu, where u ∈ {a, b} * .
Since w has an even length, it is M 1 (A)(w) = M 1 (B)(w) = 0, which implies M 1 (¬A)(w) = M 1 (¬B)(w) = 1. Moreover, for every pair of odd length strings v 1 , v 2 ∈ {a, b} * such that v 1 v 2 = w, the symbols in the middle of v 1 and v 2 are identical (as they are the ith and (i + |w|)th symbols of w, for some i).
Similarly we obtain that M 1 (¬BA)(w) = 1. Thus, from the rule
(S)(w) = 1, for every n ≥ 1. On the other hand, for any string w that is not of the form uu, one of
In short,
, for every V ∈ {A, B, C}, since the rules defining these symbols are negation-free.
Notice that the language produced by this grammar is two-valued.
At this point we examine a natural question that springs to mind after the introduction of the three-valued well-founded model. Since most of the current work in formal language theory is based on two-valued languages, it is reasonable to wonder whether the problem "Given a Boolean grammar G, is M G two-valued?" is decidable. The following theorem demonstrates that this is not the case.
Theorem 27. The following problem is undecidable: "Given a Boolean grammar G = ( , N, P, S), decide whether for all w
Proof. We present a reduction from the following well-known undecidable problem: "Given a context-free grammar over an alphabet , decide whether the language defined by this grammar is * ". Let G 1 = ( , N 1 , P 1 , S 1 ) be a context-free grammar. Consider the Boolean grammar G = ( , N, P, S) where:
Suppose first that the language defined by G 1 is * . We easily obtain that M G (S 1 )(w) = 1 for every w ∈ * , since the wellfounded semantics extends the standard semantics of context-free grammars. Since we also have the rule S → S 1 in P, it will also be the case that M G (S)(w) = 1 for every w ∈ * (and therefore M G is trivially two-valued).
For the other direction, suppose that for every w ∈ * , it is M G (S)(w) ∈ {0, 1}. Since P contains the rule S → ¬S it cannot be M G (S)(w) = 0 for any w. Therefore, for every w it holds that M G (S)(w) = 1, which implies that M G (S 1 )(w) = 1. Since the well-founded semantics extends the standard semantics of context-free grammars, we get that w belongs to the language defined by G 1 .
Closing this section, we can now state the relationship between the well-founded semantics and the naturally reachable semantics of Boolean grammars. For the definition of the naturally reachable solution and the related terminology the reader is referred to [8] or the definition given in Section 2.
Theorem 28. Suppose that a Boolean grammar G has a two-valued (i.e., with values 0 and 1) well-founded semantics. Then the naturally reachable solution for this grammar either coincides with the well-founded semantics or is undefined.
Proof. We present an outline of the proof.
Let {X 1 , . . . , X n } be the set of non-terminal symbols in G and assume that G has a two-valued well-founded model M G . Then, M G (X i ) can be thought of as a two-valued language, i.e., as a set of strings. Moreover, let
. . , X n ) be the system of equations that corresponds to G and assume that it has a naturally reachable solution
Suppose for the sake of contradiction that
. Let w be a string of minimum length for which there exists an index j such that w belongs to exactly one of M G (X j ) and L j . Consider the modulus M that consists of all the proper substrings of w. From the definition of w, we have (
For every X i ∈ Q there exist two integers n i , m i with the following properties:
Intuitively, n i and m i indicate the point in the construction of M G where the fact that M G (X i )(w) = 1 is obtained. For every
Consider now a sequence X k 0 , X k 1 , . . . , X k |Q |−1 , such that X k j X k j+1 for all j, in which every element of Q appears exactly once. We construct a specific sequence of vectors of the form 
That is, the result of the ith step is the insertion of w in the (k i )th component. The proof is based on two observations: the first is that all the information that was used to decide that w ∈ M G (X k i ), also appears in L (i) , which implies that w ∈ φ k i (L (i) ); the second is that the membership of every string in M in the (k i )th component remains unchanged after the application of φ k i , since L is a solution of the system of equations.
Based on the above, it is easy to prove that the selected sequence converges to
On the other hand, since L is a naturally reachable solution, the sequence converges to (
It is easy to see that if a Boolean grammar has a naturally reachable solution semantics, then it is possible that this semantics differs from the well-founded one. For example, in the four-rule grammar of Section 2 (the one given just after Definition 3), the well-founded semantics assigns the ⊥ F interpretation to all the non-terminal symbols of the grammar.
Notice that although the naturally reachable semantics for this grammar is defined, it appears to be counterintuitive.
Normal form
In this section, we demonstrate that every Boolean grammar can be converted into an equivalent one that belongs to a binary normal form. Based on this normal form, in Section 6 we derive an O(n 3 ) parsing algorithm for Boolean grammars.
The binary normal form is defined as follows:
Definition 29. A Boolean grammar G = ( , N ∪ {U, T }, P, S) is said to be in binary normal form if P contains the rules U → ¬U and T → ¬ , where U and T are two special symbols not in N, and every other rule in P is of the form:
→ [&U] (only if S does not appear in right-hand sides of rules)
where A, B i , C i , D j , E j ∈ N, a ∈ , and the brackets denote an optional part.
The main theorem of this section is the following:
Theorem 30. Let G = ( , N, P, S) be a Boolean grammar. Then there exists a grammar G = ( , N , P , S) in binary normal form such that M G (S) = M G (S).
The proof of Theorem 30 is based on the definition of certain meaning-preserving grammar transformations. It can be easily checked that each transformation step can be effectively performed; in other words, the normal form of a given grammar G can be constructed from G in an algorithmic way. The normal form we derive, generalizes the well-known Chomsky normal form for context-free grammars as-well-as the binary normal form for Boolean grammars introduced in [8] . Actually, certain of the steps we adopt, were initially proposed in [8] , the main difference being that the binary normal form obtained there, always produces two-valued Boolean languages.
The steps of the proposed procedure, can be summarized as follows:
• The initial Boolean grammar is first brought into pre-normal form. This is just a simpler and more manageable form of the initial grammar.
• The grammar is then transformed into direct form. This means that if a non-terminal of the previous form of the grammar could produce a string of length one (possibly through the use of many rules), then this fact is recorded by using a single rule in the new grammar. The same happens even if the status of the string of length one was undefined in the previous grammar.
• The next step is to bring the grammar into an -free form, i.e., a form in which no non-terminal produces the string .
• The final step is to bring the grammar into a binary normal form, i.e., a form in which the "long" rules of the grammar contain conjuncts which consist of two non-terminals (with the possible exception of the non-terminal U, see Definition 29 above).
In the rest of this section, we will describe one-by-one the above transformation steps.
Pre-normal form

Consider a Boolean grammar G = ( , N, P, S).
Without loss of generality we may assume that S does not appear in the right-hand side of any rule (otherwise we can replace S with S in every rule, and add a rule S → S ). Initially, we bring the grammar into a form, which we call pre-normal form:
Definition 31. A Boolean grammar G = ( , N, P, S) is said to be in pre-normal form if every rule in P is of the form:
In order to prove that for every Boolean grammar there exists an equivalent one in pre-normal form, we need the following lemma: 
is obtained from P by replacing in every rule each occurrence of B β with β.
Then, for every A ∈ N, M G (A) = M G (A).
Proof. It suffices to show that for every A ∈ N, M G,n (A) = M G ,n (A).
In order to establish this fact we will use the following idea. Let J, J be interpretations for G and G , respectively, such that J(A) = J (A) for every A ∈ N and J(β) = J (B β ). We will demonstrate that for every A ∈ N, G 
(J)(A) = G (J )(A). This result will then be used in the inductive proof of the fact that for all n, M G,n (A) = M G ,n (A).
We start by proving some useful facts. First notice that P does not contain any rule that defines B β , since B β ∈ N. Thus, the only rule in G that defines B β is B β → β, which from Definition 14 implies that for every n > 0, [ G ] Define the intermediate interpretation I :
Proof. The Boolean grammar G is constructed from G, using a transformation that consists of three steps. In the first step, terminal symbols are eliminated from rules containing Boolean connectives or concatenation. This is obtained by adding a new rule A a → a, for every terminal symbol a ∈ , where A a is a new non-terminal symbol, and then replacing every occurrence of a in the rules of the above kind by A a . The second step of the transformation eliminates concatenation from the rules of the new grammar containing conjunction. In order to do this, for every β ∈ N * with |β| ≥ 2, such that at least one of the literals β or ¬β appears in the body of some rule that contains conjunction, we add a new rule B β → β, where B β is a new non-terminal symbol. Then, we replace every occurrence of literal β (or ¬β) by B β (respectively, ¬B β ) in any rule with conjunction.
Finally, the third step of the transformation eliminates long concatenations. More specifically, while there exists a rule It is easy to see that the third step, after finitely many iterations, produces a Boolean grammar G in pre-normal form.
Moreover, from Lemma 32 (which is applied several times for each step of the transformation) it follows that M G (S) = M G (S).
Direct form
Based on the pre-normal form derived in the previous section, we now construct the direct form of the grammar: if a string of length one can be produced by a non-terminal in the previous form of the grammar, then a rule expressing directly this fact is inserted into the grammar. 
}.
The proof of the following lemma (as-well-as of Lemma 37 later on) are quite straightforward but rather tedious since they require lengthy inductions and the analysis of different cases that are quite similar in their treatment. The proof given below adapts and uses a well-known technique from the theory of programming languages (see for example [12] [pp. 209]): in order to show that two grammars, say G 1 and G 2 , are equivalent, it suffices to show that the well-founded model of each grammar is a fixed-point of the operator of the other grammar. In other words, it suffices to show that , since we know that the least fixed-point of G 1 is M G 1 and the least fixed-point of G 2 is M G 2 ,  we get that M G 1 F M G 2 and M G 2 F M G 1 , which implies that M G 
Proof. We demonstrate that an appropriate extension of M G to N ∪ {U}, which we denote by M * G , is a fixed-point of G δ . Similarly, we argue that the restriction of M G δ to N, which we denote by M
, is a fixed-point of G . The result then follows easily.
Define
for every w ∈ * . We claim that M *
and the only rule in P ∪ R that defines U is U → ¬U, it follows that
, for every w and for every n ≥ 1.
G (U)(w).
Consider now the remaining case, namely A ∈ N. We know that M *
G and from the fact that M G is a fixed-point of G ). Therefore, it suffices to prove that for every A ∈ N and for
In order to prove this, we will first show that there exists some integer constant k such that for every n,
We select k as follows: consider any
We now prove by induction on n that for every n ≥ 0, for ever A ∈ N and for every w ∈ * , [ G ]
Assume the statement holds for n; we first demonstrate that
If this value is obtained using a rule in P, then using the induction hypothesis and the relationship between M G and M * G , we get that
On the other hand, if this value is obtained using a rule A → a in R, then w = a and from the construction of G δ it is M G (A)(a) = 1. From the definition of k we have
. Suppose for the sake of contradiction that 
Finally, the case in which G δ
Thus, we have proved that
. By using a similar inductive proof, we can show that for every n,
All the above lead us to the conclusion that
). Since M G is the least fixed-point of G with respect to
. Now, it remains to show that a slightly modified version of M G is a fixed-point of G δ . More specifically, define:
. It suffices to show that for all A ∈ N and all w ∈ * , it is M
. In order to prove this it suffices to prove that for every n,
. This can be proven in an analogous way as above.
Now, since M G δ is the least fixed-point of G δ with respect to F , we obtain that
, we get that for every A ∈ N and for every
The lemma then follows from Lemma 35.
The final step: binary normal form
In order to obtain a grammar in binary normal form, we need to eliminate rules of the form
In order to do this we need to somehow pre-compute the effect of such rules. Notice now that the membership of a string w, where |w| ≥ 2, in M G (A) depends only on the membership of w in each of M G (BC), for all BC that appear in the right-hand sides of rules. We can express this dependency directly by a set of rules. In order to do this we treat each BC that appears in the right-hand side of a rule as a Boolean variable (see also [8] ).
We start by giving a definition that will play an important role in our subsequent development:
Definition 38. Let G be a Boolean grammar in pre-normal form and let G = ( , N ∪ {U}, P, S) be the -free version of G. Let X = {BC|A → BC&¬ ∈ P} and let V be a function from X to 0, 1 2 , 1 . Then, the extension of G with respect to V is the grammar G V = ( , N ∪ {U}, P , S), which is defined as follows: • Every rule A → BC&¬ in P is replaced in P by the rule A → Q V (BC) &¬ .
• All the other rules in P are retained in P .
Intuitively, in the above definition the non-terminals Q 0 , Q 1 and Q 1 2 correspond, respectively, to the constant languages ∅, * and the language in which all strings get the value 1 2 . Moreover, G V is a grammar is which every BC has been replaced by a non-terminal that corresponds to one of these constant languages.
It is therefore straightforward to see that given any w 1 , w 2 ∈ * with |w 1 | ≥ 2 and |w 2 | ≥ 2, and any
. In other words, for every language generated by a non-terminal symbol in G V , one of the following is true:
• All the strings in * of length at least 2 are included in the language.
• The membership of all strings in * of length at least 2 in the language is undefined.
• All the strings in * of length at least 2 are excluded from the language.
This leads to our next definition:
Definition 39. Let G be a Boolean grammar in pre-normal form and let G = ( , N ∪ {U}, P, S) be the -free version of G. Let X = {BC|A → BC&¬ ∈ P} and let V be a function from X to 0, 1 2 , 1 . Then, the extension of V to non-terminal symbols in N is denoted by V and is defined as follows: V (A) = M G V (A)(w), for any w ∈ * with |w| ≥ 2.
As we mentioned in the beginning of this subsection, for every string w with length at least 2, the value in M G (A)(w) can be computed from the values M G (BC)(w) for all BC that appear in the right-hand sides of rules. This is the intuition behind the following technical lemma that will be used in the proof of correctness of our final transformation step: 
Proof. It suffices to show that for all A ∈ N, M G (A)(w) = M G V (A)(w).
This fact can be proved in two steps, namely that (A)(w) . We demonstrate the first direction; the second one is similar and omitted.
We therefore prove that M G V (A)(w) ≤ F M G (A)(w) . Suppose for the sake of contradiction that there exists some A ∈ N such that M G V (A)(w) ≤ F M G (A)(w) . Then, there must exist a minimum index k > 0 such that there exists A ∈ N with the following property:
Define the following sets:
We distinguish the following two cases:
Then, for every A ∈ S 1 define r(A) to be the index that satisfies the following property: 
Subcase 1.2: There exists a rule
In the first of the above cases, there exists at least one rule of the form A → BC&¬ in G such that V (BC) = 0. From the definition of V we get that for every such rule it is M G (BC)(w) = 0. This implies that there exists a least integer We now show by induction that for every n ≥ 0 and for every A ∈ S 0 it is:
The basis case is trivial. Assume the result holds for n; we demonstrate it for n + 1. Consider any rule R in G with head A. If l R ∈ S 0 , then from the induction hypothesis it is Given a non-empty set X, the functions from X to 0, 1 2 , 1 can be ordered by the degree of information they contain (assuming that the value 1 2 contains no information). The minimal and maximal functions with respect to this ordering will play an important role in the construction of the binary normal form of a given grammar G.
Definition 41. Let X be a non-empty set and let V , W be functions from X to 0, 1 2 , 1 . We denote by V i the set {x ∈ X|V (x) = i}.
The following lemma states that the extensions of functions of the above form to non-terminal symbols, respects the above ordering. The proof of the lemma is straightforward:
Lemma 42. Let G be a Boolean grammar in pre-normal form and let G = ( , N, P, S) be its -free version. Moreover, let X = {BC|A → BC&¬ ∈ P} and let V , W be functions from X to {0,
Using all the above, we can now define the transformation that brings a Boolean grammar into normal form:
Definition 43. Let G be a Boolean grammar in pre-normal form and let G = ( , N ∪ {U}, P, S) be the -free version of G. Let X = {BC|A → BC&¬ ∈ P} and let V be the set of all functions from X to 0, 1 2 , 1 . The normal form G n = ( , N ∪ {U, T }, P , S) of G is the grammar obtained from G as follows:
• P contains all the rules in P of the form A → a and A → a&U, where a ∈ , the rule U → ¬U in P and the rule T → ¬ , where T / ∈ N is a special symbol which represents the set in which all non-empty strings have value 1. 
Proof. Let X = {BC|A → BC&¬ ∈ P}. We prove by induction on the length of w that for every A ∈ N and for every w ∈ * , (A)(w) . Then, the lemma follows from Lemma 37. For w = , it holds M G (A)(w) = M G n (A)(w) = 0, since every rule of G with head in N contains a conjunct that is either a terminal symbol in or ¬ and every rule of G n with head in N contains a conjunct that is either a terminal symbol in or TT .
Moreover, if |w| = 1 the statement follows easily due to the fact that in G all the information regarding strings of length 1 is produced by simple rules (i.e., rules that have been introduced during the construction of the direct form of G); moreover, G n contains these same rules regarding strings of length 1 while all its other rules concern strings of length 2 or more, since they contain the conjunct TT . Assume now that the statement holds for all w of length less than or equal to n for some n ≥ 1; we demonstrate the case for n + 1. In particular, we show that for every v ∈ {1,
Consider a w ∈ * with |w| ≥ 2 and define function V as follows: 
In order to prove the right-to-left direction of the statement, assume that M G n (A)(w) = 
Conclusions
We have presented a novel semantics for Boolean grammars which has been inspired by techniques that have been developed in the logic programming domain. Under this new semantics every Boolean grammar has a distinguished (threevalued) model that satisfies its rules. Moreover, we have shown that this language is the least fixed-point of an appropriate operator that is associated with the grammar. Finally, we have demonstrated that every Boolean grammar can be transformed into an equivalent one in a binary normal form. For grammars in this normal form, we have derived an O(n 3 ) parsing algorithm.
We believe that the well-founded semantics will prove to be a useful tool for the further development of the theory of Boolean grammars. In particular, two of the authors have already used the well-founded approach in order to prove that the locally stratified construction is well-defined (see [5] for details). Also, it is expected that the well-founded semantics and its corresponding parsing algorithm can form the basis of general implementations of Boolean grammars. On the more theoretical side, the formal machinery behind the well-founded semantics can help to the further development of manyvalued formal language theory (see for example [2] ).
It should be noted that it is possible that the well-founded model M G of a grammar G could also be obtained following slightly different constructions. For logic programs one such construction that is based on an infinite-valued logic, has recently been proposed in [11] . Adapting the technique of [11] to Boolean grammars would most probably require the introduction of infinite-valued formal languages. This is probably an interesting venue for further research.
Closing, we would like to express our strong belief that a further investigation of the connections between formal language theory and the theory of logic programming will prove to be very rewarding.
