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«Solo existen dos días en el año en los que no podemos hacer nada, uno se llama ayer
y el otro se llama mañana. Dalai Lama»
Por lo tanto lo importante es el hoy, porque a pesar de los miedos las dudas lo que
ayer fue confusión hoy se materializa, el logro de cumplir uno de nuestros sueños ser
un Ingeniero un profesional con los conocimientos y los valores para salir a enfrentar
otro reto en nuestras vidas. Pero este camino no se construyó solo se necesitó tiempo,
ganas, y manos siempre dispuestas a ayudar a levantarnos cuando pensábamos que no
se podía, y es este el momento exacto para dar nuestros más sinceros agradecimien-
tos. Iniciamos agradeciendo principalmente al ser que nos tiene aquí, Dios, sin Él era
imposible empezar este proceso de nuestras vidas, gracias porque a través de ti nos
diste la oportunidad de conocer compartir y valorar a cada una de las personas que
han pasado en nuestro camino compañeros, amigos, profesores. Recordemos que la vida
pasa y nuestra historia cambia pero siempre permanecerán los bueno recuerdos y cada
uno escribió un capitulo en esta historia, y quienes aún hoy siguen ahí con la alegría
de ver un proceso que culmina y el inicio de nuevos proyectos que serán el reflejo de
sacrificios esfuerzos tristezas alegrías. Entre ellos a nuestros padres quienes visionaban
ver a sus hijos forjándose un futuro y que seguramente hoy los invade el orgullo de ver
en nosotros hombres de bien acompañado de la alegría de ver cumplir nuestros sueños
y para quienes solo tenemos palabras de agradecimientos, mil gracias papá y mamá
porque gracias a ustedes a sus correcciones a el amor que nos brindan hoy podemos
mirarlos a los ojos y decirles que hicieron una gran labor y que lo que hoy viven no es
un sueño, es el resultado de sus esfuerzos y del amor que nos han brindado desde el
momento en que decidieron traernos al mundo. A nuestros hermanos que con su apoyo
eran impulso para ir cumpliendo con nuestros objetivos, porque en muchas ocasiones
sin su ayuda sin sus palabras sin el deseo de ver en ustedes el sueño de ver profesionales
no hubiésemos seguido. Agradecimientos a nuestros profesores que más de impartir un
conocimiento en cada clase buscaban sembrar semillas generadoras de personas de bien,
ustedes realizaron una gran labor, es el momento de dar un agradecimiento especial al
Ing. Jimmy Alexander Cortes Osorio por creer, perseverar, confiar por acompañarnos
casi minuto a minuto en este proceso, definitivamente solo quien sueña y cree puede
5alcanzar lo que desea, y hoy Ingeniero nos sentimos agradecidos y bendecidos por Dios
porque no era otro, era usted quien la vida designó para culminar este proceso.
Agradecemos a quienes participaron en la realización de este proyecto, muchas gracias
por su apoyo y colaboración de una forma u otra lograron que nos exigiéramos al
máximo y nos diéramos cuenta de que estamos hechos, y quienes somos; porque hoy
nos invade el orgullo de convertirnos en Ingenieros, unos años atrás soñábamos, hoy es
una realidad y damos gracias a la vida por permitirnos disfrutar de este gran logro con
la ilusión de cumplir sueños que hoy comienzan.
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En las últimas tres décadas ha surgido un gran interés por investigar acerca de la visión
por computador. A lo largo del tiempo la computación fue creciendo en gran medida,
lo cual permitió que fuese más asequible al público en general, a raíz de esto surgieron
soluciones a problemas ajenos a la robótica, uno de estos fue la estimación del flujo
óptico en secuencia de imágenes.
En el presente trabajo se evaluó la estimación de la cinemática de los objetos móviles
empleando el flujo óptico bajo condiciones controladas, en este caso en particular la
luminosidad, distancia focal, contraste, brillo, directividad de luz, color de objeto, dis-
tancia a la fuente de luz, inclinación, excentricidad, sombras, opacidad, y parámetros
fotográficos de la cámara, se logran mantener con cambios mínimos creando un entorno
vigilado y de esta forma no crear variaciones indeseadas en la imagen. Para generar el
movimiento del objeto de forma controlada es decir que la variación en su velocidad
sea mínima, se desarrolló un dispositivo electromecánico el cual fue diseñado con el
propósito de generar velocidades constantes, posteriormente se construye una base de
datos con información de distancia, tiempo, a partir de estos dos parámetros se calcula
la velocidad y se realiza un análisis metrológico para establecer valores de referencia
y realizar una comparación respectiva con los valores obtenidos en las dos técnicas de
flujo óptico (Lucas-Kanade y Horn-Schunck).
Las técnica de Lucas-Kanade y Horn-Shunck son métodos diferenciales que se encuen-
tran contenida en la subcategoria de método local y método global respectivamente.
A partir de los métodos mencionados se cimenta una base a la teoría matemática que
cumple con la necesidad de minimizar y alcanzar un mínimo global, que asegura de gran
manera la unicidad para dicha solución. Los resultados obtenidos del siguiente trabajo
permiten estimar el nivel de confianza, error, y limitaciones presente en los algoritmos
en cada una de las técnicas.
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0.1. ABSTRACT
In the last three decades there has been a great interest in research on computer visión.
Over time computing grew greatly, allowing it to be more asequible the general public,
following this arose solutions to problems unrelated to robotics, one of these was the
estimation of the optical flow in sequence images. In this paper the estimation of the ki-
nematics of mobile objects are evaluated using optical flow under controlled conditions,
in this particular case the brightness, focal length, contrast, brightness, directivity of
light, object color, distance from the source light, inclination, eccentricity, shadows,
opacity, and photographic camera parameters, are sustained with minimal changes, we
created a control environment and thus not generate undesirable changes in the image.
To generate the movement of the object in a controlled manner ie the speed variation
is in minimal, was designed an electromechanical device with the purpose of generating
constant speeds are, then builds a database with information on distance, time, from
these two parameters is calculated speed and a meteorological analysis is performed to
establish reference values and perform a comparison with corresponding values obtained
in the two optical flow techniques (Lucas-Kanade and Horn-Schunck). The technique
Lucas-Kanade and Horn-Schunck are differential methods are contained in the subca-
tegory of local method and global method respectively. From the above methods is
founded base to the mathematical theory that meets the need to minimize and reach a
global minimum, which ensures the uniqueness great way for such solución.Los results
of the present work allow to estimate the level of confidence , error, and limitations
present in the algorithms in each of the techniques.
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0.2. INTRODUCCIÓN
La visión por computador es un amplio campo de investigación en el cual se puede
extraer propiedades que han sido captadas por una serie de sensores en el mundo real.
Cuando se capturan diversas imágenes presentes en una escena puede presentarse dife-
rentes configuraciones, dependiendo a su vez del numero de cámaras y de la disposición
de estas, se pueden presentar dos casos en particular:
Una secuencia de imágenes captadas por una cámara en diferentes instantes de
tiempo
Una secuencia de imágenes captadas por varias cámaras en el mismo instante de
tiempo.
Estas dos situaciones representan dos problemas claves dentro de la visión por compu-
tador y que han sido objeto de un amplio estudio durante décadas. Estos dos problemas
son: la estimación del flujo óptico y la estimación del mapa de disparidad. Ambos se
reducen a una búsqueda de correspondencias.
En este caso en particular este proyecto se centra en la estimación del flujo óptico, el
cual proporciona el movimiento de los patrones de brillo en una secuencia de imágenes.
Una gran familia de métodos de flujo óptico son los métodos diferenciales y variaciona-
les, los métodos globales son subcategoria de métodos diferenciales estos añaden como
restricción global un termino de regularización sobre el flujo. Esta restricción supone
que el campo de desplazamiento es suave. Con este tipos de métodos se obtienen campos
de desplazamientos densos. El método mas representativo es el de Horn-Schunck. Los
métodos locales que también son una subcategoria de los métodos diferenciales utilizan
la información en una vecindad alrededor de un píxel para estimar su movimiento. El
método mas representativo de esta familia es el de Lucas- Kanade [1].
Las discontinuidades en el flujo óptico pueden ayudar en segmentación de imágenes en
regiones que corresponden a diferentes objetos. Se han hecho intentos para llevar a cabo
tal segmentación mediante las diferencias entre cuadros de imagen sucesivos. Varios
trabajos abordan el problema de la recuperación de los movimientos de los objetos en
relación con el espectador del flujo óptico. En una escena podemos encontrar una serie de
objetos estáticos o dinámicos que, por lo general, se verán influenciados por condiciones
variables del entorno, tales como fuentes de iluminación, sombras, reflejos y otros efectos
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luminosos, así como por otras dificultades asociadas a la aparición y desaparición de
objetos en la escena o la oclusión de unos objetos con otros. La importancia del flujo
óptico radica fundamentalmente en el gran numero de aplicaciones que tiene, como por
ejemplo, reconstrucción 3D, compresión de vídeo, segmentación, detección de objetos,
sistemas de navegación robótica, entre otros [2].
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PLANTEAMIENTO DEL PROBLEMA
El estudio del flujo óptico se ha venido intensificando a lo largo de los últimos años
debido a que en sus inicios la implementación de algoritmos que emulan este fenómeno
visual eran demasiados robustos; lo que genera una gran carga computacional, que
para la tecnología de los 80’s era difícilmente implementable. Debido al gran avance
tecnológico se cuenta con máquinas potentes, las cuales procesan datos de una manera
más rápida, situación que ayuda a que se realicen diferentes aplicaciones, es por esto
que se están realizando muchas aplicaciones basadas en el flujo óptico como ejemplo:
sistemas de medida, visión por computador, análisis de movimiento de los objetos en
secuencias de imágenes, entre otros [3]. Las diferentes técnicas del flujo óptico que se han
planteado para estimar la posición y movimiento de los objetos se realizan en entornos
no controlados, por lo cual se ven influenciados por condiciones variables en el entorno,
lo cual implica cambios tanto para fuentes de iluminación, sombras, reflejos como otros
efectos luminosos [2]. Todos estos aspectos influyen directamente en la estimación del
flujo óptico, debido a que la luz incidente en el objeto puede variar, lo cual visto desde
una perspectiva determinada puede generar un movimiento aparente de un objeto que
se encuentra relacionado con otros.
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JUSTIFICACIÓN
La investigación y desarrollo de métodos de detección de objetos mediante el proce-
samiento de imágenes se ha incrementado en los últimos años, debido a su aplicación
en el campo de la robótica y en el control de tráfico, además del mejoramiento de los
sistemas de computación. Las investigaciones en el estudio de tráfico, se han enfocado
en el área de análisis automático del flujo vehicular y peatonal por medio del desarrollo
de algoritmos de visión por computador, motivado por el incremento acelerado del trá-
fico. El uso de visión por computador en sistemas de monitoreo de trafico puede ofrecer
muchas ventajas respecto a otras tecnologías [4]. No obstante, muchas de las técnicas
que permite estimar el flujo óptico en los objetos en movimiento se realizan en entornos
de espacio libre, esto conlleva a que la estimación sea inexacta y que parámetros como
fuentes de iluminación, sombras, reflejos, entre otros, se vean afectados en gran medida.
Gran cantidad de técnicas de investigaciones no cuentan con un indice de confiabilidad
representativo debido al uso de condiciones no controladas (espacios libres) lo cual alte-
raría de forma notable la estimación del flujo óptico, su estimación no suele ser sencilla
y el proceso de computo para tomas que se realizan en un ambiente real puede llegar
a ser arduo. Por esta razón los algoritmos existentes establecen determinadas hipótesis
(intensidad constante, sombras, opacidad,luminosidad, distancia focal, contraste, brillo)
que generalmente no están presentes en los escenarios reales.
Ademas el flujo óptico cuenta con innumerables aplicaciones en el área de la robótica,
automatización industrial, sistemas de seguridad, procesamiento digital de imágenes,
entre otros que son fuentes de investigaciones actualmente debido a su importancia. Las
aplicaciones que se presentan pretenden contribuir en el desarrollo de nuevos dispositivos




Aplicar las técnicas de visión por computador mediante la estimación de flujo
óptico, para la determinación de parámetros cinemáticos del móvil en condiciones
controladas de laboratorio.
OBJETIVOS ESPECÍFICOS
Realizar versiones de los algoritmos Lucas-Kanade y Horn-Schunck para la esti-
mación de parámetros cinemáticos de un móvil mediante el flujo óptico.
Determinar el nivel de confianza, error, y limitaciones de los algoritmos realizados
en condiciones controladas de laboratorio.
Diseñar un sistema de tracción mecánico de control de velocidad constante para
el laboratorio con el fin de establecer un valor de referencia.
ÍNDICE GENERAL 16
GLOSARIO
Aceleración: variación de la velocidad con respecto al tiempo.
Apertura: es un agujero o perforación a través de la cual pasa la luz.
Avi: formato de vídeo y audio creado por Microsoft para usar en computadoras.
Binarización: variante de la umbralización y consiste en dejar a cero todos los píxeles
menores de un umbral y a uno aquellos que son iguales o mayores, quedando constituida
la imagen final por un conjunto de unos y ceros.
Brillo: luz que refleja o emite un cuerpo.
Cámara: aparato que sirve para registrar imágenes estáticas o en movimiento.
Color del objeto: cada objeto tiene un color y luminosidad característico que deter-
mina un nivel de exposición, pero mediante la exposición en cámara puedo oscurecerlo
o aclararlo.
Conectividad: criterio de decisión en la definición de las regiones de una imagen.
Contraste: se define como la diferencia relativa en la intensidad entre un punto de una
imagen.
Distancia focal: es la distancia entre el centro óptico de la lente o plano nodal posterior
y el foco (o punto focal) cuando enfocamos al infinito.
Distancia fuente luz: es a lo que llamamos “caída de la luz”. Conforme el foco está
más lejos, da menos luz, pero su valor se calcula de forma diferente según hablemos de
luces puntuales o extensas.
Escalabilidad: transformación geométrica utilizada para comprimir o agrandar el ta-
maño de una imagen (o parte de una imagen).
Excentricidad: un foco da más luz en su eje que en las zonas separadas de él. Cuando
se coloca un actor justo delante recibe más luz que si da un paso a un lado. Esto se
debe a la distribución fotométrica del foco, pero también a los dos factores anteriores:
el ángulo ya no es perpendicular y la distancia al centro del foco es mayor.
Flujo Óptico: estimación que consiste en determinar el movimiento aparente de los
objetos en una secuencia de imágenes o frames.
Frames: fotograma o cuadro es una imagen particular dentro de una sucesión de imáge-
nes que componen una animación. La continua sucesión de estos fotogramas producen
a la vista la sensación de movimiento.
Histograma: representación gráfica de una variable en forma de barras.
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Imágen: figura de una persona o cosa captada por el ojo, por un espejo, un aparato
óptico, una placa fotográfica, etc., gracias a los rayos de luz que recibe y proyecta.
Inclinación: el tono más claro que puede obtenerse de una superficie aparece cuando
la luz cae perfectamente perpendicular a una superficie. Siempre que el haz de luz se
incline, el tono que proporciona es más oscuro.
Luminosidad: número de partículas por unidad de superficie y por unidad de tiempo
en un haz.
Luz: radiación electromagnética que puede ser percibida por el ojo humano.
Mov: formato de vídeo y audio, desarrollado por la compañía Apple Inc para ser
reproducidos por QuickTime Player.
Móvil: objeto que se encuentra en movimiento
Opacidad: es una propiedad óptica de la materia que tiene diversos grados,cuando un
objeto no deja pasar luz en proporción apreciable.
Píxel: unidad básica de una imagen digitalizada en pantalla a base de puntos de color
o en escala de grises.
Procesamiento digital de imágenes: es el conjunto de técnicas englobadas dentro
del pre-procesamiento de imágenes cuyo objetivo fundamental es obtener, a partir de
una imagen origen, otra final cuyo resultado sea más adecuado para una aplicación
específica.
Rotación de una imagen: operación el la cual se cambia el eje de una imagen.
Sombra : es una región de oscuridad donde la luz es obstaculizada.
Técnica Global: el umbral fijo o global es aquel que es único sobre toda la imagen.
Técnica Local: estás consideran la vecindad de cada píxel para determinar el umbral
local. No existe un único umbral T, hay una para cada zona.
Transformaciones geométricas: alteran la forma de la imagen al modificar el posi-
cionamiento espacial o disposición de píxeles dentro de la imagen.
Traslación de una imagen: transformación geométrica que mapea la posición de cada
píxel de la imagen de entrada a una nueva posición en la imagen de salida.
Umbralización: algoritmo cuya finalidad es segmentar gráficos rasterizados, es decir
separar los objetos de una imagen que nos interesen del resto.
Vecindad: conjunto de píxeles que colindan horizontalmente y verticalmente.
Velocidad: es la rapidez con la que cambia de posición un móvil.
Capítulo 1
ESTADO DEL ARTE.
En los últimos treinta años se ha desarrollado una intensa actividad investigadora en el
campo de la visión por computador. En sus orígenes la visión por computador estaba
estrechamente relacionada con la robótica pero gracias al acercamiento de los ordena-
dores al gran publico y el incremento de la capacidad de computo de las maquinas
surgieron nuevos problemas a los que la visión por computador podrá dar respuesta.
En un principio el flujo óptico fue concebido por el psicólogo James Gibson como parte
de su tesis doctoral “The Perception of the Visual World” en donde define el flujo óp-
tico como el movimiento aparente de los objetos [5]. A partir de allí fueron muchos los
entusiastas de la visión por computador los que se dieron a la tarea de la estimación
del flujo óptico y fue hasta 1981 cuando los investigadores Bruce D. Lucas y Takeo
Kanade desarrollaron la resolución de ecuaciones para flujo óptico por la realización de
barrido de píxeles mediante mínimos cuadrados [1]. Al mismo tiempo los investigado-
res Horn-Schunck también lograron hacer la determinación de flujo óptico basado en
el suavizado de las imágenes para minimizar las distorsiones y resolver el problema de
apertura [6]. Fue así como estos cuatro investigadores por caminos diferentes lograron
por primera vez la estimación del flujo óptico a partir de aquí se desarrollaron mejoras
a estos métodos como es el caso de Anandan que en 1987 realizo una estimación del
flujo óptico mediante el método de mínimos cuadrados donde se calculan las acelera-
ciones temporales de forma incremental para superficies cuadráticas [7]. Un año más
tarde Uras S., Girosi F., Verri A. y Torre V propusieron la utilización de soluciones
locales, con desviaciones estándar de 3 en el espacio y tiempo 1,5, utilizando umbrales
de aceptación en las estimaciones [8]. Luego en 1990 Jepson A. and Heeger D emplearon
18
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la utilización de 12 filtros de Gabor para cada espacio y escala, ajustes en los mínimos
cuadrados, pirámides gaussiana y filtraciones con pasa bandas [9]. En este mismo año
Fleet y Jepson emplearon la utilización de filtros pasa bandas optimizados para descom-
poner señales de entrada de acuerdo con la escala, velocidad y orientación [10]. En 1991
Barman, H., Haglund determinaron el flujo óptico a partir de bases de energía, hacien-
do un filtrado de espacio temporal en una estructura, análisis bajo dos componentes,
difusión y reacción donde agrupan los métodos en función de la densidad de los mapas
de disparidad, locales y globales [11]. Posteriormente en 1992 J.L.Barron, D.J.Fleet y
S.S. Beauchemin, T.A. Burkitt realizaron y compararon 6 diferentes técnicas para el
análisis y cálculo del flujo óptico entre ellas, técnicas diferenciales, horn-schunk, lucas-
kanade, Uras-Girosi-verri y torre, Anandan, basada en la energía, Fleet and Jepson,
heeger [12]. Dos años más tarde estos mismos autores realizaron un complemento del
su artículo publicado en 1992 agregando 3 nuevos métodos (Waxman et, Singh, Na-
gel) [13]. Posteriormente en 1996 Sugata Ghosal, Petr Vanek realizaron la estimación
de flujo óptico de sistemas discontinuos, con método de horn-schunk, y optimización
con Euler-Lagrange [14]. Años más tarde Vladimir Stanisavljevic, Zoran KalafatiC y
Slobodan RibariC estimaron de flujo óptico con la combinación de algoritmos mediante
series de Taylor, Gauss y Siedel [15]. En el 2002 Shi Rong. Li Zaiming realizaron la
compensación del desplazamiento de los objetos a alta velocidad a partir del método
de Lucas-Kanade para la estimación del flujo óptico.Luego en 2003 han desarrollado
investigaciones en las cuales se combinan diferentes técnicas para obtener mejores resul-
tados como lo hicieron Hongshi Yan,Tjahjadi, T. En su trabajo la selección del tamaño
de vecindad es un parámetro de ajuste importante para la técnica de Lucas-Kanade
y Horn-Schunck combinado. Este cuenta con la ventaja de tener dos campos de flujo
óptico sólidas y densas [16]. En 2006 se realizaron aplicaciones relacionadas con el flujo
vehicular en donde se estima la velocidad de los vehículos empleando técnicas de flujo
óptico teniendo una gran ventaja ya que si actualizan las cámaras ya existentes en la
carretera de acuerdo con este método, se puede mejorar la condición de tráfico de la
ciudad en menos gastos [17]. Actualmente el flujo óptico es usado para la detección
y segmentación de movimiento humano en secuencias de imágenes en movimiento, lo
cual es significativamente beneficioso en sistemas de seguridad, y mas cuando se reduce
costos de operación [18].
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1.1. FLUJO ÓPTICO.
Se dispone de un dispositivo que capta imágenes de una escena. En la escena se puede
encontrar una serie de objetos en movimiento o estáticos que, por lo general, se verán
influenciados por condiciones variables del entorno tales como, fuentes de iluminación,
sombras, reflejos y otros efectos luminosos, que generan dificultades asociadas a la
aparición y desaparición de objetos en la escena o la obstrucción de unos objetos con
otros. Dado un conjunto de imágenes, el objetivo es estimar el desplazamiento de los
píxeles entre las distintas imágenes.
Figura 1.1: Campo de flujo óptico en un objeto móvil
Fuente: autores
1.2. CLASIFICACIÓN DE LOS MÉTODOS.
En esta sección se realiza una breve descripción de los métodos más representativos
para la estimación del flujo óptico.
A. Métodos diferenciales: calculan el desplazamiento de los píxeles a partir de las
derivadas espaciales o espacio-temporales de las intensidades de la imagen. Una limita-
ción que tiene este tipo de métodos es que obliga a que las derivadas sean computables
en el dominio de la imagen. En función de cómo se use la información de las derivadas
[13]. Estableció la siguiente subcategoria para los métodos diferenciales:
Métodos Locales: utilizan la información en una vecindad alrededor de un píxel
para estimar su movimiento. El método más representativo de esta familia es
el de Lucas-Kanade [1]. Este método calcula el desplazamiento a partir de la
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+ ∂I(x, y, t)
∂t
= 0 (1.1)
Métodos Globales: añaden como restricción global un término de regularización
sobre el flujo. Esta restricción supone que el campo de desplazamiento es suave.
Con este tipo de métodos se obtienen campos de desplazamientos densos. El
método más representativo es el de Horn-Schunck [19].
Métodos de contorno: utilizan la información de los bordes de los objetos para
detectar el desplazamiento. Aplican técnicas diferenciales para la extracción de
determinadas estructuras en la imagen para luego establecer correspondencias
entre estas estructuras. Entre los métodos más relevantes pertenecientes a este
grupo se destaca [20] porque realiza un suavizado sobre el contorno extraído de
la imagen, permitiendo una mejor estimación del flujo óptico.
B. Métodos variacionales: la idea que subyace a este tipo de métodos es la definición
de una energía que penaliza las desviaciones respecto a las restricciones impuestas en el
modelo. Una de las ventajas que ofrecen es que todas estas restricciones están presentes
en la energía; no existe ningún tipo de suposición adicional que no se refleje en el modelo
y si en la implementación. A diferencia de otro tipo de técnicas las estimaciones son
densas por lo que no es necesario realizar ningún proceso de interpretación. La solución
se obtiene directamente mediante la militarización de esta energía [19].
uk+1 = u¯k − Ix(Ixu¯
k + Iyv¯k + It)
α2 + I2x + I2y
(1.2)
vk+1 = v¯k − Iy(Ixu¯
k + Iyv¯k + It)
α2 + I2x + I2y
(1.3)
1.3. ESTIMACIÓN DE FLUJO ÓPTICO.
Las imágenes son datos observados en el cual se quiere registrar en la escena, y el des-
plazamiento de los píxeles no es mas que la proyección en una imagen del movimiento
tridimensional. No obstante puede ocurrir que al estimar el flujo óptico se tenga varias
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soluciones para el mismo desplazamiento, lo cual conlleva a que se provoque un pro-
blema mal condicionado, para convertir este problema en bien condicionado se debe
cumplir tres condiciones principalmente: existencia, unicidad,estabilización de la solu-
ción. Para lograr estas tres condiciones se debe incorporar un elemento el cual estabilice,
normalmente en forma de termino de regularización o suavizado.
El desplazamiento de píxeles en la imágen provoca un movimiento en la escena, pero
hay gran cantidad de situaciones en la que se produce el movimiento de píxeles pero no
de objetos o viceversa, por lo cual existen diferentes factores que dificultan la estimación
exacta del flujo óptico.
Si se representa una imágen como aplicación I : (x, y, t) →I(x, y, t) donde (x, y) repre-
senta la coordenada espacial de la imagen y t el tiempo, se tendría una secuencia de
imágenes con variación en el tiempo en su intensidad de las coordenadas. El vector de
desplazamiento se define como función h(x, y, t) = (u(x, y, t), v(x, y, t))Ty representa el
movimiento horizontal y vertical de los píxeles a través de la secuencia de imágenes.
Se suele suponer que alguna propiedad presente en la imágen no varía lo largo del
tiempo, se representa como:
f(x+ u, y + v, t+ 1)− f(x, y, t) = 0 (1.4)
donde f es algún tipo de propiedad en la imagen y t, t + 1 representan imágenes en
diferentes instantes de tiempo.
La intensidad presente en los píxeles de la imagen indica la radiación luminosa que
refleja una superficie en los objetos. Hay diferentes modelos para la representación de
tipos de superficie. Uno de ellos es una superficie lambertiana en donde el brillo aparente
es el mismo en todas las direcciones de vista. Un píxel que pertenezca a este tipo de
superficie tendrá igual valor de intensidad en todas las secuencias de imágenes.
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1.3.1. Estimación del movimiento basada en el gradiente.
Sea f(x) una función de la posición espacial, y asumiendo que f(x) es simplemente
trasladada por d entre el tiempo 1 y 2.
f2(x) = f1(x− d) (1.5)
Se puede expresar la señal desplazada como expansión de Taylor de f1(x) sobre x
f1(x− d) = f1(x)− df ′1(x) +O(d2f ′′1 ) (1.6)
en cuyo caso la diferencia entre las dos señales está dada por
f2(x)− f1(x) = −df ′1(x) +O(d2f ′′1 ) (1.7)
Se obtiene una primer aproximación para el desplazamiento de la siguiente forma:
d = f1(x)− f2(x)
f ′1(x)
(1.8)
Figura 1.2: Estimación de señal lineal de primer orden exacta.
Fuente: autor
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Para señales no lineales, la exactitud de la aproximación depende de la magnitud del
desplazamiento y de la estructura de la señal de orden superior
Figura 1.3: Estimación de señal no lineal de orden superior
Fuente:
1.3.2. Dirección normal.
Un píxel perteneciente a una superficie lambertiana donde el brillo es aparente en
todas las direcciones mantendrá el mismo valor de intensidad en todas las secuencias de
imágenes. Si se asume que las superficies de los objetos son lambertianas se hace una
sustitución f por I en la ecuación (1.4) para representar esta invarianza. Esta expresión
es no lineal, lo cual se puede prevenir si se realiza expansiones de Taylor, esto permite
excluir los términos que son de orden superior. Esta nueva expresión adquiere el nombre
de ecuación de restricción del flujo óptico, solo cuando f = I
Ixu+ Iyv + It = 0 (1.9)
los subindices son derivadas parciales. De la expresión (1.9) no es posible poder deter-
minar el vector desplazamiento de una sola interpretación posible ya que se tiene dos
incógnitas y una sola ecuación. Solo es posible realizar la estimación de la componente
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en la dirección normal a la curva de nivel, en la dirección del gradiente. Esto es lo que
se conoce como el problema de apertura.
Figura 1.4: Restricción de gradiente de la velocidad en la dirección normal
Fuente: autores
Figura 1.5: Línea de restricción de movimiento
Fuente: autores
Como la restricción del gradiente de la velocidad en orientación de la imagen local,
no limita tangencialmente con la velocidad, solo es posible realizar la estimación de
la componente en la dirección normal a la curva de nivel, cuando la magnitud del
gradiente es cero, no se obtiene ninguna restricción, en cualquier caso es necesario mas
limitaciones para estimar ambos elementos de la velocidad 2D u¯ = (u1, u2)T
CAPÍTULO 1. ESTADO DEL ARTE. 26
1.3.3. Área de regresión basada en mínimos cuadrados.
Las restricciones de flujo óptico no se satisfacen exactamente, lo que se busca es la
velocidad que minimiza el error cuadrático en cada restricción a lo que se le conoce con
el nombre de estimación de velocidad por mínimos cuadrados, para esta técnica hay




g(x, y)[u1fx(x, y, t)∓ u2fy(x, y, t)∓ ft(x, y, t)]2 (1.10)
donde g(x, y) es una ventana de pasa bajo que ayuda a dar más peso a restricciones en
el centro de la región.
Para la solución del área de la regresión se hace diferenciales de E con respecto a (u1, u2)












g(x, y)[u2f 2y ∓ u1fxfy ∓ fyft] = 0 (1.12)
Se tiene dos ecuaciones de forma lineal para la restricción tanto para u1 y u2, estas
pueden ser representadas de forma matricial como: Mu¯∓ b¯ = 0, u¯ = −M−1b¯ asumiendo



























1.3.4. Problema de apertura.
Consiste en conocer el desplazamiento de la componente normal en la dirección del
gradiente de los píxeles de una linea. Pero se desconoce si la linea se ha desplazado
también en la dirección de la componente ortogonal a la dirección del gradiente.
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Figura 1.6: Problema de apertura
Fuente: [21]
Cuando todos los gradientes de la imagen son paralelos, la solución de la matriz normal
para los mínimos cuadrados se vuelve simple, por ejemplo para gradientes m(x, y)n¯







Se entiende por cinemática al estudio del movimiento sin considerar fuerzas o las causas
por las cuales son generadas. Tiene un fin específico el cual es poder diseñar o crear
movimientos deseados de los elementos mecánicos que se estén considerando, para luego
realizar desarrollos matemáticos sobre las posiciones, velocidades y aceleraciones que
estos movimientos generarán sobre dichos elementos. Los elementos básicos de la cine-
mática son el espacio, el tiempo y un móvil, entendiéndose por móvil como un objeto
que se encuentra en movimiento el cual se desear estudiar tanto su trayectoria como las
fuerzas que intervienen sobre él. La cinemática expresa la forma en cómo cambian las
coordenadas de posición de una partícula o más en función del tiempo. El desarrollo
matemático que describe el comportamiento de la trayectoria por el cuerpo depende
tanto de la velocidad como de la aceleración.
1.4.1. Posición, velocidad y rapidez.
El movimiento de una partícula se puede conocer en su totalidad si la posición de la
partícula en el espacio se conoce en todo momento. La posición de una partícula es
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el lugar de la partícula con respecto a un punto de referencia escogido que se puede
considerar en el sistema de coordenadas desde el origen.
Figura 1.7: Posición de un cuerpo desde el sistema de coordenadas
Fuente: [22]
La trayectoria es la línea en la cual une todas las posiciones barrida por el cuerpo. Se
puede clasificar en curvilíneas y rectilíneas.
Figura 1.8: Trayectoria de un cuerpo
Fuente: [22]
El desplazamiento de una partícula se define como su cambio de posición en algún
intervalo de tiempo, se mide en unidades de longitud. Cuando se mueve de una posición
inicial ri a una posición final rf , el desplazamiento de la partícula esta dado por rf − ri.
Se usa la letra griega delta (4) para denotar un cambio en una cantidad. El cambio
en posición o desplazamiento se escribe como: 4r = rf − ri y el módulo del vector
desplazamiento esta dado por: |r¯| = √(bx − ba)2 + (by − ay)2
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Figura 1.9: Representación vectorial del desplazamiento
Fuente:[22]
La velocidad es una magnitud de tipo vectorial, que se mide en unidades de longitud
dividida en unidades de tiempo, son ejemplos de unidades de medidas km/hr, m/s,
cm/s, entre otros, una cantidad vectorial requiere especificación de dirección, sentido y
magnitud, pero una cantidad de tipo escalar solo tiene un valor numérico pero no direc-
ción. La velocidad promedio v¯x de una partícula se define como el desplazamiento de la
partícula, 4x, dividido entre el intervalo 4t, durante el cual ocurre el desplazamiento:
v¯x = 4x4t donde el subíndice x es el movimiento en el eje x. La velocidad promedio de
la partícula que se este moviendo en una dirección puede ser positiva o negativa, todo
depende del signo de desplazamiento. La rapidez promedio es una cantidad de tipo es-
calar, donde se define como la distancia total recorrida dividida entre el intervalo total




La velocidad de un cuerpo o partícula puede cambiar durante un intervalo de tiempo
grande, sin embargo en la medida que se hace más pequeño el intervalo de tiempo, más
se aproxima el desplazamiento a la trayectoria, si el intervalo es muy cercano a cero a
ese resultado que resulta de la derivada de la posición con respecto al tiempo se conoce
como velocidad instantánea. La velocidad instantánea puede ser positiva, negativa o
cero.







La rapidez instantánea de la partícula o de un cuerpo se define como la magnitud de
su velocidad instantánea, no tiene dirección asociada y, por lo tanto, no tiene signo
algebraico [22].
1.5. ILUMINACIÓN.
La iluminación en general permite tener la sensación y aproximación en tres dimensio-
nes, la iluminación influye directamente en creación de efectos ambientales, en donde
afecta de forma objetiva a los elementos que estén presentes en la escenas, permitiendo
realzar u ocultar características de los objetos. El uso de una buena iluminación genera
una gran influencia en la consecución de imágenes.
La dirección de luz y la altura tiene una gran importancia ya que incide directamente en
la calidad y aspectos generales de la imágen, cuando se hace una variación respecto a su
posición de la fuente luminosa se pueden resaltar los detalles de interés y ocultar los que
no son de estudio. La dirección de luz depende tanto de la sensación de volumen, textura
como también de la intensidad del color, en donde se puede modificar enormemente la
representación y significado de la imágen, el cual debe ser planeado y administrado para
que logre causar un impacto deseado para el receptor, quien a fin de cuentas es quien
debe evaluar el contenido o información proporcionado por la captura de la imagen.
1.5.1. Tipos de iluminación.
luz dura: son precedidas por fuentes pequeñas y que estén alejadas del objeto
a capturar en la imágen, un ejemplo claro son el sol, las bombillas o flash, la
distancia y el tamaño representan el grado de dureza, la luz dura es útil para
destacar lo que es textura, forma y el color que proporciona el contraste al igual
que las sombras. Cuando no existe una interferencia entre la fuente de luz y objeto
a capturar se le conoce con el nombre de luz directa.
luz suave: es difusa y no proyecta mucha sombra, la fuente luminosa debe ser de
tipo extensa, esta iluminación es de las más usadas por su fácil control, por lo que
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sus sombras son mucho más suaves , permitiendo mucha facilidad para trabajar
la gama de aberturas. Se le conoce como luz suave porque existe un intermediario
presente entre la fuente de la luz y el objeto a capturar.
luz frontal: esta iluminación produce que se genere un aplanamiento de los objetos,
aumenta la cantidad de detalles pero anula la textura.
luz lateral: esta iluminación destaca el volumen y profundidad de los objetos,
permitiendo resaltar la textura, la información sobre los detalles es muy pequeña,
el lado donde el haz de luz cae siempre se observará mas grande de lo que realmente
es.
luz cenital: también conocida como iluminación vertical, esta aísla los objetos
de su fondo y genera un contraste elevado, la dirección de luz se encuentra por
encima del objeto a capturar, sirve para aumentar la luminosidad general y rara
vez como luz de efecto.
contraluz: este tipo de iluminación ocurre cuando el observador esta mirando hacia
la fuente de luz, y los objetos tendrán su parte iluminada hacia el lado opuesto
en donde se encuentre el observador, para aparecer o bien como siluetas o bien
oscuramente iluminados por la luz de relleno.
luz baja: este tipo de iluminación se usa para un efecto creativo. Instintivamente
reconocemos que las cosas no parecen estar bien, y esto puede usarse para crear
ambientes específicos.
luz de relleno: este tipo de iluminación consiste en tener dos focos en los cua-
les se encuentren enfrentados, en donde iluminan el objeto desde ambos lados
simétricamente.
tres luces: este tipo de iluminación consiste en tener dos o más luces enfrentadas
de forma frontal, produce una zona de transición oscura al cruzarse dos focos.
luz de rebote: este tipo de iluminación proporciona un ambiente mas natural y
evita efectos no deseados en la linea de proyección de la luz, como enrojecer al
objeto de la captura[23] [24].
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1.5.2. Estilos de iluminación.
de zonas: este estilo de iluminación crea una zona de luz escalonada de mayor a
menor luminosidad, ayuda a expresar la distancia y se crea un ambiente.
de manchas: proporciona un grupo de manchas de formas luminosas en las super-
ficies que se encuentra escasamente iluminado por una luz difusa muy débil.
de masas: este estilo de iluminación trata de imitar el efecto natural de la luz.
1.5.3. Eficiencia energética.
En las lámparas incandescentes es de 10 lm
W
(lúmenes por vatio).
En las lámparas incandescentes halógenas tienen un rendimiento lumínico de 20 lm
W
.
En las lámparas de mercurio de alta presión alcanzan un rendimiento de 40 a 55 lm
W
.
En las lámparas de mercurio halogenadas incluyen un aditivo de halogenuro metálico




En las lámparas de sodio de alta presión alcanzan un rendimiento de 100 a 120 lm
W
.
En los tubos fluorescentes tienen un rendimiento de 60 a 90 lm
W
.
En las bombillas de bajo consumo, tienen un rendimiento algo menor que 55 lm
W
.
En los diodos emisores de luz (led) tienen rendimientos comunes de 90 lm
W
.
Existen diferentes formas para el control de la iluminación como son: regulación de po-
tencia, sensores de proximidad, combinación luz natural-luz artificial, doble iluminación
e iluminación selectiva.
1.5.3.1. Tubos fluorescentes.
Es una lámpara de descarga de vapor de mercurio que funciona a baja presión y nor-
malmente se usa para la iluminar en hogares o industria, debido a su gran eficiencia
energética y su bajo costo económico, tiene algunas propiedades como su luminosi-
dad,vida útil y el color. Este tipo de lámparas tienen un rendimiento luminoso entre 60
a 90 lm
W
(lumens por watt), su periodo de vida útil puede variar entre 5000 horas y más
de 75 000 horas, pero puede prolongar este periodo dependiendo del uso continuo de la
misma. En cuanto a su color puede estar en el rango de 3000 Kelvin y los 6500 Kelvin
[25].
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1.5.4. Luxómetro.
Es un instrumento de medición el cual permite determinar la iluminación real y no de
forma subjetiva en la escena o ambiente. La unidad de medida es lux. En su interior
tiene celda de tipo fotoeléctrica que se encarga de captar la luz, para convertirla poste-
riormente en impulsos eléctricos, luego son interpretados y representada en un display
en escala de luxes.
Figura 1.10: Luxómetro LX1010B
Fuente: autores
Características:
Alta precisión y respuesta rápida.
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Alerta de batería baja.
Especificaciones:
Pantalla: 18 mm LCD 3-1 / 2 dígitos.
De alimentación: batería de 9V.
Rangos: 0 - 50000 Lux.
Precisión: ± 5%.
Frecuencia de muestreo: 0,4 segundos.
Temperatura de funcionamiento: 32 a 122 grados F (0 a 50 grados C).
Duración de la batería: 200 horas (estimación).
Dimensiones: 4.6x2.7x1.1 pulgadas (118x70x29mm).
1.6. ERROR Y PRECISIÓN.
En la literatura técnica y científica, el término error se utiliza frecuentemente con
dos significados bastante diferentes. En algunos casos se utiliza para cuantificar la dife-
rencia entre el resultado de una medida y el considerado como valor de la misma (valor
verdadero, valor real o estándar) mientras que en otras se utiliza para denominar la
incertidumbre del resultado de una medida, es decir, para cuantificar la imperfección
del método e instrumento de medida empleado. Los términos error e incertidumbre no
son sinónimos, sino que representan conceptos completamente distintos, y por tanto,
no deben confundirse entre sí ni utilizarse incorrectamente.
Se define el término error de medida como la diferencia entre un valor medido de una
magnitud y un valor de referencia (valor convencional o valor verdadero), mientras que
define la incertidumbre de medida como un parámetro no negativo que caracteriza la
dispersión de los valores atribuidos a un mensurando, a partir de la información que se
utiliza. Si bien el error es teóricamente desconocido, la incertidumbre sí que puede ser
evaluada. Conviene no confundir también el error de medida con un error humano o
equivocación.
Incertidumbre, precisión y exactitud son ejemplos de términos que representan con-
ceptos cualitativos, y por tanto, no deben expresarse numéricamente evitando asociar
números con ellos. La exactitud de medida como la proximidad existente entre un valor
medido y un valor verdadero de un mensurando. Así pues, una medición es más exacta
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cuanto más pequeño es el error de medida, una importante distinción entre exactitud
y precisión es que la exactitud puede determinarse con una sola medida, mientras que
para evaluar la precisión se necesitan varias medidas (repetibilidad), no pudiéndose
hablar de precisión para una sola medida.
1.6.1. Clase de errores en una medida.
Error absoluto: es la diferencia entre el valor de la medida Ai y el valor tomado
como referencia, puede ser positivo o negativo, según si la medida es superior al
valor de referencia.
E = Ai− Ar (1.18)
Error relativo: es la relación entre el valor absoluto y el valor de referencia, suele




∗ 100 % (1.19)
1.6.2. Tipos de incertidumbre.
Tipo A, aquéllas que son evaluadas por métodos estadísticos.
Cada componente de la incertidumbre que contribuye a la incertidumbre del re-
sultado de una medida se representa mediante una desviación típica, denominada
incertidumbre típica de medida, cuyo símbolo se sugiere utilizar ui, que equivale
a la raíz cuadrada positiva de la varianza estimada u2i . Las correlaciones entre las
componentes se caracterizan mediante las correspondientes covarianzas estimadas
o los coeficientes de correlación estimados. La evaluación tipo A de la incertidum-
bre típica de medida se puede basar en cualquier método estadístico válido de
tratamiento de datos.
El mejor estimado de la incertidumbre Tipo A es la desviación estándar de la medida
(Sm) de las observaciones.
Ux = Sm =
√√√√∑(xk − x¯)2
n(n− 1) (1.20)
CAPÍTULO 1. ESTADO DEL ARTE. 36
Tipo B, aquéllas que se evalúan por otros métodos.
La evaluación tipo B de la incertidumbre típica de medida se basa en el juicio
científico utilizando toda la información relevante disponible, la cual podría in-
cluir:
• mediciones previas
• experiencia, o conocimiento general del comportamiento y propiedades de
materiales relevantes e instrumentos
• especificaciones del fabricante
• datos provenientes de calibraciones y otros informes
• incertidumbres asignadas a datos de referencia tomados de manuales.













Para el caso de una medida determinada indirectamente a partir de otras medidas
individuales, se utiliza la incertidumbre típica combinada de medida, cuyo símbolo se
sugiere uc, y que representa la desviación típica del resultado, siendo una medida de
incertidumbre ampliamente utilizada, denomina “combinada”, se trata simplemente de
una incertidumbre típica de medida. Se obtiene combinando las incertidumbres típicas
individuales de medida ui (y covarianzas cuando correspondan), independientemente de



















CAPÍTULO 1. ESTADO DEL ARTE. 37
1.6.3. Medidas de dispersión.
Son números que proveen información general adicional acerca del comportamiento
de los datos, se describe numéricamente su dispersión.
1.6.3.1. Rango.
Es la diferencia entre el valor mayor y menor de los datos de la muestra.
R = xn − x(1) (1.24)
1.6.3.2. Varianza muestral.
Esta medida cuantifica las distancia que se tiene entre los datos con respecto al valor





1.6.3.3. Desviación estándar muestral.
Es la raíz cuadrada positiva de la varianza, esta expresada en las mismas unidades





TÉCNICAS DE FLUJO ÓPTICO.
2.1. LUCAS-KANADE.
El flujo es constante en una zona local del píxel bajo consideración, la técnica de Lucas-
Kanade resuelve las ecuaciones básicas de flujo óptico para todos los píxeles en ese
vecindario y lo hace bajo el el criterio de mínimos cuadrados. Los métodos locales utili-
zan la información en una vecindad alrededor de un píxel para estimar su movimiento,
como el desplazamiento que contienen las imágenes entre dos instantes cercanos (fra-
mes) es pequeño y aproximadamente constante dentro de un entorno del punto p en
consideración calcula el flujo alrededor de una ventana centrado en un píxel. La técnica
de Lucas-Kanade sólo se puede utilizar cuando el vector de flujo de imagen Vx,Vy es
muy pequeño entre dos instantes cercanos de la imagen para que la ecuación diferencial
del flujo óptico pueda mantenerse [29].
Ix(px1)vx + Iy(px1)Vy = −It(px1) (2.1)
Ix(px2)vx + Iy(px2)Vy = −It(px2) (2.2)
.........
Ix(pxn)vx + Iy(pxn)Vy = −It(pxn) (2.3)
38
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donde Ix, I,y , It son las derivadas parciales de la imágen con respecto a la posición, y
px1, px2, pxn representa los píxeles que se encuentran en la ventana, reescribiendo estas



















Se tienen más ecuaciones que incógnitas, se conoce como un sistema sobre determinado,
a la cual la solución se realiza por medio de los mínimos cuadrados.V = (ATAv)−1AT b,








−1  −∑i Ix(px)It(px)
−∑i Iy(px)It(px)
 (2.7)
Para la solución de mininos cuadrados, se realiza una versión ponderada donde:
V = (ATWA)−1ATWb (2.8)
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El tamaño de wi es generalmente ajustado con una función de tipo gaussiana de la
distancia correspondiente entre px y p
Finalmente la ecuación queda como:
∑
(x,y)N
W 2(x, y)(Ixu+ Iyv + It)2 (2.10)
2.2. HORN-SHUNCK.
El flujo óptico no se puede calcular en un punto en la imagen de forma independiente
de puntos vecinos sin introducir restricciones adicionales, porque el campo de velocidad
en cada punto de imagen tiene dos componentes, mientras que el cambio en brillo de la
imagen en un punto en el plano de la imagen debido a los rendimientos de movimiento
sólo uno restricción. Consideremos, por ejemplo, un parche de un patrón en el brillo que
varía como una función de una imagen de coordenadas pero no el otro. El movimiento
de la patrón en una dirección altera el brillo en un punto particular, pero el movimiento
en la otra dirección produce ningún cambio. Así, los componentes del movimiento en
la última dirección no se puede determinar de forma local [6].
El método de Horn-Schunck de estimación de flujo óptico es un método global que in-
troduce una restricción global de la suavidad para resolver el problema de la apertura,
con este tipo de método se obtienen campos de desplazamientos densos y usan directa-
mente la ecuación (2.11) y añaden como restricción global un termino de regularización
sobre el flujo.
Ixu+ Iyv + It = 0 (2.11)
Minimización.
El problema consiste en tratar de minimizar la suma de los errores en la ecuación para
la tasa de cambio de brillo de la imagen
εb = Exu+ Eyv + Et (2.12)
y la medida de la salida de la suavidad en el flujo de velocidad






















Se puede expresar el error minimizado como:
ε2 =
ˆ ˆ
(α2ε2c + ε2b)dx.dy (2.14)
La minimización se logra con la búsqueda de los valores adecuados para el velocidad de
flujo óptico (u, v). Usando el cálculo de la variación se obtiene que:
I2xu+ IxIyv = α2∇2u− IxIt (2.15)
IxIyu+ I2yv = α2∇2u− IyIt (2.16)
Por medio de la aproximación laplaciana para (u, v), una conveniente aproximación es
de la forma:
∇2u ≈ k(u¯i,j,k − ui,k,k) (2.17)
∇2v ≈ k(v¯i,j,k − vi,k,k) (2.18)
Utilizando esta aproximación de forma laplaciana se tiene que:
(α2 + I2x)u+ IxIyv = (α2u¯− IxIt) (2.19)
IxIyu+ (α2 + I2y )v = (α2v¯ − IyIt) (2.20)
El determinante de la matriz de coeficientes igual α2(α2+I2xI2y ), se soluciona para (u, v),
y se tiene que:
(α2 + I2x + I2y )u = +(α2 + I2y )u¯− IxIyv¯ − IxIt (2.21)
(α2 + I2x + I2y )v = −IxIyu¯+ (α2 + I2x)v¯ − IyIt (2.22)
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Reescribiendo las ecuaciones (2.21) y (2.22) se tiene :
(α2 + I2x + I2y )(u− u¯) = −Ix[Ixu¯+ Iyv¯ + It] (2.23)
(α2 + I2x + I2y )(v − v¯) = −Iy[Ixu¯+ Iyv¯ + It] (2.24)
Esto muestra que el valor de la velocidad de flujo (u, v) que minimiza el error ε2 miente
en el sentido de dirección de la línea de restricción. Se muestra en la figura (2.1) donde
la distancia media local es proporcional al error en el cambio de brillo.
Figura 2.1: Sentido de direcciones de la linea de restricción
Fuente: [19]
Cuando α2 tiende a cero se obtiene la solución a un limitado problema de minimización.
Aplicando el método de los multiplicadores de Lagrange para el problema de minimizar,
ya que la solución depende de los valores vecinos de la campo de flujo, debe repetirse
una vez que se han actualizado los vecinos.
uk+1 = u¯k − Ix(Ixu¯
k + Iyv¯k + It)
α2 + I2x + I2y
(2.25)
vk+1 = v¯k − Iy(Ixu¯
k + Iyv¯k + It)
α2 + I2x + I2y
(2.26)
Es interesante observar que las nuevas estimaciones en un punto en particular no lo
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hacen dependen directamente de las estimaciones previas en el mismo punto. Las con-
diciones de contorno naturales para el problema variacional resulta ser un derivado de
cero normal.
Capítulo 3
DISEÑO DE SISTEMA ELECTROMECÁNICO.
Este proceso de diseño se basa en una configuración inicial del emsable del sistema
mecánico junto con el sistema electrónico, se realiza un acondicionamiento del objeto
móvil con multiples velocidades, pero con un comportamiento lo mas constante posible,
es decir que tenga una regularidad en el transcurso de su desplazamiento.
Se inicia con la idea de que el sistema controlado de velocidad sea por medio inalámbrico,
porque implica menos iteración con el sistema de control e interferencias cuando se
tome la secuencia de frames debido a cualquier movimiento, sombra, reflejo como otros
efectos luminosos puedan ser detectados y por consiguiente tener medidas erróneas para
la estimación del flujo óptico. A lo largo de este capítulo se contará las dificultades que
se presentaron, y el hecho de porque han sido modificados algunos parámetros como
primera medida.
3.1. CONTROL DE VELOCIDAD INALÁMBRI-
CO PARA UN MOTOR DC.
Uno de las formas para establecer comunicación con un dispositivo electrónico más co-
munes es por señales infrarrojas. El uso de controles remoto para tv, sonidos, juguetes,
entre otros; facilita la acción sobre el dispositivo y permite establecer una comunica-
ción inalámbrica. Por norma general cada fabricante suele utilizar protocolos propios y
codificación única, por esta razón casi nunca existe interferencia entre dispositivos con
mando infrarrojo. El objetivo consistió en el poder implementar un control de diez ve-
44
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locidades para un motor dc de 18V(volts), el cual es garantía de buen comportamiento
por un buen torque, velocidad tiempo de arranque y carga para mover el motor, dichas
velocidades son asociadas a un control remoto infrarrojo, donde los botones 1, 2, 3, 4
son las velocidades bajas, 5, 6, 7 medias, 8, 9 altas y la tecla 0 funciona como frenado
inmediato.
Figura 3.1: Interacción de los dispositivos utilizados
Fuente: autores
3.1.1. Receptor vs1838b.
Es un receptor infrarrojo universal de protocolo tipo NEC, puede detectar pulsos hasta
38KHz, frecuencia a la que trabajan gran parte de controles remotos estándar. Carac-
terísticas: Volt de trabajo: 2.7-5.5V, Corriente de trabajo: 1.4mA, Rango de detección:
18M, Ángulo de recepción: 45°.
CAPÍTULO 3. DISEÑO DE SISTEMA ELECTROMECÁNICO. 46
Figura 3.2: Dimensiones de receptor Vs1838B
Fuente: [30]
Figura 3.3: Diagrama eléctrico del receptor VS1838b
Fuente: autores
En la figura 3.3 se observa al control enviando señales infrarrojas hacia el receptor,
lo primero que se debe analizar es que tipo de protocolo es usado. EL protocolo de
comunicación NEC establece unos rangos de tiempo para “1” lógico y “0” lógico, aquí
es donde el programa de debe enfocar a la detección de pulsos lógicos para decodificar el
tipo de tecla oprimido. Para ello se utiliza el software PCW, se debe crear un algoritmo
para la detección de los pulsos. El tiempo de duración de un pulso lógico bajo “0” esta
entre (843 y 1687)µs y de uno alto “1” es de (1687 y 3375)µs, los pulsos que tengan un
tiempo fuera de este rango se asumirán erróneos.
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3.1.2. Protocolo NEC.
El protocolo NEC consta de 32 bits. 8 de ellos son de dirección y, otros 8 de longitud
de comandos. Estos 16 bits, se repiten otra vez para obtener una mayor fiabilidad en
la comunicación. Como sabemos, un bit puede ser un 0 o un 1. El protocolo NEC,
utiliza 2.25 ms para mandar un 1 y 1.12 ms para mandar un 0. Para el 0, se manda un
pulso a 38 KHz durante 560 microsegundos y se deja un hueco durante los otros 560
microsegundos restantes. Sin embargo, para enviar un 1 lógico, se manda un pulso a 38
KHz durante 560 microsegundos y se deja un hueco de 2.25 ms- 560 µs=1.69ms. Como
vemos, se manda lo mismo, a 38 KHz durante 560 µs, pero como el 1 lógico dura más
que un 0 lógico, el hueco que se deja antes de mandar otro bit, tiene diferente duración
[31].
Características del protocolo NEC:
8 bit de dirección y 8 bit de longitud de mando.
Dirección y comando son transmitidas dos veces por seguridad.
Modulación de pulso de distancia.
Frecuencia portadora de 38Khz.
Tiempo de bit de 1.85ms o 2.25ms.
Figura 3.4: Codificación de distancia del pulso de los bits
Fuente:[32]
Cada pulso es un desborde de 560us en 38Khz (cerca de 21 ciclos). Un "1" lógico
lleva 2.25ms para transmitir, mientras que un "0" lógico es sólo la mitad de los que,
siendo 1.125ms. El ciclo de trabajo-portadora recomendada es de 1/4 o 1/3.
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Figura 3.5: Tren de pulsos de protocolo NEC
Fuente:[32]
La figura muestra un tren de pulsos típico del protocolo NEC. Con este protocolo el
LSB se transmite primero. En este caso la dirección $ 59 y $ 16 Comando se transmite.
Un mensaje se inicia por una ráfaga 9 ms de AGC, que se utiliza para establecer la
ganancia de los receptores de IR anteriores. Este desborde AGC es seguido por un
espacio 4.5ms, que es seguido por la Dirección y el Comando. Dirección y Mando se
transmiten dos veces. El segundo tiempo todos los bits se invierten y se puede utilizar
para la verificación del mensaje recibido. El tiempo total de transmisión es constante
debido a que cada bit se repite con su longitud invertida. Si no estás interesado en esta
fiabilidad se puede pasar por alto los valores invertidos, o bien ampliar la Dirección y
el Comando de 16 bits cada uno.
Figura 3.6: Ráfaga de mensaje ACG
Fuente:[32]
Un comando se transmite sólo una vez, incluso cuando la tecla del mando a distancia se
mantiene presionado. Cada 110ms un código de repetición se transmite por el tiempo
clave que sigue siendo bajo. Este código de repetición es simplemente un impulso AGC
9 ms seguido de un espacio 2.25ms y una ráfaga 560μs [32].
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Figura 3.7: Código de repetición ACG
Fuente: [32]
3.1.3. Control automático de ganancia
Un circuito de control automático de ganancia CAG (ACG, de automatic gain control)
compensa variaciones pequeñas en el nivel de la señal RF recibida. Aumenta en forma
automática la ganancia del receptor con valores bajos de entrada de RF, y disminuye en
forma automática la ganancia del receptor cuando se recibe una señal fuerte de RF. Las
señales débiles pueden quedar enterradas en el ruido del receptor y, en consecuencia,
pueden ser imposibles de detectar [33].
3.1.4. Selección del microcontrolador (µC)
Durante las últimas décadas la electrónica digital ha estado ocupando un lugar res-
petable e importante en el ámbito del desarrollo tecnológico a nivel mundial. Lo cual
ha permitido un crecimiento notable en las comunicaciones. En consecuencia ha traído
la desaparición de las fronteras físicas y temporales entre los seres humanos. La tele-
fonía móvil ha estado presente desde los años 80, luego su mejoramiento en cuanto a
los niveles de integración, los tratamientos digitales en su señal, su reducido costo y el
bajo consumo de energía produjo una popularización para uso y comercialización. La
telefonía celular es un claro ejemplo del logro de las múltiples aplicaciones que se puede
realizar mediante la tecnología del microcontrolador. Pese a las innumerables ventajas
que nos ofrecen los microcontroladores (µC), una de sus desventajas presentes, para el
diseñador, es la dificultad en el momento de necesitar su programación y su gran grupo
de instrucciones que dependen de cada µC aunque compartan algunas en común.
Uno de los lenguajes de programación es el C con lo que se logra tener un menor tiempo
de desarrollo y mucha facilidad en la programación, se han desarrollado una importante
variedad de los compiladores que son programas de tipo informático y permite traducir
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de un lenguaje de programación determinado a otro lenguaje de programación.
Figura 3.8: Uso y función de los compiladores
Fuente: autores
Los µC PIC son fabricados por Microchip Technology, derivado del µC PIC1640 que
originalmente fue desarrollado por la división microelectrónica de General Instruments.
La palabra PIC hace referencia a un controlador de interfaz de periférico (Peripheral
Interface Controller).
El µC es un circuito integrado de forma programable el cual cumple una función específi-
ca que incluye en interior tres unidades funcionales de una una computadora tradicional
como lo es: CPU, memoria y los periféricos que son los puertos de entrada y salida. Por
tanto µC es una computadora completa en solo un circuito integrado el cual se utiliza
para una tarea en específica.
Microcontrolador pic 16f87
En búsqueda de las opciones que nos ofrece la programación de los µC se ha seleccio-
nado el PIC16f876A, el cual es una subfamilia de versiones mejoradas del PIC16F84,
el PIC16F876A es de gamma media de 8 bits y cuentan con una memoria de programa
de tipo EEPROM Flash mejorada, lo que permite programarlos fácilmente usando un
dispositivo programador de PIC.
Características generales del microcontrolador pic 16f87
CPU de arquitectura RISC (Reduced Instruction Set Computer).
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Set de 35 instrucciones.1 Frecuencia de reloj de hasta 20MHz (ciclo de instrucción
de 200ns).
Todas las instrucciones se ejecutan en un único ciclo de instrucción, excepto las
de salto.
Hasta 8K x 14 palabras de Memoria de Programa FLASH (ver tabla a continua-
ción).
Hasta 368 x 8 bytes de Memoria de Datos tipo RAM (ver tabla a continuación).
Hasta 256 x 8 bytes de Memoria de Datos tipo EEPROM (ver tabla a continua-
ción).
Hasta 15 fuentes de Interrupción posibles.1 8 niveles de profundidad en la Pila
hardware.
Modo de bajo consumo (Sleep).1 Tipo de oscilador seleccionable (RC, HS, XT,
LP y externo).
Rango de voltaje de operación desde 2,0V a 5,5V.
Conversor Analógico/Digital de 10 bits multicanal.
3 Temporizadores.
Watchdog Timer o Perro Guardián.
2 módulos de captura/comparación/PWM.
Comunicaciones por interfaz USART (Universal Synchronous Asynchronous Re-
ceiver Transmitter).
Puerto Paralelo Esclavo de 8 bits (PSP).
Puerto Serie Síncrono (SSP) con SPI e I2C.1
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Figura 3.9: Pines del PIC16F876A
Fuente:[34]
Figura 3.10: Diagrama de bloques del PIC 16F876A
Fuente:[34]
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La figuras 3.9 y 3.10 muestran los diagramas de pines y de bloques del µC PIC16F876A.
Herramientas de desarrollo para programar en pic.
Existe una gran variedad de herramientas para la programación de los µC PIC. Estas
van desde las más puras en la cual recurren a un lenguaje máquina, hasta herramientas
de tipo iconográficas que hacen uso mediante iconos y diagramas.
Herramientas de lenguaje de bajo nivel.
El lenguaje máquina es el modelo ideal para la programación de los µC, pero su alcance
de razonamiento para el ser humano es muy elevado, ya que su implementación se hace
de unos y ceros. Aunque los programas que se realizan son de velocidad y tamaño
óptimo, el nivel de programación hace que sea un poco intuitivo y el consumo demasiado
de tiempo para la implementación de un trabajo en específico, por muy básico que este
sea.
Herramientas de lenguaje de alto nivel.
Un lenguaje de alto nivel es aquel que se aproxima más al nivel lenguaje natural. Este
utiliza palabras del lenguaje humano por lo general son en ingles, es muy fácil de manejar
y no se tener tanto riesgos de error en la programación como si puede ocurrir con el
lenguaje máquina o ensamblador, se logra que el programador tenga presente más el
programa que el mismo lenguaje, lo cual es un gran acierto ya que reduce el tiempo de
desarrollo del programa.
Una de las más destacadas herramientas de desarrollo resulta ser CCS PCWH Com-
piler es un compilador el cual permite escribir los programas en lenguaje C en vez de
ensamblador, por consiguiente se logra tener un menor tiempo de desarrollo, y mucha
facilidad en la programación. Se integra perfectamente con MPLAB, la salida en hexa-
gesimal y los archivos de depuración son seleccionables y compatibles con otros simula-
dores/emuladores como PROTEUS, permite insertar partes de código directamente en
ensamblador, manteniendo otras partes del programa en C, entre otras funciones que
utiliza este compilador es el poder acceder al hardware de los procesadores PIC, incluye
una biblioteca muy completa de funciones pre-compiladas para el acceso al hardware de
los dispositivos (entrada/salida, temporizaciones, conversor A/D, transmisión RS-232,
bus I2C, incorpora drivers para dispositivos externos, tales como pantallas lcd, teclados
numéricos, memorias EEPROM, conversores A/D, relojes en tiempo real, entre otros.
Los autores del presente trabajo realizaron, el control de velocidad inalambrico para un
motor DC con CCS PCWH Compiler, por su compatibilidad con PROTEUS, para la
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simulación y su compatibilidad en la incorporación de drivers para dispositivos externos
[35] [36].
EL programa PROTEUS Design Suite Versión 8.1 cuenta con un compilador para
diseñar y simulación electrónica, desarrollado por Labcenter Electronics con el que
cuenta con dos programas principales: ISIS y Ares, como también los módulos VSM y
Electra.
ISIS permite diseñar el plano eléctrico de un circuito en especial, con múltiples compo-
nentes variados, con diferentes utilidades y componentes de diseño, este permite simular
en tiempo real mediante el módulo VSM, el cual esta asociado con ISIS.
El módulo VSM permite simular en tiempo real con posibilidad de más rapidez, el cual
introduce todas las características de varias familias de µC incluyendo el PIC16F876A
[37].
Figura 3.11: Diagrama de flujo de control de velocidad
Fuente: autor
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La figura (3.11) representa el flujo paso a paso que van llevando las instrucciones el
µC, luego de identificar quién lo empleará y cómo, se realizan las ideas principales en
el diagrama de flujo y de otros procesos interrelacionados.
3.1.5. Regulador lm7805.
Es un regulador de tensión positiva de 5 Volts. Este circuito integrado está diseñado
para múltiples aplicaciones como la eliminación de los problemas de ruido y de distri-
bución asociados con la regulación de un solo punto. Cada uno de estos reguladores
pueden ofrecer hasta 1,5 A de corriente de salida. Además de utilizar como reguladores
de voltaje fijo, estos dispositivos se pueden utilizar con componentes externos para ob-
tener tensiones de salida ajustables de corrientes, y también se pueden utilizar como el
elemento de paso de energía en la precisión reguladores.
Figura 3.12: Regulador de voltaje LM7805
Fuente: [38]
Como el µC debe de ser protegido contra variaciones de voltaje y ruidos eléctricos, por
tal motivo se usa el regulador de voltaje lm7805 y sus respectivos filtros. El receptor al
manejar frecuencias del orden de 35 KHz entrega datos a velocidades muy elevadas, lo
cual es prudente colocar filtros para evitar interferencias.
3.1.6. Drivers de potencia.
La gran cantidad de dispositivos eléctricos y electrónicos demandan algunos parámetros
como tensión y corriente lo cual puede destruir los circuitos digitales, por tanto, se debe
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confiar dicha labor a los circuitos controladores o drivers. Según las especificaciones del
µC no es posible conectar a la salida del PWM una carga superior a 20 mA.
Por tanto como primera elección se opta por el driver ULN2003A ya que son de alto
voltaje y corriente, cuentan con salidas de alta tensión con diodos de fijación de cátodo
común para la conmutación de cargas inductivas, pueden conectarse en paralelo para
una mayor capacidad de corriente y tiene capacidad hasta 500mA.
Figura 3.13: Pines del driver ULN2003A
Fuente:[39]
Como primera instancia el driver de potencia ULN2003A logra conseguir las diferentes
velocidades controladas para el motor DC, no obstante, se modifica por un puente H
L6203, con la idea de incursionar un frenado en el motor bajo su propia inercia, teniendo
en cuenta que permite girar en ambos sentidos, realizar avance y retroceso. De igual
forma garantiza un aislamiento de la etapa de control empleada por el µC y etapa
de potencia para evitar que parámetros como tensión y corriente puedan destruir los
circuitos digitales.
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Figura 3.14: Pines de puente H L6203
Fuente:[40]
Sus principales características:
Suministro de tensión hasta 48v.
5 A máximo.
Cruz de conducción de protección.
Unidad compatible con ttl.
Frecuencia de operación de hasta 100 KHz.
Alta eficiencia.
3.1.7. Selección del motor dc.
La elección de los tipos de motor dc se realiza en función del par requerido. Por un
lado hay que considerar el pico de par Mmax, y por el otro el par efectivo (medio)
MRMS. El funcionamiento en continuo se caracteriza por un solo punto de trabajo
(MB, nB). Los tipos de motor de corriente continua en cuestión deben tener un par
nominal MN mayor que el par de funcionamiento MB. Mn >MB En funcionamiento
cíclico, como aplicaciones de arranque y parada, el par nominal del motor DC debe ser
mayor que el par efectivo de la carga (media cuadrática). Esto evita que el motor sufra
un sobrecalentamiento. Mn > MRMS El par de arranque del motor DC seleccionado
normalmente debería ser superior al par máximo de la carga. Ma >Mmax Selección del
bobinado: requerimientos eléctricos a la hora de elegir el bobinado, hay que asegurarse
de que el voltaje aplicado directamente al motor dc es suficiente.
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Se elige un motor mitsumi PJN29ED18C el cual cumple con los anteriores parámetros
y con los requerimientos eléctricos.
Figura 3.15: Motor DC
Fuente: autores
3.1.8. Proceso de simulación.
Nuevamente, teniendo en cuenta las configuraciones electrónicas necesarias para la rea-
lización del control de velocidad, se procede con la simulación previa, es importante
tener encuenta el comportamiento del circuito electrónico puesto dará idea de como
esta funcionando el sistema en general, aunque cabe resaltar que los parámetros que
se encuentran simulando son ideales, por tanto, la implementación del circuito electró-
nico en lo que es conocido como mundo real, puede no ser tan preciso porque no hay
parámetros que suelen afectar el sistema como sucede en la realidad, de igual forma
los errores presentes no pueden alejarse de la simulación ideal. Con la utilización de
la herramienta PROTEUS Design Suite Versión 8.1 se diseña y realiza la simulación
electrónica.
CAPÍTULO 3. DISEÑO DE SISTEMA ELECTROMECÁNICO. 59
Figura 3.16: Interfaz gráfica de PROTEUS
Fuente: autores
Teniendo claro cada uno de los componentes electrónicos a utilizar, se buscan en la
librería, se anexan en el simulador, y se conectan los componentes.
CAPÍTULO 3. DISEÑO DE SISTEMA ELECTROMECÁNICO. 60
Figura 3.17: Esquema de un Control de Velocidad Inalámbrico para un Motor DC
Fuente: autores
Programador-quemador-grabador de microcontroladores pic.
Una de las herramientas mas importante para realizar circuitos electrónicos con PIC’S
es el quemador, con este el integrado es capaz de modificar su comportamiento en
función de una serie de instrucciones que es posible comunicarle. En el quemador de
PIC’S es posible editar, compilar, quemar y probar el programa.
Editar: se escribe el programa, en el cual se hace una lista de instrucciones en un
lenguaje que permita indicarle al PIC lo que desea hacer. Existen varios lenguajes
como: Ensamblador, Basic, C, entre otros.
Compilar: se traduce el programa al lenguaje de máquina. Para realizar la tra-
ducción se hace uso de un software que transforma el “Programa Fuente”.
Quemar el PIC: permite gravar el programa en el PIC, mediante una tarjeta
electrónica y un poco software se pasa el programa compilado desde un PC al
PIC
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Probar el Programa: se verifica o comprueba el funcionamiento del programa
quemado en el PIC.
Uno de los programador que permite quemar y probar el programa es el Pickit2 v2.61
diseñado por de MICROCHIP por lo tanto su buen funcionamiento está garantizado y
asegurado.
Uso del quemador pickit2 v2.61.
1. Se conecta el dispositivo (EEPROM, PIC, dsPIC, etc.) al quemador usb de PIC.
2. Se conecta el cable usb al grabador usb de PIC y al otro extremo del cable a un
puerto usb del PC.
3. Se inicia el programa de aplicación PICkit2 v2.61.
Figura 3.18: Interfaz gráfica del PICkit2.
4. Luego se programa el dispositivo haciendo clic en el botón Write. Espere hasta que
aparezca el mensaje de programación exitosa
CAPÍTULO 3. DISEÑO DE SISTEMA ELECTROMECÁNICO. 62
Figura 3.19: Mensaje de programación exitosa
Después de tener las correspondientes simulaciones en donde se evidencie el buen funcio-
namiento del circuito electrónico, se realiza el montaje en una protoboard y se verifica
el funcionamiento del programa quemado en el PIC.
Figura 3.20: Prueba inicial de configuración de lcd
Figura 3.21: Prueba de funcionamiento para la máxima velocidad.
3.1.8.1. Diseño de circuito impreso en pcb.
Las tarjetas de circuito impreso se realiza sobre un soporte de forma rígida en donde
están situados los conductores adherido a el de forma pegada y sujeta, el circuito impreso
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es conocido como placa del circuito, en la cual consiste en una plancha base aislante ya
sea de cartón, baquelita, fibra de vidrio o plástico flexible, sirva de soporte sobre la cara
en donde se deposita una fina lámina de cobre que esta firmemente pegada al aislante
que cubre completamente el soporte.
Figura 3.22: Lámina de cobre para el circuito impreso
Fuente: autor
Las tarjetas de circuito impreso están diseñadas en el programa EAGLE v7.2.0, debido
a que muchas de las versiones de este programa tienen una licencia freeware. Entre
las numerosas ventajas que tiene el EAGLE se puede destacar el editor para diagra-
mas electrónicos, editor de PCB’S con un autoenrutador el cual es bastante eficiente,
y la gran cantidad de componentes disponibles por empresas, tales como SparkFun,
Freescale, Johanson Technology, Philips, Motorola, entre otros.
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Figura 3.23: Interfaz gráfica del Eagle v7.2.0
Reglas y recomendaciones para el diseño de las PCBs.
Las reglas y recomendaciones son importante pues previenen el mal funcionamiento del
circuito electrónico y posibles fallos que pueden presentarse, para evitar estos problemas
es necesario tener en cuenta diferentes conceptos como:
Los agujeros deben de tener un tamaño adecuado, como regla se recomienda hacer
un agujero 0,1mm mas grande que el diámetros de cada patilla de los elementos.
Los pads son el área que rodea cada agujero, se recomienda no ser menor de
0,45mm, la medida puede cambiar según el componente sea requerido
Las pistas (Tracks) deben ser lo mas directas posibles, no recomendado hacer
curvas de 90◦ni salientes, el ancho mínimo se recomienda de 0,254mm, este an-
cho puede variar dependiendo de la corriente que tenga que soportar el circuito
electrónico.
Borde de placa: el espacio mínimo entre el borde y las pistas se recomiendan de
0,5mm, cuanto mas alejados los elementos del borde se es mejor[41].
Esquemático y board de los PCBs.
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Figura 3.24: Esquemático de la etapa de control
Fuente: autores
Figura 3.25: Board de la etapa de control
Fuente: autores
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Figura 3.26: Esquemático de la etapa de potencia
Fuente: autores
Figura 3.27: Board de la etapa de potencia
Fuente: autores
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Figura 3.28: Esquemático del sensor
Fuente: autores
La figura (3.28) representa la etapa del sensor óptico reflectivo de infrarrojo necesario
para el frenado de la base del riel, este impide que en el trayecto final impacte la base
y pueda destruir algunos elementos mecánicos. El sensor óptico utiliza un diodo emisor
infrarrojo junto con un foto-transistor para detectar el reflejo de una señal infrarroja
emitida. Este detecta especialmente transiciones negro-blanco o para detectar objetos
cercanos (0.5 a 1cm).
CAPÍTULO 3. DISEÑO DE SISTEMA ELECTROMECÁNICO. 68
Figura 3.29: Board del sensor
Fuente: autores
En las figuras (3.30)(3.31)(3.32) se muestran el diseño de los PCB en 3d, para determinar
como queda el diseño definitivo antes de quemar el PCB y soldar los componentes.
Figura 3.30: Board de la etapa de control en 3d
Fuente: autores
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Figura 3.31: Board de la etapa de potencia en 3d
Fuente: autores
Figura 3.32: Board de la etapa del sensor en 3d
Fuente: autores
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PCBs finalizados.
Figura 3.33: Diseño de caja terminada vista interior
En las figuras(3.33) y (3.34) se observa las etapas de control y potencia de los PCB’S
al interior de una caja de material acrílico para su presentación final.
Figura 3.34: Diseño de caja terminada vista frontal
3.2. Construcción del sistema mecánico.
Los sistemas de tipo mecánicos se caracterizan fundamentalmente por tener componen-
tes o dispositivos que cumplen una función específica como transformar o transmitir el
movimiento ya sea desde la fuente que lo genera o al transformar diferentes tipos de
energía.
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3.2.1. Características de los sistemas mecánicos.
Principalmente los sistemas mecánicos tienen elementos o piezas sólidas, que permiten
realizar movimientos por acción o efecto de la fuerza, normalmente se suele relacionar
con sistemas de tipo eléctrico para poder producir movimiento a partir del motor ac-
cionado por la energía eléctrica, la gran cantidad existentes de sistemas mecánicos son
propulsados por motores y utilizan diferentes elementos para poder transmitir el mo-
vimiento, como el movimiento tiene una intensidad y dirección, ese necesario en algún
momento poder cambiar esa dirección y aumentar la intensidad, y para ello se requieren
los mecanismos.
En general el sentido del movimiento puede llegar a ser circular o lineal, por movimiento
de rotación o traslación, los motores tienen un eje el cual genera el movimiento circular.
3.2.2. Elementos del sistema mecánico.
Básicamente la construcción del sistema mecánico se resume en la elaboración de un
riel, el cual contenga un sistema de polea correa en donde se unen por medio de una
correa formando un anillo flexible cerrado que sujeta ambas poleas por medio de una
estructura tipo aluminio. La estructura metálica es la base del sistema mecánico y
tendrá como función el movimiento del objeto.
Barra de acero inoxidable: es un acero de elevada resistencia a la corrosión de una
aleación de acero con un porcentaje mínimo de cromo, esta barra de acero sirve como




Cuadro 3.1: Características de las barras de acero inoxidable
Fuente: autores
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Figura 3.35: Barra de acero inoxidable
Fuente: autores
Polea: se emplea para reducir el esfuerzo necesario para el movimiento de carga. Es
una polea gt2 en aluminio de 16 dientes, incluye dos prisioneros de métrica 3 necesarios








Cuadro 3.2: Características de las poleas
Fuente: autores
Figura 3.36: Poleas GT2
Fuente: autores
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Correa: basan su funcionamiento en la interferencia mecánica entre los distintos ele-
mentos de la transmisión.
Ancho: 6 mm
Metros 1.20
Material neopreno y fibra de vidrio
Modelo GT2
Cuadro 3.3: Características de la correa
Fuente: autores
Figura 3.37: Correa GT2
Fuente: autores
Rodamiento lineal: los rodamientos lineales consta de un soporte ligero de tipo aluminio
el cual esta optimizado para tener una gran resistencia y rigidez con las dimensiones
especificadas, debido a su peso ligero, las fuerzas de inercia que son provocadas por la
aceleración se mantienen al mínimo.
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Aleación: Aluminio
Temperatura: +80 °C
Diámetro Interno: 12 mm
Desalineación angular permisible máxima: 15 minutos de arco
Versión resistente a la corrosión: rodamiento lineal de bolas de acero inoxidable
Agujeros de fijación: 4
Cuadro 3.4: Características de los rodamientos lineales
Fuente: autores
Figura 3.38: Rodamiento lineal
Fuente: autores
Soporte : elemento que recibe el peso de toda la estructura, impide que se caiga y se
mantenga a nivel.
Diámetro interno: 12 mm
Material: Acero
Cuadro 3.5: Características de los soportes
Fuente: autores
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Figura 3.39: Soporte del sistema mecánico
Fuente: autores
Base: funciona como punto de apoyo. Es una placa de aluminio altamente resistente y





Cuadro 3.6: Característica de la base
Fuente: autores
Figura 3.40: Base de aluminio
Fuente: autores
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3.2.3. Simulación del sistema mecánico.
El sistema mecánico esta simulado en un software de diseño en 3D, Solidworks v.2015
este software contiene completas y potentes herramientas para la simulación y movi-
miento en los diseños, se puede incorporar funciones de piezas, ensamblaje, estimación
de costes, el renderizado, la animación, entre otros.
Figura 3.41: Interfaz gráfica del Solidworks v.2015
Fuente: autores
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Figura 3.42: Simulación sistema mecánico vista superior
Fuente: autores
En la figura (3.42) se visualiza el sistema mecánico simulado desde la vista superior,
con la conexión respectiva de los elementos y la interacción en entre el objeto móvil con
el elemento captador (cámara).
Figura 3.43: Simulación sistema mecánico vista inferior
Fuente: autores
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Figura 3.44: Simulación sistema mecánico vista lateral
Fuente: autores
En la figura (3.45) se encuentra el proceso de diseño para el sistema electromecánico
donde el primer paso se diseña un esquema del circuito impreso, en la simulación es
importante para comprobar la fiabilidad y funcionamiento del circuito electrónico di-
señado, si cumple estas dos anteriores condiciones, se procede a la creación del sistema
mecánico, después se comprueba el funcionamiento si se cumple esta condición el sis-
tema electromecánico estaría terminado, de lo contrario es necesario realizar algunos
ajustes en el diseño y verificar nuevamente todo el proceso.
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Figura 3.45: Proceso finalización de sistema electromecánico
Fuente: autores
En la figura (3.46) se muestra el sistema electromecánico en su etapa final, el cual ya
se puede estimar valores de velocidad respectivos, estos valores serán presentados mas
adelante en el capítulo 5 de análisis de datos.
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En el campo de la visión por computador calibrar una cámara se refiere a obtener los
parámetros intrínsecos, extrínsecos y los parámetros de distorsión de la lente de una
cámara de vídeo a partir de las fotos tomadas (o los frames de vídeo) por dicha cámara.
Los cuales se pueden utilizar en distintas aplicaciones de visión por computador ya que
permiten eliminar los efectos de distorsión de la lentes de una imagen, medir con mayor
exactitud los objetos planos o sirven para la reconstrucción 3D a partir de múltiples
cámaras si es el caso.
Se le llaman parámetros o características intrínsecas a los referentes a la propia cámara
como punto principal, distancia focal, formato y distorsión de los lentes. Mientras que los
parámetros extrínsecos, denotan la matriz de transformación del sistema de coordenadas
del mundo (metros, centímetros, etc.) para la cámara (pixel). Esta se representa por una
matriz de transformación que mapea los puntos 3D del mundo a los 2D de la cámara.
De esta manera una vez obtenidos los parámetros intrínsecos y extrínsecos (la cámara
esté calibrada) pudiéramos representar cualquier punto del mundo real sobre el plano
2D de una cámara, lo que resulta muy útil para aplicaciones de visión como realidad
aumentada.
Existen diferentes formas para calcular los parámetros intrínsecos y extrínsecos para
una configuración específica de la cámara.
Transformación lineal directa método (DLT) [42].
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Roger Y. Tsai Algoritmo es una técnica de calibración con un algoritmo de 2
etapas, el cálculo de la pose (Orientación 3D, y el eje x y la traducción eje y) en
la primera fase. En la segunda etapa se calcula la longitud focal, los coeficientes
de distorsión y la traducción del eje z [43].
Zhengyou Zhang es una técnica flexible para calibración de la cámara, ya que
usa un patrón plano sencillo que proporciona una forma fácil y precisa para la
obtención de parámetros intrínsecos y extrínsecos de la cámara [44].
Para este caso en particular, se ha realizado la calibración de la cámara con la técnica de
Zhengyou Zhang. Este requiere un patrón rectangular similar a un tablero de ajedrez el
cual se debe fotografiar en diferentes posiciones. El algoritmo usa las puntas extraídas
del patrón para calcular la transformación proyectiva entre los puntos de un número
n de imágenes diferentes hasta un factor de escala. Seguidamente, se determinan los
parámetros intrínsecos y extrínsecos de la cámara y los parámetros de distorsión ra-
dial se calculan mediante una solución de mínimos cuadrados. Una vez se conocen los
parámetros de la cámara, se puede obtener la ecuación del plano de calibración en el
sistema de coordenadas de la cámara.
Figura 4.1: Geometría de una cámara proyectiva. O es el centro de la cámara y P es el
punto principal..
Fuente: [44]
La figura 4.1 representa el escenario de una cámara fotográfica. Esta captura un punto
P(X,Y,Z) en el espacio 3D el cual se dibuja sobre el denominado Plano de la imagen
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como Pc(u, v) que se localiza a una distancia focal f del punto O sobre el eje Z. En
























































Si el centro del Plano de la imagen no se encuentra exactamente sobre el eje Z, entonces
es necesario considerar también la traslación.
u = f
Z
X + tx (4.6)
v = f
Z
Y + ty (4.7)
Posteriormente, se expresan las ecuaciones (4.6) y (4.7) de forma matricial:




















La ecuación (4.8) contiene unidades en donde se debe cuantificar considerando que los
pixeles por unidad de longitud en la cámara( Pixels
Pulgada
), por tanto es necesario introducir
varios factores muy mv. Generalmente las imágenes se escalan para ambos ejes tanto u





























Si se organiza la matriz redefiniendo algunos términos con nuevas variables αx = mu fZ ,
αy = mv fZ , u0 = mutx y v0 = mvty e introduciendo el termino s, el cual permite que
















El sistema se puede resumir en la ecuación (4.13) , donde [K]es la matriz que tiene los
parámetros intrínsecos de la cámara.
[PC ] = [K] [P ] (4.13)
Para los parámetros extrínsecos se define la posición que se tiene en la cámara y en las
coordenadas del espacio, por tanto tendrá contenida tanto información de la orientación
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como de la posición de la cámara en la escena. La matriz de rotación R, es de orden
3x3,contiene nueve elementos, pero con tres grados de libertad T de orden 3x1, es la
posición del sistema de coordenadas del mundo expresada en el sistema coordenadas

















De tal forma que:
R = Rx(γ)Ry(β)Rz(α) (4.14)







Dando como resultado que la matriz de parámetros extrínsecos es:
[R][T ] (4.16)
Así, finalmente, la ecuación general 4.17para la calibración con los parámetros tanto
intrínsecos como extrínsecos de la cámara es:
[PC ] = [K][R][T ][P ] (4.17)
4.2. PROCESO DE CALIBRACIÓN.
El proceso para la calibración se realiza con base en los pasos mostrado de la figura (4.3).
Para este caso en particular, se ha usado una cámara Nikon D3300 con una resolución
de 640x424 píxeles.
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Figura 4.2: Cámara Nikon D3300
Fuente: autores
Figura 4.3: Proceso de calibración
Fuente: autores
CAPÍTULO 4. CALIBRACIÓN DE CÁMARA. 87
4.2.1. Captura de imágenes.
Primero se debe preparar un patrón rectangular no cuadrado tipo ajedrez el cual
deben contener un número diferente de cuadros blancos y negros por cada lado.
Los cuadros deben ser de iguales dimensiones en mm o cm para el alto h y el
ancho w. Este se puede imprimir a partir del archivo checkerboard.pdf entregado
por MathWorks en Matlab 2014b.
Figura 4.4: Patrón rectangular checkerboard
La medición adecuada con un instrumento adecuado el tamaño real ya sea en
mm,cm, de las cuadrículas del patrón de ajedrez para un cuadro impreso. Para
este caso en particular el tamaño de la cuadrícula es de 23mm.
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Figura 4.5: Dimensión de la cuadrícula del patrón
Fuente: autores
La cámara se debe mantener fija desde el punto de captura hasta el patrón de
calibración.
Se establece la distancia de la cámara a una distancia del patrón de calibración
similar a la cual se desea en la aplicación con el objeto de interés.
Como mínimo se debe tomar 2 fotografías para el proceso de calibración funcione,
pero lo más recomendable es tener de 10 a 20 imágenes para la adecuada calibra-
ción en caso que se deseen descartar imágenes que no proporcionan una distancia
acorde.
Las fotografías del patrón de calibración debe cubrir como mínimo el 20% del
total de la imágen capturada.
Las fotografías que se capturan del patrón de calibración deben tener distintos
ángulos relativos a la cámara, lo cual proporciona un contenido mas completo de
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información.
Las imágenes capturadas deben ser guardadas en un formato gráfico que repre-
sente bajas pérdidas de calidad al igual que todas deben ser de igual resolución
en pixeles. Se ha usado formato JPG.
4.2.2. Carga de imágenes.
La consola de comandos de Matlab v.2014 contiene un toolbox llamado cameraCalibra-
tor el cual permite estimar los parámetros intrínsecos de la cámara, extrínsecos como
también la distorsión del lente. Estos parámetros de la cámara se usa para diversas apli-
caciones de visión artificial. Estas aplicaciones incluyen la eliminación de los efectos de
distorsión de la lente de una imagen, la medición de objetos planos, o la reconstrucción
de escenas 3-D de múltiples cámaras [45].
Figura 4.6: Toolbox CameraCalibrator de Matlab
Fuente: autores
Se cargaron 25 imágenes que se capturaron previamente usando el botón Add Images.
Una vez se han cargado correctamente, la aplicación le pregunta por el tamaño de uno
de los rectángulos que forman el patrón. Su valor en milímetros, para el caso actual es
de 23mm. Véase la figura (4.7).
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Figura 4.7: Captura de pantalla de proceso de carga de imágenes
Fuente: autores
4.2.3. Detección de bordes.
Seguidamente el aplicativo detecta de forma automática los patrones en cada una de las
imágenes, por lo que dependiendo de sus resultado indicará si fue éxito el proceso para
cada una de las imágenes. El procedimiento descartó 3 de las 25 imágenes iniciales. La
figura (4.8) muestra las imágenes descartadas y la ventana de diálogo.
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Figura 4.8: Imágenes descartadas
Fuente: autores
El usuario puede verificar manualmente si las esquinas fueron detectadas satisfactoria-
mente al detalle haciendo zoom sobre cada una de las imágenes.
Figura 4.9: captura de pantalla de proceso de detección de esquinas
Fuente: autores
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4.2.4. Ejecución de la calibración.
Esta inicia la tarea teniendo en cuenta los parámetros básicos, pero si de de alguna
forma el usuario no resulta con una satisfacción plena con respecto a sus estimaciones,
se puede adicionar o eliminar imágenes del proceso y nuevamente repetir la ejecución
de calibración hasta obtener los parámetros que le satisfagan, [46, 47].
Figura 4.10: captura de pantalla de proceso calibración
Fuente: autores
En la calibración actual, la imagen numerada como 20 de la figura (4.10) , generó el
mayor error en la calibración por lo que debe ser removida y se debió repetir el proceso
con las imágenes restantes.
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Figura 4.11: captura de pantalla de proceso de la recalibración
Fuente: autores
La figura (4.11) muestra los resultados de recalibración del sistema. En esta se puede
apreciar que el Error de Proyección Promedio ha disminuido de manera apreciable. Para
un mejor detalle, véase la figura (4.12)
Figura 4.12: error de proyección promedio y su explicación conceptual
Fuente: autores
El resultado general de la calibración se presenta en la figura (4.13)
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5.1. DATOS DE REFERENCIA.
Se realiza diferentes tomas de datos que se establecen como valores de referencia a
partir de tiempos instantáneos para distintas posiciones, mediante la utilización de un
sensor Pasco scientific Model ME-9215A. Luego se hace un tratamiento estadístico para
estimar cada velocidad, seguidamente se determina que posiciones del sistema electro-
mecánico tiene comportamiento de forma constante para finalmente ser comparada con
las técnicas de visión por computador mencionadas en el capítulo 2.
A continuación se muestra los resultados obtenidos de los tiempos instantáneo para las
diferentes velocidades.
Cuadro 5.1: tiempos instantáneos de la velocidad uno
Fuente: autores
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Figura 5.1: desviación estándar vs posición para la velocidad uno
Fuente: autores
Cuadro 5.2: tiempos instantáneos de la velocidad dos
Fuente: autores
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Figura 5.2: desviación estándar vs posición para la velocidad dos
Fuente: autores
Cuadro 5.3: tiempos instantáneos de la velocidad tres
Fuente: autores
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Figura 5.3: desviación estándar vs posición para la velocidad tres
Fuente: autores
Cuadro 5.4: tiempos instantáneos de la velocidad cuatro
Fuente: autores
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Figura 5.4: desviación estándar vs posición para la velocidad cuatro
Fuente: autores
Cuadro 5.5: tiempos instantáneos de la velocidad cinco
Fuente: autores
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Figura 5.5: desviación estándar vs posición para la velocidad cinco
Fuente: autores
Cuadro 5.6: tiempos instantáneos de la velocidad seis
Fuente: autores
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Figura 5.6: desviación estándar vs posición para la velocidad seis
Fuente: autores
Cuadro 5.7: tiempos instantáneos de la velocidad siete
Fuente: autores
CAPÍTULO 5. ANÁLISIS DE DATOS. 102
Figura 5.7: desviación estándar vs posición para la velocidad siete
Fuente: autores
Cuadro 5.8: tiempos instantáneos de la velocidad ocho
Fuente: autores
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Figura 5.8: desviación estándar vs posición para la velocidad ocho
Fuente: autores
Cuadro 5.9: tiempos instantáneos de la velocidad nueve
Fuente: autores
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Figura 5.9: desviación estándar vs posición para la velocidad nueve
Fuente: autores
Utilizando la ecuación (1.20) para obtener la incertidumbre tipo A en las velocidades
se tiene:
Cuadro 5.10: incertidumbre tipo A de las velocidades
Fuente: autores
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Utilizando las ecuaciones (1.21) y (1.22) para obtener las incertidumbres tipo B dadas
por el instrumento de medición se tiene:
Cuadro 5.11: parámetros del sensor
Fuente: autores
Cuadro 5.12: incertidumbre tipo B de las velocidades
Fuente: autores
Con las incertidumbres tipo A y B se realiza una combinación de tal forma que se
obtenga un valor de incertidumbre total sobre la determinación del mensurando para
cada velocidad, aplicando la ecuación (1.23) se tiene:
Cuadro 5.13: valor de incertidumbre total de la velocidad uno
Fuente: autores
CAPÍTULO 5. ANÁLISIS DE DATOS. 106
Cuadro 5.14: valor de incertidumbre total de la velocidad dos
Fuente: autores
Cuadro 5.15: valor de incertidumbre total de la velocidad tres
Fuente: autores
CAPÍTULO 5. ANÁLISIS DE DATOS. 107
Cuadro 5.16: valor de incertidumbre total de la velocidad cuatro
Fuente: autores
Cuadro 5.17: valor de incertidumbre total de la velocidad cinco
Fuente: autores
CAPÍTULO 5. ANÁLISIS DE DATOS. 108
Cuadro 5.18: valor de incertidumbre total de la velocidad seis
Fuente: autores
Cuadro 5.19: valor de incertidumbre total de la velocidad siete
Fuente: autores
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Cuadro 5.20: valor de incertidumbre total de la velocidad ocho
Fuente: autores
Cuadro 5.21: valor de incertidumbre total de la velocidad nueve
Fuente: autores
Para poder estimar las velocidades para cada posición se aplica la ecuación (1.16), si
se conoce el tiempo instantáneo al cruzar la bandera por el sensor y se tiene el tamaño
de la bandera (objeto), se puede estimar la velocidad instantánea.
Vx = lim4t→04x4t =
dx
dt
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Cuadro 5.22: tamaño de la bandera
Fuente: autores
Calculo de velocidad instantánea con su respectiva incertidumbre.
Cuadro 5.23: estimación de velocidad uno
Fuente: autores
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Figura 5.10: tiempo promedio vs posición de velocidad uno.
Fuente: autores
Figura 5.11: velocidad instantánea uno
Fuente: autores
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Cuadro 5.24: estimación de velocidad
Fuente: autores
Figura 5.12: tiempo promedio vs posición de velocidad dos
Fuente: autores
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Figura 5.13: velocidad instantánea dos
Fuente: autores
Cuadro 5.25: estimación de velocidad
Fuente: autores
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Figura 5.14: tiempo promedio vs posición de velocidad tres
Fuente: autores
Figura 5.15: velocidad instantánea tres
Fuente: autores
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Cuadro 5.26: estimación de velocidad
Fuente: autores
Figura 5.16: tiempo promedio vs posición de velocidad cuatro
Fuente: autores
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Figura 5.17: velocidad instantánea cuatro
Fuente: autores
Cuadro 5.27: estimación de velocidad
Fuente: autores
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Figura 5.18: tiempo promedio vs posición de velocidad cinco
Fuente: autores
Figura 5.19: velocidad instantánea cinco
Fuente: autores
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Cuadro 5.28: estimación de velocidad
Fuente: autores
Figura 5.20: tiempo promedio vs posición de velocidad seis
Fuente: autores
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Figura 5.21: velocidad instantánea seis
Fuente: autores
Cuadro 5.29: estimación de velocidad
Fuente: autores
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Figura 5.22: tiempo promedio vs posición de velocidad siete
Fuente: autores
Figura 5.23: velocidad instantánea siete
Fuente: autores
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Cuadro 5.30: estimación de velocidad
Fuente: autores
Figura 5.24: tiempo promedio vs posición de velocidad ocho
Fuente: autores
CAPÍTULO 5. ANÁLISIS DE DATOS. 122
Figura 5.25: velocidad instantánea ocho
Fuente: autores
Cuadro 5.31: estimación de velocidad
Fuente: autores
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Figura 5.26: tiempo promedio vs posición de velocidad nueve
Fuente: autores
Figura 5.27: velocidad instantánea nueve
Fuente: autores
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Teniendo en cuenta el comportamiento de las nueve velocidades instantáneas, se asume
que entre la posición 60 cm y 100cm el dispositivo electromecánico cuenta con un menor
índice de variación es decir que en estas posiciones tienen un comportamiento de forma
constante, es precisamente en este rango de medida donde se deben extraer los frames
del vídeo, el cual son objeto de estudio. Por tal motivo se realiza la modificación de los
cuadros de promedios (5.23)-(5.31), en donde se encuentra el rango de interés.
Cuadro 5.32: Promedio de velocidad uno
Fuente: autores
Cuadro 5.33: Promedio de velocidad dos
Fuente: autores
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Cuadro 5.34: Promedio de velocidad tres
Fuente: autores
Cuadro 5.35: Promedio de velocidad cuatro
Fuente: autores
Cuadro 5.36: Promedio de velocidad cinco
Fuente: autores
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Cuadro 5.37: Promedio de velocidad seis
Fuente: autores
Cuadro 5.38: Promedio de velocidad siete
Fuente: autores
Cuadro 5.39: Promedio de velocidad ocho
Fuente: autores
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Cuadro 5.40: Promedio de velocidad nueve
Fuente: autores
El promedio de las velocidades instantáneas contenidas entre la posición 60 cm y 100
cm son tomadas como valores de referencia para posteriormente realizar la respectiva
comparación con los datos obtenidos en cada técnica usada.
5.2. DESARROLLO DE ALGORITMOS PARA LA
ESTIMACIÓN DEL FLUJO ÓPTICO.
Una vez obtenidos lo valores de referencia se procede con el desarrollo de las técnicas.
Como instancia inicial se realiza una versión propia de la de técnica de Lucas-Kanade
para la estimación del flujo óptico, la cual se realiza una primera prueba con una imagen
sintética, esto quiere decir que se toma una imagen y se altera digitalmente sin tener
en cuenta parámetros reales, con el fin de obtener un resultado conocido y verificar el
correcto funcionamiento del algoritmo desarrollado.
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Figura 5.28: desplazamiento de un objeto
Fuente: autores
Figura 5.29: resultado de los vectores de desplazamiento del objeto
Fuente: autores
Como se puede observar en la figura (5.29) el vector de desplazamiento del flujo óptico
se encuentra en la dirección esperada, lo que corrobora el buen funcionamiento del
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algoritmo, no obstante se observa que el tiempo de ejecución es demasiado grande
porque genera matrices de filas y columnas dependientes, se comprueba utilizando los
comandos tic-toc de Matlab, obteniendo como resultado 99.64s; ya que el desarrollo
de este documento se basa en la estimación del flujo óptico en secuencias de imágenes
(vídeo) y se cuenta con un rango de 30 a 40 imágenes útiles, el tiempo de ejecución
total sería aproximadamente de 2989.2 a 3985.6 segundos por vídeo haciéndolo poco
funcional por su gran carga computacional.
Por este motivo se realiza una nueva versión de algoritmo en el cual se utilizan los
parámetros propios de visión de imagen contenidos en Matlab, obteniendo los siguientes
resultados:
Figura 5.30: flujo óptico en vectores de desplazamiento
Fuente: autores
Figura 5.31: flujo óptico en mapa de colores
Fuente: autores
El vector de desplazamiento del flujo óptico es el esperado y el tiempo de ejecución del
algoritmo para los frames útiles es de 8.37 segundos, por tanto se decide desarrollar las
pruebas con la nueva versión del algoritmo.
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Figura 5.32: tiempo de ejecución para estimación del flujo
Fuente: autores
Una vez desarrollado la versión final del algoritmo que calcula la estimación del flujo
óptico para las técnicas Lucas-Kanade y Horn-Shunck se hace el calculo de la velocidad
el cual sigue el procedimiento descrito a continuación:
Primero se debe hacer una relación entre el ancho que ocupa la escena en cm y el ancho
de la imagen en pixeles. Para este caso en particular el plano de imagen de la cámara
se mide con un metro cuyo resultado es de 65cm; los vídeos se graban a una resolución
de 640x480 por lo que el ancho de la imagen es de 640 pixeles. A continuación se hace
la relación entre estos valores.
k = 65cm640pixels (5.1)
Se realiza el calculo del promedio de flujo óptico en todos los puntos en la region de
corte. La region de corte se realiza para hacer una selección especifica de los pixeles en





donde n es el numero de puntos en movimiento y fp es el valor de flujo óptico. Para
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obtener la velocidad se realiza el producto entre k y favr y de esta manera se obtiene
la velocidad.
V = favr ∗ k (5.3)
Seguidamente se realiza el acondicionamiento de la escena teniendo en cuenta los pará-
metros a controlar.
Para la iluminación se utilizan lámparas de tubos fluorescentes que tienen un rendi-
miento de 60 a 90 lm
W
, teniendo en la escena los siguientes parámetros:
Cuadro 5.41: Iluminancia presente en la escena
Fuente: autores
Se establece una distancia de 1,23m para la instalación de la cámara, ya que a esta
distancia el sistema mecánico se encuentra ocupando el 30% de la imagen
Figura 5.33: Plano de imagen de la cámara
Fuente: autores
Seguidamente se realiza el proceso de calibración explicado en el capítulo 4 de este
documento con el fin de corregir la distorsión radial presente por el lente de la cámara.
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Finalmente se procede a la captura de vídeos en la cual consiste en obtener cinco vídeos
para cada velocidad, estos vídeos son grabados con una cámara Canon EOS 70D a
una resolución de 640x480 y a una tasa de 25 frames/segundos. A continuación se
muestran los resultados de las técnicas para cada vídeo.
Cuadro 5.42: Errores porcentuales evaluados para cada técnica en la velocidad uno
Fuente: autores
Cuadro 5.43: error porcentual del promedio de las técnicas para la velocidad uno
Fuente: autores
Cuadro 5.44: Errores porcentuales evaluados para cada técnica en la velocidad dos
Fuente: autores
Cuadro 5.45: error porcentual del promedio de las técnicas para la velocidad dos
Fuente: autores
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Cuadro 5.46: Errores porcentuales evaluados para cada técnica en la velocidad tres
Fuente: autores
Cuadro 5.47: error porcentual del promedio de las técnicas para la velocidad tres
Fuente: autores
Cuadro 5.48: Errores porcentuales evaluados para cada técnica en la velocidad cuatro
Fuente: autores
Cuadro 5.49: error porcentual del promedio de las técnicas para la velocidad cuatro
Fuente: autores
Cuadro 5.50: Errores porcentuales evaluados para cada técnica en la velocidad cinco
Fuente: autores
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Cuadro 5.51: error porcentual del promedio de las técnicas para la velocidad cinco
Fuente: autores
Cuadro 5.52: Errores porcentuales evaluados para cada técnica en la velocidad seis
Fuente: autores
Cuadro 5.53: error porcentual del promedio de las técnicas para la velocidad seis
Fuente: autores
Cuadro 5.54: Errores porcentuales evaluados para cada técnica en la velocidad siete
Fuente: autores
Cuadro 5.55: error porcentual del promedio de las técnicas para la velocidad siete
Fuente: autores
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Cuadro 5.56: Errores porcentuales evaluados para cada técnica en la velocidad ocho
Fuente: autores
Cuadro 5.57: error porcentual del promedio de las técnicas para la velocidad ocho
Fuente: autores
Cuadro 5.58: Errores porcentuales evaluados para cada técnica en la velocidad nueve
Fuente: autores
Cuadro 5.59: error porcentual del promedio de las técnicas para la velocidad nueve
Fuente: autores
Como se puede observar los resultados de los cuadros (5.43) al (5.59) para cada vídeo de
velocidad se obtienen errores elevados, se plantea la hipótesis que la causa de los errores
es por el desenfoque lineal (blur) que se generan en los vídeos. véase figura (5.34).
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Figura 5.34: desenfoque lineal presente en el objeto móvil
Fuente: autores
Para la comprobar la hipótesis se decide aumentar la tasa de 25 a 120 frames para
eliminar el desenfoque lineal. Para ello es necesario hacer un cambio de cámara que
permita tener los frames deseados, dicha cámara es una Gopro 4 con una resolución de
1280x720, obteniendo los siguientes resultados:
Figura 5.35: eliminación del desenfoque lineal en el objeto móvil
Fuente: autores
En la figura (5.35) se observa la eliminación del desenfoque lineal debido al aumento
de la tasa de frames de la captura.
Figura 5.36: vector de desplazamiento del flujo óptico a 120 frames
Fuente: autores
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Figura 5.37: mapa de colores de flujo óptico a 120 frames
Fuente: autores
No obstante en las figuras (5.36) y (5.37) se puede percibir que al aumentar considera-
blemente la tasa de frames en la captura, genera un problema de ruido que se origina
por la frecuencia de operación de las lámparas fluorescentes y velocidad de captura de
la cámara, por tal motivo se realiza nuevamente otra grabación de vídeos a una tasa de
30 frames y se disminuye la velocidad de obturación de la cámara. La cámara utilizada
es una Nikon D3300 con una resolución de 640x424 y se ubica a una distancia de 73
cm del sistema mecánico, ademas la relación entre el ancho que ocupa la escena y el
ancho de la imagen en pixeles es de 125cm640pixels ; nuevamente se realiza el proceso descrito
en el capítulo 4 de este documento para la calibración de la cámara, obteniendo los
siguientes resultados:
Figura 5.38: vector de desplazamiento del flujo óptico a 30 frames
Fuente: autores
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Figura 5.39: mapa de colores del flujo óptico a 30 frames
Fuente: autores
Como se muestra en las figuras (5.38) y (5.39) la captura de los vídeos no presentan
desenfoque lineal y la estimación del flujo óptico es correcta, por tanto se realiza la
estimación de la velocidad instantánea, obteniendo los siguientes resultados:
Cuadro 5.60: error porcentual de las técnicas para la velocidad uno
Fuente: autores
Cuadro 5.61: a) desviación estándar de las técnicas para la velocidad uno. b) error
máximo y mínimo de las técnicas para la velocidad uno
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Figura 5.40: diagrama de barras del error porcentual de la velocidad uno
Fuente: autores
Cuadro 5.62: error porcentual de las técnicas para la velocidad dos
Fuente: autores
Cuadro 5.63: a) desviación estándar de las técnicas para la velocidad dos. b) error
máximo y mínimo de las técnicas para la velocidad dos
Fuente: autores
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Figura 5.41: diagrama de barras del error porcentual de la velocidad dos
Fuente: autores
Cuadro 5.64: error porcentual de las técnicas para la velocidad tres
Fuente: autores
Cuadro 5.65: a) desviación estándar de las técnicas para la velocidad tres. b) error
máximo y mínimo de las técnicas para la velocidad tres
Fuente: autores
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Figura 5.42: diagrama de barras del error porcentual de la velocidad tres
Fuente: autores
Cuadro 5.66: error porcentual de las técnicas para la velocidad cuatro
Fuente: autores
Cuadro 5.67: a) desviación estándar de las técnicas para la velocidad cuatro. b) error
máximo y mínimo de las técnicas para la velocidad cuatro
Fuente: autores
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Figura 5.43: diagrama de barras del error porcentual de la velocidad cuatro
Fuente: autores
Cuadro 5.68: error porcentual de las técnicas para la velocidad cinco
Fuente: autores
Cuadro 5.69: a) desviación estándar de las técnicas para la velocidad cinco. b) error
máximo y mínimo de las técnicas para la velocidad cinco
Fuente: autores
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Figura 5.44: diagrama de barras del error porcentual de la velocidad cinco
Fuente: autores
Cuadro 5.70: error porcentual de las técnicas para la velocidad seis
Fuente: autores
Cuadro 5.71: a) desviación estándar de las técnicas para la velocidad seis. b) error
máximo y mínimo de las técnicas para la velocidad seis
Fuente: autores
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Figura 5.45: diagrama de barras del error porcentual de la velocidad seis
Fuente: autores
Cuadro 5.72: error porcentual de las técnicas para la velocidad siete
Fuente: autores
Cuadro 5.73: a) desviación estándar de las técnicas para la velocidad siete. b) error
máximo y mínimo de las técnicas para la velocidad siete
Fuente: autores
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Figura 5.46: diagrama de barras del error porcentual de la velocidad siete
Fuente: autores
Cuadro 5.74: error porcentual de las técnicas para la velocidad ocho
Fuente: autores
Cuadro 5.75: a) desviación estándar de las técnicas para la velocidad ocho. b) error
máximo y mínimo de las técnicas para la velocidad ocho
Fuente: autores
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Figura 5.47: diagrama de barras del error porcentual de la velocidad ocho
Fuente: autores
Cuadro 5.76: error porcentual de las técnicas para la velocidad nueve
Fuente: autores
Cuadro 5.77: a) desviación estándar de las técnicas para la velocidad nueve. b) error
máximo y mínimo de las técnicas para la velocidad nueve
Fuente: autores
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Figura 5.48: diagrama de barras del error porcentual de la velocidad nuevo
Fuente: autores
Como se observa en los resultados anteriores ninguna de las técnicas presentó problema
para estimar la dirección del movimiento ni el campo de flujo, sin embargo la estima-
ción de la velocidad no es muy precisa, esto se debe a que tiene mucha incidencia los
parámetros de control como luz, sombras y efectos reflectivos. Aunque estos parámetros
se lograron mantener con variaciones mínimas, es de notar que cambia de forma notoria
la estimación de la velocidad; de igual forma con el proceso de calibración brinda la
posibilidad de corregir la distorsión radial generada por el lente de la cámara, pero no
corrige los problemas de iluminación y sombras presentes en la escena.
5.2.1. Tiempos de proceso.
Estas pruebas se realizaron utilizando un computador el cual tiene un procesador
AMD 6300 3.5 GHz, 8 GB de memoria RAM y un disco duro de 1TB el cual trabaja con
el sistema operativo de Microsoft Windows 7 Ultimate. Los frames que se analizaron
para cada vídeo fueron 30 por lo que el tiempo de ejecución es el mismo para todas las
velocidades 8.37s.
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Se construyó un sistema electromecánico de velocidad variable, un control inalámbrico
con 9 velocidades disponibles y un rango de comportamiento de forma constate entre
60cm a 100cm teniendo como máximo un error del 2%.
Para lograr una buena estimación del flujo óptico es necesario utilizar más de 2 frames ya
que el desplazamiento o movimiento de los objetos se refleja a lo largo de una secuencia
de imágenes las cuales se pueden ver afectadas por una serie de perturbaciones que no
afectan de forma constate a todos los pixeles de la secuencia.
El desenfoque lineal presente en los vídeos produce un aumento de los errores a la
hora de estimar la velocidad instantánea ya que el flujo óptico se estima a partir del
desplazamiento de pixeles en los bordes del objeto esta difuminación agrega mas puntos
de movimiento al interior del objeto lo que claramente es un error ya que en la escena
solo se dispuso de un objeto.
En los vídeos afectados por desenfoque lineal; aunque los errores son grandes se puede
resaltar que entre mayor es la velocidad instantánea menor es el error. Esto se debe a que
la desviación estándar se mantiene muy similar tanto para la técnica de Lucas-Kanade
como Horn-Schunck pero el valor de referencia de la velocidad aumenta.
La estimación de la velocidad empleando técnicas de flujo óptico aun es un proceso
computacionalmente demandante por lo que implementarlo en algún dispositivo es poco
factible; aunque con el desarrollo tecnológico que vemos cada día la posibilidad de
hacerlo esta cada vez mas cerca.
Dado que las técnicas de Lucas-Kanade y Horn-Schunck fueron las primeras que exis-
tieron para la estimación de flujo óptico y son técnicas relativamente menos robustas
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comparadas con los métodos variacionales, el tiempo de ejecución sigue siendo muy
elevado lo que imposibilita su implementación en tiempo real.
Se pude resaltar que el comportamiento de la técnica de Horn-Schuck es mas constante
y mantiene una desviación estándar menor que la técnica de Lucas-Kanade esto se de-
be a que Lucas-Kanade hace la estimación del flujo óptico en los bordes de los objetos
mientras que Horn-Schunck lo hace para todos los pixeles de la imagen.
RECOMENDACIONES.
Dado que la frecuencia de operación de las lámparas fluorescentes es de 60Hz se reco-
mienda que la tasa de frames para la grabación del vídeo no supere los 60 frames por
segundo ya que se puede adicionar un ruido indeseable para el posterior procesamiento
obteniendo resultados erróneos.
Ya que el sistema electromecánico se puede desarmar en su totalidad se recomienda que
en futuras versiones se garantice que cada vez que se ensamble la tensión de la correa
sea siempre la misma ya que esta afecta de manera directa el desplazamiento de la base
en la cual reposa el objeto de estudio.
Se invita a realizar este mismo estudio reemplazando las técnicas de Lucas-Kanade y
Horn-Schunck por métodos variacionales ya que estos son técnicas mas robustas y que
añaden mas restricciones, lo que mejora la precisión en la estimación del flujo óptico.
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