The approximate solutions in standard iteration methods for linear systems Ax = b, with A an n by n nonsingular matrix, form a subspace. In this subspace, one may try to construct better approximations for the solution x. This is the idea behind Krylov subspace methods. It has led to very powerful and e cient methods such as conjugate gradients, GMRES, and Bi-CGSTAB. We will give an overview of these methods and we will discuss some relevant properties from the user's perspective view.
Krylov subspace methods
Krylov methods started in the early 1950s with the introduction of the conjugate gradients methods. These methods are designed to construct approximate solutions in the so-called Krylov subspace. Given a linear system Ax = b, with a large, usually sparse, nonsingular n by n matrix, then the standard Richardson iteration With relatively little additional work, we can often construct much better approximate solutions from these Krylov subspaces, which leads to Krylov subspace projection methods. These methods fall in three di erent classes:
The conjugate gradient method
The conjugate gradients method was initially seen as a direct method, because of its property to return the solution within n steps (in exact arithmetic). It took a few years to realize that it was more fruitful to consider the conjugate gradients method as a truly iterative method for large classes of linear systems and Reid, in 1972 [32] , was one of the ÿrst to point in this direction. Meanwhile, analysis had shown already that the convergence of this method was dictated by a factor involving the ratio of the largest and smallest eigenvalue of A, independent of the dimension of the matrix. About the same time, it was recognized that good approximations K for A could be constructed with the property that the eigenvalues of K −1 A were clustered around 1, which implied that the ratio of these eigenvalues was moderate and hence led to fast convergence of conjugate gradients, when applied to K −1 Ax = K −1 b (under the condition that K is also symmetric positive deÿnite). This process is referred to as preconditioned conjugate gradients. The algorithm can be described by the scheme in Fig. 1 . In our schemes, x * y denotes the innerproduct of two vectors x and y (complex conjugate if the system is complex).
A physicist from Livermore, Kershaw, was one of the ÿrst to experiment with the conjugate gradient method, with incomplete Cholesky factorization of A as a preconditioner, for tough problems related to fusion problems [20] . We quote some iteration numbers for the basic Gauss-Seidel iteration [43] , the accelerated version SOR (in fact a slightly faster variant: Block SOR [43] ), and conjugated gradients preconditioned with incomplete Cholesky (also known as ICCG [25] ). The iteration numbers were necessary to reduce the norm of the initial residual by a factor 10 −6 (Table 1) :
This gives an impression of the sometimes gigantic improvements that could be obtained by the (preconditioned) conjugate gradients and results like these greatly contributed to the current popularity of the method. It also motivated the search for other powerful Krylov subspace methods for more general systems of equations.
GMRES
The currently de facto standard for unsymmetric systems is the GMRES method, proposed in 1986 by Saad and Schultz [34] . In this method the x i , in the Krylov subspace of dimension i, is constructed for which the norm b − Ax i 2 is minimal. This builds on an algorithm proposed by Arnoldi [1] , for the construction of an orthonormal basis for the Krylov subspace for unsymmetric A. The price to pay for unsymmetry is that one has to store a full orthogonal basis for the Krylov subspace, which means the more iterations are done the more basis vectors have to be stored. Also the work per iteration increases linearly. This makes the method only attractive if it converges really fast. For many practical problems GMRES takes indeed a few tens of iterations, for many other problems it may go in the hundreds which makes full GMRES unfeasible. We present in Fig. 2 a version of GMRES in which a restart takes place after every m iterations, in order to keep the memory requirements and the work per iteration limited. The application for a preconditioned system
If we do not apply the Givens rotations to the matrix H , that is, if we leave the matrix as it is after the ÿrst k-loop, then the leading k by k part of the small matrix H may help to obtain useful information on the big matrix A. Typically, if the matrix A is not too nonnormal, the eigenvalues of H k; k (the Ritz values of A with respect to the current Krylov subspace) approximate eigenvalues of A. In general, the eigenvalues close to the convex hull of the spectrum of A are ÿrst well approximated. By inspecting the approximated eigenvalues, one may get an idea of the spectrum of A. In particular, when the algorithm is applied with the preconditioned matrix K −1 A, one may see the e ect of preconditioning on A. One would like to see some clustering of the eigenvalues around the value 1. If the approximated eigenvalues indicate that the hull of the spectrum of the (preconditioned) matrix A encloses the origin, then one should have very moderate expectations on the speed of convergence of any Krylov solver. Krylov solvers can be very slow for indeÿnite problems.
Bi-CGSTAB
The costs per iteration of GMRES has also led to a search for cheaper near-optimal methods. A famous result by Faber and Manteu el [13] showed that it is in general not possible to construct optimal solutions in the Krylov subspace for unsymmetric A by short recurrences, as in the conjugate gradients method. The generalization of conjugate gradients for unsymmetric systems, Bi-CG, displays often a quite irregular convergence behavior. This method has the other disadvantage that per iteration step an operation with A T is required and this additional operation does not lead to a further reduction of the residual. Sonneveld, in the mid-1980s, recognized that the A T operation could be used for a further reduction of the residual, by a minor modiÿcation to the Bi-CG scheme, almost without additional computational costs: the CGS method. The CGS method was often faster, but often also signiÿcantly more irregular which led to a loss in precision. In 1992, van der Vorst [41] showed that Bi-CG could also be combined, at almost no additional cost, with minimal residual steps (comparable to GMRES(1) steps). This resulted in the popular Bi-CGSTAB algorithm, schematically represented in Fig. 3 (for the solution of Ax = b with preconditioner K).
Reliable updating
For general systems, some of the popular methods often show an irregular type of convergence behavior, which deteriorates the accuracy of the method. By very irregular convergence we refer to the situation where successive residual vectors in the iterative process di er by orders of magnitude in norm, and some of these residuals may even be much larger in norm than the starting residual.
We say that an algorithm is accurate for a certain problem if the updated residual r j and the true residual b − Ax j are of comparable size for the j's of interest. In most iteration schemes based on short term recurrences, such as Bi-CG, CGS, and Bi-CGSTAB, the approximation for the solution and the corresponding residual are updated independently, for instance:
In exact arithmetic we have that r j+1 = b − Ax j+1 , but in ÿnite precision arithmetic, there will at least be a discrepancy between the two updated quantities due to the multiplication by A.
It is shown in [35] how far the updated residual r j may drift away from the more informative true residual b − Ax j :
where n A denotes the average number of non-zero elements per row of A, and is the relative machine precision. Except for the factor j, the upper bound appears to be rather sharp. We see that an approximation with a large approximation error (and hence a large residual) may lead to inaccurate results in the remaining iteration process. The vector b − Ax j is often not computed at each iteration since that would be too expensive. It turns out that the iterative schemes can be adapted so that they deliver, at relatively minor additional costs, updated residuals that are su ciently close to the true residuals. This is done by replacing the updated vector r j by b − Ax j at selected places in the iteration process, so that the recurrence relations are not too much perturbed. The resulting reliable updating process is robust, e cient, and easy to implement. For more details we refer to [42] .
Preconditioning
It is di cult to make a general statement on how fast these Krylov methods converge. While they converge certainly much faster than the classical iteration schemes, and convergence takes place for a much wider class of matrices, there are still many practical systems that cannot be solved in a satisfactory way. Much depends on whether one is able to deÿne a nearby matrix K that can be used as a preconditioner. Recent research is more oriented in that direction than in trying to further accelerate the Krylov subspace methods (although some improvements may be expected for these methods as well). The construction of e ective and e cient preconditioners is largely problem dependent. A preconditioner is considered as e ective if the number of iterations steps of the preconditioned Krylov subspace method is in the order of 100 or less. Many di erent preconditioners have been suggested over the years, each of these preconditioners is more or less successful for restricted classes of problems. Among all these preconditioners the incomplete LU factorizations [25, 6] are the most popular ones.
Standard Gaussian elimination is equivalent to factoring the matrix A as A = LU , where L is lower triangular and U is upper triangular. In actual computations these factors are explicitly constructed. The main problem in sparse matrix computations is that the factors of A are often a good deal less sparse than A, which makes solution expensive. The basic idea in the point ILU preconditioner is to modify Gaussian elimination to allow ÿll-ins at only a restricted set of positions in the LU factors. Let the allowable ÿll-in positions be given by the index set S, i.e.,
A commonly used strategy is to deÿne S by
That is, the only nonzeros allowed in the LU factors are those for which the corresponding entries in A are nonzero. Let the preconditioner M be deÿned by the product of the resulting LU factors, i.e., M = LU . For M to be a good preconditioner, it must be a good approximation to A in some measure. A typical strategy is to require the entries of M to match those of A on the set S:
Even though conditions (1) and (3) together are su cient (for certain classes of matrices) to determine the nonzero entries of L and U directly, it is more natural and simpler to compute these entries based on a simple modiÿcation of the Gaussian elimination algorithm; see Fig. 4 . The main di erence from the usual Gaussian elimination algorithm is in the inner-most j-loop where an update to a i; j is computed only if it is allowed by the constraint set S. After the completion of the algorithm, the incomplete LU factors are stored in the corresponding lower and upper triangular parts of the array A. It can be shown that the computed LU factors satisfy (3). These LU factors can be used in subsequent applications of the preconditioner; there is no need to explicitly form the product M = LU .
Attempts have been made to improve the ILU factorizations, for instance by including more ÿll [26] , or by modifying the diagonal of the ILU factorization in order to force rowsum constraints [16, 2, 30, 38, 12] , or by changing the ordering of the matrix [40] . A collection of experiments with respect to the e ects of ordering is contained in [10] . More recently, it was discovered that a multigrid-inspired ordering can be very e ective for discretized di usion-convection equations, leading in some cases to almost grid-independent speeds of convergence [37, 5] , see also [7] . In these publications the ordering strategy is combined with a drop-tolerance strategy for discarding small enough ÿll elements.
Reordering the unknowns
A standard trick for exploiting parallelism is to select all unknowns that have no direct relationship with each other and to number them ÿrst. For the 5-point ÿnite-di erence discretization over rectangular grids, this approach is known as a red-black ordering. For elliptic PDEs, this leads to very parallel preconditioners. The computational performance of the preconditioning step is as high as the performance of the matrix-vector product. However, changing the order of the unknowns leads in general to a di erent preconditioner. Du and Meurant [10] report on experiments that show that most reordering schemes (for example, the red-black ordering) lead to a considerable increase in iteration steps (and hence in computing time) compared with the standard lexicographical ordering. For the red-black ordering associated with the discretized Poisson equation, it can be shown that the condition number of the preconditioned system is only about one-quarter that of the unpreconditioned system for ILU, MILU and SSOR [21] . Since the speed of convergence of conjugate gradients is proportional to the square root of the condition number, this would imply asymptotically a reduction in the number of iterations by a factor of 2. However, because the costs per iteration for the preconditioned process is almost doubled, we may not expect signiÿcant reductions in CPU-time as a result of this red-black reordered ILU preconditioner.
Another approach, suggested by Meurant [27] , exploits the idea of the two-sided (or twisted) Gaussian elimination procedure for tridiagonal matrices. This is generalized for the incomplete factorization. Van der Vorst [39] has shown how this procedure can be done in a nested way. For 3D ÿnite-di erence problems, twisting can be used for each dimension, which gives an increase in parallelism by a factor of two per dimension. This leads, without further computational overhead, to incomplete decompositions, as well as triangular solves, that can be done in eight parallel parts (2 in each dimension). For a discussion of these techniques see [9] .
Meurant [28] reports on timing results obtained on a CRAY Y-MP=832, using an incomplete repeated twisted block factorization for two-dimensional problems. For this approach for preconditioned CG, Meurant reports a speedup of nearly 6 on an 8-processor CRAY Y-MP. This speedup has been measured relative to the same repeated twisted factorization process executed on a single processor. Meurant also reports an increase in the number of iteration steps as a result of this repeated twisting. This increase implies that the e ective speedup with respect to the best nonparallel code is only about 4.
A more sophisticated approach that combines ideas from twisting, domain decomposition with overlap, and reordering, was proposed in [22] [23] [24] . We will explain this idea for the special situation of a discretized second order elliptic PDE over a rectangular domain. The discretization has been carried out with the standard 5-point central di erence stencil which, over a rectangular grid with lexicographical ordering leads to the familiar block matrix with 5 nonzero diagonals.
The ÿrst step is to split the domain in blocks, as in domain decomposition methods, and to order the unknowns lexicographically per block. This has been indicated, for the case of 8 horizontal blocks, in Fig. 5 . Per block we start counting from one side ("the bottom layer"); the points on the last line ("the top layer") are ordered after all subdomains, as is indicated in Fig. 6 . For instance, the lines 1, 2, 3, and 26, all belong to the block stored with processor P 0 , but in the matrix interpretation the ÿrst 3 lines are ordered ÿrst and line 26 appears in the matrix only after all other "interior" lines. This means that the matrix has the nonzero structure (we give only a relevant part of the matrix) as in Fig. 6 . Note that we have already introduced another element in our ordering, namely the idea of twisting: the lines of the subdomains are ordered from bottom to top and from top to bottom in Fig. 5 . Now imagine what happens if we carry out an incomplete LU factorization with zero ÿll. That would create level-1 ÿll in the error matrix. Note that, in particular, we would introduce ÿll in the subblock of the matrix that connects line 26 with line 5, and note also that we would not have seen this level-1 ÿll if we would have selected all points lexicographically.
This means that if we want the block ordering to be at least as e ective as the standard ordering, we have to remove this additional ÿll. This can be interpreted as permitting level-1 ÿll in a small overlap, and this is the reason for the name "pseudo-overlap" for this way of ordering. It is obvious how to generalize this idea for more arbitrary matrices: one compares the new ordering with the standard given one and one includes the possibly additional level-1 ÿll in the preconditioner. The idea can also be easily applied to preconditioners with a higher level ÿll. In [23, 22] it is suggested to increase the pseudo-overlap and to include also higher levels of ÿll that are introduced by the new block-wise ordering. For high dimensional problems and relatively low numbers of processors this leads to almost negligible overhead. It is shown by analysis in [24] and by experiments [23, 22] that the block ordering with pseudo-overlap may lead to parallelizable incomplete decompositions that are almost perfectly scalable if the number of processors p is less than √ n, where n denotes the order of the given linear system (the reported experiments include experiments for 16 processors, for n ≈ 260 000).
Hybrid iterative direct techniques
In the classical incomplete decompositions one ignores ÿll-in right from the start of the decomposition process. However, it might be a good idea to delay this until the matrix becomes too dense. This leads to a hybrid combination of direct and iterative techniques. One of such approaches has been described in [4] ; we will describe it here in some detail.
We ÿrst permute the given matrix of the linear system Ax = b to a doubly bordered block diagonal form:Ã Of course, the parallelism in the eventual method depends on the value of m, and some problems lend themselves more to this than others. Many circuit simulation problems can be rewritten in an e ective way, as a circuit is often composed of components that are only locally coupled to others. We permute the right-hand side b as well tob = P T b, which leads to the system Ax =b (5) withx = Px. The parts ofb andx that correspond to the block ordering, will be denoted byb i andx i . The ÿrst step in the (parallelizable) algorithm will be to eliminate the unknown partsx 0 ; : : : ;x m−1 , which is done by the Algorithm in Fig. 7 .
Note that S in Fig. 7 denotes the Schur complement after the elimination of the blocks 0; 1; : : : ; m − 1. In many relevant situations, direct solution of the reduced system Sx m = y m requires the dominating part of the total computational costs, and this is where we bring in the iterative component of the algorithm.
Suppose that we solve the reduced system Sx m = y m with an iterative method and that after termination we have the approximated solutionx m , with r m = Sx m − y m . When we take this approximated solution for the computation of the x i in Fig. 7 , then this leads to an approximated solutionx for the system Ax = b. Then we have, in exact computation, that
The next step is to construct a preconditioner for the reduced system. This is based on discarding small elements in S. The elements larger than some threshold value deÿne the preconditioner C:
0 elsewhere (7) with a parameter 0 6 t ¡ 1. In the experiments, reported in [4] the value t = 0:02 turned out to be satisfactory, but this may need some experimentation for speciÿc problems.
When we take C as the preconditioner, then we have to solve systems like Cv = w, and this requires decomposition of C. In order to prevent too much ÿll-in, it is suggested to reorder C with a minimum degree ordering. The system Sx m = y m is then solved with, for instance, GMRES with preconditioner C. For the examples described in [4] it turns out that the convergence of GMRES was not very sensitive to the choice of t. The preconditioned iterative solution approach for the reduced system o ers also opportunities for parallelism, although in [4] it is shown that even in serial mode the iterative solution (too su ciently high precision) is often more e cient than direct solution of the reduced system.
Note that, because of (6), it is not necessary to iterate on the complete system. In [4] heuristics are described for the decision on when the switch from direct to iterative should take place. These heuristics are based on mild assumptions on the speed of convergence of GMRES. The paper also reports on a number of experiments for linear systems, not only from circuit simulation, but also for some matrix problems taken from Matrix Market. 1 These experiments indicate that attractive savings in computational costs can be achieved, even in serial computation mode.
Some other approaches
Washio and Hayami [44] employed a domain decomposition approach for a rectangular grid in which one step of SSOR is performed for the interior part of each subdomain. In order to make this domain-decoupled SSOR more like global SSOR, the SSOR iteration matrix for each subdomain is modiÿed. In order to further improve the parallel performance, the inverses in these expressions are approximated by low-order truncated Neumann series. A similar approach is suggested in [44] for a block modiÿed ILU preconditioner. Experimental results have been reported for a 32-processor NEC Cenju distributed memory computer.
Radicati and Robert [31] used an algebraic version of this approach by computing ILU factors within overlapping block diagonals of a given matrix A. When applying the preconditioner to a vector v, the values on the overlapped region are taken as the average of the two values computed by the overlapping ILU factors. The approach of Radicati and Robert has been further reÿned by de Sturler [8] , who studies the e ects of overlap from the point of view of geometric domain decomposition. He introduces artiÿcial mixed boundary conditions on the internal boundaries of the subdomains. In [8, Table 5 .8], experimental results are shown for a decomposition into 20 × 20 slightly overlapping subdomains of a 200 × 400 mesh for a discretized convection-di usion equation (5-point stencil). Using a twisted ILU preconditioning on each subdomain, it is shown that the complete linear system can be solved by GMRES on a 400-processor distributed memory Parsytec system with an e ciency of about 80% (this means that, with this domain adapted preconditioner, the process is about 320 times faster than ILU preconditioned GMRES for the unpartitioned linear system on a single processor). Since twisting leads to more parallelism, one can use bigger blocks (which usually means a better approximation). This helps to explain the good results.
Haase [17] suggests constructing an incomplete Choleski decomposition on each subdomain and modifying the decomposition using information from neighbouring subdomains. His results, for the discretized Poisson equation in 3D, show that an increase in the number of domains scarcely a ects the e ectiveness of the preconditioner. Experimental results for a realistic ÿnite-element model, on a 16-processor Parsytec Xplorer, show very good scalability of the conjugate gradient method with this preconditioner.
Heisse and Jung [18] attempt to improve the e ectiveness of a domain decomposition preconditioner by using a multigrid V-cycle with only one pre-and one post-smoothing step of a parallel variant of Gauss-Seidel type to solve a coarse grid approximation to the problem. With the usual domain decomposition technique, e ects of local changes in a domain that lead to global changes in the solution travel only one layer of neigbouring domains far per iteration. The coarse grid corrections are used to get this globally relevant information quicker to all domains. The combination with conjugate gradients, which is the underlying method used for the local subproblems, leads to good results on a variety of platforms, including a 64-processor.
Concluding remarks
In this contribution we have highlighted some of the Krylov subspace methods that have become accepted as powerful tools for the iterative solution of very large linear systems (say, of the order of millions of unknowns).
Krylov subspace methods and preconditioning have received considerable attention in literature. For a general background we refer to the textbooks published by Golub and Van Loan [14] , Greenbaum [15] , Saad [33] , Axelsson [2] , and Meurant [29] . For practical aspects, as well as descriptions of implementations we refer to the Templates [3] , and for implementation aspects on high-performance computers see [9] . A useful discussion on parallel aspects appeared in [11] .
