Abstract. We consider three mathematically equivalent variants of the conjugate gradient (CG) algorithm and how they perform in finite precision arithmetic. It was shown in [Behavior of slightly perturbed Lanczos and conjugate-gradient recurrences, Lin. Alg. Appl., 113 (1989), pp. 7-63] that under certain coditions, that may be satisfied by a finite precision CG computation, the convergence of that computation is like that of exact CG for a matrix with many eigenvalues distributed throughout tiny intervals about the eigenvalues of the given matrix. We determine to what extent each of these variants satisfies the desired conditions, using a set of test problems, and show that there is significant correlation between how well these conditions are satisfied and how well the finite precision computation converges before reaching its ultimately attainable accuracy. We show that for problems where the interval width makes a significant difference in the behavior of exact CG, the different CG variants behave differently in finite precision arithmetic. For problems where the interval width makes little difference or where the convergence of exact CG is essentially governed by the upper bound based on the square root of the condition number of the matrix, the different CG variants converge similarly in finite precision arithmetic until the ultimate level of accuracy is achieved.
1. Introduction. Several variants of the conjugate gradient algorithm (CG) for solving a symmetric positive definite linear system Ax = b have been proposed to make better use of parallelism; see, e.g., [19, 20, 14, 21, 3, 4, 8] . While all of these algorithms are mathematically equivalent, they behave differently when implemented in finite precision arithmetic. One difference is in the ultimately attainable accuracy of the computed solution. All of these algorithms compute an initial residual r 0 = b − Ax 0 , where x 0 is the initial guess for the solution, and then compute updated "residual" vectors r k , k = 1, 2, . . ., using a recurrence formula. In finite precision arithmetic, however, these updated vectors may differ from the actual residuals b − Ax k , where x k is the approximate solution vector generated at step k. When this difference becomes significant, the norms of the updated vectors may or may not continue to decrease, but the actual residual norm levels off. The level of accuracy of the approximate solution x k when this occurs is studied in [2, 5] .
In this paper, we consider what happens before the actual and updated residual vectors start to deviate significantly. Even during this stage, the different variants may show different convergence patterns on difficult problems. This is a phenomenon that we wish to understand. On simpler problems, where eigenvalues of the coefficient matrix are distributed in a more uniform way, the algorithms may all behave very * University of Washington, Applied Mathematics Dept., Box 353925, Seattle, WA 98195. This work was supported in part by NSF grant DMS-1210886. similarly. This, too, is something that needs a mathematical explanation since this may hold even after agreement with exact arithmetic is lost.
A good deal of work beginning in the 1980's (and in the thesis of Paige [17] dating back to 1971) has been aimed at explaining the behavior of the Lanczos and conjugate gradient algorithms in finite precision arithmetic. See, for example [16, 10, 12, 6] . In a seminal paper [16] , Paige showed that a particular implementation of the Lanczos algorithm had certain nice properties even when implemented in finite precision arithmetic and that those properties could be used to establish results about the eigenvalue/vector approximations generated during a finite precision Lanczos computation. A nice summary of this work can be found in [18] . Later these same properties were used to establish results about the convergence of the conjugate gradient algorithm in finite precision arithmetic. A natural question to ask is: Which of the various proposed implementations satisfy these properties, and do those that do satisfy the properties used in Paige's analysis have better behavior than those that do not? For those that do not, are there other ways to explain their behavior?
In the following subsections we review the properties that have been assumed in order to establish good convergence results for the CG algorithm. As far as we know, these properties have not been rigorously proved even for standard implementations of the CG algorithm; in [10] , for instance, it was simply assumed that these properties hold. We will not rigorously establish such properties in this paper either but will check numerically whether or not they hold for a number of test problems and whether satisfaction of such properties coincides with faster convergence (in terms of number of iterations).
Throughout the paper, A will denote a real symmetric positive definite matrix, although the results are easily extended to complex Hermitian positive definite matrices. The symbol · will denote the 2-norm for vectors and the corresponding spectral norm for matrices.
Finite Precision Lanczos Computations.
In [10] an analogy was established between finite precision Lanczos computations with matrix A and initial vector q 1 and exact Lanczos applied to a larger matrix T whose eigenvalues all lie in tiny intervals about the eigenvalues of A. The initial vectorq 1 associated with T was such that the sum of squares of its components in the directions of eigenvectors of T corresponding to eigenvalues in the interval about an eigenvalue λ i of A was approximately equal to the square of the component of q 1 in the direction of the corresponding eigenvector v i of A. This meant that theorems (that assume exact arithmetic) about the behavior of the Lanczos algorithm applied to such matrices T with such initial vectorŝ q 1 , could be applied to finite precision computations with matrix A and initial vector q 1 . generated by the finite precision computation satisfied
where Q J is the n by J matrix whose columns are q 1 , . . . , q J , T J is a symmetric tridiagonal matrix,
ξ J is the Jth unit vector (0, . . . , 0, 1) T , and F J , which accounts for rounding errors, has columns f j , j = 1, . . . , J, satisfying
where ǫ is a modest multiple of the machine precision. It is further assumed that, because of the choice of the coefficients, α 1 , . . . , α J , β 1 , . . . , β J , the 2-norm of each vector q j is approximately 1, say, q j ∈ [1 − ǫ, 1 + ǫ], and the inner product of successive pairs of vectors is almost 0:
The analysis in [10] applies to any computation that satisfies these assumptions for some ǫ ≪ 1. This analysis relies heavily on the work of Paige [16, 17] , who showed that a good finite precision implementation of the Lanczos algorithm satisfies these assumptions, with explicit bounds on the quantities denoted here as ǫ.
Relation Between CG Residuals and Lanczos
Vectors. The conjugate gradient algorithm for solving a symmetric positive definite linear system Ax = b can be written in the following form, due to Hestenes and Stiefel [13] :
It is well-known that if q 1 = r 0 / r 0 in the Lanczos algorithm, then subsequent Lanczos vectors are just scaled versions of the corresponding CG residuals. To see this from the HSCG algorithm, we first note that the residual vectors r k , k = 0, 1, . . ., satisfy a 3-term recurrence:
If we define normalized residuals by q k+1 := (−1)
, then these vectors satisfy
or,
Finally, noting that b k−1 = r k−1 2 / r k−2 2 , this becomes
Thus, if Q J is the n by J matrix whose columns are q 1 , . . . , q J , then
where β J = r J /(a J−1 r J−1 ) and T J is a symmetric tridiagonal matrix with diagonal entries α j = 1/a j−1 + b j−1 /a j−2 , j = 1, 2, . . . , J, (where terms involving a −1 are taken to be 0) and sub and super diagonal entries β j = r j /(a j−1 r j−1 ), j = 1, . . . , J − 1. It follows that if formula (1.5) can be replaced by something of the form (1.1) when the columns of Q J come from normalizing "residual" vectors r k in a finite precision CG computation, with the computed vectors satisfying properties (1.2) and (1.3) as well, then the analysis of [10] will apply to the finite precision CG computation. We emphasize again, that it will give information about the rate at which the updated residual vectors r k will decrease in norm and thus is of interest only as long as these updated vectors resemble the actual residuals, b − Ax k .
1.3. Implications for Finite Precision CG Implementations. Under these conditions, the analysis in [10] shows that the updated residual vectors converge at the rate predicted by exact arithmetic theory for a symmetric positive definite matrix T whose condition number κ is just slightly larger than that of A:
It shows further that the A-norm of the error in the finite precision computationthat is, the quantity r k , A −1 r k 1/2 -is reduced at about the same rate as the T -norm of the error in exact CG applied to T :
A sharper bound on the quantities in (1.6) and (1.7) can be given in terms of the size of the kth degree minimax polynomial on the union of tiny intervals containing the eigenvalues of T ; if these intervals are [λ i − δ, λ i + δ], then the quantity
is an upper bound for the quantity on the left in (1.7) and κ 1/2 times this value is an upper bound for the left-hand side of (1.6). For some eigenvalue distributions, the size of this minimax polynomial is not much less than that of the Chebyshev polynomial on the entire interval [λ min − δ, λ max + δ], on which the bounds in (1.6) and (1.7) are based, but for other eigenvalue distributions, the difference can be great.
These bounds are independent of the initial residual r 0 . With knowledge of the size of components of r 0 in the directions of each eigenvector of A, the analysis in [10] gives additional insight into the convergence of a finite precision CG computation. It behaves like exact CG applied to a matrix whose eigenvalues lie in tiny intervals about the eigenvalues of A, with an initial residualr 0 satisfying (1.9)
where v i is a normalized eigenvector of A corresponding to eigenvalue λ i ,v i ℓ is a normalized eigenvector of T corresponding to eigenvalue λ i ℓ , and the sum over ℓ is the sum over all eigenvalues of T in the small interval [λ i − δ, λ i + δ]. In some cases, even assuming exact arithmetic where δ = 0, bounds based on the size of the minimax polynomial on the set of eigenvalues are large overestimates for observed convergence rates because, while for any given k, there is an initial residual for which equality will hold at step k [9] , components of that initial residual may differ by hundreds of orders of magnitude; such an initial residual could not even be represented on a machine with standard bounds on exponent size, so whatever the initial residual in the finite precision computation, it is necessarily far from the worst possible one.
In the following sections, we consider three variants of the conjugate gradient algorithm and try to determine which ones satisfy the assumptions necessary for the analysis in [10] in (1.1) lie essentially between the largest and smallest eigenvalues of A), and if it is also assumed that the approximate solution x k generated by the finite precision computation satisfies (1.10)
where β = r 0 and Q k and T k are the matrices generated by the finite precision computation. (In exact arithmetic, this would be an exact formula for x k .) For example, it is shown in [6, Theorem 2.2], using a simple proof with realistic bounds for the roundoff terms, that a bound of the form (1.6) holds.
A more general estimate is given in [15, Theorem 6.2] when the Lanczos algorithm is used to approximate f (A)b for general functions f :
where P k−1 is the set of polynomials of degree at most k − 1, λ min is slightly less than the smallest eigenvalue of A (and assumed to be positive) and λ max is slightly greater than the largest eigenvalue of A, and (for convenience only) a zero initial guess is assumed. If f (z) = 1 z , then this gives a bound on the 2-norm of the error in solving a linear system:
and take 1 − zp k−1 (z) to be the kth degree Chebyshev polynomial on the interval [λ min , λ max ], normalized to have value 1 at the origin, then we obtain the bound
Finally, to relate the 2-norm of the error at step k to the 2-norm of the initial error A −1 b, we can write
2. Some CG Variants Designed to Make Better Use of Parallelism. While matrix-vector multiplication can be parallelized and vectors can be partitioned among different processors in the HSCG algorithm, almost none of the operations in that algorithm can be performed simultaneously. Looking at the algorithm of the previous section, it can be seen that at each iteration, the matrix-vector product Ap k−1 must be started, with at least part of it completed, before computation of the inner product p k−1 , Ap k−1 can begin. This inner product must be completed before the vectors x k and r k can be formed, and r k must be at least partly completed, before computation of the next inner product r k , r k can begin. This inner product must be completed before p k can be formed, and at least part of p k must be completed before the start of the next iteration computing Ap k . It has been observed that waiting for the two inner products to complete can be very costly when using large numbers of processors [1, 5] .
Several mathematically equivalent CG variants have been devised to allow overlapping of inner products with each other and with the matrix-vector multiplication in each iteration of the algorithm. In the following subsections, we consider two of these: one due to Chronopoulos and Gear [3, 4] (CGCG) that allows either overlapping of the two inner products or overlapping of one of these with the matrix-vector product, and a pipelined version due to Ghysels and Vanroose [8] (GVCG) that allows overlapping of both inner products as well as the matrix-vector multiplication.
We give an indication of how closely equation (1.1) might be satisfied by each of these variants, along with the original HSCG algorithm, when rounding errors affect the computation. We do not do a complete rounding error analysis but measure the quantities in (1.2) and (1.3) for a set of test problems and determine if the size of these quantities correlates with the rate of convergence (in terms of number of iterations) before the ultimately attainable accuracy is achieved. All of our experiments are performed on a single processor using standard double precision arithmetic, and we do not consider the timing of the algorithms, only the number of iterations required to reach a given level of accuracy.
HSCG.
When the Hestenes and Stiefel algorithm of the previous section is implemented in finite precision arithmetic, the vectors r k and p k satisfy
where the roundoff terms δ r k and δ p k satisfy
where ξ is a modest multiple of the machine precision, and the constant c depends on the method used for matrix-vector multiplication. If A is an n by n matrix with at most m nonzeros in any row and if the matrix-vector product is computed in the standard way, then c can be taken to be mn 1/2 . We assume that the coefficients a k−1
and b k are computed according to the formulas in the HSCG algorithm, namely,
with any errors in computing these formulas being included in the δ r k and δ p k−1 terms. It follows that
Defining q k+1 := (−1) k r k / r k , we can write
With the formula for b k−1 , this takes a form similar to (1.4):
From (2.1), the last term can be written as
This is the kth column of F J in (1.1), and while we have not proved that it remains below ǫ A , at least it involves only local rounding errors.
CGCG.
Chronopoulos and Gear proposed the following version of the CG algorithm to make better use of parallelism [3] :
Notice that the computation of ν k = r k , r k can be overlapped with that of w k = Ar k . Alternatively, once w k = Ar k has been formed, the two inner products ν k = r k , r k and η k = r k , w k can be computed simultaneously. In exact arithmetic, the additional vector s k is equal to Ap k .
The CGCG algorithm can be written in the form (1.4) in much the same way as the HSCG algorithm. For the finite precision computation, the relevant formulas are:
where the roundoff terms δ r k , δ p k , and δ s k satisfy
Eliminating the s k 's and p k 's, we can obtain a three-term recurrence for r k :
Defining q k+1 := (−1) k r k / r k , and proceeding exactly as was done for HSCG, we obtain equation (2.2), where now the last term is
Again, this involves only local roundoff terms.
2.3. GVCG. This algorithm, developed by Ghysels and Vanroose [8] and also known as pipelined CG, is the most parallel of the three versions of CG that we consider:
Algorithm 3 Ghysels and Vanroose Conjugate Gradient
Note that the computation of both inner products r k , r k and w k , r k required at each iteration can be overlapped with each other and with the matrix vector product, t k = Aw k , as well as with some of the vector operations. In exact arithmetic, the auxiliary vectors satisfy
In finite precision arithmetic, the vectors in the GVCG algorithm satisfy
where the roundoff terms satisfy
When we try to eliminate auxiliary vectors and form a three-term recurrence for r k , we find
It was noted that in exact arithmetic w k−1 = Ar k−1 , so we can write this recurrence in the form
The amount by which the computed vector r k fails to satisfy a three-term recurrence now depends not only on local rounding errors, but also on the amount by which w k−1 differs from Ar k−1 . This will involve rounding errors made at all previous steps.
To see the size of this difference, subtract A times the equation for r k−1 from the equation for w k−1 :
and apply this recursively to obtain (2.6)
To determine the size of the difference between u j and As j , subtract A times the equation for s j from that for u j and apply recursively to find
Finally, noting that b ℓ = r ℓ 2 / r ℓ−1 2 , one can replace the above products to obtain
Substituting this expression into (2.6) and (2.6) into (2.5), we see the amount by which r k may fail to satisfy the three-term recurrence that it satisfied in the other algorithms to within local roundoff errors. This suggests that the matrix F J in (1.1) may be significantly larger for this algorithm than for the others.
3. Some Test Problems. The following problem -bcsstk03 from the BC-SSTRUC1 (BCS Structural Engineering Matrices) in the Harwell-Boeing collection [7] -was studied in [2] . It is a 112 × 112 matrix with condition number 6.8e + 6. For convenience, we normalized the matrix so that the matrix we used had norm 1. In exact arithmetic, the CG algorithm would obtain the exact solution in 112 steps. Results of running HSCG, CGCG, and GVCG are plotted in Figure 1 . We set a random solution vector x and computed b = Ax, and we used a zero initial guess x 0 . Computations were carried out in MATLAB, using standard double precision arithmetic.
The figure shows the A-norm of the error at each step k, A
divided by the A-norm of the initial error. Also shown is the upper bound (1.7), which is a large overestimate for all variants. Note that the different variants of CG not only reach different levels of accuracy, but even before the ultimate accuracy level is reached, they converge at different rates. The fastest (in terms of number of iterations) is HSCG, followed by CGCG, with GVCG requiring the most iterations. The situation is different, however, for other matrices in this collection, which might be considered more realistic in terms of the size of problems that would likely be solved with CG. Figure 2 shows the convergence of HSCG, CGCG, and GVCG for six other test matrices. Here each matrix was prescaled by its diagonal (to avoid possibly different rounding errors in preconditioned variants using the diagonal as a preconditioner), and the value κ printed on each plot is the condition number of the prescaled matrix. Again, we set a random solution vector and a zero initial guess.
While there is still some difference in the attainable level of accuracy for the different variants, until this level is reached, all methods converge at essentially the same rate.
The bound (1.7) is shown as well, and while this provides a good estimate of the actual convergence rate for some of the problems, it is a large overestimate for others. , and GVCG (dash-dot) on matrices from the BCS Structural Engineering Section of the Harwell-Boeing collection [7] . The top solid line is the bound (1.7).
For several of these problems, we computed (3.1)
to determine if (1.10) holds. In all cases ǫ 3 was tiny, indicating that all variants are accurately solving the tridiagonal system. The difference must be in the tridiagonal matrices that they are producing. For several of the problems, the final tridiagonal matrix produced in the GVCG computation was indefinite, with at least one negative eigenvalue. In that case, none of the analysis applies. For other problems, the final tridiagonal matrix produced by GVCG was positive definite but had larger condition number than the coefficient matrix A. The condition numbers of the final tridiagonal matrices produced in the HSCG and CGCG computations were essentially equal to that of A. Note, however, that these computations were run past the point where the true and updated residual vectors started to differ significantly, and the tridiagonal matrices produced before this point in the GVCG algorithm were positive definite.
We also computed the quantities (3.2)
to see if conditions (1.2) and (1.3) hold. In all cases ǫ 2 was tiny, that is, a modest multiple of the machine precision. The same was true for ǫ 1 in the HSCG and CGCG computations, but not in GVCG. This might be expected based on arguments in the previous section. We observed that for most steps before the ultimate level of accuracy was reached, the value of ǫ 1 in GVCG was less than about 1.0e − 7. We reasoned that for these steps, while the HSCG and CGCG computations behaved like exact CG for a problem with eigenvalues throughout tiny intervals about the eigenvalues of A, the GVCG computation might behave like exact CG for a problem with eigenvalues throughout small, but not as small, intervals about the eigenvalues of A. If the interval size made a significant difference in the convergence of exact CG, then one would expect slower convergence from GVCG (as seen with bcsstk03), while if the interval size made little difference in the convergence of exact CG, then one would expect all three variants to converge at about the same rate (as seen with the other bcsstk problems).
To test this hypothesis, we computed the eigenvalues of several of the matrices:
bcsstk03, bcsstk14, bcsstk15, bcsstk16, and bcsstk27. For each, we formed a larger (diagonal) matrixÂ with 11 eigenvalues distributed about each eigenvalue of the given matrix, in intervals of width 1.0e − 14 or 1.0e − 7. We wished to determine if the convergence of exact CG was significantly affected by this interval size, so we used multiple precision arithmetic and full reorthogonalization of the CG residuals to emulate exact arithmetic. We used the same random solution vector for both interval sizes, and a zero initial guess was used. The results are shown in Figure 3 . Note that the interval width makes a large difference in the convergence of exact CG for the matrixÂ associated with the bcsstk03 matrix, and the different CG variants behaved very differently in finite precision arithmetic. For the other problems, the interval width makes little difference in the convergence of exact CG for the matrix A, and all CG variants behaved similarly in finite precision arithmetic (at least, over the steps shown in Figure 3 ).
A Model Problem.
To gain a better understanding of the analogy between finite precision implementations of these CG variants and exact CG for a matrix with eigenvalues in small intervals about the eigenvalues of A, we consider a small model problem from [12] . Taking n = 48 and ρ = 0.8, we formed a matrix with the following eigenvalues:
Note that the eigenvalues are tightly clustered at the lower end of the spectrum. We chose random orthonormal eigenvectors, a random solution vector, and a zero initial guess for the solution. Results of running the HSCG, CGCG, and GVCG algorithms are plotted in Figure 4 . Also plotted is the upper bound (1.7) using κ = 1000 and the quantity (1.8) using δ = 1.0e − 14 and using δ = 1.0e − 7. The minimax polynomial on the union of intervals was computed using the Remez algorithm. Note that for this problem, the interval size makes a significant difference in the size of the minimax polynomial on the union of intervals. Although the exact solution would be obtained after 48 steps using exact arithmetic, all of the finite precision implementations required about 100 iterations to achieve their best level of accuracy. Note, however, that while the convergence curves for HSCG and CGCG are very similar before this point, that of GVCG is significantly worse. Again we looked at the quantities ǫ 3 in (3.1) and ǫ 1 , ǫ 2 in (3.2) and found that all were moderate multiples of the machine precision except ǫ 1 in GVCG, which was 7.5e − 5. Note that the finite precision GVCG computation cannot be equivalent to exact CG for a matrix with eigenvalues in intervals of width 1.0e − 14 about the eigenvalues of A since the GVCG convergence curve goes above the upper bound (1.8) which holds for exact CG for all such matrices. The GVCG convergence curve does, however, remain below the upper bound for exact CG applied to matrices with eigenvalues in intervals of width 1.0e − 7 about the eigenvalues of A.
As noted earlier, the paper [10] described a procedure for finding a matrix T , with eigenvalues in small intervals about the eigenvalues of A, for which the T -norm of the error in exact CG applied to T , with initial residual a multiple of the first unit vector, would match the A-norm of the error in a given finite precision computation, provided ǫ 1 and ǫ 2 for that finite precision computation were "small". This procedure is described more fully in the Appendix of this paper. The idea was to extend the tridiagonal matrix T J generated by the finite precision computation by forming new Lanczos vectors, orthogonalizing future vectors against each other and against the unconverged Ritz vectors from the finite precision computation. Using this procedure, with multiple precision arithmetic (vpa in MATLAB), we constructed such matrices T to match the convergence of the finite precision implementations of HSCG and CGCG over 100 steps. Figure 5 shows a histogram of the eigenvalue approximations generated after 100 steps of the finite precision HSCG implementation (that is, the eigenvalues of the tridiagonal matrix T 100 associated with the HSCG computation) in the top plot and a histogram of the eigenvalues of an equivalent exact arithmetic matrix T (that is, one for which exact CG would converge at the same rate as the finite precision HSCG computation over the first 100 steps) in the bottom plot. For the histograms, we chose bins of width 1.0e − 8 about each eigenvalue of A and bins to represent values in between. Thus, if there were any eigenvalues less than λ 1 − 1.0e − 8, then they contributed to bin 1, eigenvalues between λ 1 − 1.0e − 8 and λ 1 + 1.0e − 8 were counted in bin 2, those between λ 1 + 1.0e − 8 and λ 2 − 1.0e − 8 were counted in bin 3, etc.
Note that all of the eigenvalues of T fell into even-numbered bins, meaning that they were within 1.0e − 8 of an eigenvalue of A. In fact, they were actually much closer -the greatest distance from an eigenvalue of T to the nearest eigenvalue of A was 2.1e − 15. Figure 6 shows the same pair of histograms for the eigenvalue approximations generated after 100 steps of the finite precision CGCG implementation and for the eigenvalues of a matrix T for which exact CG applied to T would generate the same results at steps 1 through 100 as the finite precision CGCG implementation. The width of the even bins was again 2.0e − 8, and not only did all eigenvalues of the extended matrix T land in the even bins, but they were actually all within 7.2e − 15 of an eigenvalue of A.
For confirmation, Figure 7 shows the convergence of "exact" CG applied to the matrices T associated with HSCG and with CGCG, with initial residual ξ 1 . Again, exact arithmetic was simulated by using very high precision arithmetic and reorthog- Eigenvalue approximations generated by 100 steps of the HSCG algorithm in finite precision arithmetic (top plot) and eigenvalues of a matrix T for which exact CG applied to T with initial residual a multiple of ξ 1 generates the same results (at steps 1 through 100) as the finite precision computation. Bin 2j contains eigenvalues within 1.0e − 8 of λ j and odd-numbered bins count the eigenvalues that fall outside the even bins. The situation with GVCG is somewhat different. The top plot in Figure 8 shows the eigenvalue approximations generated after 100 steps of a finite precision GVCG implementation. Now many eigenvalues are in odd-numbered bins, meaning that they are a distance greater than 1.0e − 8 from any eigenvalue of A, and some of these odd-numbered bins contain more than one eigenvalue. It follows from the interlacing of roots of orthogonal polynomials that all extensions of T J will have at least one eigenvalue between each pair of eigenvalues of T J , so that if an odd-numbered bin contains two or more eigenvalues of T J , then any extended matrix T must have one or more eigenvalues in this bin. In fact, from the interlacing property it can be determined that all extensions of T J will have an eigenvalue at least 4.3e − 6 away from any eigenvalue of A, because T J has a pair of eigenvalues in an odd-numbered bin that are each at least this distance from any eigenvalue of A.
Recall that for GVCG, ǫ 1 in (3.2) was 7.5e − 5. The analysis in [10] assumes that this quantity is "small", but even if it is not so small, the procedure for extending T J can be followed; however, the eigenvalues of T may not be so close to those of A. In this case, we found an extended matrix T whose eigenvalues were all within 2.4e − 5 of eigenvalues of A. These are pictured in the bottom plot of Figure 8 . The matrix T also had an eigenvalue, 9.8e − 4, that was smaller than the smallest eigenvalue of A; i.e., 0.001. This meant that the condition number of T was 1020.6 instead of 1000.
Nevertheless, it can be seen in Figure 9 that the A-norm of the error in the finite precision computation matches the T -norm of the error in the equivalent exact CG 4.1. Residual Replacement. In [5] , it is suggested that when r k and the true residual b − Ax k start to differ significantly, one might replace the updated vector r k with the actual residual. A caveat is given, however, that once the columns of Q k become linearly dependent, this may actually hurt convergence. In this test problem, the columns of Q k quickly become linearly dependent and while residual replacement is of some help in improving the ultimately attainable accuracy, it does not significantly improve the convergence before this point.
Summary and Open Problems.
There are many open questions concerning both the convergence rate and the ultimately attainable accuracy of finite precision implementations of different variants of the CG algorithm. In this paper, we have studied experimentally which variants maintain small values for ǫ 1 , ǫ 2 , and ǫ 3 in (3.2) and (3.1). For these variants, Paige's analysis [16, 17] and subsequent analysis dating back to the 1980's [6, 10, 15] can be applied. However, it has not been proved that any of the variants considered here maintains these quantities near the machine precision.
This analysis suggests a possible explanation for the fact that the GVCG algorithm requires significantly more iterations than HSCG or CGCG on some problems but not on others. Since ǫ 1 is significantly larger for GVCG (but still fairly small throughout most of the computation), when the finite precision computation is identified with exact CG for a matrix with eigenvalues in small intervals about the eigenvalues of A, the size of the intervals will be larger for GVCG. If this interval size makes a significant difference in the behavior of exact CG, then one would expect GVCG to require more iterations than the other variants, while if the interval size (say, 1.0e − 14 or 1.0e − 7 times the norm of A) makes little difference in the convergence rate of exact CG, then all three variants should converge similarly, until the ultimate level of accuracy is achieved or until ǫ 1 in GVCG becomes even larger.
If a CG implementation does not keep ǫ 1 , ǫ 2 , ǫ 3 small, does that mean that it will perform poorly? If so, then this can serve as a guide in deriving new variants: Try to find more parallelism or other desirable properties while maintaining small values for ǫ 1 , ǫ 2 , ǫ 3 . All we really know, however, is that if these quantities are not small, then the earlier analysis does not apply. Is there a different type of analysis that might be used in that case?
The CG/Lanczos algorithm is unusual in that it is well-known that finite precision implementations may behave very differently from their exact arithmetic counterparts; in a sense, the algorithm is unstable. Yet it is widely used and often very effective. This means, however, that any change to an existing implementation may alter the properties that make it converge well in finite precision arithmetic. The better our understanding of this, the more likely we will be able to devise new variants that have desired properties without destroying what makes the algorithm work in practice.
Appendix: Software. The MATLAB codes used to produce plots in this paper can be found at https://github.com/HexuanLiu/Conjugate_gradient.
The most intersting of these is extendT.m, which takes as input a symmetric positive definite matrix A, a symmetric tridiagonal matrix T J and a set of unit vectors q 1 , . . . , q J stored as columns of a matrix Q J (such as those returned by HSCG.m, CGCG.m, or GVCG.m), and the number of digits ndigits to use with MATLAB's variable precision arithmetic package. It returns a multiprecision symmetric tridiagonal matrix T_vpa that is an extension of T J whose eigenvalues are, hopefully, all close to eigenvalues of A. It also returns a multiprecision array Q_vpa whose columns each have norm 1 and such that A * Q_vpa is approximately equal to Q_vpa * T_vpa.
It uses the procedure outlined in [10] to construct T_vpa and Q_vpa. This procedure is described below.
Assume that the input variables satisfy We will say that a Ritz vector y i corresponding to a well-separated Ritz value is converged if β J |S J,i | ≤ (conv_tol) A , where, initially, conv_tol is taken to be the square root of the machine precision; otherwise, it is unconverged. We will say that a cluster vector y C is converged if β J w C ≤ (conv_tol) A and unconverged otherwise. LetŶ m have m columns consisting of the unconverged Ritz vectors and the unconverged cluster vectors.
Assuming that ǫ 1 and ǫ 2 are on the order of machine precision, it is argued in [10] that the columns ofŶ m should be almost orthonormal, q J+1 should be almost orthogonal to the columns ofŶ m , and q J should be almost equal to a linear combination of these columns. Since not all CG variants maintain ǫ 1 and ǫ 2 at the level of machine precision, information is printed out to show how closely these properties are satisfied, and the user is given an opportunity to adjust cluster_width and conv_tol to better satisfy these properties. For the GVCG computation, we achieved the best results by choosing cluster_width and conv_tol to be 1.0e − 4.
Once the columns ofŶ m are determined, the rest of the code is straightforward.
The next Lanczos vector q J+1 is modified (slightly) to be exactly (that is, to ndigits precision) orthogonal to the columns ofŶ m . Successive vectors satisfy the usual 3-term Lanczos recurrence, with the coefficients being used to extend T J , but the recurrence is perturbed to make the new vectors exactly orthogonal to each other and to the columns ofŶ m . This means that the algorithm will terminate with q J+n−m equal to 0 and with a matrix T_vpa of size J + n − m whose eigenvalues should all be close to eigenvalues of A.
The driver code, modelmagic.m, runs either HSCG, CGCG, or GVCG and then calls extendT to extend the tridiagonal matrix to one whose eigenvalues are close to eigenvalues of A. It then runs cg_vpa, a variable precision CG code using full reorthogonalization, with the matrix T_vpa and right-hand side equal to the first unit vector. From the figures, it is seen that the T_vpa-norm of the error at each step of the multiprecision CG calculation well-matches the A-norm of the error (or, more precisely, the quantity r k , A −1 r k ) in the original HSCG, CGCG, or GVCG computation. We were actually surprised at how very close this agreement was! Arguments in [10] suggest an approximate match, but the agreement is much closer than arguments in that paper would suggest. The reason for this remains a topic for further research.
