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ON n-SCRAMBLED TUPLES AND DISTRIBUTIONAL CHAOS IN A
SEQUENCE
JIAN LI AND PIOTR OPROCHA
ABSTRACT. The main aim of the present paper is to study relations between n-scrambled
tuples and their attraction-adherence properties with respect to various sequences of in-
tegers. This extends previous research on relations between chaos in the sense of Li and
Yorke and distributional chaos with respect to a given sequence. Moreover, we construct
a system which is n-distributionally chaotic but not (n+ 1)-chaotic.
1. INTRODUCTION
One of the most known definitions of chaos expressed in terms of dynamics of pairs
emerged from the paper by Li and Yorke [10] more than 35 years ago. However, it is
not the only definition of this kind by far. For example, Schweizer and Smı´tal proposed
in [16] to extend Li and Yorke approach by measuring lower and upper densities of the
rate of proximality of pairs. Other authors realized that some dynamical systems can
be distinguished by looking on dynamics of tuples, e.g. uniformly positive entropy of
order n [6] and n-scrambled tuples [21]. In particular, interval maps with zero topological
entropy can have scrambled pairs, but never contain scrambled triples [8]. It can also be
proved, that while there are many maps chaotic in the sense of Li and Yorke which are not
distributionally chaotic, there always exists a sequence along which calculated lower and
upper densities behave as in the definition of distributional chaos (see [14] or [9]). Note
that such a situation is quite natural in dynamics (e.g. compare the definition of entropy
and sequence entropy).
In this paper we combine two above mentioned approaches, that is n-scrambled tuples
and densities of proximality, and follow the ideas from [19], expressing chaos in terms
of attaching and adherence of points defined with respect to Furstenberg families. The
paper is organized as follows. In Section 2, we introduce main concepts, terminology
and notation. In Section 3, some basic properties of the attraction and adherence of sets
via Furstenberg families are discussed. In Section 4, we investigate scrambled tuples
and n-chaos via Furstenberg families. We also provide a general condition for proving
n-distributional chaos in a sequence. In Section 5, we investigate uniformly chaos and
show that every uniformly chaotic set is n-distributionally chaotic in some sequence for
every n ≥ 2. In Section 6, we restrict our considerations to interval maps. For interval
maps with topological entropy zero we provide a class of sequences that may never lead
to distributional chaos. Finally, we construct an example showing that existence of an
uncountable distributionally n-scrambled set may be not enough for an uncountable (n+
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1)-scrambled set to exist (however, our example still contains some (n+ 1)-scrambled
tuples).
2. PRELIMINARIES
Denote by N the set of all positive integers, and put N0 = N∪{0}. We will denote by
B the set of all infinite subsets of N. Since every infinite strictly increasing sequence in N
uniquely defines a set Q ∈B and vice-versa, we will not distinguish between sequences
and sets in B.
Recall that a closed Hausdorff space is perfect if it has no isolated points, and a Cantor
space if it is a non-empty, compact, totally disconnected, perfect metrizable space. We
say that a subset in a Hausdorff space is a Cantor set if it is a Cantor space with respect
to the relative topology, and a Mycielski set if it can be presented as a countable union of
Cantor sets.
Throughout this paper the pair (X , f ) always denotes a (topological) dynamical system
(or TDS for short), where X is a non-empty compact metric space endowed with a metric
d and f is a continuous map from X into itself. A non-empty closed invariant subset
Y ⊂ X defines naturally a subsystem (Y, f ) of (X , f ).
For n ≥ 2, we denote by (Xn, f (n)) the n-fold product system (X ×X ×·· ·×X , f × f ×
·· ·× f ), we put ∆n = {(x,x, . . . ,x) ∈ Xn : x ∈ X} and ∆(n) = {(x1,x2, . . . ,xn) ∈ Xn : xi =
x j for some i 6= j}. For δ > 0, put [A]δ = {x ∈ X : infy∈A d(x,y)< δ}.
For (X , f ) and n ≥ 1, we define the set of recurrent n-tuples and proximal n-tuples, by
respectively,
Recn( f ) = {(x1, . . . ,xn) : ∀ε > 0, ∃k ∈ N, s.t. d( f k(xi),xi)< ε,∀i}
Proxn( f ) = {(x1, . . . ,xn) : ∀ε > 0, ∃k ∈ N, s.t. d( f k(xi), f k(x j))< ε,∀i, j}.
For simplicity of notation, we write Rec( f ) = Rec1( f ) and Prox( f ) = Prox2( f ). Clearly
Rec( f (n)) = Recn( f ) and both sets Recn( f ) and Proxn( f ) are Gδ subsets of Xn.
Recall that a system (X , f ) is (topologically) transitive if for every two non-empty
open subsets U and V of X there exists an integer n > 0 such that U ∩ f−n(V ) 6= /0;
(topologically) weakly mixing if f × f is transitive; (topologically) exact if for every non-
empty open subset U of X there exists an integer n > 0 such that f n(U) = X .
By ω(x, f ) we denote the ω-limit set of x, that is the set of limits points of the positive
orbit of x, Orb+(x, f ) = {x, f (x), f 2(x), . . .} treated as a sequence. A point x ∈ X is called
a transitive point if ω(x, f ) = X . It is easy to see that if (X , f ) is transitive, then the set of
all transitive points, denoted by Tran( f ), is a dense Gδ subset of X .
In [10], Li and Yorke initiated a study of dynamics of pairs as a tool in the description
of the complexity of a dynamical system. This definition can be extended in a natural way
to n-tuples, e.g. as done by Xiong in [21]. Let us recall this definition here:
Definition 2.1. Let (X , f ) be a TDS, fix an integer n ≥ 2 and δ > 0. We say that a tuple
(x1,x2, . . . ,xn) ∈ Xn is n-δ -scrambled if
liminf
k→∞
max
1≤i< j≤n
d
(
f k(xi), f k(x j)
)
= 0
and
limsup
k→∞
min
1≤i< j≤n
d
(
f k(xi), f k(x j)
)
> δ .
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Definition 2.2. Given an integer n≥ 2 and δ > 0, a subset C of X is called n-δ -scrambled
if every tuple (x1,x2, . . . ,xn) ∈Cn \∆(n) is n-δ -scrambled.
If the above condition holds only with δ = 0, then we say that C is n-scrambled. We
say that a dynamical system (X , f ) is Li-Yorke n-chaotic (resp. Li-Yorke δ -n-chaotic), if
there exists an uncountable n-scrambled set (resp. δ -n-scrambled set).
It is proved in [21] that if a non-periodic transitive system has a fixed point then it is
Li-Yorke n-chaotic for every n ≥ 2. Recently, it was proved in [8] that every zero entropy
Li-Yorke 2-chaotic interval map does not contain any 3-scrambled tuple.
In [16], Schweizer and Smı´tal extended the approach of Li and Yorke, introducing
another kind of chaos, which is presently called distributional chaos. In a natural the
definition of Schweizer and Smı´tal can be extended from pairs to tuples. In this definition
we can also calculate density functions over subsequences of iterates instead of N (e.g.
see [20]). Let us state these extended definitions in a more formal way.
Let (X , f ) be a TDS and let Q = {qk}∞k=1 ∈B. For x1,x2, . . . ,xn ∈ X , t > 0 and n ≥ 2,
put
Φ(x1,x2,...,xn)(t|Q) = liminfm→∞
1
m
#
{
1 ≤ k ≤ m : min
1≤i< j≤n
d
( f qk(xi), f qk(x j))< t
}
and
Φ∗(x1,x2,...,xn)(t|Q) = limsup
m→∞
1
m
#
{
1 ≤ k ≤ m : max
1≤i< j≤n
d
( f qk(xi), f qk(x j))< t
}
.
Definition 2.3. Let (X , f ) be a TDS and Q ∈B. A tuple (x1,x2, . . . ,xn) ∈ Xn is distribu-
tionally n-δ -scrambled in the sequence Q if
(1) Φ∗(x1,x2,...,xn)(t|Q) = 1 for every t > 0, and
(2) Φ(x1,x2,...,xn)(δ |Q) = 0.
A subset D of X is called distributionally n-δ -scrambled in the sequence Q if every
tuple (x1,x2, . . . ,xn) ∈ Dn \∆(n) is distributionally n-δ -scrambled in the sequence Q. The
system (X , f ) is called distributionally n-δ -chaotic in the sequence Q if there exists an
uncountable distributionally n-scrambled set in the sequence Q.
Similarly, we can define distributionally n-scrambled sets in the sequence Q and distri-
butionally n-chaotic systems in the sequence Q.
When Q=N, for simplicity we omit Q in the above notation, i.e. we write Φ(x1,x2,...,xn)(t)
instead of Φ(x1,x2,...,xn)(t|N), distributionally n-scrambled instead of distributionally n-
scrambled in the sequence N, etc.
3. ATTRACTION, ADHERENCE AND RELATIVE DENSITIES OF SETS
Recently many relations between Furstenberg families and properties of dynamical
systems were obtained by various authors, e.g. see [1, 14, 19] and [22]. Recall that a
Furstenberg family (or simply a family) F is a collection of subsets of N which is up-
wards hereditary, that is
F1 ∈F and F1 ⊂ F2 =⇒ F2 ∈F .
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In this section, we consider the attraction and adherence of sets via families defined by
relative density.
Let Q = {qk}∞k=1 ∈ B and P ⊂ N. The upper density of P with respect to Q is defined
by
d(P | Q) = limsup
m→∞
#(P∩{q1, · · · ,qm})
m
,
where as usual #(A) denotes the cardinality of a set A. For every a ∈ [0,1], we define
M Q(a) =
{
P ⊂ N : P∩Q is infinite and d(P | Q)≥ a}.
Clearly, M Q(a) is a Furstenberg family.
The following lemma comes from [4] where its utility to dynamical systems was first
presented. The paper [4] is hardly available, but the careful reader should be able to prove
this lemma by himself.
Lemma 3.1. Let {Si}∞i=1 be a sequence in B. Then there exists Q ∈ B such that d(Si |
Q) = 1 for every i = 1,2, . . ..
Let (X , f ) be a TDS, x ∈ X and A be a subset of X and let F be a family. We denote
N(x,A) = {n ∈ N : f n(x) ∈ A} and say that a point x ∈ X is:
(1) an F -attaching point of A if N(x,A) ∈F ,
(2) an F -adherent point of A if for every ε > 0, x is an F -attaching point of the set
[A]δ .
(3) an F -δ -escaping point of A if x is an F -attaching point of the set X \ [A]δ .
Denote by M Q(a,A) the set of M Q(a)-attaching points of A. If we want to emphasize
that the map f is acting on X , we use the notation M Q(a,A, f ).
The following Lemma extends Theorem 3.2 of [22].
Lemma 3.2. Let (X , f ) be a TDS, Q ∈ B and a ∈ [0,1] and let A be a non-empty open
subset of X. Then M Q(a,A) is a Gδ subset of X.
Proof. Let Q = {qk}∞k=1. For m ∈ N, put
gm : X → [0,1], x 7→
#({1 ≤ k ≤ m : f qk(x) ∈ A})
m
and
g : X → [0,1], x 7→ d(N(x,A) | Q).
Clearly, g(x) = limsupm→∞ gm(x). Since A is open, it is easy to see that each gm is con-
tinuous, then g is lower semi-continuous. By the definition of semi-continuity, we have
{x ∈ X : g(x)> a−1/r} is open for every r ∈ N and therefore
M Q(a,A) =
{
x ∈ X : g(x)≥ a
}
=
∞⋂
r=1
{
x ∈ X : g(x)> a−
1
r
}
is a Gδ subset of X . 
By the definition of adherence and the above lemma, we have
Corollary 3.3. Let (X , f ) be a TDS, Q ∈ B, a ∈ [0,1] and δ > 0. Suppose that A is a
subset of X. Then
(1) the set of M Q(a)-adherent points of A is a Gδ subset of X.
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(2) the set of M Q(a)-δ -escaping points of A is a Gδ subset of X.
Recall that the floor and ceiling functions on real numbers are defined as, respectively,
⌊x⌋= max{m ∈ Z | m ≤ x} and ⌈x⌉= min{n ∈ Z | n ≥ x}.
For every r ∈ N, define
ϕr : N→ N0, n 7→
⌊n
r
⌋
and φr : N→ N, n 7→
⌈n
r
⌉
.
Observe that both functions ϕr and φr are r-to-1.
Lemma 3.4. Let Q ∈ B, δ > 0 and r ∈ N and assume that A is an f -invariant closed
subset of X.
(1) Let P = φr(Q). If x is an M Q(a)-adherent point of A for f , then x is also an M P(a)-
adherent point of A for f r.
(2) Let P = ϕ−1r (Q). If x is an M Q(a)-adherent point of A for f r, then x is also an
M P(a)-adherent point of A for f .
(3) Let P = ϕr(Q). If x ∈ M Q(a,X \ [A]δ , f ), then there exists δ ′ = δ ′( f ,δ ,A)> 0 such
that x ∈M P(a,X \ [A]δ ′, f r).
(4) Let P = φ−1r (Q). If x ∈ M Q(a,X \ [A]δ , f r), then there exists δ ′ = δ ′( f ,δ ,A) > 0
such that x ∈M P(a,X \ [A]δ ′, f ).
Proof. Let Q= {qk}∞k=1. For every ε > 0, by the continuity of f and the compactness of X ,
there exists ε ′ > 0 such that if d(y,A)< ε ′ then d( f i(y),A)< ε for i = 0,1, . . . ,r−1. As a
consequence, if we put δ = 2ε and δ ′ = ε ′/2 then d( f m−i(y),A)> δ ′ for i= 0,1, . . . ,r−1
provided that d( f m(y),A)> δ and m ≥ r.
First we prove (1). Note that if f n(x) ∈ [A]ε ′ then f n(x), f n+1(x), . . . , f n+r−1(x) ∈ [A]ε ,
therefore if n ∈ N(x, [A]ε ′, f ) then φr(n) ∈ N(x, [A]ε , f r).
Let P = φr(Q) and arrange P as {pk}∞k=1. Since φ is r-to-1, we have
#
(
N(x, [A]ε ′, f )∩{q1, . . . ,qk}
)
≤ r#
(
N(x, [A]ε , f r)∩{p1, . . . , pφr(k)}
)
and thus d(N(x, [A]ε ′, f )|Q)≤ d(N(x, [A]ε , f r)|P).
If x is an M Q(a)-adherent point of A for f , that is for every ε ′> 0, d(N(x, [A]ε ′, f )|Q)≥
a, then for every ε > 0 we have d(N(x, [A]ε , f r)|P) ≥ a. This shows that x is also an
M P(a)-adherent point of A for f r.
For the proof of (2) observe that if n ∈ N(x, [A]ε ′, f r), then ϕr−1(n)⊂ N(x, [A]ε , f ). Let
P = ϕr−1(Q) and arrange P as {pk}∞k=1. Since ϕ is r-to-1, we have
r#
(
N(x, [A]ε ′, f r)∩{q1, . . . ,qk}
)
≤ #
(
N(x, [A]ε , f )∩{p1, . . . , prk}
)
.
Hence d(N(x, [A]ε ′, f r)|Q)≤ d(N(x, [A]ε , f )|P). Now (2) follows by the same arguments
as (1).
Proofs of (3) and (4) have analogous proofs to (1) and (2), thus we leave them to the
reader. 
4. SCRAMBLED TUPLES AND n-SCRAMBLED SETS
In this section, following the ideas contained in [19], we will use the notions of adher-
ence and escaping to define scrambled tuples.
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Definition 4.1. Let (X , f ) be a TDS, F1 and F2 be two families, δ > 0 and n ≥ 2. We
say that a tuple (x1,x2, . . . ,xn) ∈ Xn is (F1,F2)-n-δ -scrambled if (x1,x2, . . . ,xn) is an
F1-adherent point of ∆n and an F2-δ -escaping point of ∆(n).
A subset C of X is called (F1,F2)-n-δ -scrambled if every tuple (x1,x2, . . . ,xn) ∈Cn \
∆(n) is (F1,F2)-δ -n-scrambled for some δ > 0.
The system (X , f ) is called (F1,F2)-δ -n-chaotic if there exists an uncountable (F1,F2)-
δ -n-scrambled set.
Similarly, we can define (F1,F2)-n-scrambled sets and (F1,F2)-n-chaotic systems.
The following fact is almost immediate consequence of the definitions.
Proposition 4.2. A tuple (x1,x2, . . . ,xn) ∈ Xn is n-scrambled (resp. distributionally n-
scrambled in a sequence Q) if and only if it is (M (0),M (0))-n-scrambled (resp. (M Q(1),M Q(1))-
n-scrambled).
For convenience we restate here a version of Mycielski’s theorem ([12, Theorem 1])
which we shall use.
Theorem 4.3 (Mycielski Theorem). Let X be a complete second countable metric space
without isolated points. If R is a dense Gδ subset of Xn, then there exists a dense Mycielski
set K ⊂ X such that Kn \∆(n) ⊂ R.
It is still an open problem whether a Cantor scrambled set can be selected when an
uncountable scrambled set exists in the system. The positive answer is only known in the
case of δ -scrambled sets (e.g. see [3]). However in many cases when it is possible to
construct an uncountable scrambled set, there also exists a function measuring separation
of scrambled pairs. In most of these cases Cantor scrambled set can also be constructed.
This observation is the main motivation behind the next theorem.
Theorem 4.4. Let (X , f ) be a TDS and D be an infinite subset of X such that its closure
Y = D has no isolated points and Dn ⊂ Proxn( f ). Assume that there is a continuous
function η : Y n → [0,∞) with η(Y n \∆(n)) ⊂ (0,∞), and a dense subset C of Y n \∆(n)
such that for any n-tuple (x1, . . . ,xn) ∈C we have
limsup
m→∞
min
1≤i< j≤n
( f m(xi), f m(x j))> η(x1, . . . ,xn).
Then there exists Q ∈B and a dense Mycielski (M Q(1),M Q(1))-n-scrambled subset K
of Y . Moreover, each tuple (x1, . . . ,xn) ∈ Kn \∆(n) is an M Q(1)-δ -escaping point of ∆(n),
where δ = 12η(x1, . . . ,xn).
Proof. Since X is separable, without loss of generality, taking subsets if necessary, we
may assume that both C and D are countable, while still D = Y and C = Y n. For every
(x1, . . . ,xn) ∈C, there exists S(x1,...,xn) = {S(x1,...,xn)(k)}
∞
k=1 ∈B such that
lim
k→∞
min
1≤i< j≤n
d( f S(x1,...,xn)(k)(xi), f S(x1,...,xn)(k)(x j))> η(x1, . . . ,xn).
Similarly, for every (y1, . . . ,yn)∈Dn, there exists P(y1,...,yn) = {P(y1,...,yn)(k)}
∞
k=1 ∈B such
that
lim
k→∞
max
1≤i< j≤n
d( f P(y1,...,yn)(k)(yi), f P(y1,...,yn)(k)(y j)) = 0.
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Then by Lemma 3.1 we can find Q = {qk}∞k=1 ∈B such that
d(P(y1,...,yn)|Q) = d(S(x1,...,xn)|Q) = 1
for every (y1, . . . ,yn) ∈ Dn and (x1, . . . ,xn) ∈C.
For every m ∈ N, define
Am =
{
(x1, . . . ,xn) ∈ Y n : #
({
1 ≤ k ≤ N : min
1≤i< j≤n
d( f qk(xi), f qk(x j))
> η(x1, . . . ,xn)+
1
M
})
≥ N
(
1− 1
m
)
for some N,M ≥ m
}
.
Observe that by the continuity of f and η each Am is open in Y n. By the choice of Q, we
have C ⊂ Am and thus Am is open and dense in Y n. Therefore A =
⋂
∞
m=1 Am is a residual
subset of Y n. Moreover, by the construction, every tuple (x1, . . . ,xn) ∈ A is a M Q(1)-δ -
escaping point of ∆(n), where δ = 12η(x1, . . . ,xn).
Similarly, if we denote by R ⊂ Y n the set of all M Q(1)-adherent points of ∆n then
Dn\∆(n)⊂R which by Corollary 3.3 implies that R is residual in Y n. Then by Theorem 4.3
there exists a dense Mycielski subset K of Y such that Kn \∆(n) ⊂ A∩R. Clearly, K is
(M Q(1),M Q(1))-n-scrambled. This ends the proof. 
Remark 4.5. There are a few standard situations when the existence of scrambled sets
can be proved. In these situations function η and sets C,D can be easily defined, which
show the utility of Theorem 4.4 as a unified tool for proving chaos in the sense of Li and
Yorke, as well as existence of Cantor scrambled sets.
Example 4.6. Here we present a few situations when Theorem 4.4 can be applied.
1. If D is an uncountable δ -n-scrambled set, then the closure D is the union of a perfect
set and an at most countable set, so without loss of generality we may assume that D
is perfect. Then it is enough to put C = D and η ≡ δ to apply Theorem 4.4. Therefore
there exists Q ∈B and a dense Mycielski (M Q(1),M Q(1))-n-δ2 -scrambled subset K
of D. In particular, if D is dense in X then K is also dense in X. This generalizes results
of [14] and [9].
2. If (X , f ) is weakly mixing, then it is easy to verify that Tran( f (n))=Xn. If #(X)> 1 then
X is perfect. If we put η ≡ ε , where ε = 12 max{min1≤i< j≤n d(xi,x j) : (x1, . . . ,xn) ∈
Xn}, select any countable subset D ⊂ Tran( f (n)) with D = Xn and put C = D then
assumptions of Theorem 4.4 are satisfied. Thus there exists Q ∈ B and a dense My-
cielski (M Q(1),M Q(1))-n-ε-scrambled subset of X. The existence of scrambled sets
for weakly mixing systems was proved independently in [7] and [23].
3. If (X , f ) is transitive with a fixed point, then it is not hard to verify that Proxn( f ) =
Recn( f )=Xn. Again, if #(X)> 1, then X is perfect. So it is enough to put η(x1, . . . ,xn)=
mini 6= j d(xi,x j), and select any C ⊂ Proxn( f ) and D ⊂ Recn( f ) with both C and D
dense in Xn. Then by Theorem 4.4, there exists Q∈B and a dense Mycielski (M Q(1),M Q(1))-
n-scrambled subset of X. The existence of scrambled sets in this context was first
proved in [5] and extended in [21].
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Consider the set A = {0,1, . . . ,n−1}, n ≥ 2 endowed with discrete topology and let
Σ+n = A N0 be the product of infinitely many copies of A with the product topology.
The shift transformation is a continuous map σ : Σ+n → Σ+n given by σ(x)i = xi+1. The
dynamical system (Σ+n ,σ) is called the (one-sided) full shift (on n symbols). Any closed
subset X ⊂ Σ+n invariant for σ is called a subshift of Σ+n . We can also consider the two-
sided full shift Σn = A Z, which again is a metrizable compact space with the continuous
shift transformation σ defined by the same formula as before (but now i ∈ Z).
Theorem 4.7. Let (X , f ) be a topologically exact TDS with #(X) > 1. Then for every
n ≥ 2, there exists δ > 0 such that for every Q,P ∈ B there exists a dense Mycielski
(M Q(1),M P(1))-n-δ -scrambled set.
Proof. It is easy to see that there is r > 0 and an invariant subset Λ for f r such that f r|Λ
is an extension of Σ+2 . It is well known that Σ
+
2 contains an uncountable family of disjoint
minimal subsystems, therefore Λ also contains uncountable family of minimal systems
of f r. In particular, there are n-pairwise disjoint minimal subsets A1,A2, . . . ,An for f .
Denote B j =
⋃
∞
i=1 f−i(A j) and observe that B j is dense in X for j = 1,2, . . . ,n. If we put
δ = 12 min1≤i< j≤n d(Ai,A j) then for every P∈B taking any tuple in B1×B2×·· ·×Bn we
always obtain an M P(1)-δ -escaping point of ∆(n). Thus the set of such tuples is residual
in Xn by Corollary 3.3.
Similarly, if we fix n non-empty open subsets U1, . . . ,Un of X and a point z ∈ X then
there are xi ∈ Ui for i = 1,2, . . . ,n and r > 0 such that f r(xi) = z for i = 1,2, . . . ,n. In
particular the tuple (x1, . . . ,xn) is an M Q(1)-adherent point of ∆n for any Q ∈ B. Then
as before, the set of M Q(1)-adherent points of ∆n is residual in Xn.
By the definition of (F1,F2)-scrambled tuple we immediately see that the set of
(M Q(1),M P(1))-n-δ -scrambled tuples is residual in Xn. Hence by Mycielski Theorem
there is a dense Mycielski (M Q(1),M P(1))-n-δ -scrambled set. 
The following proposition easily follows from Lemma 3.4 and the definitions.
Proposition 4.8. Let (X , f ) be a TDS, Q,P ∈B, a,b ∈ [0,1], δ > 0, n ≥ 2 and r ∈ N.
(1) There exists δ ′ > 0 such that if (x1,x2, . . . ,xn) ∈ Xn is (M Q(a),M P(b))-n-δ -
scrambled for f , then (x1,x2, . . . ,xn) is (M Q′(a),M P′(b))-n-δ ′-scrambled for f r,
where Q′ = φr(Q) and P′ = ϕr(P).
(2) There exists δ ′ > 0 such that if (x1,x2, . . . ,xn) ∈ Xn is (M Q(a),M P(b))-n-δ -
scrambled for f r, then (x1,x2, . . . ,xn) is (M Q′(a),M P′(b))-n-δ ′-scrambled for
f , where Q′ = ϕ−1r (Q) and P′ = φ−1r (P).
Remark 4.9. For every A ∈ B, adding or removing from A a finite number of elements
does not affect its density. Therefore in Proposition 4.8 for Q = P = N we can also have
Q′ = P′ = N.
Corollary 4.10. Let (X , f ) be a TDS, a,b ∈ [0,1], n ≥ 2 and r ∈ N. Then (X , f ) is
(M (a),M (b))-n-δ -chaotic for some δ > 0 if and only if (X , f r) is (M (a),M (b))-n-
δ ′-chaotic for some δ ′ > 0
Note that there are numerous examples of P,Q ∈B that cannot be obtained as inverse
images Q = ϕ−1r (Q′) or P = φ−1r (P′) for any P′,Q′ ∈B. However, we can still prove the
following theorem.
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Theorem 4.11. Fix any two integers n,r ≥ 2. The following conditions are equivalent:
(1) There is δ > 0 such that for every Q,P ∈ B, there exists a dense Mycielski
(M Q(1),M P(1))-n-δ -scrambled set for f .
(2) There is δ > 0 such that for every Q,P ∈ B, there exists a dense Mycielski
(M Q(1),M P(1))-n-δ -scrambled set for f r.
Proof. (1) =⇒ (2) is an immediate consequence of Proposition 4.8, so we only need to
show that (2) =⇒ (1).
Let Q = {qk}∞k=1. For every m≥ 1, let Im = [mr,(m+1)r). Put Q′ = {m ∈N : Q∩ Im 6=
/0} and present Q′ as an increasing sequence {q′k}∞k=1. First we are going to prove the
following:
Claim 1: If (x1, . . . ,xn) ∈ Xn is an M Q′(1)-adherent point of ∆n for f r, then it is also
an M Q(1)-adherent point of ∆n for f .
Proof of the Claim 1. For every ε > 0, by the continuity of f and the compactness of X ,
there exists ε ′ > 0 such that if d(x,y) < ε ′ then d( f i(x), f i(y))< ε for i = 0,1, . . . ,r−1.
Then
rN((x1, . . . ,xn), [∆n]ε ′, f r)+{0,1, . . . ,r−1} ⊂ N((x1, . . . ,xn), [∆n]ε , f ).
Since (x1, . . . ,xn) ∈ Xn is an M Q′(1)-adherent point of ∆n for f r, for every a > 0, there
exists t ′ > 0 such that
1
t ′
#
(
{q′1, . . . ,q
′
t ′}∩N((x1, . . . ,xn), [∆n]ε ′, f r)
)
≥ 1−a.
Denote t = ∑t ′i=1 #(Q∩ Iq′i) and observe that t ′ ≤ t ≤ rt ′ and
1
t
#
(
{q1, . . . ,qt}∩N((x1, . . . ,xn), [∆n]ε , f )
)
≥
t−art ′
t
≥ 1−ar.
Thus, (x1, . . . ,xn) is an M Q(1)-adherent point of ∆n for f . 
Let P = {pk}∞k=1. For every m≥ 1, let Jm = (mr,(m+1)r]. Put P′ = {m ∈N : P∩Jm 6=
/0} and present it as an increasing sequence {p′k}∞k=1. For δ > 0, there exists δ ′ > 0 such
that if d( f r(x), f r(y)) > δ ′ then d( f i(x), f i(y)) > δ for i = 1, . . . ,r. The proof of next
claim is very similar to the proof of Claim 1, therefore we leave it to the reader:
Claim 2: If (x1, . . . ,xn) ∈ Xn is an M P′(1)-δ ′-escaping point of ∆n for f r, then it is
also an M P(1)-δ -escaping point of ∆n for f .
Now by the above two claims, if (x1, . . . ,xn)∈Xn is (M Q′(1),M P′(1))-n-δ ′-scrambled
for f r, then it is also (M Q(1),M P(1))-n-δ -scrambled for f . It should be noticed that the
choices of Q′, P′ and δ ′ depend only on the system (X , f ), Q, P and δ , but not on the
tuple (x1, . . . ,xn) itself. This ends the proof. 
5. UNIFORM CHAOS
The following two definitions come from [2] where uniform chaos was defined for the
first time. They help to define more subtle relations between points than in the case of
standard scrambled sets. Additionally, the authors in [2] proved that there are numer-
ous dynamical systems possessing uniformly chaotic subsets, e.g. systems with positive
topological entropy or systems chaotic in the sense of Devaney.
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Definition 5.1. Let (X , f ) be a TDS. A subset K of X is called
(1) uniformly recurrent if for every ε > 0 there is an n ∈ N with d( f nx,x) < ε for all
x in K.
(2) recurrent if every finite subset of K is uniformly recurrent.
(3) uniformly proximal if for every ε > 0 there is an n ∈ N with diam( f n(K))< ε .
(4) proximal if every finite subset of K is uniformly proximal.
Definition 5.2. Let (X , f ) be a TDS. A subset K of X is called a uniformly chaotic set if
there are Cantor sets C1 ⊂C2 ⊂ ·· · such that:
(1) K =⋃∞n=1Cn is a recurrent subset of X and also a proximal subset of X .
(2) for each N ∈ N, CN is uniformly recurrent.
(3) for each N ∈ N, CN is uniformly proximal.
The system (X , f ) is called (densely) uniformly chaotic if (X , f ) has a (dense) uniformly
chaotic subset.
By Theorem 4.4 we can easily get that if K is a uniformly chaotic set then for ev-
ery n ≥ 2 its closure contains an (M Q(1),M Q(1))-n-scrambled subset for some Q ∈
B. In fact, the situation is even better. We show that a uniformly chaotic set itself is
(M Q(1),M Q(1))-n-scrambled for some Q ∈B.
Proposition 5.3. If K ⊂ X is a uniformly chaotic set, then there exists Q ∈ B such that
for every n ≥ 2, K is (M Q(1),M Q(1))-n-scrambled.
Proof. By the definition of uniformly chaos, there exist Cantor sets C1 ⊂ C2 ⊂ ·· · ⊂ K
such that K =
⋃
∞
i=1Ci and each Ci is both uniformly proximal and uniformly rigid. For
every N ∈ N, there are two strictly increasing sequences P(N) = {p(N)k }
∞
k=1 and S(N) =
{s
(N)
k }
∞
k=1 such that for every (x1, . . . ,xn) ∈CN
lim
k→∞
max
1≤i< j≤n
d( f p(N)k (xi), f p
(N)
k (x j)) = 0
and
lim
k→∞
( f s(N)k (x1), · · · , f s
(N)
k (xn)) = (x1, . . . ,xn).
By Lemma 3.1, there exists a strictly increasing sequence Q such that
d(P(N)|Q) = d(S(N)|Q) = 1, for every N = 1,2, . . . .
Therefore, similarly to the proof of Theorem 4.4, it can be easily verified that for every
n ≥ 2, K is (M Q(1),M Q(1))-n-scrambled. 
The following result may also be of some interest. It shows that uniform chaos is
preserved by higher iterates of f and vice-versa, so it behaves exactly as expected from
any reasonable definition of chaos.
Proposition 5.4. Let (X , f ) be a TDS, K ⊂ X and r ≥ 1. Then K is a uniformly chaotic
set for f if and only if it is a uniformly chaotic set for f r.
Proof. The “if” part is obvious, therefore we only need to show that if C ⊂ X is uniformly
recurrent or uniformly proximal for f , then it has the same property under the action of
f r.
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If C is uniformly recurrent for f , then there exists a sequence {ki}∞i=1 ∈B such that f ki
converges uniformly to the identity on C. Without loss of generality, we can assume that
there exists s ∈ {0,1, . . . ,r−1} such that ki ≡ s (mod r) for every i ≥ 1.
Fix ε > 0 and denote ε1 = 12ε . There exists n1 ∈ N with n1 ≡ s (mod r) such that
d( f n1(x),x) < ε1 for all x in C. By the continuity of f , there exists δ1 > 0 such that
d( f n1(y), f n1(z))< 12ε1, whenever d(y,z)< δ1.
Suppose that ε1,ε2, . . . ,εm, δ1,δ2, . . . ,δm and n1,n2, . . . ,nm have been chosen such that
for every i = 1, . . . ,m, εi = min{δi−1, 12εi−1}, ni ≡ s (mod r), d( f ni(x),x) < εi for all
x ∈C and we have that d( f n1+···+ni(y), f n1+···+ni(z))< 12εi, provided that d(y,z)< δi.
Let εm+1 = min{δm, 12εm}. There exists nm+1 ∈ N with nm+1 ≡ s (mod r) and such
that d( f nm+1(x),x)< εm+1 for all x in C. When nm+1 is fixed, using uniform continuity of
f we can easily find also δm+1 for εm+1/2 and n1 + . . .+ nm+1 completing that way the
induction.
Observe that by our construction, for every x ∈ X we have
d( f n1+···+nm+1(x),x)≤ d( f n1+···+nm+1(x), f n1+···+nm(x))+d( f n1+···+nm(x),x)
≤
1
2
εm +d( f n1+···+nm(x),x)≤
m
∑
i=0
1
2i
ε1
< ε.
In particular, we have d( f n1+···+nrx,x) < ε for all x ∈ C which, since n1 + · · ·+ nr ≡ 0
(mod r), shows that indeed C is uniformly recurrent for f r.
Now assume that C is uniformly proximal for f . For every ε > 0 there exists a δ > 0
such that d( f i(x), f i(y))< ε/2 for i= 0,1, . . . ,r, provided that d(x,y)< δ . Notice that for
the above δ there exists an n∈N such that diam( f n(C))< δ . Then diam( f n+i(C))< ε for
i = 0,1, . . . ,r−1. In particular there is j ∈ {0,1, . . . ,r−1} such that n+ j ≡ 0 (mod r),
therefore C is uniformly proximal for f r. 
6. INTERVAL MAPS
In this section we will analyze which sequences can or cannot lead to chaotic dynamics
in the context of interval maps. From this point on I will always denote the closed unit
interval [0,1]. By an interval map we mean a continuous map f : I → I and topological
entropy of f is denoted by htop( f ). It is shown in [16] that an interval map has positive
entropy if and only if it distributionally chaotic. In fact, we can show that for interval
maps with positive entropy chaos occurs along any other sequence. Strictly speaking we
have the following.
Theorem 6.1. If (I, f ) satisfies htop( f )> 0, then for every n ≥ 2 there is δ > 0 such that
for any Q,P⊂B there exists a Mycielski (M Q(1),M P(1))-n-δ -scrambled set.
Proof. If htop( f ) > 0, it is known (e.g. see [11]) that there is an f m-invariant closed
set Λ such that f m|Λ is conjugate with (Σ+2 ,σ). Then the result immediately follows by
Theorem 4.7 and Theorem 4.11. 
Remark 6.2. Situation in Theorem 6.1 is very special. In general, there are known nu-
merous examples of proximal systems with positive entropy. But such systems are never
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distributionally chaotic (see [15] or [13]). In the case of these systems, some thickly
syndetic sequences will be bad choices for distributional chaos.
The authors in [20] proved that an interval map is Li-Yorke chaotic if and only if it
is distributionally chaotic in some sequence. However, as we will see, for zero entropy
interval maps there are some restrictions on the sequence. Before stating our result, let
use recall the following periodic decomposition of ω-limit sets (e.g. see [17, Thm. 3.5]).
Lemma 6.3. Let (I, f ) be such that htop( f ) = 0 and fix x0 ∈ I such that ω(x0, f ) is infinite.
Then there is a sequence of (not necessarily closed) intervals
{{
Lis
}2s−1
i=0
}
∞
s=0
such that:
(1) f (Lis) = Li+1 (mod 2
s)
s for i = 0,1, . . . ,2s−1,
(2) intervals L0s , . . . ,L2
s−1
s are pairwise disjoint for every s ≥ 0,
(3) L0s+1∪L2
s
s+1 ⊂ L
0
s for every s ≥ 0,
(4) ω(x0, f 2s)⊂ L0s and ω(x0, f )⊂
⋃2s−1
i=0 L
i
s for every s ≥ 0.
Theorem 6.4. Let (I, f ) satisfy htop( f ) = 0 and assume that P ∈B is such that:
(1) for every n > 0 there is k ∈ N such that #(P∩ [i− k, i+ k])> n for every i ∈ P.
Then no pair in I× I can be distributionally scrambled in the sequence P under the action
of f .
Proof. Fix a sequence P = {pt}∞t=1 ∈ B satisfying (1) and suppose on the contrary that
there is a pair (x,y) ∈ I × I which is distributionally scrambled in the sequence P. Fix
a positive number ε such that the upper density of N((x,y), I× I \ [∆]ε) with respect to
P is 1. Choose an integer m large enough to satisfy mε > 1, and observe that I can
contain less than m intervals with pairwise disjoint interiors and diameters at least ε . Fix
a positive integer M such that 7m/M < 1/2 and finally let k ∈ N be such that if i ∈ P then
#(P∩ [i− k, i+ k])> M.
If ω(x, f ) is finite then it is easy to see that x,y are either distal or asymptotic. So the
only possibility is that both x and y have infinite ω-limit sets. Let
{
Lis
}
be the sequence
of intervals provided by Lemma 6.3 for ω(x, f ).
Fix s ∈ N such that 2s > k and put B =
{
0 ≤ i ≤ 2s−1 : diam(Lis)≥ ε
}
. Note that
#(B)<m. The pair (x,y) is proximal, so there is N =N(s)≥ 0 such that f N(x), f N(y)∈ L0s
and f N+i(x), f N+i(y) ∈ Li (mod 2s)s for every i ≥ 0. Therefore the set
B′ = { j ∈ P : j ≥ N and ( j−N) (mod 2s) ∈ B}
is infinite.
We will define sets An ⊂ N inductively. Let j1 ≥ N be the first integer such that B′ ∩
[ j1k, j1k + k) 6= /0. Denote A1 = [ j1k− 2k, j1k + 4k)∩ P. Assume that sets A1, . . . ,An
and numbers j1 < j2 < · · · < jn have already been defined. Let jn+1 be the smallest
possible integer such that jn+1 > jn +3 and B′∩ [ jn+1k, jn+1k+ k) 6= /0. Denote An+1 =
[ jn+1k− 2k, jn+1k + 4k)∩ P. By the above method we generate a sequence of sets of
integers {An}∞n=1 such that:
(1) if Ai∩A j 6= /0 then |i− j| ≤ 1,
(2) B′ ⊂ ⋃∞n=1 An∪ [0,N),
(3) #(An∩B′)≤ 6m.
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For n ≥ 1, let Cn = P∩ [ jnk− k, jnk+2k). Then #(Cn) > M, Cn ⊂ An and {Ci}i≥1 are
pairwise disjoint. For t > N, let n(t) = max{n ≥ 1 : maxAn ≤ pt}. Then for sufficiently
large t we have
1
t
#
(
N
(
(x,y), I× I \ [∆]ε
)
∩{p1, . . . , pt}
)
≤
1
t
( n(t)
∑
i=1
#(Ai∩B′)+N +6k
)
≤
∑n(t)i=1 #(Ai∩B′)
∑n(t)i=1 #(Ci)
+
N +6k
t
≤
6m
M
+
N +6k
t
<
1
2
.
This is a contradiction. 
Remark 6.5. There are many sets P ∈ B satisfying the assumption of Theorem 6.4, for
example:
(1) set with positive lower Banach density, i.e.,
liminf
(n−m)→∞
P∩{m,m+1, . . . ,n−m}
n−m+1
> 0.
(2) any “pure” IP-set, that is a set P consisting of all sums of the form qi1 + . . .+qin ,
i1 < i2 < · · ·< in, n > 0, where Q = {qi} ∈B.
7. RELATIONS BETWEEN n AND (n+1)-SCRAMBLED SETS
Recently the authors of [18] have announced that for every n ≥ 2, there is a dynam-
ical system with an uncountable distributionally n-scrambled set but without any distri-
butionally (n + 1)-scrambled tuples. Their example however contains an uncountable
(n+ 1)-scrambled set. Here, by a different construction, we show that the existence of
uncountable (n+1)-scrambled set can also be removed from the dynamics.
Theorem 7.1. For every n ≥ 2, there exists a subshift X of Σn with an uncountable distri-
butionally n-scrambled set but without any uncountable (n+1)-scrambled sets.
Proof. Fix a sequence {mk} ∈B such that m0 = 0 and mk+1−mk > 2k+1 and a sequence
{ai} ∈B such that limi→∞ aiai+1 = 0. Put Ii = [ai,ai+1)∩N. For any x ∈ Σ
+
n define zx ∈ Σn
by putting zxj = xk for j ∈ Imk and zxj = 0 for j ∈ Z\
⋃
∞
k=0 Imk .
Let Z0 = {zx : x ∈ Σ+n } and Zi = σ i(Z0) for i ∈ Z. Set
X =
⋃
i∈Z
Zi =
⋃
i∈Z
Zi∪Q.
Observe that, since {mk} is strictly increasing, Q is at most countable. Clearly, (X ,σ) is
a subshift of (Σn,σ). We will show that X satisfies our requirements.
The set R of n-tuples (x(1), . . . ,x(n)) ∈ (Σ+n )n such that for every N there is m > N
satisfying x(i)m 6= y(i)m for 1 ≤ i < j ≤ n is residual in Σ+n . But then by Mycielski theorem
there is a Cantor set C ⊂ Σ+n such that for every n-tuples (x(1), . . . ,x(n)) ∈Cn \∆(n), there
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is an increasing sequence {qk} such that x
(i)
qk 6= y
( j)
qk for 1 ≤ i < j ≤ n. Now, let S =
{zx : x ∈C}. If we fix any tuple (z1, . . . ,zn) ∈ Sn \∆(n) then by the choice of C there
is an increasing sequence {qk} such that zit 6= z
j
t for every t ∈ Imqk and 1 ≤ i < j ≤ n.
Similarly, there is an increasing sequence {qk} such that zit = z
j
t = 0 for every t ∈ Imqk
and 1 ≤ i < j ≤ n. By the choice of sequence {ai} we immediately get that the n-tuple
(z1, . . . ,zn) is distributionally n-scrambled, and so S is an uncountable distributionally
n-scrambled set.
Next, we show that there is no uncountable (n+1)-scrambled set in X . On the contrary,
assume that S ⊂ X is an uncountable (n+1)-scrambled set. Since Q is at most countable,
there exists an i ∈ Z such that S∩Zi is uncountable. Without loss of generality, assume
that S ⊂ Z0. This is a contradiction. To finish the proof, it is enough to show that Z0 does
not contain (n+1)-scrambled tuples.
Let z1,z2, . . . ,zn+1 ∈ Z0. Fix any ε > 0 and N > 0 such that 2−N < ε . For any k > m3N ,
by the definition of Z0 we have that each zi[k−N,k+N] is a block of the form 0
ras0t for some
r,s, t ≥ 0 with r+s+t = 2N+1 and some symbol a∈ {0,1, . . . ,n−1}. By the pigeonhole
principle, there exist i1 6= i2 such that zi1[k−N,k+N] = z
i2
[k−N,k+N]. Therefore,
min
1≤i< j≤n+1
d(σ k(zi),σ k(z j))< ε,
and (z1,z2, . . . ,zn+1) cannot be an (n+1)-scrambled tuple. 
Note that the subshift constructed in the proof of Theorem 7.1 contains (n+1)-scrambled
tuples. Then a natural question is as follows:
Question 7.2. Is there a system (X , f ) with an uncountable distributionally 2-scrambled
set but without any 3-scrambled tuples?
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