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Abstract
We show that the leading semiclassical behavior of soliton form factors at arbitrary momentum
transfer is controlled by solutions to a new wave-like integro-differential equation that describes
solitons undergoing acceleration. We work in the context of two-dimensional linear sigma models
with kink solitons for concreteness, but our methods are purely semiclassical and generalizable.
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INTRODUCTION
Solitons feature prominently in quantum field theories relevant to our current understand-
ing of nature: the Abrikosov and Nielsen–Olesen vortices in the theories of superconductors
[1] and dual strings [2], baryons in the Skyrme model of nucleonic interactions [3], and mag-
netic monopoles in grand unified theories [4, 5]. Furthermore, through semiclassical analysis,
solitons provide a direct and appealing connection between solutions to nonlinear classical
equations of motion and related quantum field-theoretical observables.
In classical field theory on Minkowski spacetime, topological solitons arise when the
field equations admit a set of topologically distinct boundary conditions at spatial infinity,
preserving finiteness of the energy. For example, kink solitons exist in two-dimensional
models of a single scalar field, φ = φ(t, x), with potential V (φ), when the set of global
minima of the potential has multiple components. The kink is a time-independent energy-
minimizing solution to the equations of motion, φ = φ0(x), that interpolates between two
distinct minima as x→ ±∞.
These disjoint sectors in the space of finite-energy field configurations lead to orthogonal
sectors of the Hilbert space of quantum states, and a classical soliton solution corresponds
to a one-particle state in a topologically nontrivial sector [6]. In the two-dimensional scalar
field example, the soliton state is fully specified by an on-shell momentum, P , and will
be denoted ∣ΨP⟫. The framework for defining soliton states in quantum field theory, and
for carrying out perturbative (semiclassical) computations of observables involving soliton
states, was developed in the mid ’70s [6–13]. For classic reviews, see [14–16].
Despite the maturity of the subject, however, seemingly simple yet profound questions
remain unanswered. Consider the case of soliton form factors—matrix elements of field
operators between initial and final soliton states, such as: ⟪ΨPf ∣φ̂(t, x)∣ΨPi⟫. The leading
semiclassical behavior of this form factor for generic momentum transfer, k ≡ Pf − Pi, is
not known in non-integrable models. For momentum transfers much less than the soliton
mass, k ≪M , the semiclassical form factor is given by the Fourier transform of the classical
soliton profile, φ0 [6]. But, naive attempts to extrapolate this result to momentum transfers
k ∼ O(M) fail upon comparing to results from integrable models, such as sine–Gordon [17].
In the intervening years, especially after [18], most work on solitons in non-integrable
quantum field theories has centered on quantum-exact results at leading order in the time-
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derivative, or adiabatic, expansion. With some notable exceptions [19–21], very little
progress has been made in the opposite limit of high-momentum transfer but small cou-
pling.
The importance—and the underlying difficulty—of the form factor computation is illumi-
nated by considering its role with respect to crossing symmetry of the quantum field theory.
On the one hand, the soliton form factor determines the amplitude, A(Pi, k → Pf), for a
soliton to absorb a perturbative particle with momentum k created by the field φ:
i(2π)2δ(2)(k + Pi − Pf)A(Pi, k → Pf) = ∫ d2xeikµx
µ⟪ΨPf ∣φ̂(t, x)∣ΨPi⟫ . (1)
On the other hand, by crossing symmetry, this amplitude is equal to the amplitude for a
perturbative particle to create a virtual soliton–antisoliton pair:
A(Pi, k → Pf) = A(k → Pf ,−P i) . (2)
Hence, if one had access to the soliton form factor at momentum transfers k ≳ O(M),
and could analytically continue in k to the kinematically allowed region for the pair creation
process, then one could determine the pair creation amplitude. This, in turn, would allow one
to quantitatively address deep and difficult questions in quantum field theory, such as: what
is the leading contribution of soliton–antisoliton pairs running in loops to processes involving
perturbative particles? See [22] for a recent discussion of this issue, which has received
renewed attention in light of various conjectures and computations in certain maximally
supersymmetric gravitational and higher-dimensional gauge theories [23–27].
In this letter, we report on progress in determining semiclassical soliton form factors at
arbitrary momentum transfer. We follow the phase space path integral formalism of [12] and
carry out a saddle-point analysis in the one-soliton sector, keeping all time derivatives. This
results in an expansion around solutions to the forced soliton equation, a novel second-order
wavelike integro-differential equation for an accelerating soliton.
Although we do not currently know of explicit time-dependent solutions to this equation,
we can nevertheless make progress by expanding around a hypothetical solution, by analogy
with standard collective coordinate reductions for solitons at small velocity [28].
Using this approach, we construct the generating functional for semiclassical soliton form
factors depending on a source, F (t). The generating functional is built from a solution to
the forced soliton equation, where the soliton momentum is dictated by Newton’s 2nd Law,
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with the source playing the role of the force: Ṗ = F . The semiclassical limit of the soliton
form factor of any local operator Ô is given by the action of a functional derivative operator,
fO = fO[ δδF ], acting on the generating functional. For any local O we determine the function
fO explicitly in terms of the classical soliton profile.
This result demonstrates that the forced soliton equation is the key to unlocking the
semiclassical limit of soliton form factors at arbitrary momentum transfer. An expanded
version of this letter can be found in [29].
SADDLE-POINT APPROXIMATION IN THE SOLITON SECTOR
We work in the class of two-dimensional linear sigma models with classical action
S = ∫ d2x{−12∂µφ∂µφ − V0(m0;φ)} . (3)
We assume that the minima of V0 are gapped and associated to a spontaneously broken
discrete symmetry; the parameter m0 controls the mass gap to the perturbative spectrum.





Ṽ0(m0; φ̃) , (4)
where Ṽ0 does not depend on g and φ̃ = gφ.
In such theories there exists a standard renormalization scheme in which, to all orders in
perturbation theory, only the mass parameter is renormalized:
m20 =m2 +∆m2 , (5)
with m2 a finite mass parameter and ∆m2 the coefficient of the mass counterterm, V∆m2(φ).
In this scheme the renormalized potential takes the form
V (φ) = V0(m;φ) + V∆m2(φ) , (6)
where V∆m2 is O(g2) [30]. Hence, when we speak of the classical soliton profile, φ0(x), we




(m;φ) = 0 , (7)
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An example to keep in mind is φ4-theory, where
φ4 theory:
⎧⎪⎪⎨⎪⎪⎩
V0 = 1g2 (g2φ2 − 14m2)
2
,
φ0 = m2g tanh ( m√2(x −X)) .
(8)
The constant X represents the kink position.
The renormalized Hamiltonian for any theory in this class takes the form
H = ∫ dx{12π2 + 12(∂xφ)2 + V (φ)} , (9)
in terms of which the phase-space path-integral representation of matrix elements is
⟪Ψf ∣Ô∣Ψi⟫ = ∫ [DφDπ]Ψf [φ]∗Ψi[φ]ei ∫ dt(∫ dxπφ̇−H)O[π;φ] , (10)
where Ô is any local operator inserted at some spacetime point (t, x), and Ψi,f [φ] are initial
and final state wavefunctionals.
To define soliton states, we must work in variables appropriate for the soliton sector.
This is achieved by a canonical transformation,
(π;φ)↦ (P,$;X,ϕ) , (11)
where the kink position, X, has been promoted to a dynamical variable (the collective
coordinate), P is its conjugate momentum, and ($;ϕ) encapsulate the remaining field-
theoretical degrees of freedom. The latter are constrained to satisfy





∂xφ0 , M0 ∶= ∫ dx(∂xφ0)2 (13)
are the normalized zero-mode and classical soliton mass. Explicitly, the canonical transfor-
mation is [12, 13, 29]
π(t, x) = − (P + ⟨$∣ϕ
′⟩)
2⟨ψ0∣ϕ′⟩
ψ0(x −X(t)) +$(t, x −X(t)),
φ(t, x) = ϕ(t, x −X(t)) . (14)
Here,
⟨f ∣g⟩ ∶= ∫ dρf(t, ρ)∗g(t, ρ) , (15)
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where ρ ∶= x −X(t) is the co-moving coordinate, and ϕ′ ≡ ∂ρϕ, ϕ̇ ≡ ∂tϕ.
In terms of the new variables, the matrix element (10) takes the form
⟪Ψf ∣Ô∣Ψi⟫ = ∫ [DXDP ]∫ [DϕD$DνDλ]Ψf [X,ϕ]∗Ψi[X,ϕ]×
× ei ∫ dt(PẊ+⟨$∣ϕ̇⟩−HT )O[P,$;X,ϕ] , (16)
with ‘total Hamiltonian’
HT = λ⟨ψ0∣ϕ − φ0⟩ + ν⟨ψ0∣$⟩ +
(P + ⟨$∣ϕ′⟩)2
2⟨ψ0∣ϕ′⟩2
+ ∫ dρ{12$2 + 12ϕ′2 + V (ϕ)} , (17)
where λ(t), ν(t) are Lagrange multipliers enforcing the constraints (12). A soliton state
takes the form






where Ψ0[ϕ] is the groundstate wavefunctional in the ϕ-$ sector. The Hamiltonian (17) is
nonlocal in space, but local in time, and a diagrammatic Feynman perturbation theory was
developed for it in [12] under the assumption of small soliton velocity, P /M0 ∼ O(g).
In this letter our objective is instead to carry out a saddle-point analysis in the ϕ-$
sector, treating P (t) as an arbitrary background field. The classical equations of motion in
this sector are the constraints
⟨ψ0∣ϕ − φ0⟩ = 0 and ⟨ψ0∣$⟩ = 0 , (20)
together with
ϕ̇ = $ + νψ0 + βϕ′ ,
$̇ = − λψ0 + β$′ + ϕ′′ − V (1)0 (ϕ) −ψ′0β2⟨ψ0∣ϕ′⟩ . (21)
The V
(1)
0 (ϕ) denotes ∂V0(m;ϕ)/∂ϕ, and we have introduced the soliton velocity functional:




The moniker is apt since Hamilton’s equations in the full theory give ∂HT∂P = β.
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Let ($,λ;ϕ, ν) = ($,λ;ϕ, ν) denote a solution to Eqs (20)-(21). We find that, on a
solution, the velocity functional is
β[ϕ,$;P ] = P + ⟨ϕ̇∣ϕ
′⟩
⟨ϕ′∣ϕ′⟩ =∶ β[ϕ;P ] , (23)
and that






$ = ϕ̇ − β(ϕ′ − ⟨ψ0∣ϕ′⟩ψ0) , (24)
while ϕ is a solution to the forced soliton equation:
(∂t − β[ϕ;P ]∂ρ)
2
ϕ − ϕ′′ + V (1)0 (ϕ) +
Ṗ (t)ψ0(ρ)
⟨ψ0∣ϕ′⟩
= 0 , (25)
additionally satisfying the constraint ⟨ψ0∣ϕ−φ0⟩ = 0. The left-hand side of (25) takes values
in the orthogonal complement of Span{ϕ′} with respect to the inner-product ⟨ , ⟩, and hence
the system is not over-constrained.
If one assumes that P is constant, then it is consistent with the equations of motion to
also assume that ($,λ;ϕ, ν) are time-independent. The solution to (25) is then the boosted
soliton profile,
ϕ(ρ) = φ0(γ(ρ − ρ0)) , (26)
with the Lorentz factor related to the relativistic momentum as expected [12]:
γ =
√
1 + (P /M0)2 . (27)
The integration constant, ρ0, is fixed by the λ-constraint (ρ0 = 0 in φ4-theory).
The assumption of constant P is valid for the transition amplitude—translational in-
variance guarantees it—but not in the presence of operator insertions: setting P constant
leads to results for form factors that are only valid at leading order in a momentum-transfer
(k/M0) expansion.
To continue, we will assume that, for a given P (t), there is a unique solution to the initial
value problem associated to the system (25) with constraint ⟨ψ0∣ϕ − φ0⟩ = 0. Specifically,
under the assumption that P (t) is constant for early enough t with P (ti) = Pi, the initial
data will be given by the time-independent solution for Pi just discussed. The boundary
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conditions for the soliton as ρ→ ±∞ will be the standard ones that follow from finiteness of
the energy.
Now we expand the Lagrangian, ⟨$∣ϕ̇⟩ −HT , as well as the insertion O, in fluctuations
around the solution
($,λ;ϕ, ν) = ($ + δ$,λ + δλ;ϕ + δϕ, ν + δν) . (28)
The expansion in fluctuations is a g-expansion: one observes that (24)-(25) are consistent
with all background fields being O(g−1), with order one velocities β.
The leading-in-g result for the form factor (16) reduces to a quantum-mechanical matrix
element and is compactly expressed in terms of a semiclassical effective Hamiltonian for the
soliton and a semiclassical insertion:
⟪ΨPf ∣Ô∣ΨPi⟫ =
1
2π ∫ [DXDP ] × e
i(PiXi−PfXf )ei ∫ dt(PẊ−Hsc[P ])Osc[P ;X] × (1 +O(g)) . (29)
The insertion is given by evaluating O on the solution,
Osc[P ;X] ∶= O[P,$;X,ϕ] . (30)
Meanwhile, Hsc is determined by a one-loop saddle-point approximation to the soliton ef-
fective Hamiltonian, Heff[P ], defined through
e−i ∫ dtHeff[P ] ∶= ∫ [DϕD$DνDλ]Ψ0,f [ϕ]∗Ψ0,i[ϕ]ei ∫ dt(⟨$∣ϕ̇⟩−HT ) . (31)
The effective Hamiltonian admits an expansion in g of the form
Heff =H(−2)eff +H
(0)
eff +O(g) ≡Hsc +O(g) , (32)
such that Hsc captures the tree-level O(g−2) and one-loop O(g0) contributions. These in




eff = ∫ dρ{12(1 + β2)ϕ′2 − 12 ϕ̇
2 + V0(m;ϕ)} . (33)
The Gaussian path integral for the one-loop contribution, H
(0)
eff , is regularized and evaluated
in [29]; we will not need the details here. In the limit of constant P , Hsc is consistent with
the relativistic energy expanded through one loop.
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SEMICLASSICAL SOLITON FORM FACTORS
Equation (29) may be stated succinctly as
⟪ΨPf ∣Ô[π̂, φ̂]∣ΨPi⟫ = ⟪Pf ∣Ôsc[P̂ , X̂]∣Pi⟫(1 +O(g)) , (34)
for a Weyl-ordered operator Ôsc[P̂ , X̂]. The dependence of Osc on the spacetime insertion
point, (t, x), occurs in a rather distinct way. While t appears as the argument of P (t),X(t)
in the insertion, x occurs only through the combination x−X, as dictated by the canonical
transformation (14) evaluated on the background solution ($;ϕ) = ($;ϕ).
We are thus led to consider a general class of quantum-mechanical matrix elements
⟪Pf ∣f̂[P̂ , x − X̂]∣Pi⟫ for a Weyl-ordered operator f̂ (and corresponding phase space func-
tion f). This motivates the definition of the generating functional,
FPf ,Pi[K,{F,x}] ∶=
1




dt′(PẊ−Hsc[P ]−PK−(x−X)F ) , (35)
in terms of which
⟪Pf ∣f̂(P̂ , x − X̂)∣Pi⟫ = (f [i δδK(t) , i δδF (t)]FPf ,Pi[K,{F,x}]) ∣
K,F=0
. (36)
We refer to F as the generator of semiclassical soliton form factors. Since Hsc is X-
independent, the path integral (35) can be evaluated. The X-integral enforces Newton’s
2nd Law, via δ[Ṗ − F ], leading to
FPf ,Pi[K,{F,x}] = δ (Pf − Pi − ∫
tf
ti
F (t′)dt′) e−i(Pf−Pi)xe−i ∫
tf
ti
dt′(Hsc[P ]+PK) . (37)
Here, all F dependence is contained in P (t)—obtained as a solution to the 2nd Law—and the
single remaining delta function imposes the Impulse-Momentum Theorem. In the presence
of this δ-function, the solution P (t) can be written as






)dt̃F (t̃) , (38)
implying the useful fact
δP (t)
δF (t) = 0 . (39)
In order to apply (37) to evaluate the semiclassical form factor, (36), we need to investigate
the functional derivatives of F with respect to K and F . The dependence of F on K is
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simple and, thanks to (38), allows for an explicit evaluation of all K derivatives, resulting
in [29]
⟪Pf ∣f̂(P̂ , x − X̂)∣Pi⟫ = (f [Pi+Pf2 , i δδF (t)]FPf ,Pi[0,{F,x}]) ∣
F=0
. (40)
This result is significant: for phase space functions of the form fO = Osc, we can use the con-
stant P = 12(Pi +Pf) solution for $,ϕ. Thus the differential operator fO [12(Pi + Pf), i δδF (t)]
appearing on the right-hand side of (40) will be known explicitly, provided the standard
soliton solution is known.
For example, in the case Ô = φ̂, fO is given by the boosted soliton profile (26), with Lorentz
factor expressed in terms of the momentum P = 12(Pi +Pf), and spatial argument ρ = x −X
replaced with the derivative operator i δδF (t) . All nontrivial dependence of the form factor
on the momentum transfer is contained in the generating functional FPf ,Pi[0,{F,x}], which
depends on the solution to the forced soliton equation with time-dependent P (t) = P (t),
given by (38). It can be shown that (40) reproduces known results in the low momentum
transfer limit, ∣k∣ ≪M0 [29].
CONCLUSIONS
We have obtained a novel equation—the forced soliton equation. We have shown that
understanding the solutions of the forced soliton equation is the key to understanding the
semiclassical behavior of soliton form factors away from the low momentum-transfer limit.
Thus we have, after 40 years, a concrete starting point to address profound questions con-
cerning the nonperturbative structure of quantum field theory.
A natural first step in studying solutions to (25) is to consider perturbation theory in
small Ṗ , where the complete diagonalization of the linearized problem around a constant P
solution obtained in [29] should be useful. It would be interesting to see if the framework of
[31] can shed light on the structure of solutions to the forced soliton equation. The methods
and results presented here are generalizable to other classes of theories with solitons. An
important technical prerequisite is the exact canonical transformation from perturbative
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