Abstract: Nonuniform discretizations of state and control profiles and model reduction are essential to approximate discretized DAE systems, capture multiple time scales of the state profiles and reduce the size of nonlinear programming (NLP) subproblems for off-line optimal control problems. These discretizations are often dictated by dynamic characteristics that depend on the system application. However, nonuniform grids in Nonlinear MPC (NMPC), which we denote as input and state blocking strategies, may not lead to recursive feasibility, a key property for nominal stability that follows directly with uniform grids. In this study, we analyze a class of NMPC blocking strategies and show that nominal stability and input-to-state stability (ISS) can be preserved with these formulations. These strategies are especially useful for large first principles models, as we demonstrate on a bubbling fluidized bed (BFB) process that captures CO 2 from flue gas. With this case study we demonstrate that input and state blocking, along with model reduction, leads to accurate state profiles, nominal and robust stability, far less computation, and essentially the same NMPC performance as with uniform grids.
INTRODUCTION
With increasing applications of NMPC, additional research is needed for the efficient solution of NLP subproblems for larger plant systems. This study explores input and state blocking along with model reduction within NMPC strategies. These features arise in the use of nonuniform grids derived from direct transcription strategies in optimal control, through high order collocation discretizations with finite element grids. The construction of these grids is tailored to the dynamics of particular applications. In this way accurate state and control profiles can be obtained efficiently, and nonuniform grids are frequently considered for off-line implementations of dynamic optimization. This study expands this task to on-line controllers as well.
A closely related problem to nonuniform grids for NMPC is the use of input or move blocking in MPC. This problem is widely applied in commercial implementations of DMC and other MPC controllers, through the specification of output prediction horizons and shorter horizons for manipulated variables (see, e.g, Prett and Garcia (1988) ). On the other hand, when terminal costs and constraints are imposed, input blocking raises several challenges with respect to stability and robustness properties. In particular, most moving horizon input blocking (MHB) schemes are not recursively feasible and this can complicate the stability analysis.
Stability and robustness properties of various input blocking schemes have been analyzed over the past decade for linear MPC. Cagienard et al. (2007) developed a general cyclic blocking scheme based on input deviations from an unconstrained feedback controller. This blocking scheme cycles over a time period and maintains recursive feasibility, even for terminal conditions. However, the controller moves are more restricted through these input deviations and optimal performance of the blocked MPC strategy is not guaranteed. Gondhalekar and Imura (2010) establish a blocking scheme that applies to all blocking patterns by initially establishing feasibility regions for the blocked controller. Their approach then finds the least restrictive moves for a given blocking scheme, and ensures recursive feasibility, but without stability guarantees. Shekhar and Maciejowski (2012) develop a blocking framework for variable horizon MPC, which allows shifting and transformation of blocking patterns as the horizons evolve. They include a robust stability analysis using contraction properties and require terminal constraints on the MPC problem.
These studies show that an alternative shifted blocking (SB) scheme, where the left-most interval is removed and a rightmost interval is added as the horizon shifts, is recursively feasible if appropriate terminal conditions are imposed. A particular case considered in Würth and Marquardt (2014) is based on approximations to infinite horizon NMPC, where a shrinking horizon is maintained over infinite time. Under these conditions approximations to MHB and SB schemes are equivalent and recursively feasible.
In the next section we describe our MHB and SB schemes for nonuniform grids and review nominal and ISS stability properties for NMPC. Based on these we modify the NLP subproblem for blocked NMPC to enforce strong descent of the Lyapunov function at each sampling time. This leads to an NMPC strategy that embeds both MHB and SB schemes and leads to robust stability guarantees. Section 3 demonstrates our blocking NMPC strategy on a bubbling fluidized bed (BFB) process, using both first principles and reduced models, along with input and state blocking. Section 4 concludes the paper and discusses areas for future work.
INPUT AND STATE BLOCKING FOR NMPC
Consider the following discrete-time nonlinear dynamic model of the plant with uncertainties:
where x(k) ∈ ℜ n x , u(k) ∈ ℜ n u and w(k) ∈ ℜ n w are the plant states, controls and disturbance signals, respectively, defined at time steps t k with integers k > 0. The mapping f : ℜ n x +n u → ℜ n x with f (0, 0) = 0 represents the nominal model, while the term d : ℜ n x +n u +n w → ℜ n x is used to describe modeling errors, estimation errors and disturbances. We assume that f (·, ·) and d(·, ·, ·) are Lipschitz continuous, and that the noise w(k) is drawn from a bounded set W .
We also consider a blocking pattern v = Mq where
T and q are the blocked inputs. After N 0 intervals the blocking M matrix incorporates n b blocks, each of length N j , j = 1, . . . , n b as follows:
where the matrices E j , j = 1, . . . n b consist of N j stacked identity matrices of order n u .
Our blocked nonlinear model predictive controller (NMPC) is defined over a horizon where ∑ n b j =0 N j = N. We assume that the states and controls are restricted to the domains X and U, respectively. X f is the terminal set with X f ⊂ X. The set U is compact and contains the origin; the sets X and X f are closed and contain the origin in their interiors. We consider a stage cost given by ψ(·, ·) : ℜ n x +n u → ℜ, while the terminal cost is denoted by Ψ(·) : ℜ n x → ℜ; both are assumed to be Lipschitz continuous. Moreover, we apply the robust problem formulation in Yang et al. (2015) and relax X and X f with 1 penalty terms, with a sufficiently large penalty parameter ν. Writing X and X f as inequalities g(z l ) ≤ 0 and g(z N ) ≤ 0, respectively, and redefining g
, we obtain the following MHB reformulation:
Note that the redefined objective function in (3) is no longer differentiable everywhere, but still Lipschitz continuous, with Lipschitz constant L V , which is sufficient for the stability analysis in Section 2.1.
In (3) we note that a coarser approximation is allowed for the differential-algebraic model, z l+1 = f j (z l , v l ). This model leads to state profiles described by finite elements of different lengths in each block. The longer elements are sufficient for slower time scales and lead to a significant reduction in NLP variables. The accuracy of these models is based on problem dependent features where the blocking pattern, N j , j = 1, . . . n b is determined by the system dynamics. As a result the blocked state model (based on collocation on nonuniform finite elements) is assumed to be a high fidelity approximation to the plant. Figure 1 we can see that MHB is not recursively feasible, neither for input nor state blocking. Instead, as described in Section 2.2, the state and input feasibility error in MHB depends on choice of the blocking pattern and treatment of model mismatch. Moreover, as shown in Figure 1 , we also consider a Shifted Blocking (SB) strategy where v =Mq and
The SB pattern modifies the MHB pattern by removing the sampling time on the left and adding a sampling interval on the right. The SB strategy is recursively feasible for the inputs and states, as well as the terminal conditions. The NLP subproblem for the SB pattern is given by:
Nominal and ISS Stability Properties
Stability properties of blocked NMPC are adapted from wellknown properties of the standard NMPC controller (Magni and Scattolini (2007) ; Keerthi and Gilbert (1988) ), with the following assumptions: Assumption 1. (Nominal Stability Assumptions for NMPC)
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Nominal stability can be paraphrased by the following theorem.
Theorem 2. (Nominal Stability Rawlings and Mayne (2009))
Consider the unblocked moving horizon problem (Problem (3) with M = I) and associated control law u = u id , that satisfies Assumption 1. Then, V (x) from the unblocked controller is a Lyapunov function and the closed-loop system is asymptotically stable.
The proof of Theorem 2 relies on the following descent condition with ρ = 0:
which follows immediately from recursive feasibility of unblocked NMPC. Summing the left hand side of (6) over k, and allowing (6) to be violated for no more than a finite subsequence (say, k ∈ K f ) leads to:
along with lim k→∞ ψ(x(k), u(k)) → 0, and lim k→∞ x(k) → 0. Since the MHB strategy is not recursively feasible we enforce constraint (6), where ρ ∈ [0, 1) is chosen to reflect the inaccuracy caused by input and state blocking as well as other sources of model mismatch.
For the analysis of robust stability properties of NMPC we consider Input-to-State Stability (ISS) (Magni and Scattolini (2007); Jiang and Wang (2001) ). Definition 3. (Input-to-State Stability)
• The system (1) is ISS in X if there exists a K L function β , and a K function γ such that for all w in the bounded set W ,
is called an ISS-Lyapunov function for system (1) if there exist a set X, K functions α 1 , α 2 , α 3 and σ such that, ∀x ∈ X and ∀w ∈ W , we have
Moreover, if X is a robustly invariant set for system (1) and V (·) is an ISS-Lyapunov function for this system, then the resulting system is ISS in X (Chen and Allgöwer (1998); Magni and Scattolini (2007) ). For problem (5) X = ℜ n x .
We also make the following assumptions and establish robust stability of the NMPC controller from the following theorem. Assumption 4. (Robust Stability Assumptions)
• The solution of (3) is continuous and differentiable with respect to x(k) and w, and the resulting feedback law, derived from s * (p), can be represented as u = κ(x).
• 
and η ∈ (0, 1), the cost function V (x) obtained from the solution of (3) with M = I is an ISS-Lyapunov function and the resulting closed-loop system is ISS stable.
The result from Theorem 5 with unblocked NMPC also leads to the following inequality:
is an additional ISS term that represents the influence of disturbances. We can bound ε w from an off-line NLP sensitivity analysis using
Nonuniform grids for NMPC
To show under what conditions (6) and (8) hold, we first consider the quasi-infinite horizon formulation in Würth and Marquardt (2014) . Here n b = 1 after N 0 sampling times, and the single blocked stage takes the process to (near) steady state where x s = f (x s , u s ). Because the N 1 is sufficiently long, we do not need to impose a terminal constraint.
As shown in Figure 2 the quasi-infinite blocking pattern is recursively feasible for the inputs. On the other hand, there is a slight error in the approximation of the states. We will assume this error and other model mismatch effects can be bounded above by the ρψ(x(k), u(k)) term in (8).
Figure 2. Representation of quasi-infinite blocking scheme
On the other hand, if an arbitrary blocking pattern is used with n b > 1, we no longer have recursive feasibility and the descent conditions (8) for MHB problem (3) need to be enforced, with recourse to the SB problem (5) if (8) is not satisfied. Based on these characteristics, we apply the following blocked NMPC approach:
• At time k +1 obtain x(k +1) and x(k +1)− f (x(k), u(k)) .
• Obtain (an approximate) solution of SB problem (5), evaluateV ( f (x(k), u(k))) and use NLP sensitivity to approximateV (x(k + 1)).
• Solve the MHB problem (3) and obtain V (x(k + 1)).
• For k > k 0 if (8) is satisfied, implement u(k + 1) from the solution of the MHB problem. Else, implement u(k + 1) from the solution of SB problem (5).
Note that by checking (8) at k > k 0 where time k 0 is some settling time after a setpoint change or upset, we allow (8) to be IFAC DYCOPS-CAB, 2016 June 6-8, 2016. NTNU, Trondheim, Norway violated a finite number of times, and still satisfy the stability guarantees.
NMPC CASE STUDY ON NONUNIFORM GRIDS

Bubbling Fluidized Bed Plant
This section briefly describes the models and process used for the NMPC case study. Bubbling fluidized bed (BFB) reactors are widely used in chemical processes, especially for those relying on reactions between gas and solid phases. In this study, we consider a BFB reactor, used as an adsorber in a solid-sorbent post-combustion carbon capture system. A onedimensional, three-region, pressure driven dynamic model has been developed for the BFB adsorber. Mass and heat balance equations have been written for all components in the three regions, including bubble, emulsion and cloud-wake region, which consider the effect of axial material flow and transfer terms between different regions and phases. The BFB model is open-loop stable and includes detailed transport property equations within the reactor. The complete description of the BFB model can be found in Lee and Miller (2012) ; Modekurti et al. (2013) . After spatial discretization, the rigorous BFB model becomes a large-scale differential and algebraic equation system, which consists of 2000 differential equations and over 10000 algebraic equations. It is difficult to directly apply this model for time-critical applications such as NMPC. Therefore, we developed dynamic reduced models to reduce computational cost while maintaining robust and accurate prediction capacity of the rigorous model. Equation-based model reduction of the rigorous BFB adsorber was conducted for both spatial and temporal aspects in Yu et al. (2015) . Orthogonal collocation on finite elements (OCFE) was applied to discretize the partial differential equations in space. Since OCFE is high order, it requires fewer discretization nodes to achieve the accuracy of the finite difference method. Further model reduction is due to unevenly distributed finite elements in space. For the temporal reduction, time scale decomposition, along with an eigenvalue analysis was used to assess overall time scale differences in the rigorous BFB model. Then a quasisteady state approximation replaced differential equations with fast states. In addition, a null space projection method eliminated reversible reactions for CO 2 adsorption and led to a simplified kinetic model. The resulting reduced system therefore has the same general behavior, but becomes much less stiff. Detailed development of these reduced models is presented in Yu et al. (2015) . We now apply this temporal and spatially reduced BFB model in the following case studies.
NMPC Case studies
In this section, we discuss the NMPC case studies using nonuniform grids. The optimization problem is formulated as NLP (3), with a traditional setpoint tracking objective. For the BFB adsorber, the controlled variable is the CO 2 removal fraction and the manipulated variable is the inlet flowrate of the solid sorbent. The sampling time for the control case study is 50 seconds and the prediction horizon is 600 seconds. Two input blocking strategies are considered here. For blocking strategy A, n b = 1, N 0 = 4 and N 1 = 8, i.e., we introduce 4 short finite elements whose length equals 50 seconds and one long finite element at the end. For blocking strategy B, n b = 2, N 0 = 4, N 1 = 4 and N 2 = 4, i.e., we introduce 4 short finite elements and 2 long finite elements to cover the prediction horizon. The discretized BFB models are implemented in AMPL (Fourer et al. (2002) ) and the NMPC problem is solved using IPOPT (Wächter and Biegler (2006) ).
In the case study, the rigorous BFB model is used as the plant model. Both rigorous and reduced BFB model are used as the model for NMPC controller in different scenarios. For the cases where the reduced model is used as control model, a simple output additive correction term based on feedback measurements is used to achieve off-set free control performance. In the nominal cases, no additional disturbances or noises are introduced. In the robust cases, we study a comprehensive scenario with measurement noises and setpoint changes as disturbances. Using the proposed algorithm, stability constraints are checked in all simulation cases to guarantee the stability of the controller. The effect on stability, induced by model mismatch from reduced BFB model and state approximation plus disturbances, is handled by ρ and ε w , which are estimated offline.
First we look at the nominal cases. In nominal case 1, the rigorous BFB model is used as control model and blocking strategy A is applied. Figure 3 shows the variation of cost function in every control step for nominal case 1. As we can see from Figure 3 , V (x(k + 1)) is always smaller than V (x(k)), which means we can always find a positive ρ so that stability constraint (6) is satisfied. In nominal case 2, we use the reduced BFB model as the control model with blocking strategy A. In addition to the errors by state blocking, model mismatch between the control model and plant model leads to additional errors in V (·). From Figure 4 , we can see that V (x(k + 1)) is smaller than V (x(k)) for most steps, which means stability constraint (6) can be satisfied for these steps. Here, this constraint is violated for time steps 6 and 7; thus stability of the controller can still be maintained. For cases using blocking strategy B, the cost function variations during NMPC iterations are very similar to the cases using blocking strategy A. Moreover, for these nominal cases the SB blocking strategy was not needed and not invoked. In addition, we compare the control performance of nonuniform NMPC cases to those with uniform grids. We also present the benefits in computational cost reduction given by the nonuniform grids formulation. Control performance for all nominal cases is shown in Figure 5 . The nominal base case uses the rigorous model as the control model without blocking; this provides the best control performance for this simulation scenario. From Figure 5 we see hardly any differences in control performance among the unblocked nominal base case, and cases 1 and 3, which use the rigorous model with different blocking strategies. From these results, stability constraints are moni- IFAC DYCOPS-CAB, 2016 June 6-8, 2016 . NTNU, Trondheim, Norway Table  1 . In comparing the unblocked nominal base case and cases 1 and 3, we see that the blocking strategy reduces the size of the NMPC problem by at least 50% and computational cost is reduced by an order of magnitude for every NMPC problem. Further reductions in NMPC problem size and computational time, by almost a factor of three, are achieved by using the reduced model as the control model.
Next, we consider robust cases, where measurement noise and step change in the setpoint are introduced as additional disturbances. To handle these additional disturbances, an additional disturbance bound term is introduced and the corresponding stability constraint (8) is enforced. The disturbance bound term is defined as
, where we determine L V offline by solving problem (3) after perturbation of input disturbances. In robust case 1, we use rigorous BFB model as control model and apply blocking strategy A. The cost function variations in every NMPC step are shown in Figure 6 . ε w is introduced to compensate the effect of disturbances. From Figure 6 , V (x(k + 1)) is smaller than V (x(k)) + ε w in all iterations, which means stability constraint (8) is always satisfied. For robust case 2, where a reduced model is used as the control model with blocking strategy A, we observe similar performance in cost function variations from Figure 7 . Moreover, for all of the nominal and robust cases, the SB strategy was not needed by the blocked NMPC controller. We also compare the control performance of NMPC, using nonuniform grids and reduced models, with the unblocked base case using the rigorous model. From Figure 8 , we see that the control performance of NMPC using nonuniform grids and reduced models is nearly the same as the base case. On the other hand, Table 2 shows that computational cost is greatly reduced by using the blocking strategy and reduced models.
CONCLUSIONS
We demonstrate the application of nonuniform temporal distributions in dynamic, collocation-based models for NMPC for- mulations. With appropriate input and state blocking strategies, computational cost for NMPC problems can be greatly reduced without significant sacrifice of the control performance. To address the stability concerns raised by general blocking strategies, we analyze nominal stability and ISS for blocked NMPC and show that these properties can be enforced through treatment of model mismatch, quasi-infinite horizons and additional stability constraints. Our analysis leads to an efficient NMPC strategy that guarantees ISS for any blocking pattern, if recourse to an SB strategy is allowed. Moreover, if a quasi-infinite horizon is used with N 1 sufficiently long, ISS constraints are implicitly satisfied. Finally, our blocked NMPC strategy is applied to control a large-scale BFB adsorber simulated with first principles models. Excellent performance and order of magnitude reductions in computing effort are observed.
