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An ACI-matrix is a matrix whose entries are polynomials of degree
at most one in a number of indeterminates where no indeterminate
appears in two different columns. Consider the next two problems:
(a) characterize the ACI-matrices of order n all ofwhose completions
have the same nonzero constant determinant; (b) characterize the
ACI-matrices of order n all of whose completions are nonsingular.
In 2010 Brualdi, Huang and Zhan solved both problems for fields
of at least n + 1 elements. We extend their result on problem (a) to
integral domains, and extend their result on problem (b) to arbitrary
fields.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
LetRbe an integral domain. A partial matrix overR is a matrix in which some entries are specified
as elements ofR, and the other entries are unspecified and can be freely chosenwithinR. A completion
of a partial matrix is a specific choice of values from R for its unspecified entries. In a partial matrix,
we call the unspecified entries indeterminates, since they are free to range over R. There is a family
of problems, called completion problems, where we are given a partial matrix and we must find a
completion with certain spectral properties (e.g., a given spectrum or characteristic polynomial or
invariant polynomials). Most results on completion problems are formulated for fields. In [1,2] we
have generalized some of these results to integral domains, which includes the important case of the
integers.
In a recent paper Brualdi et al. [3] introduced an interesting type ofmatriceswhich are a generaliza-
tion of partial matrices. LetR(1)[x1, x2, . . . , xk] be the set of polynomials of degree at most one in the
indeterminates x1, x2, . . . , xk with coefficients from the integral domain R. A matrix A with entries
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fromR(1)[x1, x2, . . . , xk] is called an affine column independent matrix overR, abbreviated ACI-matrix
over R, provided that no indeterminate appears in two different columns of A. ACI-matrices consti-
tute a generalization of partial matrices in two ways: indeterminates can spread all over one column
(they are not restricted to appear in one entry), and each entry is a polynomial of degree one in the
indeterminates (they are not restricted to be either a constant or an indeterminate). A completion of
an ACI-matrix A is a specific choice of values from R for x1, . . . , xk . Note that det A is a polynomial
of R(1)[x1, x2, . . . , xk]. We will say that det A is a constant polynomial if det A ∈ R, and that A is
nonsingular if any completion of A has nonzero determinant.
Brualdi et al. [3] studied how the rank varies for the set of matrices that are completions of an
ACI-matrix over a field. More precisely, they characterize the m × n ACI-matrices and the m × n
partial matrices for which all completions have rank less or equal to ρ where ρ < min{m, n}. These
results can be generalized to integral domains, since their proofs are also valid for this more general
structure. Later Huang and Zhan [4] characterized for fields of at least max{m, n + 1} elements the
m×nACI-matrices all ofwhose completions have exactly the same rank. In [3] the authors determined
for fields of at least n + 1 elements the square nonsingular partial matrices with maximum number
of indeterminates. This last result is generalized by McTigue and Quinlan [6] to arbitrary fields and to
rectangular m × n matrices with rank greater or equal to ρ where ρ  min{m, n}. In [8,7,5] other
related results can be found on the subject.
Now we will focus on the content of this work. In Section 2 we will prove this curious result.
Lemma1.1. LetRbean integral domain. Let {u(0)1 , . . . , u(0)n }and {u(1)1 , . . . , u(1)n }be two sets of nnonzero
vectors of Rn. If det[u(0)1 · · · u(0)n ] = 0 then there exists (h1, . . . , hn) ∈ {0, 1}n with (h1, . . . , hn) =
(0, . . . , 0) such that det[u(h1)1 · · · u(hn)n ] = 0.
With the help of this lemma, in Section 3 we will generalize the following results.
Theorem 1.1 [3, Theorem 10]. Let F be a field with at least n+ 1 elements. Let A be an n× n ACI-matrix
overF. Then det A is a nonzero constant polynomial if and only if there exist a nonsingular constant matrix
T ∈ Mn(F) and a permutation matrix Q ∈ Mn(F) such that TAQ is an upper triangular matrix with
nonzero constant diagonal entries.
Corollary 1.1 [3, Corollary 12]. Let F be a field with at least n+ 1 elements. Let A be an n× n ACI-matrix
over F. Then A is nonsingular if and only if there exist a nonsingular constant matrix T ∈ Mn(F) and
a permutation matrix Q ∈ Mn(F) such that TAQ is an upper triangular matrix with nonzero constant
diagonal entries.
Namely, we will extend the previous theorem to integral domains and the corollary to arbitrary
fields. It is important to clarify that anACI-matrixover afield isnonsingular if andonly if itsdeterminant
is a nonzero constant (Lemma 1 in [3]), which implies that both results above are equivalent. But this
is not true for integral domains: consider the ACI-matrix over Z given by
A =
⎡
⎣ 2x + 1 3y + 2
1 3
⎤
⎦ (1)
which has determinant 6x− 3y+ 1. All the completions of A overZ are nonsingular, although det A is
not a nonzero constant. Note that the same matrix A could be used to show that Corollary 1.1 can not
be extended to integral domains.
2. Proof of Lemma 1.1
For i ∈ {1, . . . , n} and h ∈ {0, 1} let u(h)i = [u(h)i1 u(h)i2 . . . u(h)in ]T ∈ Rn and consider the 2n × n
matrix
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M = [u(0)1 · · · u(0)n u(1)1 · · · u(1)n ]T =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
u
(0)
11 · · · u(0)1n
...
. . .
...
u
(0)
n1 · · · u(0)nn
u
(1)
11 · · · u(1)1n
...
. . .
...
u
(1)
n1 · · · u(1)nn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Nowassume thatwe can performelementary transformations of the type: (i) permutation of columns;
(ii) multiplication of a column by a nonzero scalar; (iii) addition of a scalar multiple of one column to
another column. As det[u(0)1 · · · u(0)n ]T = 0 thenM can be transformed into a matrix of the type
M˜ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C1 · · · 0
...
. . .
...
0 · · · Cn
v
(1)
11 · · · v(1)1n
...
. . .
...
v
(1)
n1 · · · v(1)nn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= [v(0)1 · · · v(0)n v(1)1 · · · v(1)n ]T
with v
(0)
i = Ciei where 0 = Ci ∈ R for i = 1, . . . , n. It is clear that for any choice (h1, . . . , hn) ∈
{0, 1}n we have that det[u(h1)1 · · · u(hn)n ] = 0 if and only if det[v(h1)1 · · · v(hn)n ] = 0. We now consider
two cases:
Case 1. For some k ∈ {1, . . . , n} we have v(1)kk = 0. Then
det[v(0)1 · · · v(0)k−1 v(1)k v(0)k+1 · · · v(0)n ]T = C1 · · · Ck−1 v(1)kk Ck+1 · · · Cn = 0
and we have finished.
Case 2. All diagonal entries of
V˜ = [v(1)1 · · · v(1)n ]T =
⎡
⎢⎢⎢⎢⎣
v
(1)
11 · · · v(1)1n
...
. . .
...
v
(1)
n1 · · · v(1)nn
⎤
⎥⎥⎥⎥⎦
are equal to 0, that is, v
(1)
11 = · · · = v(1)nn = 0. We assert that the digraph associated to V˜ has some
cycle of length greater than one. Note that if every vertex has a successor, then by taking successive
successors wewould always find a cycle. If there is no cycle then there exists one vertex of the digraph,
say the vertex corresponding to index i, which has no successor, i.e., it is not the start point of any
oriented edge of the digraph. This would imply that the i-th row of V˜ has all its entries equal to 0, or
equivalently that v
(1)
i is the zero vector. Then u
(1)
i would also be the zero vector, which contradicts
that u
(1)
1 , . . . , u
(1)
n are nonzero vectors.
Let k  2be theminimum length of a cycle in thedigraph associated to V˜ .Without loss of generality
assume that the vertices of this cycle are 1, . . . , k and that the edges are 1 → 2 → 3 → · · · → k →
1. Since there are no cycles of length less than k then there are no other edges between these vertices,
that is
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⎡
⎢⎢⎢⎢⎣
v
(1)
11 · · · v(1)1k
...
. . .
...
v
(1)
k1 · · · v(1)kk
⎤
⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 v
(1)
12 · · · 0 0
0 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · 0 v(1)k−1,k
v
(1)
k1 0 · · · 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Then
det
[
v
(1)
1 · · · v(1)k v(0)k+1 · · · v(0)n
]T = v(1)12 v(1)23 · · · v(1)k−1,kv(1)k1 Ck+1 · · · Cn = 0
and we have finished.
3. ACI-matrices over integral domains
An interesting consequence of Lemma 1.1 is the following.
Lemma 3.1. Let R be an integral domain and let A be an n × n ACI-matrix over R. If det A is a nonzero
constant polynomial then A has at least a column with constant entries.
Proof. Suppose each column of A contains at least one indeterminate. Without loss of generality we
assume that xi appears in the ith column of A for i = 1, . . . , n. In what follows let us assign the value
zero to any other indeterminate. Then
A =
[
u
(0)
1 + u(1)1 x1, . . . , u(0)n + u(1)n xn
]
where {u(0)1 , . . . , u(0)n } and {u(1)1 , . . . , u(1)n } are sets of n nonzero vectors ofRn.
By hypothesis det A = c ∈ R \ {0}, which implies that for any completion of A we obtain a
matrix whose determinant is equal to c. In particular, if we consider the completion obtained when
x1 = · · · = xn = 0 then det[u(0)1 , . . . , u(0)n ] = c = 0. We can now apply Lemma 1.1 to find that there
exists (h1, . . . , hn) ∈ {0, 1}n with (h1, . . . , hn) = (0, . . . , 0) such that det[u(h1)1 · · · u(hn)n ] = 0.
Using that x1i = xi and x0i = 1 we expand det A in the following way:
det A = det
[
u
(0)
1 x
0
1 + u(1)1 x11, . . . , u(0)n x0n + u(1)n x1n
]
= ∑
(i1,...,in)∈{0,1}n
det
[
u
(i1)
1 x
i1
1 , . . . , u
(in)
n x
in
n
]
= ∑
(i1,...,in)∈{0,1}n
det
[
u
(i1)
1 , . . . , u
(in)
n
]
x
i1
1 · · · xinn
= det
[
u
(h1)
1 · · · u(hn)n
]
x
h1
1 · · · xhnn + · · · .
So det A is a nonconstant polynomial. 
Before we reach the main theorem, we will make a necessary subtle observation. Consider the
following matrix polynomial over F2:
M =
⎡
⎣ x + 1 1
1 x
⎤
⎦
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Note that detM = x2+x+1 is not a constant polynomial although the determinant of each of the two
completions ofM over F2 is constant. For ACI-matrices over integral domains this strange behavior is
not possible. So, we will see that for an ACI-matrix A over an integral domain it happens that det A is
a constant polynomial if and only if all completions of A have the same constant determinant. This is
a consequence of the following observation.
Lemma 3.2. Let R be an integral domain and p ∈ R(1)[x1, . . . , xr] a polynomial with at least one
nonconstant monomial. Then p takes at least two different values ofR.
Proof. Without loss of generality assume that p(x1, . . . , xk) = c1x1 · · · xs + . . . where c1 ∈ R \ {0}
and c1x1 · · · xs is a nonconstant monomial with the minimum number of variables. Then
p(1, . . . , 1︸ ︷︷ ︸
s
, 0, . . . , 0) = p(0, . . . , 0) + c1 = p(0, . . . , 0). 
Corollary 3.1. Let R be an integral domain, let c be a constant of R and let A be an n × n ACI-matrix
overR. Then det A is the constant polynomial c if and only if all completions of A have the same constant
determinant equal to c.
Proof. The condition is obviously necessary. On the other hand, if det A ∈ R(1)[x1, . . . , xr] is a non-
constant polynomial then it has a nonconstantmonomial, andby Lemma3.2 there are two completions
of Awhose determinants are not the same. 
Nowweareprepared toattack themain theoremwhichgeneralizesTheorem1.1 toarbitrary integral
domains. As in [3], ourproof is basedon the fact that anACI-matrixwithdeterminant equal to anonzero
constant polynomial has at least a column with only constant entries.
Theorem 3.1. Let R be an integral domain. Let A be an n × n ACI-matrix over R. The following three
statements are equivalent:
(a) det A is a nonzero constant polynomial;
(b) all the completions of A have the same nonzero constant determinant;
(c) there exist a nonsingular constant matrix T ∈ Mn(R) and a permutation matrix Q ∈ Mn(R) such
that TAQ is an upper triangular matrix with nonzero constant diagonal entries.
Proof. The equivalence of (a) and (b) follows from Corollary 3.1. That (c) implies (a) is trivial. To
prove that (a) implies (c) assume that det A is a nonzero constant polynomial. By Lemma 3.1 A has at
least a columnwith only constant entries. For the rest of the proof we reproduce the proof given in [3]
adapted to integral domains. We continue by induction on the order n. The conclusion for n = 1 is
trivially true. Now let n  2, and assume that the conclusion holds for all ACI-matrices of order n− 1.
Let A be an ACI-matrix of order n overRwith det A equal to a nonzero constant polynomial. Suppose
the qth column of A contains only constant entries. This column has at least one nonzero entry, say,
in the rth row. We interchange columns 1 and q, and then interchange rows 1 and r to get a matrix
A0 = P1AQ1 = [a˜ij]with a˜11 = 0 where P1,Q1 are permutation matrices. In A0 multiplying by a˜11 the
ith row and then adding −a˜i1 times the first row to the ith row for i = 2, . . . , nwe get a matrix
A1 = T1A0 =
⎡
⎣ a˜11 yT
0 H
⎤
⎦ ,
with
T1 =
⎡
⎢⎢⎢⎢⎢⎣
1 0 · · · 0
−a˜21 a˜11 · · · 0
...
...
. . .
...
−a˜n1 0 · · · a˜11
⎤
⎥⎥⎥⎥⎥⎦ ∈ Mn(R)
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and where H is of order n − 1. Note that
a˜11 detH = det T1 det A0 = a˜n−111 det P1 det A det Q1 = a˜n−111 det A.
Therefore detH is a nonzero constant. On the other hand, let A = [a1 · · · an] where a1, . . . , an are
the columns of A. Then
A1 = T1P1AQ1 = [T1P1a1 · · · T1P1an]Q1
is an ACI-matrix overR, and hence H is also an ACI-matrix overR.
Using the induction hypothesis on H we know that there exist a nonsingular constant matrix T2 ∈
Mn−1(R) and a permutation matrix Q2 ∈ Mn−1(R) such that T2HQ2 is an upper triangular matrix
with nonzero constant diagonal entries. Set T = (1⊕ T2)T1P1 and Q = Q1(1⊕ Q2). Then T ∈ Mn(R)
is a nonsingular constant matrix, Q ∈ Mn(R) is a permutation matrix and
TAQ = (1 ⊕ T2)T1P1AQ1(1 ⊕ Q2) = (1 ⊕ T2)A1(1 ⊕ Q2) =
⎡
⎣ a˜11 yTQ2
0 T2HQ2
⎤
⎦
is an upper triangular matrix with nonzero constant diagonal entries. 
An ACI-matrix over a field is nonsingular if and only if its determinant is a nonzero constant poly-
nomial (Lemma 1 in [3]). Then by Theorem 3.1 we have the following corollary that generalizes Corol-
lary 1.1 to arbitrary fields.
Corollary 3.2. Let F be a field. Let A be an n × n ACI-matrix over F. Then A is nonsingular if and only
if there exist a nonsingular constant matrix T ∈ Mn(F) and a permutation matrix Q ∈ Mn(F) such that
TAQ is an upper triangular matrix with nonzero constant diagonal entries.
An intriguing question is whether it is also possible to extend to arbitrary fields Theorem 5 in [4],
where Huang and Zhan characterized for fields of at least max{m, n + 1} elements the rectangular
m× n ACI-matrices all of whose completions have exactly the same rank. And if there is some version
over integral domains. As a first approach it would be interesting to extend to arbitrary fields Lemma 3
in [4] which is a particular case of that theorem withm  n and maximum rank.
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