Although, many papers have appeared in the literature of hub location problem, most of them deal with the problem in a crisp environment. In this paper, the single-allocation hierarchical hub median problem (SA-H-MP) with fuzzy demands is addressed. The structure of the model is derived from Yaman (2009) and consists of a three-level network of demand nodes, non-central hubs, and central hubs. It has been assumed that the demands are not known precisely and are estimated using fuzzy variables. In order to solve the problem, a simulation-embedded variable neighborhood search (VNS) is applied. The results of running the proposed approach on the well-known CAB dataset verify that it is able to solve test problems with less than one percent of error.
INTRODUCTION
Hubs are special facilities that serve as switching, transshipment and sorting points in many-to-many distribution systems (Alumur and Kara, 2008) . Due to their significance in reality, the study of hub location problem (HLP) has been a focal area of interest among scholars since its very beginning in the late 1960s and various extensions to the classical models have been presented so far. During the last two decades, hub-andspoke network design problems have received increasing attention in a wide range of application areas such as transportation, telecommunications, computer networks, postal delivery, less-than-truck loading (LTL) and supply chain management (Gelareh et al., 2010) . One distinctive feature of HLP is that direct flows between demand nodes are not allowed in a hub network. In other words, to reach a destination, a flow is satisfied through the shortest possible path which should pass through one or more hub nodes. In a nutshell, HLP deals with two different tasks: hub selection, where some nodes are selected to be hubs, and spoke allocation, where an assignment of spoke nodes to hubs is made (Meyer et al., 2009). Hub networks bring about two major benefits in design of a network: (a) the number of links in the network can be dramatically less than a complete network, where direct flows are possible; (b) since the flow between hub nodes is discounted by a discount factor (normally shown as α), hub networks can be more economical for a large variety of applications. Basically, two types of allocation schemes are possible in a HLP as single-allocation and multiple-allocation. While in a single-allocation scheme, a demand node is allocated to one and only one hub node, a multiple-allocation network can be established by allocation of demand nodes to more than a single hub node.
Hierarchical facility location (HFL) problems are one of the facility location variants which have been studied in the literature. Sahin and Süral (2007) identified some applications of HFL problems in waste management, production-distribution, telecommunication, health-care, emergency medical services, etc. One of the special types of HFL problems is the hierarchical hub location problem which is a variant of the classical HLP. Figure 1 illustrates a sample hierarchical hub network which is comprised of three node types. In this figure, nodes 1 to 6 represent demand nodes, nodes 7 to 10 depict hub nodes, and nodes 11 to 14 are central hubs. While the network between central hubs is a complete network, the other layers of the network are incomplete graphs. Moreover, each demand node can be allocated to a central hub directly or via a hub node.
Similar to many real-world problems, a location problem may encounter vagueness. For instance, the travel time between two cities can be stated as "between 10 and 11 h", or the demand of a new product is estimated to be "more than 20000 per year". Although uncertainty is ubiquitous in location problems, it has received relatively little attention in the literature. There are a number of theories to model and solve problems under uncertainty of which probabilistic and possibilistic approaches are more dominant. Using probabilistic approaches can be beneficial in myriad of applications. However, when there is not enough data, or when there is a need to invest an exorbitant amount of money to garner reliable data, using the possibilistic approach is more reasonable. The possibilistic approach of uncertainty is to a large extent less expressive than probability, but also less demanding in information (Bubois et al., 2004) . Hence, using fuzzy logic and possibility theory deserves to be considered as a valuable approach in modeling and solution of many uncertain problems. Perez et al. (2004) introduced four distinct categories of a fuzzy location problem as: location problems with fuzzy vertices, location problems with fuzzy edges, location problems with fuzzy weights, and location problems with fuzzy lengths. The problem in this paper is of the third type, since we assumed that there is some uncertainty in estimation of demands between the network nodes which is handled using fuzzy variables and the knowledge of expert(s). It should be noted that the method to elicit the expert knowledge is beyond the scope of this paper.
The contributions of our paper to the literature are twofold. We put forward an efficient and rigorous methodology to solve SA-H-MP and also present a fuzzy version of the proposed solution procedure to solve SA-H-MP under uncertainty. The outline of this paper is as follows: The paper proceeds with a review of the literature of the HLP, with a focus on some recent advances. Additionally, here we present a brief overview of using credibility theory in solving some mathematical programming problems. Then, the mathematical formulation of the problem is given hereafter. Next, some basic issues regarding fuzzy variables are discussed. The proposed solution approach is elaborated. Moreover, numerical experiments are presented. Finally, conclusions and some outlooks for future research are presented.
LITERATURE REVIEW
Since the main goal of this paper is not to review all the pertinent publications to HLP, we will focus on some recent publications in this area, some of the most influential contributions in the history of HLP, and an overview of using credibility theory to solve combinatorial optimization problems. Interested readers can refer to valuable reviews for a wealthier background of HLP, such as Aykin (1995) for continuous HLPs, and Alumur and Kara (2008) for network HLPs.
The first attempts to model a HLP dates back to 1980s when O'Kelly (1987) presented his well-known mathematical formulation for p-hub median location problem. Later, Campbell (1994) presented the first linear model for the p-hub median location problem. This model has been modified by many scholars, such as Skorin- Kapov et al. (1996) , Ernst and Krishnamoorthy (1996) , and Ebery et al. (2000) . In the last decade, there has been a considerable increase in the number of publications in the area of HLP. Some of the main contributions to the literature of HLP are given in Table 1 . A glance over this table shows that the majority of recent contributions are about presenting new variants of classical HLP, considering game theory concepts, adding partitioning and routing to the location module, etc.
The literature of location problems has witnessed some heuristic and metaheuristic methods to solve variants of HLP. The first heuristic is O'Kelly (1987) which proposed two exhaustive heuristics to solve the p-hub median problem. Another heuristic was proposed by Klincewicz (1991) which outperforms the one by O'Kelly (1987) . Following these heuristics, a number of metaheuristics have been presented in the literature of HLP, including: Tabu search and GRASP by Klincewicz (1992) , simulated annealing by Ernst and Krishnamoorthy (1996) , genetic algorithm by Kratica et al. (2007) , and variable neighborhood search by Perez-Perez et al. (2007) and Illic et al. (2010) .
Using fuzzy variables in modeling mathematical programming problems is rather untouched in the literature. Some of the problems targeted in the literature are reported in Table 2 and their solution procedures are cited for further information. Using credibility theory to solve mathematical programming problems is rather untouched in the literature. Moreover, to the best of our knowledge, there has not been any heuristic or metaheuristic for SA-H-MP. Therefore, this paper addresses an efficient simulation-embedded VNS to solve SA-H-MP in both crisp and fuzzy environments.
PROBLEM DEFINITION
Based on the taxonomy of Klose and Drexl (2005) , the following assumptions are made for the problem of this paper which was originally proposed by Yaman (2009): 1. The problem is studied on a network of vertices and edges. 2. The objective is of a minisum type, minimizing the total cost of the flows. 3. There is no capacity restriction in the network. 4. The problem is multi-stage and the decision is to be made for a hierarchy of nodes. 5. There is a single product in the network. 6. Demand in the network is completely inelastic. 7. The problem is static. In other words, the decision is made for a single period. 8. The problem parameters are uncertain and estimated Table 2 . Some problems solved in a fuzzy environment using credibility theory.
Author
Problem Solution procedure Peng and Liu (2004) Parallel machine scheduling Genetic algorithm Zhao and Liu (2005) Standby redundancy optimization Genetic algorithm Zheng and Liu (2006) Vehicle routing problem Genetic algorithm Liu and Li (2006) Quadratic assignment problem Genetic algorithm Huang (2007) Portfolio selection Genetic algorithm Yang and Liu (2007) Fixed charge solid transportation Tabu search Zhou and Liu (2007) Location-allocation problem Genetic algorithm Erbao and Mingyong (2009) Vehicle routing problem Differential evolution Lan et al. (2009) Multi-period production planning Particle swarm optimization Liu and Gao (2009) Multi-job assignment problem Genetic algorithm Li et al. (2010) Portfolio selection Simulated annealing Ke and Liu (2010) Project scheduling Genetic algorithm Wen and Kang (2011) Location-allocation problem Genetic algorithm Fazel Zarandi et al. (2011) Location-routing problem Simulated annealing Davari et al. (2011) Maximal covering location problem Simulated annealing using fuzzy variables. 9. There is a single objective in the problem. 10. Both hubs and central hubs are desirable facilities.
The three-layer hierarchical p-hub median location problem was first modeled by Yaman (2009) . She presented a mixed integer mathematical programming assuming that triangular inequality holds for costs of the network. The structure of the network is as follows: there is a three-layer hub-and-spoke network in which the first level is composed of central hubs, the second layer is the layer of non-central hubs, and the third level is the demand nodes. Each demand node can host a central or non-central hub and should be allocated to one and only one hub node. Clearly, in satisfying any origin-destination demand, there is a need to visit up to four hub nodes. In the subsequent formulation, the sets I, H, C represent the sets of demand nodes, possible hub nodes, and possible central hubs, respectively (It is to be known that H ⊆ I and C ⊆ H). Moreover, Z ijl is a binary variable taking a one value if node I ∈ I is assigned to hub j ∈ H and hub j is allocated to central hub l ∈ C. It is worth mentioning that if j ∈ H becomes a hub node and allocated to the central hub l ∈ C, then the value of Z jjl is equal to 1. Moreover, if node l ∈ C is a central hub, then the variable Z lll takes a value of 1. The most distinctive feature of the problem in this paper is the assumption that demands are fuzzy variables which are not known exactly. One of the applications of this problem is the case where a network is to be built from scratch. Needless to say, there is no historical data in such a case and experts can be regarded as the only reliable source to estimate the uncertain parameter. In such a problem, the mathematical formulation is as Equation 13 in which the expected value of total costs is to be minimized. It should be noted that in Equation 13, demands are fuzzy variables. Owing to these fuzzy values in the objective function, there is no analytical procedure to calculate the expected values. Therefore, a fuzzy simulation algorithm should be designed in order to approximate the fitness of a solution.
SA-H-MP is proven to be NP-Hard by Yaman (2009) . Knowing that the traditional p-hub median problem is NPhard, this is easily verifiable by relaxing the problem to the traditional p-hub median problem assuming p = p 0 . Hence, for larger sizes of the problem, exact methods are handicapped to reach optimal solutions and there is a need to devise some non-exact procedures. In this paper, an efficient variable neighborhood search (VNS) is presented which shows promising results. Then, a fuzzy simulation is embedded within the proposed VNS to solve the fuzzy test problems.
FUZZY VARIABLES
The concept of fuzzy sets was first introduced by Zadeh in the mid 1960s and Kaufmann (1975) coined the term fuzzy variable. To measure a fuzzy event, various measures have been proposed so far. One of the most well-known measures is the possibility measure which was first proposed by Zadeh (1975 Zadeh ( , 1978 . Later, Dubois and Prade (1988) published a considerable amount of publications regarding the theoretical foundations of possibility theory. Due to some restrictions of the possibility theory, presented the credibility measure. Traditional measures of uncertainty such as belief measure ( (Dempster, 1967) and (Shafer, 1976) ), possibility measure (Zadeh, 1978) , and necessity measure (Zadeh, 1979) do not assume the self-duality property. Therefore, they are inconsistent with the law of contradiction and law of excluded middle. However, the credibility measure is self-dual and satisfies these two laws. This is a considerable advantage of this measure compared with the other types of measures. Since this paper deals with fuzzy variables, this part is devoted to introducing some basics of credibility theory. For more information, one may consult with valuable sources such as Liu (2009) .
Definition 1 (Liu, 2009) . Let Θ be a nonempty set, and P the power set of Θ, and Cr a credibility measure. Then, the triplet (Θ, P, Cr) is called a credibility space Definition 2 (Liu, 2009) . A fuzzy variable is a measurable function from a credibility space (Θ, P (Θ), Cr) to the set of real numbers.
Definition 3 (Liu, 2009) . Let Θ k be nonempty sets on which Cr k are credibility measures, k = 1, 2, …, n, respectively, and Θ = Θ 1 × Θ 2 ×…Θ n . Then 
For each (θ 1 ,θ 2 ,…,θ n )∈Θ.
Definition 4 (Liu, 2009 ). An n-dimensional fuzzy vector is defined as a function from a credibility space (Θ, P, Cr) to the set of n-dimensional real vectors.
Definition 5 (Liu, 2009) . Let ξ be a fuzzy variable defined on the credibility space (Θ, P, Cr). Then, its membership function is derived from the credibility measure by
Definition 6 . Let ξ be a fuzzy variable. Then the expected value of ξ is defined by:
Definition 7. Let (Θ, P (Θ), Pos) be a possibility space, and A be a set in P (Θ) and the membership function µ To show how an event can be measured using fuzzy measures, a triangular fuzzy variable ξ = (r 1 , r 2 , r 3 ) is shown in Figure 2 . From the definitions of possibility, necessity and credibility, it is easy to obtain: 
SOLUTION PROCEDURE
Here, we deal with the elaboration of the proposed VNS algorithm, its modules, and how it is used to solve the crisp and fuzzy versions of the problem. The proposed approach can be considered as a juxtaposition of two modules: fuzzy simulation, and variable neighborhood search. These modules are elaborated subsequently.
Variable neighborhood search
Variable neighborhood search (VNS) is a relatively recent metaheuristic based on the simple idea of changing neighborhood within a local search to identify better local optima (Mladenovic and Hansen, 1997) . It has been used in various fields such as scheduling (Liao and Cheng, 2007) , supply chain management (Lejeune, 2006) , and routing (Fleszar et al., 2009) . VNS exploits systematically the following observations: (i) a local minimum with respect to one neighborhood structure is not necessarily the same with respect to another; (ii) a global minimum is a local minimum with respect to all possible neighborhood structures; (iii) for many problems local minima with respect to one or several neighborhoods are relatively close to each other .
A standard VNS starts by initializing a solution and defining a set of neighborhoods k min to k max . In each iteration, a shaking is carried out in the neighborhood N k (x) to get a new solution x′. Then, a local search is applied from x′ to get a local optimum x′′. If this local optimum has a better fitness, it replaces x and k = k min , otherwise, k is increased. The same procedure is followed until the stopping criteria are met.
In this paper, we employ a skewed version of VNS to get better results. In a standard VNS, a shift to a new solution is made only when there is an improvement in the solution quality. However, in a skewed VNS moves which lead to slightly inferior solutions are accepted. In other words, an inferior solution is accepted if the following inequality holds true:
where Z new , Z inc , and δ represent the fitness of the new solution, the fitness of the current solution, and the maximum tolerable deterioration in the solution quality, respectively. This step is carried out in order to counteract premature convergence. It is to be noted that based on our preliminary experiments, we defined δ = 0.002. Our experiments testified that using a skewed VNS can clearly bring about the ability to escape local optima.
Solution encoding and representation
An efficient solution encoding can considerably contribute to a successful performance of any metaheuristic algorithm. To be resourceful in finding a suitable procedure to encode solutions, a couple of representation schemes were devised. Our experiments using these schemes led us to select a bipartite representation which works as follows. Assume that there are n demand nodes, and the number of hub and central hubs to be located are h and c, respectively. Then, using the proposed representation scheme, each solution contains n + h bits of which n bits are in the first section and the remaining bits are in the second. The first section of a solution shows the allocation of nodes to hubs or central hubs. In other words, the value in the i th bit of the solution string shows the index of the hub/central hub to which the node i is allocated. Moreover, the second section contains the index of hub nodes. Since each central hub is allocated to itself in the first section, there is no need to add the indices of central hubs to the solution string. Hence, the length of the second section is equal to h. Figure 3 shows an example which could be used to explain the encoding scheme further. It should be recalled that the direct allocation of a spoke to a central hub is possible as shown for node 3.
Solution initialization
The initialization of any heuristic or metaheuristic can drastically affect the quality of its solutions. In this paper, a population-based initialization step is carried out as follows: First, a population of initial solutions is generated, each containing a random set of hubs and central hubs. Then, for each solution, demands are allocated to the nearest hub or central hub. The initial solution of the algorithm is the one which has the best solution quality in the initial population of solutions. Although that the nearestneighbor strategy does not necessarily give optimal solutions for HLP (Alumur and Kara, 2008) , it can provide the algorithm with some comparatively good initial solutions. It should be noted that in our paper, we defined the size of the population to equal 1000.
Termination criterion
In our preliminary experiments, we realized that after three minutes, there is virtually no sign of improvement in the solution quality. Therefore, running the procedure for 180 s has been considered as the termination criterion.
Neighborhood search structure (NSS)
The core of any VNS is its neighborhood search structures and how it explores the search space to reach better solutions. The set of neighborhoods used for shaking is at the heart of the VNS. Each neighborhood should strike a proper balance between perturbing the incumbent solution and retaining the good parts of the incumbent solution (Hemmelmayr et al., 2009) . In this paper, three structures have been employed which deal with both the allocation and the location sections of a solution. The set of solutions which neighbor the incumbent solution x using the q th NSS is shown as N q (x). The first mechanism which is shown as N 1 (x) deals with changing the allocation of nodes i∈I\H from a hub j∈H to another hub l∈H. To put it in simpler terms, N 1 (x) contains all the solutions which differ from the current solution in the allocation of π nodes. Our exhaustive experiments showed that the values of π which are greater than 3 are not effective to intensify the search.
Thus, we have restricted the value of π to three. The second move N 2 (x) is associated with substitution of the role of the node i∈H and another node j∈I\H. Clearly, using this move, the roles of a hub and a demand node are exchanged. Finally N 3 (x) is carried out when the role of a node i∈H\C and another node j∈C are exchanged without affecting the number of hubs and central hubs located. Figure 4 illustrates a sample solution which is modified using each of the three structures. In this paper, N 1 (x) is used as the local search procedure of VNS and the other two are the shaking procedures to be applied.
Simulation-embedded VNS
Since the objective function of the mathematical model has a fuzzy parameter, there is no deterministic procedure to calculate the fitness of a solution and to find the optimal solution. In order to simulate a fuzzy programming model like U: x → E [f (x, ξ)], which is dealt with in this paper, Liu (2009) presented a simulation algorithm as given in Figure 5 .
NUMERICAL EXAMPLES
Here, we set out to show the efficiency of the proposed approach. To do so, the problem generation method is elaborated and numerical examples are solved. Moreover, we go into the
• Set e = 0.
• Randomly generate θ k from the credibility space (Θ, P, Cr) and write ν k = (2 Cr {θ k }) ∧ 1 and produce ξ k = ξ (θ k ), k = 1, 2, …, N, respectively. Then, randomly generate ξ k and write ν k = µ (ξ k ) for k = 1, 2, …, N, where µ is the membership function of ξ.
•
• For SimItr = 1: N o Generate a random number r from the range [a, b] .
o If r ≥ 0, then e = e + Cr {f (x, ξ) ≥ r}, else e = e -Cr {f (x, ξ) ≤ r} performance of the algorithm in detail.
Test problems
Here, we report the results of running the proposed algorithm on a set of test problems. In order to get a better understanding of the performance of the proposed algorithm, first the efficiency of the proposed VNS is attested using a set of test problems. Then, one of the instances is solved using the simulation-embedded VNS assuming fuzzy demands. In generation of the test problems, the well-known CAB dataset has been used, similar to Yaman (2009) . It was presumed that αC < αH. Five sets of test problems were generated totally, each containing problems with different values of p and p0 up to 6 nodes. These test problems are different in the values of the pair (αC, αH) as shown in Tables 3, 4 , and 5.
Computer specifications
All the test problems were run on a 2.53 GHz CPU equipped with 4
Gigabytes of RAM, using the CPLEX 12.2 solver. Moreover, the proposed solution algorithm was coded using Visual C++.
RESULTS, VALIDATION AND DISCUSSION

Crisp test problems
In this part of the work, a set of experiments were carried out in order to assess the efficiency of the proposed approach. All the test problems were solved using the CPLEX commercial solver. Then, results of the proposed VNS are compared against the results obtained from CPLEX.
To compare these two outputs, the relative percentage deviation (RPD) has been used which is found as stated in Equation 24. In which Fitness VNS and Fitness CPLEX are the outputs from VNS and CPLEX, respectively. To show the performance of the proposed VNS, each test problem was solved five times. Then, the results of the worst, average, and best runs are summarized in Tables 3 through 5 . Results show that while the worst performance of the proposed VNS hardly ever exceeds one percent, there are some instances where the optimal solution is found using the proposed VNS. Results show that in 35 out of 36 instances, the optimal solution is obtainable in at least one of the five replications using the proposed procedure. In addition, in 23 instances, the optimal solutions are attained in all the five replications. In other words, the algorithm is able to reach the global optimum in all of the five runs. Figure 6 depicts the average performance of the proposed VNS for problems of various settings.
From a runtime point of view, results show that while, in some cases, CPLEX is unable to reach optimal solutions in more than 4 h; our proposed VNS is run in 3 min, regardless of the problem parameters. Interestingly, the results of the proposed approach are not far from optimality. Moreover, the proposed algorithm is able to escape local optima owing to the inherent mechanisms of VNS. Figure 7 depicts a sample trend of solution quality are ω% below and above r 1 , respectively. To generate the demand of each pair of nodes, the value of ω was considered to be one of the values 2, 5 and 10% for each pair of origin-destination nodes. To simulate each solution, 10000 iterations were used. Figure 8 shows the results of running the proposed solution algorithm for the case (α C , α H , p, p 0 ) = (0.6, 0.9, 6, 4) and the fuzzy test problem with the same parameters. The outputs of the problem for the crisp and fuzzy version are depicted in Figure 8 , which differ in one non-central hub and a central hub. Clearly, the added uncertainty to the problem parameters can account for such a change in the solution. Apparently, using other levels of uncertainty can lead to other solutions which can be considerably different.
CONCLUSION AND FUTURE RESEARCH AREAS
To bring this paper to a close, we summarize the main points of the paper and some research directions are proposed. This paper considers the fuzzy version of SA-H-MP and presented an efficient simulation-embedded VNS to solve it. The results of running the algorithm for the crisp test problems showed that the proposed algorithm is able to solve problems in an efficient and effective way and with errors not more than one percent. Furthermore, the procedure is robust to solve fuzzy test problem. However, there are still potential future research directions to be followed. For instance, the hierarchical hub location problem can be considered for some other types of the hub location problem such as covering or center problems. Moreover, there is still a need to fill the gap of assuming random variables in the literature of hierarchical hub location problems. Another future research area can be the inclusion of capacities for hub nodes in the network.
