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ESCUELA TÉCNICA SUPERIOR DE INGENIEROS
INDUSTRIALES Y DE TELECOMUNICACIÓN
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Los retos que presentan las tecnoloǵıas de la Internet de las Cosas (IoT) se in-
crementan según se incorporan nuevas tecnoloǵıas a un ecosistema tremendamente
heterogéneo y fragmentado. Cada vez más, los desarrolladores de soluciones deben
tratar no solo con la propia lógica de negocio de sus servicios inteligentes basados
en la capacidad de medida y monitorización de fenómenos, sino que deben tener
una comprensión multidisciplinar dentro del ámbito de la IoT. Desarrollar un sis-
tema extremo-a-extremo donde toman parte sensores, redes inalámbricas, pasarelas
(gateway), servidores y la monitorización es extremadamente complejo. Esto hace ne-
cesario plantear un sistema fácil y de rápido despliegue para recibir la información de
los sensores, almacenarla y visualizarla.
Por lo tanto, este Trabajo de Fin de Grado (TFG) pretende desarrollar un sistema
de programación visual del lado del servidor que reciba la información de sensores y
plataformas IoT heterogéneas, la almacene en una base de datos y la visualice. En
particular, se utilizarán diferentes fuentes de datos que provienen de sensores que
utilizan cuatro plataformas de gestión de la información IoT distintas. Estos datos
se enviarán sobre diferentes protocolos de aplicación y el servidor desplegado usando
Node-RED recibirá todos los datos. También se almacenarán los datos en InfluxDB
a corto o medio plazo, y se utilizará MongoDB como base de datos histórica, para
después mostrarse en Grafana usando tableros dinámicos.
Los conceptos anteriormente mencionados se validan comprobando el transporte
de datos extremo-a-extremo, aśı como se comprueba el almacenamiento a corto y largo
plazo y su visualización dinámica. Se confirma, por lo tanto, que es posible desplegar
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una red completa de aplicaciones basadas en contenedores en pocos segundos, para
ofrecer un entorno de programación visual aśı como almacenamiento y visualización.
v
Abstract
The more Internet-of-Things (IoT) technologies advance, the more considerable
challenges appear. Current IoT developers do not limit themselves to develop a tiny
part of sensor and phenomena monitoring services. It is necessary to incorporate a
multidisciplinary understanding of all IoT areas. It is challenging to develop an end-
to-end system that incorporates sensors, wireless networks, gateways, servers, and a
visualization scheme. This fact requires new and easy deployment techniques in order
to collect, store and visualize sensor information.
Therefore, this thesis pretends to develop and implement a visual programming
system that receives, stores and visualizes measurements directly sent from sensors or
proxies. In particular, different data sources will be used, which belong to sensors that
employ four different IoT data management platforms to handle their observations.
The data generated by these sensors will ultimately be sent using different application
layer protocols. Still, the server deployed using Node-RED will be able to process it.
Data will also be stored in an InfluxDB database for the short or medium term, while
MongoDB is used as a historical database. Grafana later queries the data stored at
InfluxDB to show the information received by the server using dynamic dashboards
at runtime.
The concepts aforementioned will eventually be validated, verifying the end-to-end
data transport and checking that data is appropriately stored in short and long-term
databases, ultimately using dynamic means of visualization. The thesis demonstrates
that it is possible to deploy a complete container-based scenario in a few seconds to
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La investigación, desarrollo y comercialización de dispositivos y redes de la Inter-
net de las Cosas o Internet-of-Things (IoT), ha supuesto un marco para una nueva
generación de dispositivos que intercambian información a través de redes de acceso e
internet. Las aplicaciones prácticas y casos de uso donde la IoT es relevante, son muy
variados [1]. Por ejemplo, los Entornos Inteligentes (Smart Environments) son uno
de los campos donde las tecnoloǵıas de la IoT son aplicables. Casos donde se instalan
sensores de detección de incendios en bosques, sensores para detectar el nivel de nieve
en montaña, sensores de polución, etc. Por otro lado, IoT también tiene casos de usos
en el ámbito de la medición en la Red Eléctrica Inteligente (REI o Smart Grid). En
los casos de medición inteligente, los sensores se usan para medir y monitorizar el
consumo de enerǵıa eléctrica. Son particularmente útiles para detectar el uso ilegal
de los recursos de enerǵıa eléctrica por terceras partes.
Otro de los casos de uso principales de la IoT son las Viviendas Inteligentes (Smart
Homes). La función esencial es gestionar y administrar los servicios de la vivienda.
Funciones como automatización de persianas, luces y electrodomésticos son las pri-
mordiales en las Viviendas Inteligentes. Como extensión al concepto de Viviendas
Inteligentes, también existen los Edificios Inteligentes (Smart Buildings), que se ca-
racterizan por usar sensores y dispositivos que automatizan funciones relacionadas
con la seguridad del inmueble o mantenimiento de recursos compartidos. Existen,
además, Sistemas de Transporte Inteligente (STI, o Intelligent Transportation Sys-
tems que se caracterizan por usar sensores y dispositivos para mejorar la eficiencia
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y la optimización. Es aśı en sistemas como la conducción autónoma donde se mi-
de la proximidad con otros veh́ıculos, Sistemas de Posicionamiento Global (GPS)
para la localización, Lidar para medir distancia de una forma precisa y protocolos
de comunicación basados en el concepto Veh́ıculo-a-Veh́ıculo (Vehicle-to-Vehicle) o
Veh́ıculo-a-Red (Vehicle-to-Network), hacen posible que ocurra.
La automatización de la industria o Industria 4.0 es otro de los sectores donde la
IoT está logrando una relevancia muy importante. El hecho de que la mayoŕıa de los
modernos procesos industriales necesiten de una automatización de la robotización,
implica que los últimos avances en tecnoloǵıas IoT también necesitan implementar-
se. Por ejemplo en este sector es normal necesitar protocolos de sincronización (e.g.
Precision Time Protocol o PTP) que proveen una sincronización del término del nano-
segundo. Para proporcionar una sincronización tan precisa y poder gestionar procesos
industriales de una forma automatizada, la IoT juega un papel crucial.
Sin ser menos importante que otros sectores, la Medicina Inteligente o Smart
Healthcare tiene una importancia significativa. En los últimos años se han transferido
ciertos procesos de medicina a las casas de los pacientes, como la monitorización y
seguimiento de ciertas enfermedades o procesos de recuperación. Esto significa que
los pacientes necesitan las últimas tecnoloǵıas para comunicarse con los servicios de
medicina y poder monitorizar en tiempo real cuáles son las constantes vitales de los
pacientes. En estos casos es importante que la calidad en los servicios de comunicación
de voz y v́ıdeo, aśı como la transmisión de datos por redes inalámbricas sea de una
calidad excelente.
Por último, es importante analizar uno de los casos principales para la IoT, como
son las ciudades inteligentes. Este caso es importantes para este Trabajo de Fin de
Grado (referido como TFG o trabajo), ya que gran parte de los datos que se adquieren
en la implementación y desarrollo del sistema se consiguen mediante sensores que se
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han desplegado como parte de la red de una ciudad inteligente.
Esta introducción sirve para enmarcar los casos de uso más t́ıpicos para la IoT.
Puede entenderse que tantos casos de uso con tantos protocolos y tecnoloǵıas impli-
ca un conocimiento muy profundo de múltiples áreas. Esto no solo significa un reto
para desarrolladores actuales, sino también para presentes y futuros despliegues de
tecnoloǵıas IoT. Sin embargo, la complejidad de los diferentes aspectos de la IoT im-
plica que se necesitan explicaciones mucho más extensas para abarcar la arquitectura,
diseño y protocolos más relevantes. Por eso, la siguiente secciones servirán como in-
troducción a los temas más importantes en la IoT como las tecnoloǵıas inalámbricas,
protocolos, modelos de datos etcétera.
Sin embargo, y antes de proceder con las explicaciones más técnicas sobre la IoT,
es necesario comprender varios aspectos de este trabajo como la contextualización,
los objetivos, la metodoloǵıa y el planteamiento y resumen jerárquico.
1.1. Contexto
Teniendo en cuenta la introducción de este trabajo, el lector puede entender que
existen varios problemas que se deben abordar. Por ejemplo, la gran heterogeneidad
de tecnoloǵıas inalámbricas, protocolos, modelos de datos y tecnoloǵıas de aplicacio-
nes en el mundo de la IoT. Este trabajo se enfoca, sobre todo, en el problema de
desplegar una red que sea capaz de recibir, guardar y visualizar información de varios
sensores o dispositivos. Para poder desplegar servicios que sean capaces de comuni-
carse con sistemas intermedios para la gestión de la información, es necesario facilitar
el despliegue de todos estos sistemas del lado del servidor.
Como ya se ha mencionado anteriormente, existe un gran problema a la hora de
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delegar las funciones de desarrollo, diseño e implementación a un mismo desarrolla-
dor. Desplegar todas estas funciones implica un conocimiento muy extenso de todas
las tecnoloǵıas que toman parte en las redes IoT. Para poder desplegar servicios que
sean capaces de comunicarse con sistemas intermedios de la IoT de una manera ágil,
eficiente y amigable, es más intuitivo y recomendable utilizar un sistema de progra-
mación visual que sea capaz de ofrecer posibilidades más amplias y automatizadas
para estudiantes y desarrolladores.
1.2. Objetivos
El proyecto que se expondrá en este TFG se centrará en desarrollar una plata-
forma para integrar los servicios del lado del servidor (backend), para la recepción
y análisis de información. Se trata de especificar mediante abstracciones visuales de
programación, un diagrama que represente la funcionalidad de un servidor encargado
de recibir información, que podŕıa venir de sensores o sistemas intermedios de la IoT.
La plataforma también pretende describir mediante la programación visual, la
interconexión de entidades que elaboran funciones de servidor. Interpretando sus co-
nexiones, se podrán entonces traducir a un código que se ejecuta en el servidor.
Mediante estas abstracciones visuales, este proyecto pretende crear entidades que
manejen diferentes protocolos de la capa de aplicación al recibir información de en-
tidades externas como: Message Queuing Telemetry Transport (MQTT), Hypertext
Transfer Protocol Secure (HTTP, HTTPS), arquitecturas de tipo Representational
State Transfer (REST) que también usa, generalmente, HTTP como protocolo de
aplicación.
Adicionalmente, el sistema debe ser capaz de proporcionar un procedimiento para
el almacenamiento y análisis de datos usando una base de datos de series temporales
y una interfaz de visualización de los datos en tiempo real. Además, el sistema de
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almacenamiento debe integrar un procedimiento para reducir el dimensionamiento de
los datos almacenados en la base datos principal.
De esta forma, el proyecto ofrece dos vertientes de aplicabilidad. La primera, una
interfaz de aprendizaje ágil para programadores sin experiencia en los servicios del
lado del servidor, de manera que la docencia seŕıa la primera área de aplicación.
Asimismo, esta plataforma también ofrece una interfaz para un despliegue rápido
de los servicios del lado del servidor, abstrayendo la programación y configuración
subyacente.
El objetivo principal de este trabajo es desarrollar una plataforma de análisis y
visualización de datos que se desglosa en los siguientes objetivos espećıficos:
Se analizarán diversas fuentes de datos a lo largo del TFG que impliquen la
heterogeneidad imperante en la IoT y se procederá a su integración utilizando
el modelo de datos definido por Next Generation Service Interface versión 2
(NGSIv2) para homogeneizar los respectivos modelos de información de cada
una de las cuatro fuentes utilizadas.
Se empleará un modelo de contenerización que permita despliegue y replicación
fluido de la plataforma desarrollada en el TFG.
Definición, localización e interconexión de las entidades visuales que representan
las instancias relevantes en el entorno del lado del servidor.
• Identificar y configurar (o en su defecto desarrollar) parámetros de cada
una de las entidades del entorno de programación visual.
Habida cuenta de que la validación del sistema implementado en el TFG se hará
empleando para ello fuentes de datos reales, se pretende desplegar un entorno




Se llevará a cabo la implementación de una serie de interfaces visuales de ti-
po Dashboard que sirvan como prueba de concepto y, a la vez, de validación
funcional de los desarrollos realizados en el TFG.
1.3. Metodoloǵıa
Para el desarrollo de este TFG se ha seguido una metodoloǵıa que implica una
serie de pasos concretos. A lo largo de cada una de las distintas fases se han estudiado
y asimilado todos los conceptos necesarios para, posteriormente, poder diseñar, im-
plementar y validar el sistema, que pretende completar todas las funciones listadas
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Figura 1.1: Visión a alto nivel de los pasos principales en la metodoloǵıa.
En la Figura 1.1, se resumen las fases en las que se divide la metodoloǵıa empleada
y como se ha procedido a avanzar a lo largo de ellas para alcanzar los objetivos de
este TFG. Se puede apreciar como el proceso se inicia con un análisis del caso que
se quiere tratar en el TFG, su problemática y los objetivos a cumplir para poder
abordar la misma. Después, se estudia y analizan las tecnoloǵıas principales, que in-
cluye trabajos e investigación previa aśı como estándares, protocolos de comunicación
y herramientas disponibles. Una vez se completan estos pasos, se diseña la solución
para poder completar los objetivos. Esta solución, que implica un diseño particular,
se ajusta en el tiempo, incorporando nuevas tecnoloǵıas del paso anterior. Después,
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se desarrolla e implementa la solución, que deberá validarse más tarde y que servirá
como retroalimentación para corregir las implementaciones y los desarrollos comple-
tados hasta el momento. Finalmente, se discutirán los resultados y se llegará a una o
varias conclusiones.
1.4. Planteamiento y resumen ejecutivo
La metodoloǵıa utilizada desencadena ciertos cambios mientras se desarrolla el
TFG, en comparación con la primera propuesta. Sin embargo, estos cambios no han
supuesto una modificación troncal de los conceptos y objetivos, pero śı del desarrollo.
La Figura 1.2 muestra el planteamiento inicial para el proyecto aqúı desarrollado.
Las diferencias con la Figura 1.3 (en color verde) son principalmente: el adapta-
dor NGSIv2 (que pasa a la parte de base de datos histórica), la fuente de datos de



















Figura 1.2: Planteamiento inicial de la estructura del proyecto.
Después de los cambios en el planteamiento final, la estructura del TFG se com-
pone de los siguientes caṕıtulos. El Caṕıtulo 2 revisa los fundamentos tecnológicos
y los aspectos más importantes que sirven como base conceptual para el TFG. El
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Caṕıtulo 3 presenta el diseño y desarrollo de la plataforma del lado del servidor que
se encarga de recibir, analizar, almacenar y visualizar la información. El Caṕıtulo 4
analiza y valida las acciones como el despliegue, el almacenamiento de la información
o la visualización se desarrollen apropiadamente. El Caṕıtulo 5 ofrece una reflexión de
los conceptos clave del TFG y sobre el impacto en el desarrollo del TFG. Finalmente,
el Caṕıtulo 6 incluye las conclusiones del trabajo realizado en el TFG. La Figura 1.3
ofrece una relación entre los caṕıtulos (y sus secciones) citados anteriormente con las






































2.1. Redes de la Internet de las cosas (IoT)
Hoy en d́ıa existen una gran variedad de redes inalámbricas para los dispositivos
de la IoT. Es posible usar redes inalámbricas como Wi-Fi, 3G o 4G para los dispositi-
vos existentes. Sin embargo, estas tecnoloǵıas no ofrecen ciertas ventajas comparadas
con las que se presentan en las siguientes secciones. De hecho, existen dispositivos que
usan redes como General Packet Radio Service (GPRS) o los propios SMS para enviar
y recibir información. No obstante, si se pretende abarcar un espacio muy amplio de
casos de uso es normal que otras tecnoloǵıas tengan más importancia, ya que aspectos
como el consumo de enerǵıa y una amplia cobertura son claves. Además, ciertas tec-
noloǵıas inalámbricas hacen uso de espacios de frecuencia libres que no necesitan una
licencia o un costoso despliegue de estaciones base, siendo tecnoloǵıas más económicas.
Una de las razones por las que se van a introducir las redes inalámbricas de
baja potencia (low-power wide-area network o LPWAN) en las siguientes secciones
es porque funcionan en un rango de cobertura muy amplio y los dispositivos que las
usan tienen un consumo de enerǵıa relativamente bajo.
2.1.1. Tecnoloǵıas de redes de baja potencia y área amplia
(LPWAN)
Esta sección pretende explicar cuáles son las redes de baja potencia que tienen
más popularidad en el ámbito de la IoT y cuáles son sus caracteŕısticas. También se
pretenden comparar ciertos aspectos de sus capacidades y cuáles pueden ser los casos
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de uso que son mejores para cada tipo de red inalámbrica de baja potencia. Aunque
el TFG no se concentra tanto en los diferentes tipos de redes inalámbricas de baja
potencia, es importante entender cuáles son sus caracteŕısticas, ya que su implanta-
ción es clave en todo el proceso de medición de datos y transferencia a la nube.
Sigfox
Sigfox [2] utiliza una tecnoloǵıa patentada de banda ultra estrecha (Ultra Na-
rrowband o UNB). Tal y como muestra la Figura 2.1, se despliegan estaciones base
propietarias en diferentes páıses, en una banda sin licencia por debajo del GHz [3].
Particularmente, utiliza los 868 MHz en Europa, los 915 MHz en Norteamérica, o
los 433 MHz en Asia. Los dispositivos utilizan una modulación BPSK en una ban-
da ultra estrecha de 100 Hz y a una transmisión máxima de 100 bps. Debido a la
utilización de la mencionada banda ultra estrecha, Sigfox consigue usarla con una
gran eficiencia y por eso sufre de niveles de ruido muy bajos. De esa forma logra una
consumición de enerǵıa muy baja, además del uso de diseños de antenas de bajo coste.
Otra de las caracteŕısticas es que al principio solo transmit́ıa en el enlace ascenden-
te (uplink) pero después soportó la comunicación bidireccional. El número máximo
de mensajes que se pueden enviar al d́ıa es de 140 y el tamaño máximo de la carga
(payload) es de 12 bytes. Los mensajes que ahora se soportan en el enlace descenden-
te (downlink) no soportan mensajes de reconocimiento (acknowledgement) y están
limitados a un máximo de 4 al d́ıa. La razón de la limitación de los mensajes y de la
carga es optimizar la consumición de enerǵıa en los dispositivos.
LoRaWAN
Alrededor del año 2015 la alianza de LoRa estandarizó un protocolo llamado Lo-
RaWAN que usaba una banda que no teńıa licencia por debajo del GHz. Dado el tipo
de modulación que se utiliza con Lora, se garantiza una comunicación bidireccional y
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Figura 2.1: Mapa de la cobertura mun-
dial de Sigfox, definida por un azul cla-
ro para zonas con cobertura en funciona-
miento y morado oscuro para zonas ahora
en despliegue [4].
Figura 2.2: Mapa de la cobertura mun-
dial de LoRaWAN. Se especifica en su
página páıses con operadores públicos y
cobertura de la comunidad [5].
también ofrece un nivel de ruido bajo, como lo hace Sigfox. Además, es complicado
detectar o imposibilitar la comunicación usando su protocolo y ofrece un grado re-
lativamente alto de recuperación y resiliencia frente a comunicaciones afectadas por
interferencias [3]. El término LoRa se usa para referirse a la capa f́ısica, y LoRaWAN
al protocolo y arquitectura del sistema. Las Figuras 2.1 (Sigfox) y 2.2 (LoRa) mues-
tran una comparación de despliegue en diferentes de páıses. La Figura 2.3 muestra









Figura 2.3: Un ejemplo de un caso de uso para la red de LoRaWAN. Utiliza sensores
para enviar información a la nube de LoRa, haciéndolo accesible a los clientes.
Dependiendo del factor de propagación (spreading factor) que se use en Lora, se
consigue una transmisión de datos y un rango de transmisión mayor o menor. En
general, la tasa de transmisión de datos se encuentra entre los 30 bps y los 50 kbps,
y la carga máxima de los paquetes es de 243 Bytes. Cuando los dispositivos trans-
miten mensajes, estos se reciben por todas las estaciones base en el rango. Dado que
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se explota este tipo de redundancia, la fiabilidad de la transmisión es muy alta. En
LoraWAN hay diferentes clases en lo que a la comunicación se refiere, cada una de las
cuales ofrece diferentes recursos y es capaz de ofrecer una latencia más baja o más alta.
Narrowband IoT
Narrowband IoT (NB-IoT) es una tecnoloǵıa de banda estrecha dentro de las re-
des de las LPWAN. NB-IoT coexiste con tecnoloǵıas como 4G Long Term Evolution
(LTE) o Global System for Mobile Communications (GSM) en las bandas de frecuen-
cia bajo licencia. NB-IoT necesita 200 kHz de ancho de banda, lo que corresponde
a un bloque de recursos en una transmisión mediante GSM o LTE [6]. Teniendo en
cuenta los bloques de recursos que NB-IoT puede llegar a utilizar, existen varios mo-
dos de operación. Como muestra la Figura 2.4, los modos de operación se dividen en
el modo con banda independiente (stand alone), banda de protección (guard band) y
en banda (in-band). Aunque existe la posibilidad de desplegar NB-IoT como parte de
las bandas independientes de GSM, el 3rd. Generation Partnership Project(3GPP)
recomienda desplegar NB-IoT en conjunción con LTE.
NB-IoT reutiliza muchas de las caracteŕısticas de LTE, aśı como varios de los
principios y bloques sobre los que está construido LTE. Sin embargo NB-IoT reduce
muchas de las funcionalidades de LTE al mı́nimo para adecuar los casos de uso de la
IoT. Por ejemplo, NB-IoT no requiere información relacionada con las medidas de la
calidad de radio o agregación. De este modo, NB-IoT optimiza la comunicación para
poder usar la mı́nima cantidad de enerǵıa [7]. Por ser más espećıficos con las partes
técnicas, es importante mencionar que NB-IoT usa la modulación de Single-carrier
Frequency-division multiple access (SC-FDMA) en el enlace ascendente y ortogonal
Orthogonal frequency-division multiplexing (OFDMA) en el descendente. La diferen-
cia con el resto de tecnoloǵıas es que el máximo de la tasa de transmisión son 200
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Figura 2.4: Modos de despliegue para NB-IoT: modo en banda, banda de guarda y
autónomo.
2.2. Protocolos de comunicación
Aunque es importante mencionar cuáles son las tecnoloǵıas inalámbricas más re-
levantes hoy en d́ıa para la IoT, este TFG se enfoca más en la capa de aplicación.
Esto significa que los servicios desarrollados en este TFG usan varios de protocolos de
la capa aplicación, los cuales son importantes describir. Aunque no todos los proto-
colos listados en esta sección se utilizan en el desarrollado TFG, son relevantes para
entender cuál es la visión general en esta temática.
2.2.1. Message Queuing Telemetry Transport (MQTT)
Es un protocolo estándar de transporte para mensajes entre dispositivos y un in-
tercambiador (se referirá como broker de aqúı en adelante) que sigue la función de
publicación y suscripción, como puede verse en la Figura 2.5. La principal función
de MQTT es minimizar el ancho de banda necesario para transmitir los mensajes
enviados con este protocolo y también los recursos necesarios para una transmisión
segura. Gracias a las caracteŕısticas de MQTT es posible transferir mensajes sobre
condiciones de redes con poca fiabilidad y se pueden llegar a consumir pocos recursos
de enerǵıa, como ya han medido previos estudios [8]. MQTT corre sobre el protocolo
Transmission Control Protocol (TCP), aunque puede usar algún otro protocolo que
provea el mismo tipo de caracteŕısticas, como por ejemplo, env́ıo de datos en orden y
conexiones bidireccionales y sin pérdidas. MQTT también puede correr sobre proto-
colos como Transport Layer Security (TLS) usando un puerto diferente (8883) al que
se usa por defecto (1883).
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La particularidad de MQTT es que se compone principalmente por tres entidades.
Primero, la fuente de datos o publicador(es), es decir, el cliente MQTT que env́ıa los
datos. Siguiendo una cadena lógica, después de que el cliente env́ıe los datos, estos
llegan al intercambiador conocido como broker, que se encarga de distribuir los datos
sobre otros clientes (consumidores) interesados en estos. Los mensajes que llegan al
broker se componen principalmente de datos que envió el sensor (productor), pero
también otra información como el tema (topic) sobre el que se van a publicar estos
datos que se reciben en el broker. Es aśı como un tercer cliente, también llamado






















DATOS DE LA PUBLICACIÓN
Figura 2.5: Arquitectura y organización de una red MQTT.
Sin hacer una descripción muy detallada de los temas MQTT, es necesario men-
cionar que estos se componen por términos independientes. El tema se forma con
una cadena de términos que se enlazan mediante separadores (“/”). De esta forma los
consumidores pueden llegar a suscribirse sobre un tema que abarcar varios temas mul-
tinivel o temas espećıficos, que se definen como temas subsecuentes enlazados por un
separador. Por ejemplo, un subscriptor puede llegar a subscribirse a todos los mensajes
de un tema como " Casa/Madrid/* " o puede ser más espećıfico y solo subscribirse
a los temas de un lugar y tipo concretos como " Casa/Madrid/Planta1/ba~no/luz
". La organización de los temas depende de cada despliegue y caso de uso.
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2.2.2. Constrained Application Protocol (CoAP)
Otro protocolo relevante en lo que se refiere a la capa de aplicación es el Cons-
trained Application Protocol, conocido como CoAP [9]. Su estructura es muy similar
a la de HTTP, pero corre sobre el protocolo UDP (véase la Figura 2.6). CoAP tam-
bién utiliza arquitecturas tipo REST, usando métodos GET, POST, PUT o DELETE
(entre otros). CoAP incluye una cabecera de tamaño reducido de 4 bytes con ciertos
parámetros opcionales como el uso de un token. Este protocolo soporta métodos ba-
sados en petición/respuesta (request/response) o publicación/suscripción, parecido al
anteriormente mencionado MQTT. El tipo de casos en los que se usa un modelo de






















Figura 2.6: Ejemplo del uso del protocolo CoAP con sensores IoT y estructura de la
cabecera del protocolo.
Es relevante mencionar que existen cuatro tipos de mensajes soportados por
CoAP: confirmables (CON), no confirmables (NON), confirmaciones (ACK) y re-
set (RST). Asimismo, CoAP puede, opcionalmente, soportar el env́ıo de información
fidedigna en lo que a la fiabilidad se refiere. La mayor diferencia entre las transferen-
cias que son seguras y fiables y las que no es que aquellas que son seguras se confirman
mediante un mensaje ACK y las que no son seguras no necesitan recibir un mensaje
ACK. Para las transmisiones seguras, si no se recibe un ACK en un periodo de tiempo
concreto, el emisor volverá a transmitir el mensaje pero sin sobrepasar ciertos ĺımites
de retransmisión (como el número máximo de retransmisiones). Como CoAP usa el
protocolo de transporte UDP, las confirmaciones que se han mencionado en los párra-
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fos previos se consiguen mediante el protocolo de aplicación y no el de transporte.
Por último, es importante mencionar que CoAP también puede transferirse usando
protocolos de encriptados como Datagram Transport Layer Security (DTLS).
2.2.3. Advanced Message Queuing Protocol (AMQP)
Advanced Message Queuing Protocol (AMQP) [10] es un estándar de protocolo
abierto que también funciona sobre el paradigma de publicación/suscripción, tal y
como muestra la Figura 2.7. Se diseñó con el objetivo de habilitar la interoperabili-
dad en un rango amplio de diferentes aplicaciones y sistemas sin importar su diseño
interno. Originalmente se diseñó con el objetivo de que fuese un sistema de mensa-
jeŕıa comercial entre aplicaciones de organizaciones. La mencionada caracteŕıstica de
interoperabilidad es importante, ya que permite que diferentes plataformas progra-
madas con diversos lenguajes intercambien mensajes entre ellas, lo cual es favorable








Figura 2.7: Ejemplo de arquitectura sobre la que funciona AMQP.
Aunque AMQP se diseñó con el propósito de proporcionar un mecanismo de pu-
blicación/suscripción, ahora mismo existen varias versiones de este protocolo. Por
ejemplo la versión 0.9.1 ofrece, únicamente, un modelo de publicación/suscripción.
En este, un intercambiador o broker como se le denominará de ahora en adelante,
reenv́ıa los mensajes a aquellos clientes que se suscribieron a un tema en particular.
En versiones posteriores, como la 1.0, el protocolo no estaba sujeto solo al método
de publicación/suscripción, sino también al método entre pares (peer-to-peer). Por lo
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tanto, en esta última versión los clientes de AMQP pod́ıan publicar y suscribirse a
ciertos temas o comunicarse entre ellos directamente, sin la intermediación de un bro-
ker. En consecuencia, el broker solo se necesita para cuando una entidad intermedia
precisa almacenar los datos momentáneamente para reenviarlos al resto de suscrip-
tores. Con el enfoque de la versión 1.0, AMQP consigue concentrarse en diferentes
mecanismos como la comunicación cliente a cliente, cliente a broker y broker a broker.
En lo que se refiere a los detalles técnicos, AMQP utiliza TCP como protocolo
de transporte y por lo tanto existe cierta fiabilidad a la hora de enviar los datos. Aśı
como MQTT, AMQP también tiene mecanismos para enviar mensajes encriptados
sobre protocolos tales como TLS y autenticación utilizando Simple Authentication and
Security Layer (SASL). La mayor desventaja de este protocolo frente a los demás es
que es relativamente pesado y, por lo tanto, los dispositivos que lo usan consumen
más enerǵıa y necesitan algo más de capacidades de procesamiento.
2.2.4. Hypertext Transfer Protocol (HTTP)
Hypertext Transfer Protocol (HTTP) es, con diferencia, el protocolo más utilizado
en internet, y por lo tanto, el más conocido en esta sección. Es el principal protocolo
en lo que se refiere a servicios web y la gran mayoŕıa de servicios que funcionan con
navegadores y servidores lo utilizan. La versión más extendida es HTTP/1.1, pero la
versión 2 ya está ampliamente soportada por la mayoŕıa de servidores y navegadores.
Una de las mayores diferencias es que HTTP/2 es capaz de multiplexar diferentes co-
nexiones sobre el mismo canal (stream) de TCP. Existen diferencias más espećıficas,
como la posibilidad de que el servidor sea capaz de enviar recursos sin tener que ser
pedidos primero por el cliente (como era t́ıpico hasta ahora) y que existe una mejor
compresión en las cabeceras.
En los últimos años ha existido un esfuerzo notable para combinar IoT con el
protocolo HTTP y con REST. Esto se debe a que el protocolo HTTP está global-
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mente extendido y es soportado por la mayoŕıa de los servidores. Con un estilo de
arquitectura software como REST es posible transferir información sobre el estado
de los dispositivos de una forma estandarizada para poder crear, leer, actualizar y
borrar datos. Estas operaciones son conocidas como CRUD (create, read, update, and
delete). De acuerdo estas operaciones, es posible crear un enlace directo entre estas















Figura 2.8: Caso de uso con clientes y servidos HTTP. También se muestra la estruc-
tura de las cabeceras, que incluyen los protocolos HTTP y TLS.
En la Figura 2.8 se muestra que el protocolo HTTP usa TCP como protocolo de
transporte, para garantizar el env́ıo de información de una forma fiable. Sin embargo,
es cierto que el uso de HTTP y el protocolo TCP supone un esfuerzo mayor para
los dispositivos, debido al procesamiento que requieren. Por ejemplo establecer un
stream TCP supone que el cliente y servidor deben intercambiar ciertos mensajes
para establecer una conexión, lo que se conoce como el intercambio de tres fases (3-
way-handshake). Se debe mencionar que el protocolo HTTP funciona, generalmente,
para los servicios web sobre el protocolo TLS. Por lo tanto, proporciona un enlace
encriptado entre el cliente y el servidor aunque esto supone un mayor esfuerzo de
procesamiento para los dispositivos IoT.
Es importante aclarar que el modelo de datos no es está ligado necesariamente al
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protocolo HTTP o al formato de carga, pero es muy común encontrar dispositivos
que transfieran la información usando formatos de datos de tipo JSON (JavaScript
Object Notation) o Extensible Markup Language (XML) sobre HTTP. De hecho,
es necesario explicar que existe cierta confusión con REST y las Application Pro-
gramming Interface (APIs) HTTP. Lo cierto es que si se atiende a la tesis doctoral
de Fielding [12], primero se formula el estilo y arquitectura de REST, pero HTTP
no es necesariamente una parte intŕınsecamente ligada a este estilo de arquitectura
software.
2.3. Plataformas y lenguajes de programación vi-
sual
Una vez se han descrito los protocolos de aplicación más relevantes en el mundo
de la IoT, es importante remarcar que en el TFG la programación visual tiene una
importancia mayúscula. Uno de los mayores objetivos es llegar a definir una forma
de programar servicios del lado del servidor para que se pueda recibir, procesar,
almacenar y visualizar información de los dispositivos IoT, usando solo entidades
visuales. Aunque este trabajo utiliza Node-RED para definir el diseño de los servicios
del lado del servidor, hay otras herramientas para programar visualmente. Las más
populares que existen hoy en d́ıa se describen brevemente en las siguientes secciones,
y se analiza las caracteŕısticas de estas herramientas.
2.3.1. Blockly
Blockly es una libreŕıa [13] que añade un editor de código a aplicaciones web y
móviles. Blockly utiliza representaciones de bloque y establece conexiones entre ellos,
representando variables, expresiones lógicas, iteraciones, etc. Usando este tipo de blo-
ques, como los que se muestran el Figura 2.9, el desarrollador no necesita preocuparse
por la sintaxis, ya que la formulación de un programa se hace enteramente con blo-
ques. Los desarrolladores pueden crear sus propios bloques e integrar el editor que
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ya se incorpora por defecto a herramientas terceras que se puedan añadir. Al final, el
objetivo de esta libreŕıa es generar código a partir de expresiones visuales.
Figura 2.9: Un conjunto de bloques en Blockly que se traducen a código JavaScript
y se ejecutan en el servidor.
Blockly, que es un proyecto de código abierto, incorpora multitud de ventajas co-
mo la posibilidad de que el código (texto) se pueda exportar directamente desde el
editor. Como ya se mencionó anteriormente, se pueden extender los bloques que ya
se incorporan por defecto e incluso generar programas complejos a partir de los ya
definidos. Para las personas que aprendan a programar o estudiantes esta libreŕıa se
ha traducido ya a más de 40 idiomas.
Aunque Blockly es una libreŕıa de gran utilidad, la programación de ciertos ser-
vicios del lado del servidor implicaŕıa un detalle mucho mayor del que necesita este
trabajo. Es decir, no se pretende crear un programa que actúe, literalmente, como un
servidor HTTP real y que extraiga cabeceras o procese métodos de una forma muy
detallada. Más bien, se pretende proporcionar un nivel más alto de programación en




Scratch [14] es un lenguaje de programación visual que también se basa en bloques.
El objetivo principal de esta herramienta son estudiantes muy jóvenes que empiezan a
programar. Por lo tanto, se usa como una herramienta para la enseñanza de la progra-
mación. Aśı como ocurre con la herramienta anterior, es posible programar mediante
una interfaz web, que se muestra en la Figura 2.10.
Figura 2.10: Caso de uso con Scratch para programar un Arduino y su led.
Al igual que lo hace Blockly, Scratch también utiliza bloques visuales que forman
su sintaxis. Dependiendo de la forma de los bloques, se puede verificar si algunos
de ellos son capaces de conectar con otros. De esta forma es fácil de comprobar si
la combinación de varios bloques supone la creación de una entidad de mayor abs-
tracción de programación. En este lenguaje también se pueden representar funciones,
disparadores (triggers), estructuras de bloque, comandos, etc. Asimismo, los tipos de
datos en Scratch también se pueden representar como booleano, numérico o cadenas
de caracteres.
Aunque este lenguaje de programación visual proporciona herramientas muy úti-
les, no seŕıa posible crear los escenarios necesarios para este trabajo, por lo que se
debe buscar una herramienta de programación visual que sea capaz de enfocarse sobre
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todo en los casos de IoT.
2.3.3. Node-RED
Node-RED [15] no puede considerarse el mismo tipo de herramienta que Blockly o
Scratch, pero se ha decidido integrar en la misma sección porque sigue representando
una forma de programar visualmente. Node-RED es un editor de flujos que también
utiliza el navegador para poder interconectar nodos. Esta herramienta incorpora no-
dos que representan funcionalidades muy básicas como disparadores para generar un
est́ımulo en un flujo o herramientas muy complejas, como un broker o cliente MQTT.
Node-RED se basa principalmente en crear funciones de código JavaScript para poder
generar, procesar o alterar mensajes que se reciben en el lado del servidor. Una de
las principales caracteŕısticas de Node-RED es que es capaz de generar flujos muy
complejos. Por ello, una herramienta de este tipo es de gran utilidad cuando se trata
de recibir, alterar, adaptar y almacenar datos que llegan de dispositivos IoT.
La razón por la que esta herramienta es tan importante en este trabajo es que está
especialmente enfocada a casos de uso de la IoT. Es posible generar servicios del lado
del servidor sin necesidad de herramientas especializadas o conocer la configuración
de las mismas.
En la Figura 2.11, se muestran varios ejemplos de flujos en Node-RED. Los 3 flujos
superiores, de arriba a abajo, crean 3 servidores que responden con el código de un
sitio web simple que accede a los encabezados de la solicitud y escucha un formulario,
respectivamente. El par inferior de flujos, de arriba a abajo, generan una solicitud
GET con parámetros en una Uniform Resource Locator (URL) y procesan la salida
JSON de una solicitud GET, respectivamente.
2.4. Almacenamiento de datos
El objetivo de esta sección no es aportar detalles muy espećıficos sobre diferentes
tecnoloǵıas de bases de datos que existen en la actualidad. Sin embargo, es necesario
22
2 Fundamentos tecnológicos
Figura 2.11: Ejemplos de flujos Node-RED.
detallar las diferencias de los grupos de bases de datos más relevantes en lo que
almacenamiento de datos se refiere.
2.4.1. Bases de datos relacionales o SQL
Las bases de datos de tipo Structured Query Language (SQL), pertenecen al grupo
de sistemas que siguen un modelo relacional. El software que gestiona la información
en una base de datos relacional (BDR) se denomina como Relational Database Mana-
gement System (RDBMS). Un modelo de datos relacional implica que las estructuras
de datos se pueden relacionar con otras estructuras en la misma base de datos. Es-
te concepto es originario del año 1970, a partir de un trabajo de investigación de
IBM dónde se propońıa un modelo relacional para grandes bancos de datos com-
partidos [16]. Generalmente, este tipo de bases de datos organizan su información
en unas estructuras conocidas como tablas, compuestas por columnas (columns) e
hileras (rows). Las columnas se utilizan como atributos a la hora de estructurar la
información y cada hilera se suele denominar también como registro. Se puede ver un
ejemplo de esta estructura en la Figura 2.12. Las bases de datos de tipo relacional se
caracterizan por incluir unas propiedades conocidas como ACID, que significa Ato-













































Figura 2.12: Ejemplo de un diagrama entidad-relación para una base de datos rela-
cional (RDBMS).
Como se ha introducido anteriormente, este tipo de base de datos se manipulan
(consultas y mantenimiento) utilizando un lenguaje de consulta estructurada llama-
do SQL [17], o una versión derivada del lenguaje estandarizado (e.g., PL/SQL [18],
pgSQL [19], etc.). La sintaxis del lenguaje SQL se caracteriza por estar dividida en
diferentes partes. Principalmente, se compone de comandos, operadores, cláusulas y
funciones. La combinación de estos elementos posibilita la consulta y manipulación
de los datos en la BDR.
2.4.2. Base de datos de siguiente generación
En la primera mitad de la década de los 2000, hubo un gran desarrollo de bases de
datos relacionales. A mediados de la primera década de los años 2000 no parećıa que
ninguna revolución en las bases de datos fuese a proponer nuevos sistemas o modelos.
Sin embargo, la innovación en las arquitecturas cliente-servidor y la masificación de
las aplicaciones web cambiaron el futuro de las bases de datos [20]. Estos efectos
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acarrearon innovaciones con nuevas caracteŕısticas incrementales que las bases de
datos relacionales no pod́ıan cubrir.
Aunque al principio este tipo de bases de datos no teńıan una denominación
espećıfica se acabó por asignarles el nombre de Distributed Non-Relational Database
Management System (Distributed Non-RDBMS). Sin embargo, el término NoSQL [21]
fue el que acaparó la mayor atención, para referirse a todas aquellas bases de datos
que no segúıan el modelo relacional de las RDBMS. Las bases de datos NoSQL son
de diferente tipo. Mayoritariamente, son de tipo documental, orientadas a grafos, o
clave/valor, como puede verse en la Figura 2.13. Las siguientes son algunas de las bases
de datos más populares en el ámbito NoSQL: MongoDB (documental), CouchDB











Figura 2.13: Representación estructural de las bases de datos NoSQL.
Unos años después de que NoSQL se convirtiese en un tema popular, un nuevo
término denominado NewSQL adquirió notoriedad. Este tipo de bases de datos no
supońıan una disrupción tan grande como NoSQL frente a las bases de datos relacio-
nales. Igualmente, mejoran ciertas caracteŕısticas de las RDBMS e incorporan algunas
propiedades de las bases de datos que t́ıpicamente parte de NoSQL. CockroachDB,
VoltDB o Google Spanner son algunas de las bases de datos más conocidas.
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2.5. Modelado de datos y contextualización
En este TFG se trabaja con varios modelos de datos en lo que se refiere a la capa de
aplicación. Cuando los dispositivos env́ıan información y los servidores o proxies inter-
medios (si es que hay alguno) la distribuyen hasta el servidor desarrollado en el TFG,
lo hacen siguiendo ciertas reglas. Es decir, siguen un modelo de datos estandarizado
o propietario para que todas las entidades que procesan los datos extremo-a-extremo
puedan contextualizar la información. Frecuentemente, se suele confundir el formato
de los datos, como puede ser XML o JSON, con el modelo de datos. Un modelo de
datos siempre podrá expresar su definición de recursos y sintaxis con uno o varios
formatos de datos. Por lo tanto, ambos conceptos están relacionados pero son inde-
pendientes. Buscando una analoǵıa simple, podŕıa decirse que una persona siempre
podrá pronunciar el fonema /n/ tanto si habla inglés como si habla chino, pero la
presentación es diferente en inglés (“n”) y en chino (“泥”).
2.5.1. Next Generation Service Interface (NGSI)
El modelo de datos de referencia que se va a utilizar a lo largo de este TFG es
conocido como Next Generation Service Interface (NGSI), versión 2. Es un estándar
de la OpenMobile Alliance (OMA) y soporta la recepción, procesamiento, contextua-
lización y publicación de datos IoT. De acuerdo a la especificación de NGSI, la API
define varios conceptos [22]:
Un modelo de datos.
Una interfaz de datos de contexto.
Una interfaz de disponibilidad de datos de contexto.
El modelo de datos organiza los elementos de información de contextualización
y estandariza como se relacionan entre ellos. La interfaz de datos de contexto defi-
ne como intercambiar información sobre consultas, subscripciones y operaciones de
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actualización. Asimismo, la interfaz de disponibilidad, posibilita el intercambio de
información para descubrir cómo se obtienen los datos de contexto. El modelo de da-
tos de contexto se organiza, principalmente, sobre entidades, atributos y metadatos.











nombre1 n 1 n
Figura 2.14: Estructura de NGSIv2.
Las entidades de contexto son la piedra angular del modelo de información. La
especificación define a una entidad de una forma generalizada como una “cosa” u
objeto f́ısico o lógico. Por ejemplo, una entidad podŕıa ser un sensor, una persona o
una habitación. Las entidades se representan mediante su ID. Además, la especifica-
ción define el tipo de entidad que podŕıa ser, por ejemplo, un sensor de temperatura.
La combinación del ID y tipo genera una identificación uńıvoca de una entidad. El
atributo (o varios de ellos) definen propiedades de las entidades. Por ejemplo, la “tem-
peratura” podŕıa ser un atributo de la entidad “sensor123”. Los atributos se definen
por los tres denominadores listados en la figura anterior: nombre, tipo (tipo del valor
NGSI) y valor. Estos denominadores podŕıan equivaler, en un caso práctico, a tem-
peratura, entero (integer) y 25. La estructura de entidades, atributos y metadatos
pueden verse descrita en la Figura 2.14.
Además del modelo de datos ya introducido existen otros conceptos en la espe-
cificación que son necesarios mencionar. Por ejemplo, la especificación [22] también
define modelos simplificados para la representación de entidades, aśı como represen-




  "id": "entityID",  
  "type": "entityType",  
  "attr_1": <val_1>,  
  "attr_2": <val_2>,  
  ...  
  "attr_N": <val_N>  
} 
{  
  "value": <...>, 
  "type": <...>, 
  "metadata": <...>  
} 
Figura 2.15: Equivalencia entre la especificación NGSIv2 y un ejemplo práctico.
Como se introdućıa en esta sección, la API de NGSIv2 no solo define un modelo de
datos de contexto, sino también ciertas interfaces. Es decir, crea una referencia sobre
como consultar datos de contexto, empezando por un punto de referencia en la API
que define como consultar datos de recursos. En otras palabras, el servidor responde
con enlaces en un cuerpo JSON (véase la Figura 2.15), sobre cómo un cliente debe
consultar la información y dónde encontrar los recursos. Por ejemplo, el punto de
entrada de la API responderá sobre qué enlace un cliente puede listar las entidades
disponibles, aśı como gestionar sus propias subscripciones. No se pretende dar una
explicación muy extensa de cómo funciona la interfaz, ya que el Caṕıtulo 3 incluye una
larga explicación de cómo se han recolectado los datos del servidor de SmartSantander




Esta sección describe, en primer lugar, el proceso de despliegue de todos los com-
ponentes que se usan para establecer servicios del lado del servidor. Posteriormente,
se detallan todos los casos de uso que se pretenden analizar y cuál es el desarrollo
para poder ponerlos en funcionamiento.
3.1. Despliegue de la plataforma
Uno de los objetivos de este TFG es hacer que el desarrollo de servicios del lado
del servidor sea lo más sencillo y automatizado posible. Por lo tanto, desplegar todas
las herramientas no puede ser una actividad que necesite de un trabajo tedioso por
parte de los desarrolladores. Aunque es posible seguir ciertos pasos de clonación,
compilación y ejecución de todas las herramientas, supondŕıa un tiempo demasiado
largo para alguien que necesita una herramienta desplegada en segundos. Por lo tanto,
esta sección pretende explicar cuál es el papel que juegan los contenedores y las
ventajas frente a otras opciones.
3.1.1. Entorno y contenerización
Las máquinas virtuales han supuesto un medio muy popular para virtualizar los
recursos de la infraestructura. En general, tienen un tamaño en el orden de gigabytes
(GB) y suelen incluir su propio sistema operativo, asignando ciertos recursos de la
infraestructura a ellas (como memoria RAM, o núcleos de una CPU, entre otros). De
esta forma se pueden tener varios sistemas operativos a la vez en una misma entidad
de computación, compartiendo los recursos. Los centros de datos más grandes del
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mundo se caracterizan por ofrecer el alquiler de máquinas virtuales como servidores a
desarrolladores. Se denominan como Servidor Virtual Privado (Virtual Private Server
o VPS). Presentan una función muy útil a la hora de desplegar máquinas virtuales
para cumplir una función muy concreta.
Por otro lado, los contenedores son una forma de virtualización de los servicios
ofrecidos sobre un sistema de computación. Generalmente, ocupen del orden de me-
gabytes (MB) y suelen alojar aplicaciones y los archivos necesarios para su ejecu-
ción. Después de que se añadieran los cgroups, diferentes proyectos emergieron para
desplegar procesos contenerizados. Algunos ejemplos son Linux Containers (LXC),
containerd, libcontainer, rkt o appc.
Docker es probablemente la plataforma de virtualización más famosa y Kubernetes
la plataforma de orquestación más extendida. Cuando el orquestador de contenedores
Kubernetes [23] fue publicado, Docker era una parte estática del mismo. Cuando
Kubernetes se hizo popular, empezó a buscar otros sistemas runtime aparte de Docker.
Ah́ı es donde varias empresas colaboraron para definir el Container Runtime Interface
(CRI), que otorgaba a Kubernetes la posibilidad de soportar varios runtimes. Por ser
más espećıficos, en el CRI hay dos principales elementos: containerd y CRI-O. Estos
dos runtime fueron una de las principales razones para que Google decidiese dejar
de soportar Dockershim, un componente necesario para que containerd (que es parte
de Docker) trabaje correctamente con Kubernetes. El hecho de que Docker no sea
compatible con CRI hace que Google decida dejar de soportarlo como runtime, pues
necesita herramientas extra (Dockershim) para usarlo [24]. Igualmente, Docker sigue
estando ampliamente extendido y es parte fundamental del TFG.
En resumen, la naturaleza menos pesada de los contenedores frente a las máquinas
virtuales, su portabilidad y su fácil despliegue hacen de este tipo de virtualización la
mejor para este proyecto.
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3.1.2. Despliegue
Como ya se ha comentado anteriormente, en este TFG se han usado contene-
dores para establecer el funcionamiento de todas las entidades. Particularmente, se









No todas las entidades listadas son necesarias y su utilización o no depende del
caso de uso. Por ejemplo, Telegraf, es un agente para la recopilación de datos y repor-
te de métricas para InfluxDB. El gran número de plugins de los que dispone para la
recepción de datos y su arquitectura plug-and-play hacen que, fácilmente, se puedan
recopilar métricas. Aunque para este TFG no es una parte fundamental, es común
desplegarla como parte del paquete TIG (Telegraf, InfluxDb, Grafana) y en un futuro
podŕıa ser de ayuda para visualizar y recolectar datos IoT.
En este TFG se usa espećıficamente el runtime Docker y se adquieren los con-
tenedores usando su repositorio principal. Sin embargo, su despliegue no es manual
sino automatizado usando una utilidad llamada Docker Compose. Se ha creado un
único archivo de configuración en formato YAML (YAML Ain’t Markup Language)
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para que Docker Compose despliegue todos los contenedores y servicios con un orden
espećıfico. Además, el archivo de configuración define el tipo de red interna que se
debe crear para interconectar todos los contenedores en la misma subred.
Como se puede ver en el extracto de código del Listado 3.1, la configuración para
este trabajo usa imágenes diferentes a las que InfluxDB provee en su repositorio oficial
de Docker. Sin embargo, la de Node-RED es la que se publica por defecto y se usa
la última versión. Es importante decir que Node-RED solo se despliega una vez que
InfluxDB ya está operativa. Ocurre igual para Telegraf o el InfluxDB CLI, debido
a que se deben ejecutar algunos comandos automáticamente solo cuando InfluxDB
ya esté en funcionamiento. También se puede comprobar que cada servicio exporta
ciertos puertos y que expone como parte de la máquina que corre los contenedores.
Esto es importante porque terceras aplicaciones nunca podŕıan contactar con la base
de datos InfluxDB o con Orion si no se publicasen dichos puertos. Sin embargo,
para la mayoŕıa de casos, el único puerto que necesita ser expuesto al exterior es el
de Node-RED, ya que el resto de comunicaciones ocurren internamente. Por eso, se
define una red para todos los servicios, para que puedan comunicarse entre ellos y
cada uno pueda tener su propio nombre de máquina u hostname. Aśı, los servicios







































Listado 3.1: Configuración YAML de Docker compose para desplegar de forma auto-
matizada el escenario de desarrollo.
Los servicios listados en el archivo de configuración YAML cumplen funciones
espećıficas a la hora de desplegar servicios IoT del lado del servidor. Por ejemplo,
Node-RED se encarga de desplegar las principales funciones como: la interfaz de
usuario (User Interface o UI) de alto nivel; los servidores, receptores o clientes de
tipo pull (e.g., HTTP); la transformación de los datos; y los agentes de la base de
datos. InfluxDB almacena los datos enviados por Node-RED y se establece como la
base de datos de lectura para la aplicación de visualización Grafana. Grafana cons-
truye un tablero de instrumentación (dashboard) dinámico que altera los datos de
visualización dependiendo de la elección del usuario. Por lo tanto, y sin cambiar el
tablero, el usuario puede visualizar los resultados de diferentes fuentes de datos como
pudiese ser SmartSantander u OpenWeatherMap. La ubicación de cada contenedor
desplegado dentro de la arquitectura de red utilizada en el TFG puede verse en la
Figura 3.1.
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NODOS Y SENSORES





























Figura 3.1: Representación completa de la distribución de contenedores.
3.2. Diseño e implementación de los casos de uso
En esta sección se explicará cada caso de uso, su diseño y la implementación de
todas las partes relevantes del flujo. No todos los casos de uso se han implementado de
la misma forma. Por ejemplo, en el Caso 1 se ha programado una interfaz de usuario
para gestionar el contexto de las subscripciones, pero el Caso 3 no necesita de una
interfaz del mismo tipo, ni tan compleja. Se debe a que la recolección de datos en los
Casos 3 y 4 es más simple, comparada con los Casos 1 o 2. Todas las particularidades
de cada caso se describen en las siguientes secciones.
3.2.1. Caso 1: hook HTTP para SmartSantander
Siendo este uno de los principales casos de uso, esta sección incluirá partes con
una explicación más detallada sobre la programación de la UI. Para poder crear todos
los servicios necesarios del lado del servidor, se deben generar subscripciones a los
datos que SmartSantander puede proveer y se debe crear un servidor para recibirlos.
Los datos no se adquieren directamente desde el servidor, sino que se genera una
subscripción para que la información llegue a un destino solo si ciertos parámetros
se cumplen. Estos parámetros son incluidos a la hora de enviar la subscripción desde
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Figura 3.2: Representación de todas las entidades relevantes en el Caso 1.
Interfaz de usuario
La interfaz de usuario en este caso de uso cumple una función fundamental. No
solo permite que un usuario pueda subscribirse a cierto tipo de información, sino que
permite seleccionar el tipo de datos que desea monitorizar en tiempo real. También
es posible seleccionar los parámetros de alerta, el servidor destino o la localización
de filtrado. Además monitoriza si una suscripción está o no activa una vez que la
misma se crea. Es una funcionalidad clave porque si el servidor deja de funcionar o
no funciona correctamente, el servidor de SmartSantander lo detectará y dejará de
enviar información. Por lo tanto, con esta herramienta es más fácil monitorizar las
subscripciones.
La interfaz de usuario creada para este caso de uso, puede verse en la Figura 3.3.
La interfaz de usuario desarrollada muestra los parámetros de configuración y el
estado de la subscripción, aśı como el estado de la subscripción, el ID de la última
subscripción creada y los mensajes recibidos por el servidor si se activa la misma.
Para poder crear una suscripción, nuestro servidor debe primero consultar qué
tipo de fenómenos soporta, tal y como se muestra en la Figura 3.4. Esto se consigue
pulsando el botón de actualización (“ACT.” en la UI) o mediante un inyector de
forma manual. Una vez que se obtiene esta información utilizando la correspondien-
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Figura 3.3: Visión general de la interfaz de usuario para el Caso 1.
te API de SmartSantander, el usuario selecciona un tipo de fenómeno. Entonces, el
servidor automatiza la petición de unidades asociadas al mismo. Aśı, el usuario ya
puede seleccionar el fenómeno y la unidad (por ejemplo, “temperature:ambient” y
“degreeCelsius”).
Figura 3.4: Visión de todos los fenómenos recibidos de SmartSantander.
Una vez se elige el fenómeno y la unidad, el usuario debe introducir la URL de
destino para que el servidor de SmartSantander env́ıe la correspondiente notificación
cada vez que las condiciones impuestas por el usuario se cumplan. A la hora de esta-
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blecer estas condiciones, es posible determinar si el valor del fenómeno debe ser igual,
mayor e igual o menor e igual a un determinado valor, como muestra la Figura 3.5.
Además, el usuario también puede determinar la localización en la cual los sensores
se deben encontrar, imponiendo un radio desde las coordenadas geográficas definidas.
De esta forma, cuando SmartSantander reciba un nuevo mensaje de un sensor que
se encuentre en el radio definido y su valor cumpla la condición determinada por el
usuario, la correspondiente notificación será enviada a la URL de destino introducida
por el usuario. En la Figura 3.5 se puede comprobar el proceso mediante una interfaz
de usuario y la ejecución manual con bloques de Node-RED. Ambas son compatibles
y pueden funcionar a la vez, pero será el usuario quien determine la forma más rápida
y útil.
Figura 3.5: Datos introducidos en el Caso 1 para enviar una subscripción.
Una vez el usuario decide subscribirse (botón “SUBSCRIBIRSE” en la interfaz
de usuario) o decida hacerlo manualmente mediante un inyector, el servidor de Smar-
tSantander habrá creado una subscripción. El ID de esta subscripción se muestra en
la página automáticamente. Cuando se env́ıa la petición de subscripción, un segundo
bloque de despliegue mostrará todas las subscripciones ya creadas en SmartSantander
con nuestra llave API (API KEY ).
Una vez se selecciona el ID de la subscripción (véase la Figura 3.6), el cliente HTTP
de Node-RED pedirá la información al servidor de SmartSantander. Como se ve en la
siguiente Figura 3.7, la interfaz de usuario muestra con un color rojo la subscripción,
porque no está activa o habilitada. La fecha de caducidad de la subscripción muestra
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Figura 3.6: Listado de todas las subscripciones mostrando también la última creadas.
una fecha ya pasada, aunque este es el valor por defecto para todas las subscripciones
nuevas que aún no han sido activadas.
Figura 3.7: Demostración visual de una subscripción no activa.
Si se hace click para habilitar la suscripción (botón “HABILITAR” en la interfaz
de usuario), el cliente HTTP realizará una petición de activación a través de la API
de SmartSantander, como se muestra en la Figura 3.8. En el momento en el que un
sensor env́ıe nueva información, que esté dentro del rango geográfico configurado y
que cumpla las condiciones impuestas (por ejemplo, temperatura mayor que 5 grados
Celsius), una notificación (implementada mediante una petición POST de HTTP)
será enviada a la URL de destino incluida en la subscripción.
Cuando el servidor HTTP recibe mensajes del servidor de SmartSantander, la
interfaz de usuario muestra un contador (mostrado en la Figura 3.9), Aśı, es posible
comprobar la correcta comunicación entre los sensores y el servidor de SmartSantan-
der, con el desplegado en Node-RED.
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Figura 3.8: Demostración de una subscripción activa después de enviar una petición
de activación.
Figura 3.9: Contador de mensajes recibidos para el Caso 1.
Si los mensajes que se env́ıan desde el servidor de SmartSantander no consiguen
llegar al servidor de Node-RED (por ejemplo, por el NAT de un router), la subscrip-
ción quedará inactiva. SmartSantander detectará que nuestro servidor no es capaz
de establecer una sesión TCP o no responde con un mensaje HTTP de tipo 2XX, y
desactivará la subscripción.
Interconexión de bloques con la UI en Node-RED
Para que todas las funcionalidades de la UI se ejecuten, es necesario tener bloques
que representen todas las entidades visuales en la UI (y sus funciones). Por ejemplo,
un botón se representará como un bloque con sus entradas y salidas (para el flujo de
información). Además, esos bloques necesitan conexiones a terceros que establezcan
tareas clave como mandar una petición HTTP cuando se pulsa un botón.
Antes de actualizar la lista de fenómenos, primero, es necesario modificar un blo-
que del flujo. Este se encarga de establecer las coordenadas y el radio para filtrar
de qué sensores se desea recibir medidas. Esto se puede hacer también con campos
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nuevos en el formulario, pero usando un mapa se vuelve una tarea más enfocada a
la programación visual. Una vez se selecciona el lugar y el radio, las coordenadas
(latitud y longitud) y el radio en metros puede verse en la UI (representados por los
tres últimos bloques azules en la Figura 3.10). Para modificar la localización se debe
modificar el bloque y volver a desplegar el flujo.
Figura 3.10: Configuración de la localización y radio de filtrado para la subscripción.
Para actualizar la lista de fenómenos soportados por SmartSantander, el botón“ACT.”
se comunica con terceros nodos del mismo flujo, como se describe en la Figura 3.11.
Como puede observarse, se puede activar con un botón (“ACT.”) o con un inyector
(“CONS. FENOMENOS”). Una vez se activa el flujo, se manda una señal al cliente
HTTP que crea una petición y recibe todos los fenómenos que forman parte de la API
de SmartSantander. Una vez se recibe la información en el cliente HTTP, se pasa el
mensaje a una función que genera la lista de elementos para el bloque que presenta
una lista desplegable en la UI.
Una vez se selecciona el fenómeno en la UI, el flujo de Node-RED automatiza
una petición de las unidades correspondientes al fenómeno. Como se puede ver en
la Figura 3.12, el bloque “PHENOMENON” está conectado a un segundo cliente
40
3 Diseño y desarrollo
Figura 3.11: Flujo de inicio para el caso y recolección del listado de fenómenos.
HTTP que es el encargado de hacer la petición por la que se obtienen las unidades
que corresponden con al fenómeno seleccionado. La respuesta a dicha petición, se env́ıa
a una función que genera una segunda lista desplegable. El resultado de esa lista aśı
como el resto de campos del formulario se conectan a la vez a una función que se
encarga de generar variables globales (de flujo) que guardan los valores seleccionados
e introducidos en los campos.
Figura 3.12: Petición de las unidades del fenómeno elegido y definición de variables
globales.
Una vez se hace click sobre el botón “SUBSCRIBIRSE” (Figura 3.13) o se activa
manualmente con un inyector, se genera la carga útil (o payload a partir de ahora)
de la petición. En este payload (en formato JSON) se incluyen todos los parámetros
recogidos a través de la UI para subscribirse a un fenómeno. Una vez el bloque que
representa el cliente HTTP recibe la petición, la env́ıa al servidor de SmartSantander.
Figura 3.13: Bloques del env́ıo de la petición a SmartSantander.
Una vez la subscripción se ha creado correctamente en el servidor de SmartSan-
tander, los desarrolladores pueden hacer click sobre el botón “ACT. LISTA” para
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que el servidor adquiera todas las subscripciones ya creadas por dicho usuario. Este
evento también se puede desencadenar manualmente con un inyector. La respuesta
del servidor se incluirá en una lista desplegable para que los desarrolladores puedan
comprobar el estado de la subscripción, como se muestra en la Figura 3.14.
Figura 3.14: Automatización del proceso de actualización del listado de subscripcio-
nes.
Una vez se selecciona la subscripción a comprobar en el listado desplegable, el
servidor en Node-RED vuelve a enviar una petición al servidor de SmartSantander
para comprobar su estado. Una luz verde o roja se iluminará, dependiendo de si
su estado es habilitado o deshabilitado, respectivamente. Esta comprobación, que se
muestra en la Figura 3.15, se puede hacer cada vez que se pulsa un botón o si se
habilita el botón de tipo switch. El botón switch habilita un trigger o disparador
en Node-RED que repite la consulta cada 5 segundos, por lo que se consigue una
comprobación automatizada que permitirá tener información en tiempo real sobre el
estado de la subscripción. Esta es una herramienta útil para depurar si los mensajes
de SmartSantander llegan o no al servidor de Node-RED, o si la subscripción ha
quedado deshabilitada por algún error.
Tal y como muestra la Figura 3.16, es posible activar o habilitar la subscripción
(si no lo está ya). Para ello se ha desplegado un botón (“HABILITAR”) para que el
servidor de Node-RED mande una petición al servidor de SmartSantander. Una vez
procesada la respuesta a la petición en Node-RED, se empezarán a enviar paquetes
desde SmartSantander, recibidos por el bloque que actúa como servidor HTTP en
Node-RED.
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Figura 3.15: Flujo para la comprobación manual o automática del estado de la subs-
cripción.
Figura 3.16: Flujo para habilitar la subscripción a SmartSantander.
Por último, es importante mencionar que también es posible eliminar subscrip-
ciones con la UI o con bloques inyectores, como puede observarse en la Figura 3.17.
Pulsando el botón “ELIMINAR” se env́ıa una petición al servidor de SmartSantander
para eliminar la subscripción. Si se actualizan las subscripciones, el listado desplegable
no incluirá la subscripción que se acaba de eliminar.
Figura 3.17: Flujo de Node-RED para eliminar la subscripción seleccionada de la lista
desplegable.
Generación de datos
En este caso, la generación de los datos ocurre gracias a sensores y dispositivos
IoT desplegados en la ciudad de Santander. No es necesario, por lo tanto, generar
43
3 Diseño y desarrollo
ningún tipo de dato emulado para poder testear el servidor de Node-RED. Para este
caso, se pueden adquirir datos de todos los sensores desplegados en la ciudad y que
sean parte de la infraestructura. La Figura 3.18 muestra parte de la infraestructura
de SmartSantander, de la cual se puede conseguir información.
Figura 3.18: Mapa de la infraestructura IoT de SmartSantander.
Recepción, extracción y adaptación de los datos de sensores
Una vez se ha explicado cómo crear una subscripción, cómo se monitoriza si una
subscripción sigue activa y cómo eliminarla, la parte de recepción de datos es relati-
vamente diferente a estas. El servidor de SmartSantander env́ıa las medidas cuando
se cumplen los requisitos establecidos en la subscripción. El protocolo usado es HTTP
(definido en la URL de destino de la subscripción), por lo que se necesita configurar
un servidor HTTP. De hecho, hasta ahora, todas las funciones de comunicación con
SmartSantander se han hecho con clientes HTTP. Para recibir la información de cada
sensor desde SmartSantander, el bloque de Node-RED debe funcionar como un servi-
dor. Este bloque se conoce como http in. La forma en la que los bloques que funcionan
como servidores HTTP puedan escuchar peticiones, se basa en la URL que se define
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como un parámetro de configuración dentro del bloque en Node-RED. En particular,
se define la ruta que identifica a nuestro servidor. Por ejemplo, la ruta “/sms” de to-
dos los paquetes que lleguen al puerto 1880 de Node-RED serán enrutados al bloque
que lo hab́ıa definido a la hora de desplegar el flujo.
Figura 3.19: Bloque de recepción y adaptación de datos para el Caso 1.
Como puede observarse en la Figura 3.19, el servidor se encarga de recibir los
datos que env́ıa SmartSantander, y extraer el payload del paquete HTTP. El siguien-
te bloque del flujo convierte la cadena de caracteres con formato JSON a un objeto
de JavaScript para que la siguiente función del flujo pueda procesarlo. Esta función
extrae los valores que env́ıa el sensor aśı como los metadatos que env́ıa el servidor de
SmartSantander como parte del mensaje (p. ej., una marca de tiempo (timestamp),
o el ID de la subscripción que desencadenó el mensaje).
Una parte importante del servidor implica responder con un mensaje que incluya
un código 2XX cuando se reciben correctamente los datos desde SmartSantander. El
bloque encargado de ello puede verse también en la Figura 3.19 y se denomina http
response. Este paso es necesario, ya que si no se confirma con un código de estado
(status code) de tipo “2xx: Peticiones correctas”, se deshabilitará la subscripción des-
pués de varios mensajes enviados.
Base de datos
Una vez se extraen los datos del paquete HTTP que llega al servidor en Node-RED,
se debe adaptar a la base de datos. InfluxDB tiene una estructura muy particular.
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Los conceptos más relevantes en InfluxDB son bucket (se usará este término de ahora
en adelante), medidas (measurements), etiquetas (tags) y campos (fields). Dado que
InfluxDB no tiene una estructura como la que tienen las bases de datos relacionales
(con tablas) o incluso bases de datos flexibles como NoSQL (con documentos), se
debe adaptar la información. La función denominada “ADAPTADOR” se encarga de
extraer etiquetas como la latitud, la longitud, la unidad de medida, el ID del sensor
y el tiempo en el que se hizo la medida. En el Listado 3.2 puede observarse una













Listado 3.2: Mensaje del nodo “ADAPTADOR” a la base de datos InfluxDB
Como el campo más relevante, se guarda el nombre del fenómeno y su valor como
una combinación de clave-valor (primer objeto del array en el Listado 3.2). Antes de
insertar el campo y las etiquetas, se debe establecer cuál será el bucket y el nombre
de la medida. Ambos parámetros se pueden establecer como parte de la configuración
inicial del bloque que representa la base datos en el flujo de Node-RED. También se
puede definir mediante lenguaje JavaScript, en una de las funciones previas al bloque
de la base datos.
Es necesario explicar que la primera vez que se establece el bloque de la base de
datos InfluxDB en el flujo se deben configurar dos parámetros: la URL de la base
de datos y el token. Estos parámetros, aśı como el bucket, se han preestablecido y
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configurado en el despliegue con Docker Compose. En la Figura 3.20 pueden verse los
parámetros para configurar el bloque de InfluxDB en Node-RED (recuadro izquier-
do), aśı como los parámetros necesarios a la hora de insertar información (recuadro
derecho).
Figura 3.20: Parámetros de configuración para InfluxDB en el Caso 1.
3.2.2. Caso 2: hook HTTP para el Orion Context Broker
Este caso es similar al Caso 1, porque el sistema de subscripción y adquisición
de datos es análogo (salvando las diferencias en cuanto a la API que ofrecen ambas
plataformas). No se pretende repetir las mismas explicaciones que en el caso anterior,
pues lo los conceptos más importantes ya se han descrito. Sin embargo, es necesario
advertir los retos, dificultades y desarrollos espećıficos que se han hecho para este
caso de uso.
Interfaz de usuario
Para este caso de uso también se ha desarrollado una interfaz de usuario como en
el Caso 1, aunque con ciertas diferencias que se pueden observar en la Figura 3.21.
Sin embargo, esta es más simple que la anterior. Para poder subscribirse a la infor-
mación de contexto, Orion ofrece la oportunidad de enviar una petición para evitar
un polling continuo. Los campos disponibles para rellenar en la interfaz de usuario
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se limitan, principalmente, a la (des)suscripción y monitorización de paquetes recibi-
dos. Rellenando los parámetros de la suscripción, el servidor enviará una petición al
servidor de contexto Orion. Cuando un sensor con ID y tipo iguales a los indicados
env́ıe una nueva medida y el valor de la condición (por ejemplo la presión o pressure)
haya cambiado, se enviará un mensaje con el valor del atributo que se haya incluido
en la petición a la URL de destino.
Figura 3.21: Parámetros de configuración de una nueva subscripción para Orion.
La condición que se incluye en la petición define el criterio que se debe interpretar
cuando un valor cambia. Es decir, si se define un atributo como pressure como la
condición, Orion interpretará que cada vez que el valor de pressure cambie, se deberá
enviar un mensaje. Este mensaje incluirá uno o más atributos incorporados (como
temperature) en el campo “Atributo” del formulario previamente mostrado. Por lo
tanto, cuando el valor de pressure cambie, Orion enviará la información de tempera-
ture a la URL de destino.
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Una vez se env́ıa la petición, es posible actualizar la lista desplegable de IDs de
las subscripciones. Pulsando el botón “ACT. LISTA” se podrán observar las subs-
cripciones activas, como se muestra en la Figura 3.22.
Figura 3.22: Listado de subscripciones enviadas por el servidor de contexto Orion.
Una vez que se actualiza y selecciona el ID de subscripción, es también posible
eliminarla. No se ha creado la interfaz para activar y desactivar la subscripción, pero
existe una API propia de Orion para ello.
Interconexión de bloques con la UI en Node-RED
Cuando se han introducido los valores apropiados en todos los campos del formu-
lario, el flujo que se describe en la Figura 3.23 se encarga de enviarlo a Orion.
Figura 3.23: Nodos en Node-RED para subscribirse en Orion.
La función que se encuentra después del cliente HTTP se encarga de extraer el ID
de la subscripción que se acaba de crear. Ese ID se muestra en la parte inferior de la
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UI como se observa en la Figura 3.21. Para actualizar la lista de subscripciones, la UI
ofrece un botón que, al pulsarlo, desencadena el flujo que se muestra a continuación
en la Figura 3.24.
Figura 3.24: Flujo que actualiza la lista de subscripciones de la entidad que env́ıe la
petición.
Por último, la UI ofrece la posibilidad de eliminar una subscripción. Como se
ha mencionado antes, se puede desactivar en vez de eliminar una subscripción, pero
no está actualmente implementado. El siguiente flujo en la Figura 3.25 representa los
bloques que se encargan de generar la petición HTTP para eliminar una subscripción.
Figura 3.25: Flujo que incluye un inyector o botón que desencadena la eliminación de
una subscripción.
Generación de datos
Dado que el servidor Orion se ha desplegado localmente, se necesita generar datos
que representen hipotéticas medidas hechas por sensores. En este caso, se ha creado
un programa o script que genera una serie de datos emulados como la temperatura
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o la presión atmosférica monitorizadas por un conjunto de 10 sensores dentro de una
vivienda virtual. Cada cierto tiempo (5 o 10 segundos) se elige, aleatoriamente, una
de las varias zonas de la vivienda como el tipo de la entidad. En ese momento, se
generan los valores asociados al sensor de esa zona. Por ejemplo, si el script selecciona
la zona del baño aleatoriamente, se generan valores para la temperatura y humedad
dentro de un rango predefinido. Una vez que se generan los datos se forma la petición
que se env́ıa a Orion, como si de un sensor se tratase.
Dado que Orion se despliega junto a un contenedor de MongoDB, se puede ve-
rificar que se han generado entidades correspondientes a todas las zonas de la casa
emulada. Estas entidades se crean a partir de las peticiones POST que el script crea
al ejecutarse al principio y que env́ıa a Orion, como muestra el Listado 3.3. Después
el script genera peticiones PATCH para actualizar el estado de algunos atributos, tal
y como muestra el Listado 3.4. La petición PATCH implica que Orion realice una ac-
tualización de los valores de los atributos que son parte de la petición. Por ejemplo, al
actualizarse la temperatura y la humedad, los valores asociados a estos dos atributos














Listado 3.3: Payload del mensaje














Listado 3.4: Payload del mensaje
PATCH enviado a Orion.
En la Figura 3.26, se puede comprobar cómo se han creado las colecciones de
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subscripciones (csubs) y las de las entidades (entities).
Figura 3.26: Captura de las colecciones que Orion crea en la base de datos MongoDB.
Asimismo, en la Figura 3.27 se puede observar el total de documentos introducidos.
En el Listado 3.5, también se muestra el documento exacto, tal y como se almacena
en MongoDB después de que Orion inserte los datos.
Figura 3.27: Atributos de las entidades insertados por Orion en la base de datos
MongoDB.
1 {
2 "_id" : {
3 "id" : "Room1",
4 "type" : "Room",
5 "servicePath" : "/"
6 },




11 "attrs" : {
12 "temperature" : {
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13 "value" : 26.07,
14 "type" : "Float",
15 "mdNames" : [
16
17 ],
18 "creDate" : 1630691413.8947942,
19 "modDate" : 1630708257.2656958
20 },
21 "pressure" : {
22 "value" : 883.0,
23 "type" : "Float",
24 "mdNames" : [
25
26 ],
27 "creDate" : 1630691413.8947942,
28 "modDate" : 1630708257.2657006
29 }
30 },
31 "creDate" : 1630691413.8947942,
32 "modDate" : 1630708257.2657082,
33 "lastCorrelator" : "9b91f32e-0d06-11ec-9833-0242ac120007"
34 }.
Listado 3.5: Contenido en formato JSON almacenado por MongoDB en lo que se
refiere a la información sobre Room1.
Recepción, extracción y adaptación de los datos de sensores
Este proceso tiene un funcionamiento muy parecido al del Caso 1, que ya dispońıa
de datos con un formato JSON. En este caso, no se usa el modelo de información
utilizado por SmartSantander, pero se utiliza uno parecido, ya que los datos distri-
buidos por Orion Context Broker se basan en el estándar NGSIv2. Dado que el Orion
Context Broker proporciona una modalidad de subscripción, los clientes no necesi-
tan consultar (polling) la información cada cierto tiempo, sino que Orion actúa como
cliente HTTP para enviar la información cuando ciertas condiciones se cumplen. Co-
mo puede verse en la Figura 3.28, un servidor HTTP recibe los mensajes de Orion
y se encarga de transformar la información, contabilizar los mensajes e insertar la
información en InfluxDB.
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Figura 3.28: Flujo de nodos que reciben mensaje de Orion, adaptan el payload y lo
almacenan en InfluxDB.
Es necesario mencionar que la función “CONVERSOR” adapta el mensaje de
Orion a la estructura que InfluxDB espera, particularmente, los campos y las eti-
quetas. El bucket, aśı como la medida, se definen en el bloque de InfluxDB, pero se
pueden editar en una función JavaScript como parámetros de la variable msg.
Base de datos
Para este caso existe una base de datos MongoDB que es parte del despliegue
estructural del Orion Context Broker. Sin embargo, en esta sección solo se explicará
la función de InfluxDB como parte principal del flujo del servidor. Para adaptar la
información que llega del broker Orion (Listado 3.6), el servidor extrae los compo-
nentes más relevantes y crea la estructura que env́ıa a InfluxDB (Listado 3.7).
3.2.3. Caso 3: cliente MQTT para Lora
Este caso es diferente a los dos anteriores, ya que se utiliza un protocolo distinto
en la capa de aplicación. Además, se han usado nodos LoRa para enviar los datos
a la nube. Asimismo, el número de bloques en Node-RED disminuye, ya que no es
necesaria una extensa interfaz de usuario.
Interfaz de usuario
A diferencia de los casos anteriores (Caso 1 y Caso 2), no es necesario generar
una subscripción del mismo tipo que la del servidor de SmartSantander u Orion.
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Listado 3.6: Mensaje JSON que se re-










Listado 3.7: Transformación de la es-
tructura del mensaje para InfluxDB
Aunque es cierto que el cliente MQTT en el flujo de Node-RED necesita subscri-
birse a un tema (topic). Como los temas de MQTT siguen una jerarqúıa, el clien-
te MQTT en Node-RED permite subscribirse a varios temas usando diferentes co-
modines (wildcards) para seleccionar uno o varios niveles jerárquicos. Por ejemplo,
subscribiéndose a “v3/+/devices/+/up”, el cliente se subscribe a cualquier tema de
segundo y cuarto nivel. Por eso recibiŕıa, aśıncronamente, mensajes de temas como
“v3/usuario1/devices/dispositivo1/up” o “v3/usuario3/devices/dispositivo2/up”.
El problema es que el cliente de MQTT en Node-RED no acepta una entrada pa-
ra poder definir diferentes subscripciones, sino que, depende primero de la jerarqúıa
de los temas y también en el uso de comodines para cubrir diferentes casos de uso.
Para varias subscripciones con diferentes temas no correlacionables con comodines,
se usarán más bloques de clientes MQTT. Por esa razón, no es necesaria una interfaz
muy compleja dado que gran parte de la configuración se hace en los bloques MQTT
propios de Node-RED.
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Sin embargo, se ha creado una tabla que se actualiza con cada mensaje nuevo. Por
cada combinación de ID de dispositivo y tema, se muestra un contador de mensajes
recibidos tal y como se ve en la Figura 3.29.
Figura 3.29: Tabla de mensajes MQTT recibidos por cada ID y tema en el Caso 3.
Interconexión de bloques con la UI en Node-RED
La única interconexión entre la UI y el flujo, es la que se produce con la tabla.
Cuando el cliente MQTT recibe un mensaje desde el broker MQTT, el mismo se pro-
cesa y se extraen dos elementos clave: el ID del dispositivo y el tema. Ambos forman
una clave única para contar mensajes. Se podŕıa generar una clave aún más larga
con otros parámetros incluidos en el mensaje MQTT desde el broker si se pretende
extender el caso.
Figura 3.30: Nodos que cuentan los mensajes recibidos y los muestran en la UI.
Como se muestra en la Figura 3.30, el bloque “CONTADOR” se encarga de generar
una clave única por ID de dispositivo y tema y guardarlo como variable global como
parte del flujo. La función es capaz de detectar si la clave única se ha detectado
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anteriormente y de generar un contador para ella si no existe. El valor del contador
también se guarda como variable global como parte del flujo.
Generación de datos
Se desplegó un conjunto de nodos Lora que generasen datos y se enviasen mediante
gateways LoRa. Sin embargo, también se ha incluido un cliente emulado como parte
del flujo en Node-RED (Figura 3.31). Este solo es necesario cuando no se tenga acceso
a nodos o sensores LoRa (y su nube que soporte MQTT) o para cuando se necesite
generar datos continuamente. Junto al emulador, se usa el broker público de HiveMQ
[25] para publicar los datos desde el sensor emulado, aunque es posible desplegar un
broker en el propio Node-RED si se quiere extender el caso de uso.
Figura 3.31: Sensor emulado que env́ıa datos usando MQTT.
Recepción, extracción y adaptación de los datos de sensores
Para recibir los datos del broker MQTT se ha añadido un cliente MQTT que
se suscribe a un tema en particular, como se muestra en la Figura 3.32. Cuando se
recibe en el broker un mensaje que coincide con el tema al que se ha suscrito, este se
env́ıa al cliente MQTT. Una vez se recibe en el cliente, estos datos se pasan a varios
conversores. El primer conversor (“CONVERTIR A OBJETO”), convierte el payload
en JSON a un objeto JavaScript. Con esto se consigue que funciones de Node-RED
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puedan leer y editar los campos. El segundo bloque de conversión, convierte una
parte del payload que envió el sensor, en base64, a cadena de caracteres (que tiene
formato JSON). En este caso particular, aunque ya se hab́ıa convertido el mensaje del
broker a tipo objeto, los datos del sensor estaban codificados en base64 y necesitan
ser decodificados (una vez más) a una cadena de caracteres. Por último, el segundo
bloque de conversión “CONVERTIR A OBJETO” se encarga de convertir solo la
parte que se hab́ıa convertido de base64 a cadena de caracteres. Una vez se tiene
el mensaje completo del broker y también los datos del sensor en formato objeto
de JavaScript, la función “ADAPTADOR” lo convierte al objeto que la base datos
espera.
Figura 3.32: Consumidor MQTT suscrito a broker de los sensores LoRa.
Base de datos
Tanto en este como en los dos casos anteriores, se sigue utilizando InfluxDB. En
este paso, lo importante es convertir el mensaje recibido en el cliente MQTT a un
formato que sirva para la base datos. Como se ha explicado en la sección anterior,
los datos que originalmente env́ıa el sensor LoRA llegan finalmente al cliente MQTT
codificados en base64. Una vez se obtiene el formato JSON y su estructura en JavaS-
cript, la función “ADAPTADOR” introduce todos los atributos como campos, y la
dirección del dispositivo, su ID y el tema como etiquetas.
La creación del objeto de env́ıo para InfluxDB puede verse en el Listado 3.8.
1 msg.payload = [{
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16 msg.measurement = "sanchez_LoRa"
.
Listado 3.8: Función en JavaScript para formar el mensaje enviado a InfluxDB par-
tiendo del mensaje de los sensores LoRa.
3.2.4. Caso 4: cliente activo de HTTP (polling)
En este último caso, se ha implementado el proceso más básico en el que un cliente
HTTP consulta los datos de un servidor cada cierto tiempo. En los últimos años, con
el desarrollo de utilidades y servidores de contextualización como Orion, se ha pasado
a un modo aśıncrono. Aun aśı, el HTTP polling es un modo ampliamente extendido y
que es ampliamente soportado por servidores IoT. Las siguientes secciones describirán
3 fuentes de datos y casos de uso diferentes en los que se hace, de manera proactiva, la
consulta expĺıcita de la información y cómo se asocia esto a la generación y al alma-
cenamiento. Por lo tanto, se analizarán 3 fuentes: el repositorio de Datos Abiertos de
Santander (1), el repositorio de Datos Abiertos de Aarhus con información de tráfico
(2) y OpenWeatherMap para consultar la información meteorológica (3).
Interfaz de usuario
En esta ocasión se ha decidido simplificar la UI, que solo contiene la monitorización
de recepción de mensajes para cada caso y una utilidad extra para elegir el lugar
sobre el cual consultar la información de la tercera fuente (3). Para el repositorio
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(1) se provee un contador de mensajes recibidos. Para el repositorio (2) se ofrece un
selector de sensor entre todos los sensores de tráfico en Aarhus. Como puede verse en
la Figura 3.33, existen diferentes utilidades de UI para cada repositorio.
Figura 3.33: Interfaz de usuario completa del Caso 4.
Interconexión de bloques con la UI en Node-RED
Para que el repositorio de Datos Abiertos de Santander (1) muestre los mensajes
recibidos, existe un contador y un visualizador de texto que muestra cada uno de los
mensajes. Esta petición se repite cada ciertos segundos, que son configurables en el
nodo disparador (no mediante la UI). Se puede observar este proceso en la Figura 3.34:
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Figura 3.34: Nodo contador de mensajes y bloque UI de la fuente de datos (1).
Para que la UI del repositorio (2) ofrezca el listado de sensores, la Figura 3.35
muestra cómo se hace una petición al servidor y después se extraen del CSV todos
los IDs de los sensores y su ubicación.
Figura 3.35: Nodos que hacen una petición de los sensores en Aarhus para la fuente
(2).
Tal y como muestra la Figura 3.35, se juntan tres parámetros creando un ID
personalizado y se crea una lista con todos los sensores para poder mostrarla en una
lista desplegable, representada en la Figura 3.36. Además de esta información, se
muestra un contador con todos los mensajes que se reciben del sensor de tráfico de
Aarhus. Esto es útil para poder depurar si el polling HTTP funciona o no. El tiempo
de actualización de las peticiones se debe modificar en el nodo disparador (o trigger)
de Node-RED.
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Figura 3.36: Listado de todos los sensores de tráfico en Aarhus como parte de la fuente
(2).
En lo que a OpenWeatherMap se refiere (3), la lista de elementos en la UI es un
poco más extensa. La UI presenta un formulario para poder subscribirse a los datos
meteorológicos de una ciudad, especificando también su páıs. Además, se puede ele-
gir el retardo de repetición a la hora de recolectar los datos. Esto es importante, ya
que se necesita un registro gratuito para OpenWeatherMap y el máximo número de
peticiones gratuitas es de 60 por minuto. El desarrollador debe calcular cada cuanto
tiempo necesita enviar peticiones para no sobrepasar el ĺımite (ratio menor o igual a
1 petición/s).
Figura 3.37: Nodos que adquieren los parámetros del formulario, detienen las consultas
y cuentan los mensajes recibidos.
La primera ĺınea de bloques en la Figura 3.37 representa el formulario y la adapta-
ción de los parámetros. La segunda ĺınea, que comienza con el bloque “DETENER”,
ofrece la posibilidad de parar la recolección de información presionando un botón,
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algo que se debe hacer mediante el bloque inyector en los casos (1) y (2). Finalmen-
te, el último bloque contiene un contador y una tabla. El contador es una función
en JavaScript que mantiene un contador con estado (statefull). Esto significa que la
función puede contar mensajes por cada ciudad y páıs a la que se la haya enviado una
petición. Y puede hacerlo aunque las peticiones cambien a otras ciudades, guardando
el estado entre peticiones. Se actualiza cada vez que se recibe una respuesta a una
petición a OpenWeatherMap y añadirá una ĺınea por cada nueva ciudad y páıs.
Generación de datos
En ninguno de estos casos se ha necesitado una emulación de sensores, ya que
son repositorios abiertos o semiabiertos los que ofrecen la información. En el caso de
los datos de tráfico de Santander (1) estos miden la ocupación, volumen o velocidad
media [26]. Según el repositorio abierto de información de Aarhus [27] (2), se ofrecen
al rededor de 400 puntos de medida en la ciudad, que miden cuando teléfonos con
Bluetooth activado pasan por ciertos puntos de medida. En lo que a la tercera fuen-
te de datos se refiere (3), OpenWeatherMap ofrece su propio modelo de predicción
meteorológica [28]. Según la compañ́ıa, adquiere los datos de diversas fuentes: datos
satelitales, estaciones de usuarios, estaciones de empresas, otros modelos globales de
predicción o radares meteorológicos.
Recepción, extracción y adaptación de los datos de sensores
En este caso (Caso 4), existen varias fuentes de datos y todos los flujos tienen su
propio cliente HTTP, que recopila información de los servidores de cada fuente. Para la
primera fuente de Datos Abiertos de Santander (1), se usa un cliente HTTP que repite
la petición cada cierto tiempo, definido por el trigger (véase la Figura 3.38). Pulsando
“TERMINAR”, se para la recolección continua de datos. Una vez el servidor responde,
se convierte la respuesta a objeto JavaScript y el nodo de tipo change (posterior a la
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función) define el ID del sensor que se desea filtrar (ya que llega la información de
varios).
Figura 3.38: Cliente polling para la fuente (1) que adquiere datos del repositorio
abierto de SmartSantander.
Como muestra el flujo de la Figura 3.39 (repositorio (2)), una vez se ha selecciona-
do el sensor sobre el cual recolectar la información, se env́ıa una petición al servidor
de datos de Aarhus. La respuesta se remite al siguiente bloque en el flujo, una función
que se encarga de filtrar los datos de la respuesta a la petición HTTP, considerando
el valor seleccionado anteriormente en el menú desplegable.
Figura 3.39: Cliente polling que adquiere datos de tráfico del servidor de Aarhus en
la fuente (2).
En lo que a OpenWeatherMap (3) y la Figura 3.40 se refiere, el funcionamiento es el
mismo que en los dos casos anteriores. Una vez se hace click sobre “CONFIGURAR”,
el cliente HTTP env́ıa la petición al servidor usando la API KEY del formulario. El
trigger o disparador que se encuentra antes del bloque del cliente HTTP repite esta
acción cada ciertos segundos, definido por el valor introducido por el usuario en el
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formulario. Sin embargo, no se necesita filtrar la información, ya que los parámetros
del formulario ya precisan el lugar para el cual recolectar la información meteorológica.
La función posterior al cliente HTTP, se encarga de extraer información como la
temperatura, humedad o presión atmosférica para guardarlas en la base de datos.
Figura 3.40: Cliente polling para OpenWeatherMap que adquiere datos meteorológicos
desde la fuente (3).
Base de datos
El uso de la base de datos es relativamente parecido en lo que a los servidores de
las 3 fuentes se refiere. En todos los casos el servidor extrae la información relevante
y asigna los campos y etiquetas oportunos para cada caso. Usando la primera fuente
de datos (1), se usa solo la información del ID del sensor definido en el nodo change.
Como campos más relevantes del sensor de tráfico, se introduce la ocupación y la
velocidad media. El ID del sensor sirve como etiqueta para esta medida.
En lo que a la fuente de Aarhus (2) se refiere, se extrae la información del nodo
elegido en el menú desplegable de la UI, y se obtiene información como el número de
veh́ıculos y la velocidad media como campos de la medida. El ID del sensor, que coin-
cide con el seleccionado en el menú desplegable, será la única etiqueta de la medida
que se introduce en la base de datos.
Para la última fuente de información meteorológica (3), se extraen una gran canti-
dad de campos relevantes para la medida, entre los que se encuentran la humedad o la
65
3 Diseño y desarrollo
temperatura máxima y mı́nima. En este caso, se recibe más información en la consul-
ta al servidor, como las coordenadas geográficas (latitud y longitud) o el nombre de





Para confirmar que este trabajo cumple con los objetivos y requisitos estableci-
dos al principio, se debe ratificar que todos los componentes funcionan correctamen-
te. También se debe validar que todas las entidades se despliegan adecuadamente y
que funcionan de forma apropiada. Esto se puede comprobar con un test extremo-
a-extremo, validando que los fenómenos e información generada por los sensores, se
transmiten por todas las entidades de la red, se almacenan, y que principalmente,
puedan ser visualizados.
4.1. Revisión de despliegue
Una de las partes principales para determinar si el sistema desarrollado en este
TFG puede ser verificado por terceras personas (o desplegada por estudiantes) de
nuevo, es comprobar otra vez el archivo de configuración YAML juntando todos los
elementos descritos en el Caṕıtulo 3. Aunque los elementos se han testeado y funcio-
nan, es necesario determinar que un nuevo despliegue cumple con todos los requisitos
para que un nuevo desarrollador pueda desplegar los mismos servicios del lado del
servidor. Se despliega un sistema operativo (L)Ubuntu 21.04 (diferente al de desarro-
llo del TFG), con la aplicación Docker instalada.
En el archivo de despliegue final se han automatizado de principio a fin todos los
pasos principales para que cada una de las entidades funcione. El objetivo es asegurar
que el entorno de desarrollo necesita la mı́nima configuración. Se ha comprobado que
los siguientes objetivos se cumplen:
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Todos los contenedores se encuentran configurados en la misma red interna.
Los contenedores son accesibles, entre śı, usando el hostname.
Node-RED se despliega junto con todos los plugins adicionales instalados du-
rante el desarrollo de este trabajo.
InfluxDB se despliega, automáticamente, con un usuario, contraseña, bucket y
token predefinidos.
Grafana se despliega, automáticamente, con un usuario y contraseña predefini-
dos.
Grafana se autoconfigura con InfluxDB como fuente de datos con un archivo de
configuración.
En la Figura 4.1 pueden verse todos los contenedores corriendo después de ejecutar
el programa de despliegue:
Figura 4.1: Listado de contenedores activos y funcionando mostrados por Portainer
(InfluxDB CLI funciona una vez y se detiene solo).
4.2. Adaptación de modelos de información
Uno de los objetivos que propone este TFG es la adaptación o conversión a modelo
de información basado en el estándar NGSIv2 y usarlo a la hora de almacenar toda la
información en la base de datos InfluxDB. De esta forma la base de datos InfluxDB
puede actuar como un acumulador de diferentes fuentes de datos, ofreciendo un siste-
ma unificado. Si InfluxDB puede almacenar los datos de todas las fuentes siguiendo
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un modelo de información común, entonces serviŕıa un modelo único sobre datos que
no fueron recolectados de la misma forma.
El principal reto a la hora de implementar este diseño es que InfluxDB necesitaŕıa
no solo brindar un esquema que englobase el diseño de NGSIv2, sino que debeŕıa ser
capaz de ofrecer unos servicios parecidos a Orion. Es decir, precisaŕıa poder alma-
cenar los datos con un formato similar al explicado en el Caṕıtulo 2 y ofrecerlos a
diferentes clientes. Sin embargo, esto no es posible con InfluxDB.
En InfluxDB los elementos se almacenan como time-structured merge tree (TSM)
y time series index (TSI). En resumidas palabras, los archivos TSM sirven para
almacenar los datos en serie temporal, mientras que el TSI habilita a InfluxDB a
almacenar ı́ndices en disco (sin usar necesariamente RAM). Con este método, se usan
las páginas de caché del sistema operativo para obtener información que se necesita
consultar sin apenas pérdidas de tiempo. La información que no es tan cŕıtica queda
almacenada en disco.
Teniendo en cuenta esta estructura, es necesario explicar que conceptos como
bucket, medida, etiqueta o campo son espećıficos de InfluxDB. Son conceptos relati-
vamente diferentes a una base datos SQL (relacional) o una NoSQL. Esto significa
que aunque hay equivalencia en los principales términos conceptuales de InfluxDB
con una base de datos SQL, no es posible crear un esquema personalizado. En otras
palabras, un diseño como el propuesto en NGSIv2 tiene sentido con una base de datos
NoSQL como MongoDB. De hecho, no es casualidad que el Orion Context Broker use
esta base de datos para almacenar la información. Por lo tanto, no es posible unificar
diferentes formatos y diseños usando InfluxDB si se pretende seguir un diseño como
el de NGISv2.
InfluxDB siempre almacena los datos siguiendo una organización de cierta jerar-
qúıa, en lo que a los conceptos previamente mencionados se refiere. Siguiendo una
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equivalencia con una base de datos SQL, el bucket es análogo a una base de datos con
una poĺıtica espećıfica de retención. La medida se puede identificar como una tabla
en una base de datos SQL. Las etiquetas con columnas indexadas de una tabla SQL y
los campos son columnas no indexadas de una base de datos SQL. Esta organización
conceptual no puede modificarse como se modifica la estructura de un documento en
una base de datos NoSQL o las tablas en una base de datos SQL. Por lo tanto no se ha
podido efectuar una adaptación del diseño de los datos a NGSIv2 usando InfluxDB.
Sin embargo, la Sección 4.5 ofrece una implementación complementaria que es capaz
de ofrecer un diseño NGSIv2 en una base de datos de largo plazo.
4.3. Verificación extremo-a-extremo de la informa-
ción
En esta sección se pretende analizar como la información se genera, transporta y
almacena en la base de datos InfluxDB, comprobando que se cumple todo el proceso
de recepción y adaptación de la información. Con el Caso 1 se hará una explicación
más extensa que con los demás, para no que no resulte una sección repetitiva.
En lo que se refiere al primero de los casos de uso descritos en el Caṕıtulo 2, los
sensores de SmartSantander hacen mediciones de temperatura, humedad, tráfico, etc.
Estos datos se env́ıan mediante redes inalámbricas y usan tecnoloǵıas como IEEE
802.15.4 o LoRa para enviar los datos. Una vez el gateway recibe el mensaje, lo env́ıa
al servidor de SmartSantander localizado en la nube. El servidor desplegado en Node-
RED, tal y como se ha descrito, recibirá estas medidas y observaciones a través de
las notificaciones que se generan una vez hechas las correspondientes subscripciones
al servidor de SmartSantander.
70
4 Validación
Figura 4.2: Parámetros seleccionables en InfluxDB en el Caso 1.
El servidor, entonces, se encarga de convertirlo al formato correcto para su al-
macenamiento en InfluxDB, extrayendo las etiquetas y campos correctos para con la
estructura del mensaje recibido de SmartSantander. Cuando se constituye el mensaje,
se env́ıa a la base datos, mostrando la estructura mostrada en la Figura 4.2.
Para el Caso 2 el proceso es similar, con la diferencia de que los datos llegan de
un sensor emulado y el servidor es Orion. Entonces, el servidor incluido en el flujo
de Node-RED recibe y adapta los datos a la estructura impuesta por InfluxDB. En
la Figura 4.3 se muestra la información y cómo se estructura en los diferentes bucket
(bucket alumno), medida (orion) y etiquetas (id y field).
Figura 4.3: Parámetros seleccionables en InfluxDB en el Caso 2.
En el Caso 3, los datos se reciben desde el broker MQTT de la red LoRaWAN
de The Things Network. La Figura 4.4 muestra la estructura de la base de datos
InfluxDB. En este caso, se usa el mismo bucket que en los dos casos anteriores, pero
una medida distinta (espećıfica para cada fuente de datos), y por supuesto diferentes
etiquetas (dev addr, temperature, relativeHumidity, etc.). Por su parte, en la Figura 4.5
se presenta un ejemplo del contenido incluyendo el resto de campos de la base de datos.
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Figura 4.4: Parámetros seleccionables en InfluxDB en el Caso 3.
Figura 4.5: Demostración en tabla de los parámetros seleccionados en la Figura 4.4.
En el último caso, el Caso 4, se ha seleccionado OpenWeatherMap. Los datos
que se reciben como respuesta al cliente pull HTTP, tienen un formato concreto que
necesita transformarse al formato impuesto por InfluxDB. Tal y como se puede ver
en la Figura 4.6, Figura 4.7 y Figura 4.8, se han seleccionado la humedad, presión,
temperatura y velocidad del viento como campos. Después se establecen la ciudad, el
páıs, y las coordenadas como etiquetas.
Figura 4.6: Parámetros seleccionables en InfluxDB en el Caso 4.
Figura 4.7: Demostración en tabla de los parámetros seleccionados en la Figura 4.6.
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Figura 4.8: Demostración gráfica de la medida, etiquetas y campo seleccionados en la
Figura 4.6.
4.4. Visualización
Por último, la validación de los desarrollos realizados en el TFG se hace a través de
la creación de paneles de control en los que visualizar la información. En este apartado
se describirán todos los casos a la vez, ya que es una sección que engloba el Caṕıtulo
3 en su totalidad. Además, sirve como comprobación en tiempo real de que los datos
se han recibido, procesado y almacenado correctamente. Para poder comprobar que
los datos pueden visualizarse en Grafana es necesario crear una interfaz que pueda
adaptarse, en la medida de lo posible, a todos los casos y fuentes de datos. Para ello
se debe crear un tablero o entorno (dashboard) que sea dinámico y pueda acomodar
todos los casos.
Para poder crear un entorno dinámico en Grafana se ha usado el lenguaje Flux (o
FluxQL si no se soporta Flux). Esto se debe a que la versión de la base de datos (2.0
o mayor) y la configuración de Grafana con InfluxDB establece Flux como lenguaje
de consulta. Las variables del tablero no solo deben consultarse usando Flux, sino
organizarse de tal forma que puedan abarcar todos los casos ya mencionados. Para
eso, la organización debe ser genérica en lo que se refiere a la muestra de datos y
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posibilitar la selección dinámica de medidas, etiquetas y campos.
Por lo tanto, se ha programado un tablero que usa variables seleccionables en Gra-
fana para definir consultas a InfluxDB y, por consiguiente, autoconstruir un tablero
personalizado. A estas variables se les asignan valores de respuesta de la consulta Flux.
Cada variable contiene una lista de 0 o más valores que corresponde a la respuesta
de InfluxDB sobre los valores consultados. Por ejemplo, como muestra la Figura 4.9,
si se consultan todos los buckets, las variables asociadas a esa consulta almacenarán
todos los nombres de los buckets, dejando al usuario la posibilidad de elegir uno de
ellos.
Figura 4.9: Consulta Flux en Grafana para adquirir todos los buckets almacenados
en InfluxDB.
En el tablero existen variables que tienen una relación jerárquica entre ellas, como
se observa en la Figura 4.10. Es decir, el usuario empieza eligiendo la variable de más
alto nivel jerárquico para proceder con las siguientes de menor nivel.
Figura 4.10: Gráfico de dependencias de las variables en el tablero de Grafana.
El usuario debe elegir, primero, el valor de uno de los buckets listados (que se
consulta cuando se abre el tablero). Ese valor servirá como variable de filtrado a
la hora de listar las medidas asociadas al bucket. A su vez, variable asociada a las
medidas desplegará una lista de todas las que fueron respondidas por InfluxDB. Una
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vez seleccionada la medida deseada, se consultan todas las etiquetas. Después, se
selecciona una etiqueta en concreto para filtrar los datos y, para terminar, un campo.
Por ejemplo, la Figura 4.11 muestra la selección del bucket alumno como bucket,
smartsantander como medida, unit y degreeCelsius como la etiqueta y su valor, y
por último temperature:ambient como el campo a mostrar. La elección de todos estas
variables genera peticiones a InfluxDB con esas variables como parte de la consulta.
Figura 4.11: Listado de variables seleccionadas en el tablero de Grafana.
En la Figura 4.12, Figura 4.13, Figura 4.14 y Figura 4.15 se pueden ver diferentes
ejemplos de las interfaces gráficas que se han generado en Grafana para visualizar
la información que se recibe de los cuatro casos de uso que se han integrado en este
TFG. Impĺıcitamente, estas visualizaciones confirman que se ha conseguido recibir
los datos de las cuatro diferentes fuentes, integrarlos en un único entorno, procesarlos
para homogeneizar sus modelos de datos para poder almacenarlos en InfluxDB, y,
finalmente, mostrarlos en Grafana.
Figura 4.12: Se muestran los datos de temperatura para SmartSantander (Caso 1).
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Figura 4.13: Se muestran los datos de temperatura del sensor emulado desde Orion
(Caso 2).
Figura 4.14: Se muestran los datos de luminancia de un sensor LoRa que env́ıa la
información usando MQTT (Caso 3).
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Figura 4.15: Se muestran los datos de humedad en Ámsterdam por OpenWeatherMap
(Caso 4).
4.5. Almacenamiento a largo plazo
Como se explica en la Sección 4.2, no es posible adaptar todos los formatos a
un único modelo, como el de NGSIv2. Debido a la estructura de InfluxDB y como
gestiona la información, es necesario adaptar el modelo y formato de los datos a la
estructura jerárquica de bucket, medida, etiquetas y campos que utiliza InfluxDB.
Sin embargo, es cierto que toda información consultada de InfluxDB tendrá un único
modelo, el impuesto por la propia base de datos. No obstante, si no hay un criterio
único al transformar los datos cuando se insertan en InfluxDB, seŕıa imposible deter-
minar que la respuesta del propio InfluxDB siga algún tipo de modelo estandarizado.
Igualmente, del modelo interno de datos de InfluxDB al que propone NGSIv2 hay
una gran diferencia. Por eso se ha intentado trasladar la transformación a NGSIv2 a
la base de datos que almacena los datos a largo plazo.
Los objetivos son varios: Determinar un periodo de retención, un periodo de agre-
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gación y un periodo de ejecución de la tarea de respaldo o backup. Además, se transfor-
marán los datos siguiendo el modelo de NGSIv2, en una forma muy parecida a como
Orion almacena los datos en su base de datos Mongo. Los tres primeros objetivos se















(a) Diagrama conceptual de los con-
ceptos más importantes en el almace-
namiento a largo plazo.
(b) UI para introducir los términos de
configuración del respaldo de datos a
largo plazo.
Figura 4.16: Diagrama conceptual y UI para el almacenamiento de datos a largo plazo.
Con la UI que se muestra en la Figura 4.16b, el desarrollador puede decidir qué
bucket y medida se deben respaldar, aśı como el tiempo de retención, agregación y
ejecución del respaldo. Para la transformación de los datos al modelo de referencia
de NGSIv2, se deben primero insertar como etiquetas en InfluxDB, unos parámetros
como el ID o el nombre del registro que se inserta. Estos parámetros son interpretados
como ID y nombre de la entidad NGSIv2. Todos los campos son interpretados como
atributos, con su nombre, tipo y valor. Para terminar, algunas etiquetas pueden llegar
a ser atributos, meta datos o representar caracteŕısticas como la localización. Si el
flujo de Node-RED que respalda los datos es único para cualquier bucket y medida, se
debe crear un criterio a la hora de almacenar datos en InfluxDB. Por ejemplo, que las
etiquetas cuyo nombre empiece por un śımbolo en particular sean consideradas como
atributos y otro criterio para metadatos. El Listado 4.1 muestra los datos agregados
de OpenWeatherMap para Ámsterdam en la base de datos MongoDB de almacena-
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miento a largo plazo.
1 {
2 "_id" : ObjectId("613cfd15b07a6f0011dcc582"),
3 "id" : "2759794",
4 "type" : "Forecast",
5 "_start" : "2021-09-11T11:01:41.571Z",
6 "_stop" : "2021-09-11T15:01:41.587Z",
7 "_time" : "2021-09-11T13:00:00Z",
8 "temperature" : {
9 "type" : "Float",
10 "value" : 20.13291666666664
11 },
12 "location" : {
13 "type" : "geo:json",
14 "value" : {




19 "type" : "Point"
20 },
21 "metadata" : {
22 "city" : {
23 "value" : "Amsterdam",
24 "type" : "Text"
25 },
26 "country" : {
27 "value" : "NL",






Listado 4.1: Informacón de OpenWeatherMap (que proviene de InfluxDB) en formato




En el Caṕıtulo 1, se mencionaba el problema sobre la heterogeneidad de sensores,
tecnoloǵıas, protocolos y diseño de datos que existe cuando se intenta programar ser-
vicios del lado del servidor. Es preciso un conocimiento muy extenso de muchos de
los dominios que abarcan las tecnoloǵıas IoT: desde redes inalámbricas hasta progra-
mación de servicios en la nube.
A lo largo de la descripción que se ha hecho en los caṕıtulos anteriores sobre los
desarrollos llevados a cabo en el marco de este TFG, se ha podido comprobar cómo
es posible desplegar un entorno de programación para servicios del lado del servi-
dor. Usando programas automatizados y configuraciones predefinidas se ofrece una
herramienta completa para recibir, almacenar y visualizar información. Además, se
ha conseguido mostrar qué flujos de programación visual son necesarios para ofrecer
una programación coherente para cada fuente de datos. El correcto almacenamiento
de los datos a corto y largo plazo, aśı como la visualización de la información de los
sensores usando tableros dinámicos, son otros de los objetivos conseguidos. Aunque
el proyecto se pueda considerar como un éxito en cuanto completar y conseguir los
objetivos, existen ciertas partes que precisan de una discusión más profunda.
Los servicios del lado del servidor, aquellos que precisan de recibir mensajes de
sensores o proxies, se programan usando Node-RED. El potencial de una herramienta
como Node-RED abarca no solo desarrolladores que precisan establecer una valida-
ción de concepto (proof-of-concept) sino estudiantes que precisan una compresión de
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cómo funciona el backend. Esta herramienta es, sin embargo, un entorno que solo debe
considerarse para casos que no precisen un despliegue de producción. La capacidad
de Node-RED para recibir una cantidad ingente de datos es limitada, por lo que no
debe ser utilizado más allá de los casos ya mencionados. Desarrollar servicios del lado
del servidor conllevan un coste económico, y de tiempo, además de la búsqueda de
personal altamente cualificado para programar los servidores. Sin embargo, la opti-
mización y rendimiento son mayores. Por eso, esta herramienta (Node-RED) siempre
deberá seguir un caso de uso enfocado al prototipado.
En cuanto a la proposición inicial de utilizar InfluxDB como base de datos que
siguiese un modelo como el de NGSIv2, no ha sido el más adecuado. InfluxDB tiene
unos requerimientos muy particulares a la hora de almacenar la información, y es
complicado adaptarlo a un modelo como el de NGSIv2. Tal y como se comenta en
la Sección 4.5, no es imposible intentar adaptar el modelo propio de InfluxDB a un
modelo similar a NGSIv2. El problema de este método es que necesitaŕıa de otro
servidor (integrado junto a InfluxDB) que vuelva a adaptar los datos de la base de
datos temporal al modelo de NGSIv2. Tener una base de datos principal como Mon-
goDB habŕıa posibilitado convertir y adaptar todos los formatos de datos de todas
las fuentes a un diseño de almacenamiento personalizado (como lo hace Orion). Por
esta razón, se decidió trasladar a la base de datos histórica la conversión de modelo
y formato de NGSIv2. De esta forma, cualquier consulta a la base de datos tendrá
como respuesta un mensaje con un modelo NGSIv2.
Para finalizar, se debe mencionar que Grafana ofrece una gran flexibilidad a la hora
de utilizar tableros dinámicos. Es posible consultar la información de varios buckets
y medidas, aśı como filtrar los datos por etiquetas y campos. Eligiendo los valores de
los términos antes mencionados, no es necesario comprender cómo funciona la base
de datos para visualizar la información recibida. Por otra parte, InfluxDB ofrece una
utilidad de tableros muy parecida a la de Grafana. La integración de los tableros de
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InfluxDB con la propia base de datos está mejor optimizada, dado que no se necesitan
configuraciones adicionales (a diferencia de la necesaria para Grafana). Por esa razón,
si el entorno y la arquitectura de desarrollo de un caso parecido al de este TFG incluye
(solo) InfluxDB, tiene sentido utilizar en el propio tablero de InfluxDB. Es discutible
si existe una ventaja utilidad/coste de Grafana frente a usar la propia de InfluxDB.
La ventaja más obvia es que la visualización con Grafana es independiente a la base





Si se observa la evolución de las tecnoloǵıas de la IoT, se puede comprobar que
han progresado y ofrecen nuevas caracteŕısticas a los sensores. Ahora es posible uti-
lizar tecnoloǵıas inalámbricas que constituyen un gasto energético menor para los
sensores que las utilizan. De la misma forma, existen nuevos avances con las tecno-
loǵıas usadas en la nube, pero su desarrollo es complejo. Por esta razón, el alcance de
los desarrollos llevados a cabo en este TFG se han concentrado en el lado del servidor.
Los objetivos principales de este proyecto se resumen en desplegar e implementar
servicios del lado del servidor que puedan recibir, almacenar y visualizar los datos.
Las secciones 3 y 4 demuestran que es posible desplegar estos servicios, aśı como
almacenar datos de sensores a corto y largo plazo de una forma estructurada. Se ha
comprobado que todos los datos enviados por diferentes fuentes son visualizables en
tiempo de ejecución, según se reciben, sin importar el tipo de sensor o protocolos usa-
dos en su trasmisión. Aun aśı, existen inconvenientes o problemas como la unificación
de un modelo de datos usando NGSIv2 para InfluxDB. En conjunto, se recomienda
usar la programación visual para implementar y prototipar las aplicaciones del lado
del servidor. El tiempo de desarrollo disminuye significativamente si se compara con
un desarrollo no orientado a la programación visual.
Este trabajo no debe considerarse como el ĺımite al que este tipo de tecnoloǵıas
deben llegar. Existen muchas extensiones donde trabajos futuros debeŕıan enfocarse.
Por ejemplo, se podŕıa extender este trabajo implementando un servidor HTTP que
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tradujese, directamente, una respuesta de la base de datos InfluxDB. De esta forma,
se puede ofrecer un modelo de datos como el NGSIv2. Otra posible extensión podŕıa
incluir la adaptación del modelo de datos de diferentes fuentes, mezclándose con una
traducción de protocolos. Se podŕıa traducir de MQTT a AMQP, asegurando un mo-
delo y formato de datos estandarizados.
Con la elaboración de este trabajo se espera que con los avances en el despliegue
de herramientas como Node-RED e InfluxDB en forma de contenedores ayuden a
desplegar estos servicios de una forma fluida. De hecho, el desarrollo de flujos para el
procesamiento, almacenamiento y visualización de datos, supone para estudiantes y
desarrolladores, un sistema óptimo para desplegar servidores IoT.
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