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SUMMARY
Orbital and space radiation environments can strongly limit the performance
and reliability of spacecraft payloads. When energized particles penetrate spacecraft
shielding and traverse electronic systems, they can generate voltage and current spikes
known as single-event transients (SETs). These SETs can propagate through electri-
cal systems, potentially disrupting their proper operation. In the context of an RF
communications systems payload, the data being received by the spacecraft can be
corrupted by SETs. These events could lead to critical issues if the on-board computer
interprets these corrupted data as a command and executes an unintended action. In
practice, it is not possible to completely shield electronic systems from these events.
Thus, to ensure the proper operation of spacecraft in radiation environments, the risk
of these events must be considered and, if necessary, mitigated.
There are three major phases in the risk management process: testing, assess-
ment, and mitigation. During the testing phase, radiation sources on Earth are used
to emulate the space environment and reproduce any damage that electronics may
experience when exposed to space radiation. Then, the results are used to identify
changes in relevant performance metrics for a given system and assess the risk that
these changes pose to the mission. If the risk is too high, design techniques can be
utilized at the device, circuit, and system level to mitigate these risks.
The objective of this research is to develop new approaches to test, assess, and
mitigate the risks of single-event transients in RF communications systems. Two
different techniques are presented for testing single-event effects. These techniques
utilize pulsed lasers to emulate the SETs that result when heavy ions traverse semicon-
ductor devices. A new approach for characterizing single-event effects in RF receivers
xvii
with modulated data is then presented. Finally, three different mitigation techniques
that can be applied to RF communications systems are also presented. These tech-
niques involve the detection of SETs in RF systems, using pnp devices in place of
npn devices, and using silicon-on-insulator substrates to limit charge collection on
the electrical terminals of the device. The results shown are all based on device test
structures and circuits that utilize silicon-germanium heterojunction bipolar transis-
tors (SiGe HBTs). A summary of the contributions from this research follows.
1. A new approach to quantitatively correlate single-event transients produced by
two-photon absorption and heavy ions in SiGe HBTs. This work was presented
at the 2018 IEEE Nuclear and Space Radiation Effects Conference (NSREC)
and published in the IEEE Transactions on Nuclear Science ( c© 2019 IEEE) [5].
This work was also selected for the “Outstanding Student Conference Paper
Award” and the “Outstanding Conference Paper Award” for NSREC 2018.
2. The first investigation on the use of quasi-Bessel beams to generate laser-induced
transients in SiGe HBTs via two-photon absorption. This work has been ac-
cepted for an oral presentation at the 2020 IEEE Nuclear and Space Radiation
Effects Conference and will be submitted to the IEEE Transactions on Nuclear
Science.
3. A new characterization technique for single-event transients in RF communi-
cations systems that uses I-Q diagrams. This work was presented at the 2016
Radiation Effects on Components and Systems (RADECS) Conference and was
published in the IEEE Transactions on Nuclear Science ( c© 2017 IEEE) [3, 6].
4. Demonstrated the use of an RF power detector to sense single-event transients
in RF circuits. This work was presented at the 2017 IEEE Nuclear and Space
Radiation Effects Conference and published in the IEEE Transactions on Nu-
clear Science ( c© 2018 IEEE) [7].
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5. An investigation of the single-event transient response of commercial SiGe HBTs
on bulk and silicon-on-insulator substrates. This work was presented at the
2019 IEEE Nuclear and Space Radiation Effects Conference and published in
the IEEE Transactions on Nuclear Science ( c© 2020 IEEE) [8]. This work was
also nominated for the “Outstanding Conference Paper Award”.
6. An assessment of the tradeoffs between RF performance and single-event tran-
sient robustness of low-noise amplifiers designed using only npn and only pnp
SiGe HBTs in a complementary SiGe BiCMOS platform. This work was pre-
sented at the 2019 Radiation Effects on Components and Systems Conference
and has been accepted for publication in the IEEE Transactions on Nuclear
Science ( c© 2020 IEEE). The paper is available online as “Early Access” [9].
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1.1 The Satellite That Changed Everything
“Good afternoon. I understand that part of today’s press conference is being relayed
by the Telstar communications satellite to viewers across the Atlantic, and this is
another indication of the extraordinary world in which we live. This satellite must
be high enough to carry messages from both sides of the world, which is of course
a very essential requirement for peace, and I think this understanding which will
inevitably come from the speedier communications is bound to increase the well-being
and security of all people, here, and those across the oceans” [10].
When President John F. Kennedy uttered these powerful words on July 23, 1962,
he made history. This press conference, was the first one transmitted via satellite
across the Atlantic Ocean. The world’s first transatlantic television signal had been
relayed by the Telstar 1 satellite only 11 days earlier [1]. The potential for societal,
political, and economic impacts of this new technology was immediately apparent
as the dollar strengthened in Europe shortly after President Kennedy denied rumors
that the U.S. would be devaluing it during this press conference. A new era of
communications had begun.
The Telstar 1 satellite, shown in Fig. 1, was the world’s first active communications
satellite. It was launched at the height of tensions between the United States and
the Soviet Union during the Cold War as an “antidote to the possibility of nuclear
war” [11]. The satellite flew in low-Earth orbit (LEO) and was only visible to ground
stations for about 20 minutes every few hours. At the time, launching satellites in to
a geostationary orbit (GEO), the preferred orbit for these types of satellites today,
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Fig. 1: Image of the Telstar 1 satellite (reproduced from [1]).
was significantly more challenging. The impact of this achievement was so widespread
that it permeated into pop culture, and even inspired the traditional design of soccer
balls at the time.
What President Kennedy or any of the others watching this press conference could
not have known that day is that the mission of Telstar 1 would be short-lived.
On November 24, 1962, only several months after its initial broadcast, Telstar 1
experienced its first malfunction when the command system failed to respond. The
previous months foreshadowed this malfunction as some systems showed signs of
sluggish performance and intermittent operation [12]. In February 1963, less than a
year after its launch, Telstar 1 was no longer operational. The early demise of Telstar
1 was a direct result of enhanced radiation in the inner Van Allen belt.
When the Telstar 1 was built, engineers and scientists already knew of the ex-
istence of charged energetic particles trapped in the Van Allen belts. Their design
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had accounted for some degradation in performance of the electronics due to expo-
sure to radiation. Yet when the Telstar 1 started malfunctioning, it had received
approximately two hundred times the expected dose [13].
The day before Telstar 1 launched, the U. S. Air Force conducted their largest
high-altitude nuclear test, which launched from Johnston Island in the Pacific. Named
Starfish Prime, this test detonated a 1.4-megaton nuclear warhead. The damage was
larger than scientists expected. The explosion caused an electromagnetic pulse so
strong that it disrupted the electrical power and destroyed several traffic lights in
Hawaii. An artificial aurora borealis terrified many observers. The test also increased
the amount of radiation surrounding Earth.
This detonation directly increased the flux of charged particles in the inner Van
Allen Belt by two orders of magnitude. The impact was so strong that effects were
still measurable five years later. At least eight satellites were directly damaged by
the Starfish Prime event. Telstar 1, was the first casualty of exposure to ionizing
radiation in space.
At the time, the reasons for performance degradation of electronics due to ioniz-
ing radiation were not well understood [13]. The complexities of this problem were
exacerbated by nuances associated with semiconductor fabrication processes. As an
example, when the fabrication of the National Semiconductor LM139, a common
comparator chip, was moved from Scotland to Texas, the company made some slight
modifications to the layout of the chip. The part was essentially the same, but these
minor changes lowered the tolerable amount of dose that the part could survive from
100 krad to 30 krad [14].
Today, it is well known that orbital and space radiation environments can strongly
limit the performance and reliability of spacecraft payloads [15]. Mitigation tech-
niques are typically put in place to prolong the lifetime of these systems. Throughout
the duration of a mission, however, energized particles can still penetrate spacecraft
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shielding and cause damage to the on-board electronics.
This chapter presents a cursory overview of the effects of radiation on microelec-
tronics. First, the three main types of radiation effects in electronics are discussed.
Although the techniques presented in this dissertation can be applied to other fab-
rication processes, the experiments shown were performed using Silicon-Germanium
Heterjunction Bipolar Transistor (SiGe HBTs). Thus, a section on the specific effects
of radiation on SiGe HBTs follows. Then, a general overview of testing, assessment
and mitigation techniques for microelectronics is presented. Some general applica-
tions of RF circuits and systems in spacecraft are then briefly introduced. Finally,
the main objectives and layout of this dissertation are presented.
1.2 Overview of the Effects of Radiation on Microelectronics
The space environment adds several challenges to the already difficult job of spacecraft
designers. In particular, the high levels of radiation that electronics encounter in
space can have serious implications for the spacecraft design process. Although an
exceptionally interesting topic, a discussion of the sources of radiation in space and
the dynamics of the space climate are outside of the scope of this dissertation. The
interested readers are referred to [16] for a review of space climatology in the context
of spacecraft electronics applications. Instead, this text is focused on the effects of
this radiation on electronic systems. There are three major types of radiation-induced
damage in electronics: 1) total ionizing dose (TID) effects, 2) displacement damage
dose (DDD) effects, and 3) single-event effects (SEEs). The text below provides a
cursory explanation of each of these effects.
Total Ionizing Dose TID effects are cumulative, and are a result of energy deposi-
tion in insulating materials, which can degrade device and circuit performance [17,18].
When ionizing radiation deposits energy in an insulator and generates electron-hole
pairs, the electric field across the insulator will tend to separate these charges. Since
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electrons have higher mobility than holes, they tend to be swept away by the elec-
tric field, leaving holes trapped in the insulator. Over time, these holes can diffuse
through the localized states in the oxide towards the insulator-semiconductor inter-
faces and result in interface traps. Some notable effects of these traps in MOSFETs
are threshold voltage shifts, off-state leakage current increases, and increases in 1/f
noise [19,20]. At the circuit and system level, TID can reduce the gain and bandwidth
of amplifiers, increase the noise in certain systems, and prevent logic circuits from
switching. This effect was the one responsible for the malfunction of the Telstar 1.
Displacement Damage Dose DDD effects are a result of a particle with mass
penetrating the semiconductor material and losing energy through non-ionizing mech-
anisms. This process can result in the incident particle physically displacing atoms in
the semiconductor lattice, which could lead to point defects [21]. These defects could,
in turn, lead to increased recombination centers that can increase leakage current in
devices. Furthermore, if the displaced atom is a dopant species that forms an inter-
stitial defect, this dopant will no longer be electrically active. This effect is known as
dopant deactivation and can cause shifts in device performance. These days, DDD
effects are a concern for solar cells as their efficiency can be significantly degraded.
Single-Event Effects In the broadest sense, the term “single-event effects” is an
umbrella term used to describe events occurring at a specific instance of time, as
opposed to cumulative effects such as TID and DDD. In general, an SEE occurs when
an ionized, high-energy particle or photon penetrates a semiconductor material. As it
passes through, the particle or photon transfers its energy to the material and creates
electron-hole pairs along its path. The generated carriers can then be separated
by the internal electric fields of active devices, generating a current that can have
adverse effects on the circuit operation [22]. These effects are typically transient in
nature, and although often non-destructive, they are still of interest to the space
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community as they can alter the proper operation of systems or compromise the data
acquired by scientific instrument. Examples of these types of effects include: single-
event transients (SETs), in which the current generated in the material exits through
the device terminals and propagates through the circuit or system; and single-event
upsets (SEUs), in which a bit in a digital system is flipped from a logic high to a logic
low or vice versa.
There are some instances in which SEEs could be catastrophic, and can result
in permanent damage to the devices or circuits affected. Examples of these effects
include: single-event latchup (SEL), in which a positive feedback is established in a
thyristor structure and can lead to device destruction if not contained; single-event
burnout (SEB), in which a power FET is forced into thermal runaway that could also
lead to device destruction; and single-event gate rupture (SEGR), in which the gate
dielectric of a FET ruptures due to an excessively high electric field during a transient
event [23].
1.3 Radiation Effects in SiGe HBTs
Most of the research included in this dissertation utilizes SiGe HBTs as they have
been shown to have great potential for building electronics for extreme environments,
including space applications [24–27]. The attractiveness of SiGe BiCMOS technologies
stems from the ease of integration with existing CMOS platforms with little overhead
cost. This integration allows for the design and fabrication of high-performance,
monolithic, mixed-signal circuits and systems. Designers can use SiGe HBTs for
high-performance analog and RF applications, while at the same time leveraging the
highly-scaled CMOS devices for dense digital circuitry. A comprehensive treatment
of SiGe HBTs and their applications in electronic systems is outside the scope of
this dissertation. Instead, the reader is referred to [28] and the references therein.
However, a brief introduction to the effects of radiation on the performance of SiGe
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HBTs follows.
SiGe HBTs enjoy an increased robustness to TID compared to most CMOS tech-
nologies, and are said to be tolerant to multi-Mrad(SiO2) dose levels [27,29,30]. Their
built-in TID tolerance is a result of the device structure required to deposit the SiGe
alloy in the base. The main effect of TID on SiGe HBTs is an increase in base leakage
current and a reduction in current gain at low injection. This increase in base current
is a result of interface traps generated along the emitter-base (E-B) spacer. However,
for most high-performance circuits, these devices are biased above the point where
the change in leakage current is significant and its effect on circuit performance is
typically minor.
There are few studies showing only DDD effects in SiGe HBTs [31, 32], due in
part to the difficulty of obtaining clean neutron beams that allow separation of DDD
and TID effects. The results suggests that, due to the relatively high doping levels in
SiGe HBTs, DDD effects are not the limiting factor in their radiation response.
Although SiGe HBTs are considered to be robust against TID and DDD effects,
they are particularly susceptible to SEEs, in particular, to SETs. There have been
many studies on the SET response of SiGe HBT devices and circuits, a subset of
which includes [6, 7, 27, 33–45]. When a heavy ion passes through the emitter-base-
collector stack, the high-density of carriers generated in this region will effectively
break down the built-in electric fields in the junctions, which is also known as the
“ion shunt” effect. This large amount of excess carriers leads to current transients
with relatively large amplitudes. In addition, any transient occurring outside this
emitter-base-collector stack will also lead to charge collection by the reverse-biased
sub-collector to substrate junction [27]. Since the collector is typically the output for
most circuits, this effect is also of concern for proper circuit operation.
A recent study showed that the germanium-induced quasi-drift field in the SiGe
base plays a significant role in the SET response of SiGe HBTs, and that increasing
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the Ge content in the base increases the amplitude and duration of the transients
measured at the device terminals [33]. This result represents a challenge for future
generations of SiGe HBTs, as increasing Ge content and the quasi-drift field in the
base are typical strategies to improve device performance. Since these changes also
increase their susceptibility to SEEs, researchers must be intentional about mitigating
these effects at the device, circuit, and system level. Thus, research on characterizing
and mitigating SEEs in circuits and systems built with SiGe HBTs continues, and is
one of the themes of this dissertation.
1.4 Radiation Hardness Assurance
Radiation Hardness Assurance (RHA) is the process of ensuring that components,
subsystems, and systems will meet mission requirements when operating in a radiation
environment with a given probability of survival and confidence level. This process
begins with the definition of mission requirements (e.g., launch date, duration, orbit,
operations and data handling). Once the mission requirements are established, the
radiation environment is defined. Then, the response of electronic systems to this
environment must be identified, including all vulnerabilities and risks to the success
of the mission. The radiation-related risks are then managed in a step that involves
three major phases: testing, assessment, and mitigation. These three phases are the
main topic of this dissertation.
1.4.1 Testing
During the testing phase, radiation sources on Earth are used to emulate the space en-
vironment and reproduce any damage that electronics may experience when exposed
to harsh conditions. Appropriate selection of radiation sources to adequately emulate
the environment of a given mission is essential to properly assess the risk of using
a given electronic system on a spacecraft. For SEE testing, particle accelerators are
typically used to characterize the response of electronics to heavy ions, protons, and
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electrons. However, “beam time” at these facilities can be limited and expensive. An
attractive alternative is to use pulsed lasers to emulate the effects of charged particles
on electronics.
Pulsed-laser single-event effects (PL-SEE) testing provides information comple-
mentary to that of traditional heavy-ion broadbeam test campaigns performed for
space qualification of electronic components [46]. In particular, PL-SEE testing allows
experimenters to identify sensitive device and circuit nodes [47–49], verify radiation-
hardening-by-design (RHBD) implementations [50–52], screen parts for destructive
effects such as single-event latchup (SEL) [53–55], inject localized faults into digital
systems [56–58], study basic SEE mechanisms [59–61], and calibrate and validate
models [62].
PL-SEE testing is a powerful tool that should be used in parallel with heavy-ion
testing to produce more robust electronics for radiation-harsh environments. This
testing technique could be used to screen parts before performing heavy-ion testing,
reducing the demand for beam time at particle accelerators.
There are many differences between charge deposition from charged particle and
optical sources, and most of the results obtained through PL-SEE testing often are
qualitative in nature. Since the inception of PL-SEE techniques, researchers have
sought to obtain quantitative agreement between heavy-ion- and laser-induced mea-
surements. Despite some successes with correlating heavy-ion and laser charge gen-
eration through empirical factors [51, 55, 63, 64], this topic remains an active area
research [65,66], and will be addressed in this dissertation.
1.4.2 Assessment
The sensitivity of electronics to radiation must be quantified for the environment of
a given mission. This process requires identifying changes in relevant performance
metrics for a given system and assessing the risk that these changes pose to the
9
Fig. 2: Example of error cross section curve obtained from heavy-ion testing at
different facilities. (reproduced from [2] c© 2003 IEEE).
mission.
To effectively assess the risk of radiation to a mission, a performance metric needs
to be specified and monitored during testing. In the context of SEEs, a typical metric
is called the error cross section. For this metric, errors – which are broadly defined
and application-specific – are measured as a function of linear energy transfer (LET).
The error cross section is the number of errors normalized to the fluence of particles
used in a given experiment. A typical example of an error cross section curve is
shown in Fig. 2. The “errors” can vary depending on the application. For example,
in memories and digital systems the errors take the form of SEUs, which means that
a bit is flipped from a logic one to a logic zero, or vice versa. In other applications,
SEL cross sections can be measured as a function of LET.
By knowing how susceptible the system is to errors when subjected to particles
of a given LET, and how many particles of that same LET are present in a given
mission, the overall sensitivity can be determined. This information is then used to
determine the probability of an error occurring for the duration of the mission. The
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risk to success of the mission will be determined by factors such as the error rate (i.e.,
how often errors are generated), the severity (i.e., whether they are destructive), and
the criticality of the systems (i.e., where they are occurring in the spacecraft).
When the risks associated with the mission are too high, design techniques are
utilized at the device, circuit, and system level to mitigate these risks.
1.4.3 Mitigation
Aside from typical shielding mechanisms employed by spacecraft designers to mit-
igate the effects of radiation on electronic systems, additional mitigation strategies
are usually employed for increased robustness. There are four main approaches to
mitigate SEEs
1. Reduce Charge Generation: This can be accomplished by adding additional
shielding on the spacecraft so that the incident particles lose more energy before
they reach sensitive electronics. Another way to accomplish this is by using elec-
tronics built from materials with a larger bandgap energies. Since the average
energy to create electron-hole pairs (EHPs) inside a material is approximately
three times the bandgap, a charged particle with a given energy will result in
fewer EHPs in materials with larger bandgaps.
2. Reduce Charge Collection: Charge collection is dominated by drift and dif-
fusion processes in a semiconductor device. This process can be modified by
adding regions of increased carrier recombination inside and around devices.
Additionally, device structure (e.g., twin/triple well structures), layout modifi-
cations (e.g., spatial separation of sensitive nodes), as well as choice of substrate
(e.g., silicon-on-insulator) can limit charge collection.
3. Modify Circuit Response: The response of the circuit can be modified in
different ways. First, the charge collected can be canceled using the signal path
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by making changes in the circuit topology [67] or in the circuit layout [52]. In
addition, filters can be added to remove fast transients in analog circuits.
4. Modify System Response: This approach includes changes to the architec-
ture or operation of systems [68]. For example, a common system-level mit-
igation technique is to implement a majority voter, where a critical circuit
or subsystem is triplicated and the output of all three copies are compared to
identify data corrupted by an SEE. This approach is commonly known as triple-
modular redundancy (TMR). In addition, SEL can be mitigated and prevented
from being catastrophic by placing current monitors on all power supplies and
power-cycling the system if an excessive (but still safe) amount of current is
drawn. Using parity-checks, error detection and correction techniques, data
retransmission, and active watchdog timers are all examples of system- and
software-level radiation hardness.
These approaches can be alternatively classified into techniques that achieve radi-
ation tolerance, also known as radiation hardness, by either using design techniques
or by changing fabrication processes.
Radiation-hardening-by-design (RHBD) techniques encompass a broad range of
approaches that utilize changes in the system design to mitigate the effect of radia-
tion on their performance. These include changes in device layout, circuit topologies,
system implementations, and software architecture [69]. RHBD techniques are at-
tractive because they can be implemented in commercially available semiconductor
fabrication platforms. Implementing radiation hardening techniques often involves
a compromise in size, weight, power and cost. RHBD techniques allow for these
tradeoffs to be taken into consideration for a given mission.
The alternative to RHBD techniques is radiation-hardening by process (RHBP),
in which the semiconductor fabrication process is altered to reduce the adverse effects
of radiation. An example of this is the use of silicon-on-insulator (SOI) processes to
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prevent SEL, since the parasitic thyristor structure often present in CMOS processes
would be removed. Using SOI platforms will also reduce charge collection [35,70,71].
However, changes in process to mitigate a particular effect on a given mission could
be costly. Therefore, an RHBD approach is often preferred.
The appropriate implementation of mitigation techniques will depend on many
factors, including the radiation environment, criticality of components, risk to the
mission objectives, and cost of implementation. However, it is difficult to make sys-
tems that are infallible in the presence of radiation. With the constant development
of new microelectronic technologies with improved performance, old mitigation tech-
niques must be reevaluated and new ones explored.
1.5 RF Circuits in Space Systems
Ensuring the robustness of communications payloads on spacecraft is critical for the
success of the mission. After its launch, the only way to interface with a satellite
is through its communications system. Engineers and scientists on Earth depend on
these systems to retrieve scientific data collected by spacecraft, monitor the health of
other systems, and fix any issues that may arise during the course of the mission.
The RF communications circuits receiving messages from a ground station are
particularly sensitive to SEEs, since they carry the weakest signals due to long trans-
mission distances and atmospheric attenuation. The effects of SETs on RF com-
munications systems remain relatively unexplored [72]. Most of the studies on data
corruption due to SETs are done in digital systems because it is easier to determine
errors in the digital domain. To test these systems, they are typically exposed to
a source of energetic particles (e.g., proton or heavy-ion beams) and the SEU cross
section is monitored as a function of particle energy. Such a useful comparison metric
does not exist for RF systems carrying modulated data. Since data is encoded in the
amplitude and phase of the signal, it is difficult to determine whether an error has
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occurred until it has been converted into the digital domain. Such a metric would be
relevant for determining the risk of SETs for RF communications systems, and one
is proposed as part of this work.
The circuits used to conduct this research were designed to operate at C band.
C band (4-8 GHz) is one of the most commonly used frequency bands for microwave
satellite communications, along with Ku band (12-18 GHz), and Ka band (27-40 GHz) [73].
Satellite systems operating at these frequencies have supported many applications
through the years such as commercial satellite communications (e.g., INTELSAT),
maritime mobile systems (e.g., INMARSAT), and satellite mobile systems (e.g., Glob-
alsat) [74]. In addition, carriers around 5 GHz have been considered for next-
generation global navigation satellite systems, and this band has been designated
for this purpose by the International Telecommunication Union [75–77]. Another ap-
plication of RF circuits at these frequencies is the receiver of remote sensing satellites.
One example is the synthetic aperture radar payload on board the RADARSAT-2 mis-
sion, which operates at 5.405 GHz [78]. Thus, RF circuits and systems designed in this
frequency band can support several space applications and ensuring their tolerance
to radiation is key for the proper operation of these systems.
Testing, assessing, and mitigating SETs in RF systems will be the main focus of
this research.
1.6 Objective and Organization
The objective of this research is to develop new approaches to test, assess, and mit-
igate the risks of SETs in RF communications systems. As such, a chapter of this
dissertation is dedicated to each of these phases in the radiation hardness assurance
process. Chapter 2 presents two different testing techniques that utilize pulsed lasers
to emulate the SETs that result when heavy ions traverse semiconductor devices.
Chapter 3 introduces a new approach for characterizing SEEs in RF receivers with
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modulated data, as well as an error metric used to assess the risk involved for space
missions. Chapter 4 presents three different mitigation techniques that can be applied
to RF communications systems. These techniques involve the detection of SETs in
RF systems, using pnp devices in place of npn devices, and using silicon-on-insulator
substrates to limit charge collection on the electrical terminals of the device. Finally,
Chapters 5 and 6 include some concluding remarks, summarizes the author’s contri-




USING PULSED-LASERS FOR SEE TESTING IN
ELECTRONICS FOR SPACE
2.1 Introduction
Before sending electronic systems to space, their SEE response is characterized using
particles that are representative of the radiation environment in which they will op-
erate. Using particle accelerators for this qualification process can be expensive, and
limited availability to these facilities can result in project delays. For several decades,
pulsed lasers have been used as a tool to inject localized carriers into semiconductor
devices as a means to probe various single-event effects in devices, circuits, and sys-
tems. Pulsed-laser single-event effects (PL-SEE) testing has augmented the results
obtained in broad-beam accelerator testing by providing engineers and scientists with
data that can be used to better understand the phenomena observed during beam
experiments. Such results are useful since they can quickly narrow down the specific
cause of a given component’s single-event sensitivity, thereby yielding both schedule
and budgetary benefits for many space missions.
Due to the inherent differences in the dosimetry of heavy-ion and laser sources,
most of the results obtained through PL-SEE testing often are qualitative in nature.
Since the inception of PL-SEE techniques, researchers have sought to obtain quan-
titative agreement between heavy-ion- and laser-induced measurements. This effort
has resulted in some success for single-photon absorption (SPA) processes, where
empirical correlation factors have been derived for several platforms [51, 55, 63, 64].
Correlation factors derived from such investigations have been used to accurately pre-
dict SEL and SEU thresholds (i.e., the LET at which a device will either latch or
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upset) in a range of technologies.
For recent-generation, highly-scaled technologies with increased densities of metal
traces, it has become difficult to employ topside SPA for SEE testing since the metal
layers can block, or interfere with, the incident beam. As a solution to overcome the
issues with topside testing, backside excitation has been leveraged for many years by
careful selection of wavelength for SPA [79,80], or by exploiting two-photon absorption
(TPA) processes [81]. In either case, the beam can propagate through the backside
of the wafer, allowing the laser to penetrate into the sensitive volume unobstructed
by metallization. Despite some successes with correlating heavy-ion and SPA charge
generation through empirical factors, due to the increased complexities associated
with carrier distributions generated by TPA, achieving a similar correlation for TPA
is challenging and remains a topic of active research [65, 66]. Thus, the work in this
chapter will focus on TPA PL-SEE testing.
In recent years, several studies have focused on determining ways to correlate
TPA pulsed-laser results with charged particle data [5, 45, 51,55,63–66,82,83]. How-
ever, given the large number of variables associated with this problem, there are still
several open questions that must be addressed. Achieving quantitative correlation
between transient data produced from these two vastly different sources would alle-
viate some of the previously mentioned challenges with component qualification for
space applications.
In this chapter, two different approaches to correlating ion and laser data in SiGe
HBTs are shown. The first approach involves optimizing the parameters of the ex-
perimental setup at a laser facility to better reproduce the transients generated by
heavy ions. The second approach involves using a novel charge deposition technique
using a different optical setup than what has traditionally been used in the past.
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2.2 Optimizing Optical Parameters to Correlate Ion and Laser
Data
The primary goal of this section is to provide a general framework for optimizing
laser parameters during a TPA PL-SEE experiment, such that one can quantitatively
reproduce the heavy-ion-induced transients that could be encountered in a radiation
environment (e.g., space). This is achieved by extracting certain “features” from
measured heavy-ion-induced SETs, and then using an optimization routine to mini-
mize the error between the waveforms resulting from ion and laser testing. PL-SEE
provides an experimentally-accessible method for generating a wide variety of SETs,
enabling this error minimization. Modifying certain laser parameters manifests in dif-
ferent TPA-induced carrier distributions which, in turn, gives rise to different SETs.
As a result, this approach is shown to successfully identify an “optical geometry”
with pulse energy as a free parameter that can then be used to reproduce heavy-ion
data for a range of LETs in advanced SiGe HBTs. While the results shown in the
present section are specific to SiGe HBTs, the presented framework does not assume
a specific technology. Therefore, the overall approach of “feature matching” can be
applied to other semiconductor technologies, based on Si and III-V materials, to at-
tempt quantitative correlation of transients resulting from heavy-ion and pulsed laser
testing.
2.2.1 Heavy-Ion and Laser Charge Deposition
In the context of heavy-ion testing, LET is defined as the deposited charge per unit
length in a given material. The collected charge due to an SEE is obtained from
integrating the transient current over time, and is directly related to the amount of
deposited charge in the material [84]. For heavy-ion testing, several combinations
of ions and energies can be used to obtain the same surface LET in silicon. As an
example, Fig. 3 shows the surface LET in silicon, simulated using SRIM [85] for two
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Fig. 3: Simulated linear energy transfer in silicon as a function of ion energy for two
different ions.
different ions as a function of ion energy. The simulations show that there are four
possible conditions to obtain a surface LET = 50 MeV-cm2/mg. These conditions,
however, will result in different ion ranges and radial energy distribution profiles (i.e.,
different charge deposition profiles).
Similarly, several combinations of laser conditions (e.g., spot size, wavelength,
energy, and pulse duration), referred to in this section as “optical geometries,” can
result in the same deposited charge within the sensitive volume of a device; this is
referred to as the laser-equivalent LET (LE-LET) due to its analogy with heavy-
ion LET [86]. This concept is illustrated in Fig. 4, where the deposited charge due
to TPA is plotted as a function of laser pulse energy for multiple focused spot sizes.
These curves were calculated using analytical expressions from the literature [65] that
have been verified using NLOBPM [87]. For these calculations, the sensitive volume
thickness was chosen to be 60 µm and the laser focus was placed at Zfoc = 30 µm
(i.e., in the center of the sensitive volume). In Fig. 4, and in the discussion below,
the reported focused spot sizes, ω0, are measured as the radial distance between the
point of maximum intensity and the point where the intensity equals 1/e2 = 0.135
times the maximum value. This measurement is also known as the half width at the
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Fig. 4: Calculated deposited charge in a sensitive volume that is 60 µm thick as a
function of laser energy for multiple focused spot sizes (ω0). The laser is focused at
a depth of Zfoc = 30 µm. The values for focused spot size are taken to be the half
width measured at the 1/e2 point.
1/e2 point (HW1/e2).
The spatial distribution of carriers generated from an incident ion, also known as
the charge deposition profile, will depend on the ion’s energy and mass, as well as
the target material. For carriers generated from a pulsed laser, the charge deposition
profile depends on the wavelength, the focused spot size, the laser pulse energy, and
the target material. In addition, for TPA-induced generation, the charge deposition
profile will also depend on the pulse width. Wavelength and pulse width are typically
fixed by the laser source and may not be easily tunable during an experiment. The
focused spot size is often fixed by the optical setup but may be adjusted, although
it is usually kept at the minimum achievable value to maximize spatial resolution in
position-dependent measurements. Finally, the pulse energy is usually the primary
experimental variable since it is typically the easiest to change.
An obvious solution to enable correlation of SETs from these two fundamentally
different sources would be to recreate heavy-ion charge deposition profiles using a
laser. However, heavy ions used for SEE testing typically have a long range, and the
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radial distribution of the resulting charge deposition is typically confined to several
hundred nanometers. For a focused laser beam, the minimum achievable radial spot
size is determined by the wavelength, the refractive index of the material, and the
focusing geometry. The axial distribution, which is given by the Rayleigh range for a
Gaussian laser beam, is proportional to the square of the spot size. Thus, an inherent
tradeoff exists between matching the axial and radial components of a laser-induced
charge deposition profile to that of a heavy ion when using a focused beam. This
tradeoff can be observed in Fig. 5, where simulated charge deposition profiles for
various optical geometries are compared to that of a heavy ion. Note that due to the
rapid decrease in the charge density of the heavy-ion data, the logarithm of the data
is plotted, further illustrating the differences between these two sources.
Due to the intrinsic dependence of the spot size (radial component) and the
Rayleigh range (axial component) of a Gaussian laser beam, it is not feasible to
recreate the charge deposition profile of a heavy ion. Thus, the goal for correlating
SETs from these different sources is to find different charge deposition profiles for
each source that would result in the same measured waveform, which is after all,
typically what one cares most about at the device and circuit level. A method for
identifying these charge deposition profiles and the associated optical geometries is
described below.
2.2.2 Optical Parameter Optimization via Feature Matching
In the context of this research, a “feature” is defined as a measurable or calculated
property of an SET. For the SETs measured in SiGe HBTs, several features have been
identified in an attempt to fully describe the waveform, including: transient peak
amplitude, transient full-width-at-half-maximum (FWHM), plateau height, transient
duration, and collected charge. These features are illustrated in Fig. 6, where a
representative heavy-ion-induced transient is used as an example. The mechanisms
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Fig. 5: Comparison of charge deposition profiles for (left) a 400 MeV 40Ar ion,
(center) focused laser with a 0.82 µm (HW1/e2) focused spot size, and (right) focused
laser with a 1.89 µm (HW1/e2) focused spot size. Note that due to the rapid decrease
in the radial charge density of the heavy-ion data, the logarithm of the data is plotted
instead.
of charge collection for SiGe HBTs are described in detail elsewhere [70,88–91]. Two
distinct components in these transients can be identified. The first, is a sharp, narrow
transient response that results from the ion-shunt effect, the relevant characteristic
of which is described by the transient peak amplitude. The second component is an
extended “tail” that results from delayed charge collection due to carrier diffusion.
This component is characterized by the collected charge, the plateau height, and the
transient duration.
Although some of these features are highly-correlated (e.g., higher transient peak
typically leads to larger collected charge), their dependence on charge deposition pro-
files can vary significantly. Therefore, attempting to correlate laser and ion data using
only a single feature generally leads to less than optimal results. An attempt to use
single-feature laser/ion correlation is shown in Fig. 7, for which, by only adjusting
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Fig. 6: Representative collector current transient taken from an emitter-centered
strike of a 400-MeV, 40Ar ion (LET = 10.72 MeV-cm2/mg). The main features of the
heavy-ion-induced waveform are highlighted.
Fig. 7: Comparison of ion- and laser-induced transient for a laser focused spot size
ω0 = 0.95 µm when (top) the transient peak is matched and (bottom) the collected
charge is matched.
the laser pulse energy, laser transients are matched to either the transient peak am-
plitude or the collected charge of an ion transient. The data show that matching
the transient peak amplitude alone results in a 116% difference in collected charge,
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while matching only collected charge results in a 39% difference in transient peak
amplitude. To achieve the desired waveform correlation, relevant features must be
matched simultaneously.
Once relevant features have been identified in the heavy-ion dataset, the laser
parameters can be swept experimentally to determine the optimal optical geometry
required to correlate ion-induced and laser-induced waveforms. An example of how
this may be achieved in practice is presented below.
2.2.3 Experimental Setup
Heavy-ion-induced transients were measured at the 88-inch cyclotron BASE Facility
at Lawrence Berkeley National Laboratory (LBNL) using the 10-MeV/amu heavy-ion
cocktail over a wide range of LETs. In addition, ion-induced transients were measured
using the heavy-ion microbeam facility at the GSI Helmholtz Center for Heavy Ion
Research [92]. The microbeam data obtained using calcium ions with an energy of
4.8 MeV/amu, contains information on the spatial dependence of the measured SETs
and allows one to draw certain conclusions from the broadbeam data. A summary of
the facilities and ions utilized in the present study is included in Table 1. The values
reported for LET are taken from SRIM simulations at the silicon surface after the
ion has passed through the oxides in the back-end-of-line (BEOL) layers.
Laser-induced transients were measured at the U. S. Naval Research Laboratory
(NRL) using through-wafer TPA [81]. TPA carrier injection allows for time-resolved,
position-dependent, three-dimensional measurements of SETs. The system features
150 fs, 1260 nm wavelength optical pulses at a repetition rate of 1 kHz, and is cal-
ibrated daily following the procedure described in [93]. The laser focused spot size
was varied between 0.82 µm to 1.89 µm, measured at the 1/e2 point (HW1/e2), by
utilizing different microscope objective lenses and changing the beam size at the input
aperture of each lens [93]. A summary of the optical geometries used in the present
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Table 1: Summary of Experimental Conditions for Heavy-Ion Data Taken at LBNL
for a 5AM SiGe HBT
Facility LBNL GSI
Ion Ne Ar Xe Ca
Z 10 18 54 20
A 22 40 124 48
Energy (MeV) 216.28 400.00 1232.55 230.40
Angle of
Incidence
0 0 45 0 45 0
Surface LET
(MeV-cm2/mg)
3.79 10.72 15.93 64.85 95.59 20.68
Range (µm) 174.7 130.2 92.1 90.1 63.8 53.5
Flux
(105 ions/cm2·s) 8.00 7.00 6.70 1.20 1.43 —*
Eff. Fluence
(108 ions/cm2)
3.01 3.38 3.14 5.71 1.63 —*
* Data from GSI was collected by scanning an ion microbeam across the device
multiple times with one ion strike per position.
investigation, along with the model number for each objective lens, is included in Ta-
ble 2. The input beam size was measured using the traditional knife-edge technique
and the focused spot size for each geometry was calculated using the expressions de-
rived by Urey [94]. This approach for determining the size of the focused beam has
been previously verified [93]. Measurements were taken for several laser pulse ener-
gies. The energies reported in this section are the energies incident on the backside of
the sample (i.e., no corrections have been made to account for reflection losses in the
silicon/air interface). During these experiments, the laser was focused on the X-Y-Z
coordinate that resulted in the largest collected charge in the SiGe HBT.
For each experiment, the samples were attached and wirebonded to a custom-
designed, high-speed printed circuit board (PCB). The front of the die is left uncov-
ered to allow for topside heavy-ion testing, while a small circular aperture in the PCB
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Mitutoyo M Plan Apo NIR 20× 2.1 1.89
exposes the backside of the die for TPA pulsed-laser testing. The board uses coplanar
waveguides to deliver the signals from the wire bonds to Southwest Microwave SMA
end-launch connectors. At NRL and LBNL, the induced SETs were captured using
a Tektronix DPO71254, which is a 12.5-GHz bandwidth, real-time oscilloscope capa-
ble of capturing data at 50 GS/sec. At GSI, SETs were captured using a Tektronix
TDS6154, which is a 16-GHz bandwidth, real-time oscilloscope capable of capturing
data at 40 GS/sec.
The samples used in the present study are npn SiGe HBTs fabricated using Glob-
alFoundries’ 5AM SiGe BiCMOS platform. These devices were selected because they
are an attractive solution for both on-orbit and terrestrial extreme environments re-
quiring high-performance analog, high-frequency RF, and highly-integrated digital
circuitry on a single die. In addition, a large body of publications—a summary of
which can be found in [27]— has resulted from studying the radiation response of
devices in this particular platform. The emitter stripe of the selected device has an
area of 0.5× 10 µm2. All transients were captured with all terminals of the device
grounded, unless otherwise specified.
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2.2.4 Experimental Results
2.2.4.1 Feature Dependence on Optical Parameters
All measured transients were processed using a custom feature extraction algorithm
that uses simple waveform analysis techniques. The values for the collected charge,
transient peak amplitude, plateau height, transient duration, and transient FWHM
were extracted for each measured transient, as a function of spot size and laser pulse
energy. The first step in the analysis is to remove features that are invariant with
respect to the experimental parameters, or that contain redundant information (i.e.,
are highly correlated with other features). The transient FWHM was found to be
invariant with changing spot size and laser pulse energy, and is not considered in
this analysis. Unsurprisingly, the collected charge was found to be highly correlated
with transient duration and plateau height. In this manner, the plateau height and
collected charge, along with the transient peak amplitude, were selected for this anal-
ysis. Note that the transient duration could have been used in place of the plateau
height or the collected charge. However, the latter were chosen due to the simplicity
in their extraction from time-domain data.
For the following discussion, a worst-case heavy-ion-induced transient was selected
from the recorded 40Ar strikes (LET = 10.72 MeV-cm2/mg) to compare with laser
data. The worst-case transient was chosen based only on the transient peak ampli-
tude, since laser and microbeam data have shown that the largest peak in a SiGe
HBT is obtained when the ion passes through the center of the emitter-base-collector
stack (i.e., center of the intrinsic device). For this heavy-ion transient, the collected
charge, transient peak amplitude, and plateau height were extracted to be 1.06 pC,
0.978 mA and 0.24 mA, respectively.
The features extracted from the laser data are shown in Fig. 8. Each feature is
plotted as a function of focused spot size and the square of the laser pulse energy
(the latter is necessary due to the TPA mechanism [65]). A surface fit is included to
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(a) Collected Charge (b) Transient Peak
(c) Plateau Height (d) Normalized Error
Fig. 8: Extracted (a) collected charge, (b) transient peaks, and (c) plateau heights
for laser-induced transients measured as a function of different focused spot sizes and
energies. A surface fit has been included to guide the eye. The semi-transparent
horizontal plane shows the optimal value for each feature to match a worst-case,
heavy-ion SET for an 40Ar strike (LET = 10.72 MeV-cm2/mg). The normalized
error resulting from comparing features extracted from laser-induced transients to
the worst-case, heavy-ion SET is shown in (d). A minimum error is achieved for a
spot size of 1.89 µm and a pulse energy of 483 pJ.
guide the eye. The semi-transparent horizontal plane shows the value of each feature
corresponding to the worst-case ion transient, and is the target value for each feature
extracted from the laser data. This means that the data points that lie on the plane
represent the set of laser conditions that will match a given feature extracted from a
heavy-ion waveform.
The collected charge, shown in Fig. 8(a), is found to increase with increasing
laser pulse energy for a fixed spot size, and decrease with increasing spot size for a
given pulse energy. These results are expected, since the amount of charge generated
by TPA is proportional to the square of the pulse energy, and roughly inversely
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proportional to the square of the focused spot size [65]. The transient peaks, shown
in Fig. 8(b), have a similar dependence on spot size and energy as the collected charge.
The plateau heights, shown in Fig. 8(c), were found to increase with increasing pulse
energy (for a fixed spot size), but were found to be only weakly dependent on spot
size (for a fixed pulse energy). Note that there exist several laser conditions that allow
for individual laser-induced waveform features to be matched to certain features of
ion-induced transients. However, the pitfalls of considering only individual features
are discussed above: it results in poor matching of the remaining features. Thus, to
quantitatively match the entire ion/laser waveforms, all features must be matched,
within acceptable error bounds, by using the same set of optical parameters.
2.2.4.2 Feature Matching by Error Minimization
To find simultaneous laser conditions that match heavy-ion transient features, a dif-
ference error for each feature was determined. The total error was calculated as an
equal-weight sum of the magnitude of the individual error values. The total error was
normalized, and is shown as a function of spot size and laser pulse energy in Fig. 8(d)
for the worst-case 40Ar strike previously described. A minimum error is achieved for
a spot size of 1.89 µm and a pulse energy of 483 pJ.
A similar analysis was performed for several other worst-case ion-induced tran-
sients and a common optimum spot size of 1.89 µm resulted in the minimum error.
This result suggests that, for a given optimized optical geometry (i.e., wavelength,
spot size, and pulse width), the laser pulse energy can be adjusted to achieve various
equivalent LET values.
The laser-induced collector transients obtained with these optimized laser con-
ditions are compared to the heavy-ion waveforms in Fig. 9. Observe that excellent
agreement is obtained between ion and laser waveforms for a range of LETs. Fig. 10
compares laser and ion transients for the collector, base, and substrate terminals
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Fig. 9: Comparison of heavy-ion- and laser-induced single-event transients for mul-
tiple heavy-ion LETs and laser pulse energies.
when the device is biased at VC = VB = 0.8 V, VE = VSub = 0 V, again showing good
agreement between the two sources. It was not possible to monitor the emitter tran-
sient during laser testing since the fourth channel on the oscilloscope was utilized to
measure the laser pulse energy by recording the response of a linear photodiode [93].
Overall, the waveforms induced with the optimized laser conditions show excellent
agreement with the heavy-ion data for a variety of experimental conditions. Note that
the best agreement is obtained for the largest spot size considered in the present study,
which suggests that performing TPA PL-SEE testing with the smallest achievable spot
size may not be the optimal approach if the goal is to obtain quantitative information
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Fig. 10: Comparison of heavy-ion- and laser-induced single-event transients for
the collector, base and substrate terminal when the device is biased at VC = VB =
0.8 V, VE = VSub = 0 V.
about ion-induced transients (at least for the 5AM SiGe HBT utilized in the present
study). The improved matching to ion-induced waveforms for this bulk device is a
result of the larger spot size generating longer track lengths, which enable an elongated
vertical charge deposition that better resembles that of a heavy-ion strike in the axial
direction. Furthermore, these results confirm that it is not necessary to match the
carrier distribution of a heavy ion in order to induce equivalent transients.
This correlation can be achieved due to the dependence of certain features on
different characteristics of the induced charge deposition profile. For example, while
the transient peak amplitude depends on the peak concentration of induced carriers,
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Fig. 11: Collector transient peaks as a function of collected charge for heavy-ion- and
laser-induced transients. Multiple laser spot sizes are shown for comparison. Best
agreement is obtained for a laser spot size ω0 = 1.89 µm.
the collected charge depends on the deposited charge, or the total amount of induced
carriers. For a Gaussian laser beam, one can lower the peak carrier concentration
while maintaining the same amount of charge by increasing the focused spot size.
This is illustrated in Fig. 11, where the transient peak amplitude is plotted as a
function of collected charge for heavy-ion data and multiple laser spot sizes. The
data show that as the laser spot size is increased, for a fixed collected charge, the
transient peak amplitude is reduced. Furthermore, the relationship between collected
charge and transient peak amplitude for the heavy-ion dataset is best reproduced by
the laser when the spot size is 1.89 µm. This result is an indicator that simultaneously
matching multiple features between ion and laser datasets leads to improved waveform
correlation when compared to single-feature matching approaches.
2.2.5 Discussion
2.2.5.1 Estimation of Equivalent LET
After finding the optical geometry that best reproduces the relationship between the
transient peaks and collected charge of ion-induced transients, laser pulse energy is
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the only free experimental parameter. Therefore, pulse energy can be empirically cor-
related with heavy-ion LET. Fig. 12 shows LET values used in heavy-ion experiments,
calculated using SRIM, as a function of the laser pulse energy that best reproduces
the ion-induced transient. Note that the abscissa shows the square of pulse energy
due to the non-linear dependence of deposited charge on laser pulse energy. The
vertical error bars are obtained from the maximum expected variations in LET due
to the possibility of an ion traversing different materials in the BEOL and have been
obtained from SRIM simulations. The horizontal error bars represent the uncertainty
in determining the laser pulse energy (± 5%). The red dashed line in Fig. 12 is a
linear fit to the experimental data. From this fit, the equivalent LET can be obtained
from the experimental laser pulse energy by,
LET = 70.2× (PE)2 − 5.2 (1)
where the pulse energy, PE, is given in nJ and LET is given in MeV-cm2/mg.
Note that, although limited data are available, the data point for the biased case
is well-aligned with the grounded data points. This suggests that the same empirical
fit could potentially be used across a wide range of bias voltages and at the circuit
level, which is clearly advantageous.
A recent study by Hales et al. [66], applied the concept of LE-LET in order to
correlate collected charge generated by pulsed-laser and heavy-ion excitation in a bulk
diode. Using this approach, good laser-ion correlation was achieved for a variety of
optical geometries for both single-photon absorption and TPA. One of the advantages
of the LE-LET approach is that it does not require significant amounts of data to
estimate an equivalent LET. The sensitive volume of this bulk diode is much larger
than the carrier distribution profile generated by the laser. The devices utilized in
the present investigation, however, have a sensitive volume that is comparable in
size to the TPA-induced carrier distribution profile, which is part of the reason why
changing the spot size significantly changes the transient shape. Thus, applying the
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Fig. 12: LET used in experiment as a function of the pulse energy required to
minimize the error between the respective ion and laser transients. The square of
the pulse energy is plotted to account for the non-linear generation process. The red
dashed line shows a linear fit to the data when the intercept on the abscissa is set to
Eth = 235 pJ. The red shaded region shows the 95% confidence interval of the linear
fit.
LE-LET approach by itself would not be sufficient to achieve good correlation for the
SiGe HBT investigated in the present section. Further work needs to be completed to
extend the LE-LET approach to devices with a sensitive volume that is comparable
in size to a TPA carrier distribution profile.
Finally, note that the fit does not pass through the origin. There are two potential
reasons for a non-zero intercept: 1) the correlation between heavy-ion LET and laser
pulse energy may not hold at low LET values, and 2) the carrier densities generated at
low laser pulse energies are not sufficient to result in a measurable transient. The first
statement could not be verified due to the lack of data at lower LETs. However, the
laser data show an apparent threshold energy below which no transient was measured
above the noise floor, as shown in Fig. 13. This observation supports the second
statement. Thus, this threshold energy, Eth, was used to fix the intercept in the
empirical fit.
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Fig. 13: Transient peak amplitude as a function of laser pulse energy squared. The
data show that below a pulse energy Eth = 235 pJ, there is no measurable transient.
This energy threshold was used as the intercept in the fit shown in Fig. 12.
2.2.5.2 Limitations of the Presented Approach
Although the presented feature matching approach is independent of technology or
process, the obtained empirical relationship between heavy-ion LET and laser pulse
energy is not. The results shown in the present study only apply to 5AM SiGe HBTs
of a specific geometry. Achieving this correlation requires a lot of laser and heavy-ion
data to identify the most appropriate optical parameters for testing. Once identified,
however, one may continue to utilize these parameters for different circuits without re-
quiring additional heavy-ion data. Furthermore, with a well-calibrated TCAD model
and the use of simulation tools such as NLOBPM, Geant4, and Synposys Sentaurus,
the optimal laser parameters could potentially be extracted from simulation results,
reducing the amount of data needed to apply this approach.
An additional limitation is the increase of the laser spot size for improved corre-
lation between ion and laser data. Typically, PL-SEE testing setups will focus the
spot size to the smallest possible value, close to the spatial resolution limit of the
optical setup. Having a small spot size is obviously desirable, as it affords experi-
menters the capability of performing high-resolution spatial scans. These scans can be
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very useful for identifying sensitive junctions and evaluating specific implementations
of RHBD approaches. Although increasing the spot size may not be an option for
highly-integrated digital systems, this is not the case for high-performance analog and
RF systems. For analog and mixed-signal circuits (e.g., amplifiers, comparators, and
power switches) larger devices are typically used to enable higher gain and support
larger currents without compromising device reliability. In the case of CMOS-based
RF systems, opting for highly-scaled platforms could result in performance penalties
due to losses in the device interconnects required to interface the circuit with the rest
of the system [95]. The device geometry used in the present study is relevant in the
context of analog and RF applications and can be used to design high-performance
RF circuits. Although less of a concern for large devices, the effect of spot size on
spatial resolution must still be considered.
To investigate any potential drawbacks of using an increased spot size with the
selected sample, the laser was scanned across the device and the transients were
measured as a function of position for multiple laser spot sizes. These results are
compared to similar measurements performed using the microbeam at GSI in Fig. 14,
which serves as a baseline for achievable resolution. The uncertainty in ion strike
location for the microbeam is approximately 500 nm. The data show that, for the
particular device used in the present study, doubling the laser spot size does not sig-
nificantly compromise the resolution of spatial data. Thus, loss of scanning resolution
should not be a concern for devices that would be utilized to design analog and RF
circuits. In addition, Fig. 14 shows that the transient peaks quickly reduce to zero
outside of the deep trench isolation, which indicates that charge sharing, a concern
for highly-scaled CMOS processes, is not an issue for this SiGe platform.
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Fig. 14: Comparison of spatial dependence of transient peaks for ion- and laser-
induced transients. The uncertainty in ion strike location is 500 nm. The emitter
stripe is centered around X = 0 µm. The green region highlights the dimensions
of the active area in the device, while the grey regions represent the dimensions of
the deep trench isolation. Note that the increased spot size that results in improved
agreement with heavy-ion data does not significantly compromise the resolution of
spatial data for the 5AM SiGe HBT.
2.2.5.3 Applicability to Other Technologies
The presented framework for obtaining waveform correlation between ion- and laser-
induced transients relies on feature extraction, dimensionality reduction (i.e., remov-
ing irrelevant features from the problem), and error minimization techniques. All of
these techniques are independent of semiconductor process or technology. The pur-
poseful generality of this approach allows for the analysis to be expanded to other
platforms. Certainly, it can be expected that a different set of optical geometries
will be obtained to correlate data for smaller device nodes or devices in a silicon-on-
insulator platform, where the sensitive volume thickness is restricted by the buried
oxide. Furthermore, in the present study, only focused spot size and laser pulse
energy were considered in the analysis. These particular parameters were chosen be-
cause they are the most accessible for tuning by the experimenter. However, a similar
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process could have been followed by varying the wavelength, or the pulse energy, or
both. For the technology selected in the present section, tuning the focused spot
size and pulse energy was enough to achieve excellent correlation between ion and
laser data. For other technologies, more parameters may need to be considered, but
the feature-matching approach would still be applicable to this optimization problem
with higher parameter dimensionality.
There are a large number of technology-dependent factors that will affect the
optical parameters required to achieve full waveform correlation and finding a global
solution for all semiconductor processes may not prove feasible. However, similar
to the existing catalogs containing radiation effects data for commercial electronic
components, an analogous catalog or “library” could be assembled to include optical
geometries for different semiconductor processes. Such a collection would provide
experimenters with the necessary information to utilize laser systems to obtain data
that is quantitatively representative of heavy-ion data.
2.3 Using Bessel Beams for Pulsed-Laser Testing in SiGe
HBTs
One of the drawbacks of the previous framework is the necessary compromise in spatial
resolution in laser testing to achieve correlation with ion data. More recently, a novel
approach to generate carriers for PL-SEE testing has been introduced [82, 96]. This
new method involves the use of a conical focusing element known as an “axicon,”
rather than a traditional spherical lens. The resulting beam is known as a quasi-
Bessel beam (QBB), which has the same radial distribution over several hundreds of
micrometers in the axial direction. In contrast to the more traditional Gaussian beam
used for PL-SEE, the dimensions of the QBB in the axial and radial direction can be
controlled independently. This property of the QBB is advantageous when attempting
to mimic the charge deposition profile of heavy ions, which tend to be small in the
radial direction and long in the axial direction (i.e., high aspect ratio). Although
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QBBs are widely used in other fields, their recent introduction to the radiation effects
community has generated significant interest.
In this section, QBBs are used to induce SETs in SiGe HBTs. The main goal of
this section is to provide the first experimental results of SETs in SiGe HBTs induced
using the new QBB technique, and to compare the transients resulting from QBBs
to more conventional Gaussian beams. The results of this paper indicate a larger
parameter space in PL-SEE testing and show how both Gaussian beams and QBBs
can be leveraged for different needs. The scope of this summary is limited to SETs
induced via TPA.
2.3.1 Experimental Setup
Laser-induced transients were measured at the U. S. Naval Research Laboratory
(NRL) using the same setup described in Section 2.2.3.
For this specific experiment, the pulse width was approximately 150 fs, measured
at its FWHM value. To generate the Gaussian beam, the beam size at the input
to the focusing elements had a radius of approximately 1.95 mm, measured at the
1/e2 point (HW1/e2). The laser was then focused using a 20× microscope objective,
which resulted in a focused spot size of 2.1 µm at HW1/e2 (calculated based on [94]).
To generate the QBB, an experimental setup similar to [82, 96] was utilized. For
this experiment, an axicon with α = 5◦ and a lens with f = 50 mm were used in
conjunction with the same 20× objective. The input beam into the focusing elements
had a radius of approximately 1.15 mm at HW1/e2. This setup resulted in a QBB
with a focused spot size of approximately 1.6 µm at HW1/e2 and an axial FWHM of
2.4 mm (both values calculated based on [96]). Due to the larger span of the QBB
in the axial direction, the pulsed energies used to achieve transients with similar
amplitudes are much larger than for the Gaussian beam, as will be shown throughout
this section.
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Table 3: Summary of Experimental Conditions for Heavy-Ion Data Taken at LBNL
for an 8HP SiGe HBT
Ion Ne Ar Cu Kr Ag Xe
LET (MeV-cm2/mg) 3.49 9.74 21.17 30.86 48.15 58.78
Range (µm) 174.6 130.1 108.0 109.9 90.0 90.0
Flux (105 ions/cm2·s) 5.35 2.50 1.95 1.30 1.20 1.15
Eff. Fluence (108 ions/cm2) 11.40 9.05 8.40 9.51 5.02 3.32
# of Events 474 463 401 462 412 473
The heavy-ion-induced transients were measured at the 88-inch cyclotron BASE
Facility at Lawrence Berkeley National Laboratory using the 10-MeV/amu heavy-ion
cocktail across multiple linear energy transfers (LETs) ranging from 3.49 MeV-cm2/mg to
58.78 MeV-cm2/mg. A table of the different experimental conditions is shown in Ta-
ble 3.
For each experiment, the samples were attached and wirebonded to the same
PCB described in Section 2.2.3. The induced SETs were captured using a Tektronix
DPO71254, which is a 12.5-GHz bandwidth real-time oscilloscope capable of capturing
data at 50 GS/sec.
All of the heavy-ion and laser data were generated in an npn SiGe HBT device
structure fabricated using GlobalFoundries’ 130-nm 8HP SiGe BiCMOS platform.
The emitter stripe of the selected device has an area of 0.13× 10 µm2. All the data
were taken with all terminals of the device grounded, unless specified otherwise.
2.3.2 Experimental Results
One of the advantages of using a QBB over a traditional Gaussian beam is the ability
to obtain a large aspect ratio in the charge deposition profile (i.e., one that is both
narrow in the radial direction and long in the axial direction). To explore the impact
of these differences when characterizing the SET response of SiGe HBTs, each beam
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Fig. 15: Comparison of collector transient peaks as a function of position when the
Gaussian and Quasi-Bessel beams are scanned across the device. The inset shows
the position where the laser was scanned. The center of the emitter is placed at X =
0 µm.
was scanned across the device. Fig. 15 shows the peak amplitude of the transients
measured at the collector terminal as a function of position for both the QBB and
the Gaussian beam. The inset in Fig. 15 shows the direction of the scan. The grey
bars show the location of the deep-trench isolation (DTI) regions. The data show a
typical response for a SiGe HBT with a CBEBC layout configuration. The largest
transient amplitudes were measured around the intrinsic device (i.e., the center of
the emitter). The shoulders on either side of the maximum amplitude correspond
to subcollector/substrate transients. The presence of measurable transients far away
from the edge of the DTI for the QBB, despite its smaller spot size compared to the
Gaussian beam, indicate that a much larger amount of charge is being deposited in
the substrate. This excess charge then diffuses to the subcollector/substrate junction,
where it is collected.
In the context of SEE testing, this excess charge outside the DTI would result in
an artificially larger sensitive area for these SiGe HBTs. For this device, the physical
area of the subcollector/substrate junction is 4.94 × 10.98 = 54.24 µm2. Assuming
that the sensitive area extends by the same amount in the Y direction, the measured
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Fig. 16: Collector transient peaks as a function of axial position for the quasi-Bessel
beam and the Gaussian beam. Note that the QBB has a much longer axial range
compared to the Gaussian beam.
sensitive area with the QBB would be > 520 µm2 compared to ≈ 160 µm2 for the
Gaussian beam. As a point of comparison, the event cross-section can be calculated
for the transients induced by a Xe ion, which have similar amplitudes, from Table 1
to be ≈ 142 µm2. Thus, the excess charge generated by the QBB will result in a
severely overestimated sensitive area for the devices or circuits being tested.
That excess charge is, however, a result of the long axial component of the QBB.
Fig. 16 shows the transient peak amplitudes measured at the collector terminal as a
function of axial position for both the QBB and the Gaussian beam. As expected, the
data show that the QBB has a longer charge deposition profile in the axial direction
compared to the Gaussian beam. This characteristic of the QBB is advantageous
when testing a device or circuit that has junctions of different thicknesses. In this
scenario, small changes in the axial position where the beam is focused might affect
the measurement results. Having a beam profile that is slow-changing in the axial
direction will remove these issues from the measurement.
Of primary interest are the resulting SETs induced by TPA using a QBB. Fig. 17
shows data for transients induced by TPA using both a QBB and a Gaussian beam,
and by heavy ions. For each panel in Fig. 17, a representative transient from a
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Fig. 17: Measured transients for a heavy ions, a Gaussian laser beam, and a quasi-
Bessel laser beam for various ion LETs and laser pulse energies. The data for each
panel were chosen based on matched transient amplitude.
heavy ion resulting from emitter-centered strikes (i.e., largest amplitudes) was chosen.
Then, the laser pulse energy was tuned for each laser beam (i.e., the Gaussian and
quasi-Bessel beams) until the transient amplitude matched the one for the heavy-ion
data. Interestingly, despite the longer charge deposition profile and larger amount
of deposited charge for the QBB, the transient duration is smaller when compared
to an SET with the same amplitude produced by the Gaussian beam. For these
transients, the slow diffusion tail will contribute to the bulk of the collected charge.
A shorter transient duration would then lead to a smaller amount of collected charge.
The differences in these transients will be further explored using TCAD simulations
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Fig. 18: Measured collector transient peaks as a function of collector collected charge
for a Gaussian beam, a quasi-Bessel beam, and heavy ions.
below.
Given that the amplitudes of these transients are matched, the data in Fig. 17 sug-
gest that the relationship between the transient amplitude and the collected charge is
different between QBB and the Gaussian beam. This relationship is shown in Fig. 18,
where the transient peak amplitudes of the collector terminal are plotted as a function
of collected charge in the same terminal. The heavy-ion data is included for compar-
ison. In the previous section, it was shown that this relationship between transient
peak amplitude and collected charge in SiGe HBTs could be modified by changing
the spot size of a Gaussian beam [5]. The data in Fig. 18 show that the Gaussian
beam, which has the larger spot size, more closely reproduces the relationship be-
tween peaks and collected charge in the heavy-ion data. During this experiment,
there was no attempt to optimize the spot sizes for either of the beams. A natural
question results: Would changing the spot size of the QBB affect the relationship
between the transient peak amplitude and the collected charge? The dependence of
this relationship on spot size will be explored using TCAD simulations below.
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2.3.3 TCAD Simulations
To further explore the differences in transient shapes between the QBB and the Gaus-
sian beam, 2D TCAD simulations were performed using the Synopsys Sentaurus tool.
For these simulations, the dc and ac characteristics of a 2D SiGe HBT model with
a CBEBC layout were calibrated to those of the process design kit provided by the
foundry. All terminals were grounded during the simulations to match the experi-
mental conditions. The substrate thickness in simulation was 100 µm. The QBB
was approximated by a heavy-ion track with a constant LET in the axial direction
and a Gaussian profile in the radial direction, a fair representation for this particular
geometry [96]. The Gaussian beam was modeled using the physical model interface
of Sentaurus to implement the equations of a TPA Gaussian beam [65]. An example
of the charge deposition profiles resulting from these simulations is shown in Fig. 19.
To verify the reason for the shorter transients when using the QBB compared to
the Gaussian beam, an SET was simulated using the same spot sizes as the experi-
ment. Fig. 20 shows the resulting electrostatic potential contours taken 0.1 ns after
the time of peak charge deposition. For these simulations, the pulse energies were
adjusted until the transient amplitudes were matched. These electrostatic poten-
tial contours show that the deposited charge deforms the potential in the substrate,
creating a potential “funnel”. These funnels can lead to faster charge collection by
increasing the electric field around the charge track [97]. Note that the funnel for the
QBB extends farther into the substrate than for the Gaussian beam, which would
lead to faster charge collection and a shorter transient response. These simulation
results support our conclusions regarding the experimental data.
One of the key results from the experimental data was that the relationship be-
tween the transient peak amplitudes and the collected charge is important, as shown
in the previous section. To see whether this relationship can be altered by changing
the spot size of the QBB, the spot size and pulse energy of both beams were swept
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Fig. 19: Comparison of simulated charge density profile for a quasi-Bessel beam
(left) and a Gaussian beam (right).
Fig. 20: Comparison of simulated electrostatic potential contours after 0.1 ns of
peak charge deposition for a Quasi-Bessel beam (left) and a Gaussian beam (right).
The contours shown are for charge deposition profiles that result in SETs of the same
amplitude.
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in TCAD. The transient peak amplitudes are plotted as a function of their corre-
sponding collected charge for the Gaussian beam and the QBB in Figs. 21 and 22,
respectively. First, the simulations reproduce the experimental trends previously ob-
served for Gaussian beams. When the spot size is increased, the collected charge
of a transient for a given peak amplitude also increases. The ability to modify this
relationship by changing the spot size stems from the fact that the collector peak am-
plitude and the collected charge in SiGe HBTs are a result of carriers interacting with
different locations in the device. The transient peak is generated when the intrinsic
device is shunted by the excess carriers, while the bulk of charge collection is a result
of the deposited charge diffusing to the subcollector/substrate junction. Typically,
the transient peak is determined by the peak carrier density and the collected charge
is proportional to the deposited charge. Thus, by increasing the spot size, the peak
carrier concentration is reduced for a given amount of deposited charge, which will
result in a reduction of the peak amplitude.
The data in Fig. 22 show that it is possible to modulate the relationship between
transient peaks and collected charge by changing the spot size of the QBB. This result
suggests that another possibility for the shorter duration of the transients generated
by the QBB is the difference in spot size between the QBB and the Gaussian beam.
The physical origin of these differences is currently being explored using additional
data and simulations, and is the subject of future work. One thing to note is that it
appears as though the transient peaks and collected charge have the same relationship
for spot sizes of 2 and 3 µm. The exact cause of this behavior remains unclear and
additional simulations and experiments are required to fully explain the observations.
The results suggest that it is plausible that the transient waveforms generated
by the QBB can be matched to ion data by further increasing the laser spot size.
This outcome is desirable due to the benefits associated with using QBBs for PL-SEE
testing. One of these benefits is that the laser-equivalent LET can be easily calculated
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Fig. 21: Simulated collector transient peaks as a function of collector collected charge
for different spot sizes of a Gaussian beam.
Fig. 22: Simulated collector transient peaks as a function of collector collected charge
for different spot sizes of a Quasi-Bessel beam.
and compared with heavy-ion LET [82]. For the Gaussian beam, calculating the
laser-equivalent LET is not as straightforward [65]. Thus, from an experimental
perspective, the QBB would be preferred as a predictive tool for SETs.
2.4 Summary
This chapter has demonstrated two different approaches to correlating ion- and laser-
induced SETs in SiGe HBTs.
The first approach focused on identification, extraction, and error reduction of
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waveform features to determine the most appropriate optical geometry for TPA-based,
PL-SEE testing. The ability to alter the induced charge distribution by modifying
the laser parameters is a key enabling factor in this approach. Using this proce-
dure, the optimal focused spot size for the devices under test, npn SiGe HBTs in
GlobalFoundries’ 5AM platform, was determined to be 1.89 µm (HW1/e2). Excellent
waveform correlation was achieved for laser and heavy-ion transients. In addition, an
empirical relationship between laser pulse energy and heavy-ion LET was obtained
from the data.
The second approach focused on using QBBs and the first measurements of laser-
induced SETs in SiGe HBTs using QBBs were shown. The data show that the
transient tails for these transients are shorter when compared with transients of the
same amplitude induced using Gaussian beams and heavy ions. TCAD simulations
show that this difference is partially due to the potential deformation on the collector-
substrate junction, which alters how quickly charge is collected. Further, simulations
show that it may be possible to extend the duration of the transients produced by
QBBs, to better mimic heavy ion data, by changing the spot size. Additional work
is still needed to further explore the effect of spot size on the SETs induced by
QBBs. Overall, this novel technique of using QBBs for SEE testing presents several
advantages over the more traditional Gaussian beams.
The common factor between these two approaches is that they both manipulate
optical geometries to change the relationship between the deposited charge and the
peak carrier density of the charge deposition profiles. These approaches are not re-
stricted to SiGe HBTs and can be applied to a variety of semiconductor devices and
technology platforms. This ion/laser calibration process can lead to the creation of
a “library” containing the optical geometries for each technology platform, thereby
allowing experimenters to obtain quantitative information on ion-induced transients
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from laser-based experiments at a fraction of the cost. The development of such capa-




ASSESSING THE EFFECTS OF SINGLE-EVENT
TRANSIENTS IN RF CIRCUITS
3.1 Introduction
With the advancement of monolithic solutions for electronic circuits and systems,
which provide higher performance at a lower cost, wireless communication has be-
come ubiquitous in modern-day applications. Developments in this field have enabled
applications such as satellite navigation, broadband digital communications, mobile
satellite services and even environmental monitoring, all of which require in-orbit elec-
tronics. Further, once a satellite is in orbit, the communications system is the only
way of interfacing with the spacecraft either to retrieve information or fix a newly
discovered issue. To ensure the proper operation of these systems in space, the effect
of ionizing radiation on their performance must be well characterized and understood.
However, the impact of ionizing radiation on the performance of RF circuits carry-
ing modulated data remains relatively unexplored. In particular, the study of SEEs on
wireless communications systems is limited, partly due to the difficulty in measuring
and quantifying their effect on system performance.
Most of the work done throughout the years on how SEEs can affect data storage
and transfer has been focused on digital circuits and systems. This trend is a result of
the relatively straightforward way to experimentally characterize the effects on SEEs
on digital systems. Although there are many variables when testing such systems,
in general, the approach is similar. A bit pattern is either written onto a memory
element or fed at the input of a digital circuit. The circuit is then exposed to ionizing
radiation and the contents of the memory, or the output of the circuit, are compared
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to the original bit pattern. Any differences observed can be characterized as SEUs
or bit errors. The main error metric used for these systems is typically bit error rate
(BER) as a function of ion LET. With information about the radiation environment
encountered by a specific spacecraft and the results of these experiments the sensi-
tivity of a given system to ionizing radiation can be determined. For RF circuits and
systems, the experiments are not so straightforward.
The architecture for a direct-conversion RF receiver is shown in Fig. 23. A mod-
ulated RF signal with a complex envelope is received by the antenna. If a heavy
ion or another charged particle deposits charge in one of the sensitive nodes of the
LNA, the resulting transient will show as a voltage spike at the output of the LNA. A
closer look at this waveform shows changes in the amplitude and phase of the original
signal. However, it is unclear whether the received data was corrupted by this event.
To verify if an SEU has occurred, the signal needs to be downconverted, digitized,
and mapped into bits in the digital domain – only then would bit upsets be apparent.
At this point, all information of changes in phase and amplitude of the signal from
the SET would have been lost. This information could be useful in developing new
RHBD techniques at the circuit and system level.
In this chapter, a new technique to characterize and assess the effects of SETs
on RF systems carrying modulated data is presented. The method relies on using
a tool that RF circuits and systems designers are familiar with: an I-Q or constel-
lation diagram. In addition, a new error metric with the name of transient error
vector magnitude is proposed instead of bit error rate. The assessment technique and
error metric are explored using TCAD mixed-mode simulations and RF data flow
simulations.
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Fig. 23: Diagram of the effects of SETs on modulated data in a direct-conversion
receiver. An RF signal with modulated data comes into the antenna and its amplitude
and phase are disturbed by an SET generated in a sensitive node of the LNA. It is
unclear whether these disturbances will result in corruption of the data.
3.2 Technical Background
In this section, the basics of RF modulation and construction of I-Q diagrams are
discussed.
3.2.1 Quadrature Amplitude Modulation (QAM)
In a quadrature phase shift keying (QPSK) digital modulation scheme, which is math-
ematically identical to 4-QAM, a binary data stream is divided in sets of two consec-
utive bits, making a symbol. These symbols are then represented using quadrature
phases of the carrier as
x(t) = α1Ac cosωct+ α2Ac sinωct (2)
where α1 = (−1)bI and α2 = (−1)bQ for QPSK, with bI and bQ being the two data
bits, and Ac is a scaling constant [98]. Since two bits are transmitted at once, for
a given data rate, the occupied bandwidth is halved, or, equivalently, for a given
bandwidth, the data rate can be doubled. This type of modulation is also known as
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an M -ary modulation scheme since instead of transmitting binary bits, M possible
symbols can be transmitted, which is equivalent to transmitting k = log2M bits at
once.
Higher order modulation schemes could be generated, such as 16-QAM and 64-
QAM, by allowing α1 and α2 to take additional values. For example, for 16-QAM,
α1 and α2 can take values of ±1 and ±3. With these values, one symbol now carries
a set of four bits, which reduces the bandwidth by a factor of four for a given data
rate. However, for a given carrier power, the symbols are closer to one another in the
I-Q diagram, thus making them more susceptible to corruption from noise, distortion
and, in this case, SETs.
3.2.2 I-Q Diagram
A constellation diagram, or I-Q diagram, for the demodulated signals can be generated
to aid in the visualization of the received symbols. In addition, the I-Q diagram
can show analog impairments that distort the received data, such as gain or phase
mismatch in the circuit, providing more information than a digital metric such as
bit error rate. To construct this diagram, an X-Y scatter plot can be generated by
plotting Q vs. I, where, for QAM modulation, I = α1Ac, and Q = α2Ac, and the
values of α1 and α2 depend on the order of the modulation scheme. Alternatively,
the diagram can be explained as a polar plot of the amplitude and phase of the signal
at a given time. An example of how this diagram is constructed is shown in Fig. 24.
As mentioned above, BER is used to compare the performance between multiple
digital systems. Instead of evaluating the BER in the digital domain, we propose
using I-Q diagrams to analyze the potential for data corruption.
In the field of RF and communications system, these diagrams are used to identify
problems in the system such as amplitude or phase mismatch between the I and Q
components. The resulting impairments of the demodulated analog signals can be
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Fig. 24: Schematic diagram showing the process for constructing an I-Q diagram
for a signal with QPSK modulation. The bits are encoded in the phase of the signal,
and a polar plot is used to represent the received symbols.
directly observed from these diagrams. An example of how these diagrams change
with added noise, amplitude imbalance or phase imbalance are shown in Fig. 25.
Given the utility of these plots in evaluating issues in the signal chain, this diagram
could also be helpful in the context of assessing the effects of SETs on RF circuits.
3.3 Circuit Description
For this investigation, a direct-conversion receiver (RX) with zero intermediate fre-
quency (IF), also known as a homodyne architecture, will be used for analysis and
simulation. The system architecture of such a receiver is shown in Fig. 26. Homodyne
receivers have several advantages over heterodyne (non-zero IF) receivers [99, 100].
Primarily, this architecture removes the need for an image-rejection filter and simpli-
fies the analog readout circuitry. However, it is more susceptible to leakage from the
local oscillator (LO) and to DC offsets. This topology was chosen for analysis since it
is one of the simpler receiver topologies, making it a good candidate to demonstrate
the proposed testing methodology. This section focuses on the low-noise amplifier
(LNA) and the downconversion mixers used to generate the I and Q components for
QPSK.
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(a) Original (b) Added Gaussian Noise
(c) Amplitude Imbalance (d) Phase Imbalance
Fig. 25: Simulated I-Q diagrams showing impairments to the received signal. The
magenta crosses are the ideal constellation points for the received symbols, which are
shown in green dots. Distinct diagrams can be seen for the a) original constellation,
















Fig. 26: Simplified schematic of a direct-conversion receiver architecture.
The direct-conversion RX was designed using a third-generation, 130-nm SiGe
BiCMOS process (GlobalFoundries 8HP) which features SiGe HBTs with unity-gain
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Table 4: Summary of Performance Metrics for the Designed LNA.
Specification Value
Center Frequency 2.5 GHz
Noise Figure at 2.5 GHz 1.64 dB
Gain (S21) at 2.5 GHz 13.54 dB
Input P1dB -14.45 dBm
IIP3 -11.25 dBm
Supply Voltage 2.5 V
PDC 3.13 mW
cutoff (fT ) and maximum oscillation (fMAX) frequencies of 200 and 285 GHz re-
spectively [101]. A simplified schematic of the designed circuit is shown in Fig. 27.
The LNA uses a cascode topology with inductive emitter degeneration for improved
input matching. The core is biased at a current density JC ≈ 0.3 mA/µm2. This
LNA topology was chosen as it reduces the Miller capacitance of the common-emitter
device and provides great isolation between the input and output nodes.
The downconversion mixers are single-balanced with load capacitors to filter out
high-frequency mixing products, and output buffers to prevent loading of subse-
quent stages. The transconductor in the mixer is biased at a current density JC ≈
2.88 mA/µm2. The circuits are designed for a center frequency of 2.5 GHz. For
a direct-conversion RX with zero IF, a signal from a local oscillator (LO) with a
frequency of 2.5 GHz was used.
The circuits presented in this section are an improved version of the one presented
in [3]. In this work, the LNA gain and the mixer conversion gain were improved. A
summary of the LNA and mixer performance is shown in Tables 4 and 5, respectively.
3.4 Theoretical Analysis
The remainder of this section presents a high-level qualitative analysis of the prop-
agation of SETs through the signal chain of the direct-conversion RX in order to
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Fig. 27: Transistor implementation of the direct-conversion receiver showing only
one of the two mixers (after [3]).
Table 5: Summary of Performance Metrics for the Designed Mixer.
Specification Value
RF Frequency 2.5 GHz
LO Frequency 2.5 GHz
LO Power 0 dBm
Noise Figure (Dual Side Band) 10.02 dB
Conversion Gain 10.36 dB
Input P1dB -12.2 dBm
IIP3 -2.6 dBm
Supply Voltage 2.5 V
PDC 20.81 mW
with a QAM signal [3].
3.4.1 LNA Strikes
In the following analysis, we assume a low input power, as is the case for most
applications. Previous work has shown that for low input power, SETs presented at
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the output of the LNA can be approximated as a superposition of the input signal
vin and the generated SET signal, vSET (t) [38]. The output of the LNA, and thus the
input to the transconductor of the active mixer, may be denoted by
vin,Mix(t) = GLNA × vin,LNA(t) + vSET (t) (3)
where GLNA is the voltage gain of the LNA.
For the LNA topology chosen, the SETs will have a negative polarity [41]. If
this effect is represented in the circuit at the output node of the LNA as a transient
voltage with negative polarity, vSET (t), then the base-emitter voltage, vBE, of the
transconductor will be reduced. This will reduce the bias current of this device,
reduce gm, and cause the points in the I-Q diagram constellation to contract (i.e.,
move closer to the origin). If the magnitude of the SET is large, the transistor can
turn off, collapsing the constellation to zero for a certain period of time [3].
3.4.2 Mixer Strikes
The mixer demodulating the in-phase component has been chosen for analysis. Since
both mixers are identical, and the only difference is the phase of the applied LO
signal, the analysis will be the same for the mixer demodulating the quadrature
component and generality of the analysis is not lost. In the following discussion,
vSET (t) is assumed to have a negative polarity, which agrees with data from previous
experimental studies [40].
The analysis begins by considering strikes to the gm device or transconductor,
labeled Q1,Mix in Fig. 27. Based on the simulation setup, it can be assumed that the
duration of the SET is much longer than the period of the LO signal, TLO, such that
the pulse width τ > 2×TLO. These assumptions are further explained in Section 3.5,
but the result is that the transient will be sampled and presented at each output [39].
The transient at the transonductor, vSET , has a negative polarity, which increases the
bias of the switching transistors. The resulting output voltage due to vSET (t) has the
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form
vout,Mix(t) = vin,Mix × gmRL × (ALO cosωLOt− vSET (t)) (4)
where gm is the transconductance of the input device, RL is the load resistor at the
mixer output, ωLO is the LO frequency and ALO is the LO amplitude.
Most mixer implementations have a low-pass filter load to suppress high-frequency
components above the IF frequency. In a down-conversion mixer the IF frequency
is lower than the LO frequency. Therefore, the LO frequency component will be
removed and the transient generated at the transconductor will appear as a common-
mode output. If a balun is placed at the output of the mixers, and the single-ended
signal is used for processing, the common-mode component will be removed, and the
transient will produce no effect on the constellation diagram. On the other hand, if
the differential signal is fed directly into a differential IF amplifier, as required by
some applications, then the amplifier will cancel out the common-mode component
if it can handle the typically large signals produced by SETs. If the amplifier does
not have enough dynamic range, then there is a potential concern for saturation or
change of bias which could result in data corruption.
In an actual circuit, although there will be some suppression of the LO power at
the output due to this low-pass filter, there will always be some LO component at the
output. If this power is large enough, the transient generated at the transconductor
will appear at the output with a dual polarity, as shown in Fig. 28. In this case, the
distortion to the constellation diagram will depend on when the signal is sampled,
and can not be easily predicted. Taking multiple samples of the output signal and
averaging them in the digital system should reduce the effect of this transients, al-
though it places higher design difficulty in the analog-to-digital converters used to
sample the signal since now they would have to be able to sample at a frequency
twice the LO frequency [3].
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Fig. 28: Time-domain plot of a generated SET before and after being multiplied
with the LO signal by the switching devices in the mixer. Note how the transient
goes from a single polarity to dual polarity.
Another effect occurs when the amplitude of the SET is large enough to change
the operating region of the switching devices from forward-active to saturation. Since
the mixer is steering current between both branches, the transient current produced
by vSET will flow through the active branch and produce an additional voltage drop
at the collector of the switch device. If this device begins operating in the saturation
region, the mixer conversion gain will be temporarily reduced [98], resulting in a
compressed constellation. This effect should only be observed at higher LETs.
SETs generated by strikes on the switching transistors will directly appear at the
output of the mixer. Furthermore, since both switching devices form a differential
pair, and the total current must be equal to the current in the transconductor, the
transient generated by the struck switch device will steal current from the other
switching device, resulting in an opposite polarity transient on the other branch of
the circuit. This results in the transient being a differential signal which will not
be canceled when the output is taken differentially. Since vSET (t) has a negative
polarity, the constellation will translate to higher or lower values depending on the
struck device. For example, if vIF = vIFp− vIFn, and the switching device connected
to the vIFn is struck, there will be a positive transient on vIFp and the constellation
will shift to more positive values. The opposite is true for strikes on the device
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connected to vIFp [3].
3.5 Simulation Setup
The circuit shown in Fig. 27 was designed and simulated using Keysight Advanced
Design System (ADS). A data flow simulation was performed using an ideal QAM
modulator block connected directly to the input of the designed receiver (i.e., forming
an ideal channel). All simulations were performed with the same pseudo-random bit
stream of 10,000 symbols at a symbol rate of 32 MBd, unless specified otherwise,
which is used to generate all constellation diagrams. This results in a bit rate of
64 Mbps and 128 Mbps for QPSK and 16-QAM, respectively. The data pulses have
been shaped using a root raised cosine (RRC) filter in both the transmitter and
receiver with a roll-off factor of 0.5 to limit the data bandwidth. The data were then
modulated on a 2.5-GHz carrier with a signal power of -35 dBm. The data were de-
modulated by the designed receiver and sampled by an ideal component. A total of 15
samples per symbol were taken and averaged to obtained the presented constellation
diagrams.
To confirm the theory discussed above, the use of a periodic SET current source
connected to different nodes in the system is proposed. For this simulation, it is
desired that the transient waveforms decay to zero within the duration of one symbol,
which would be equivalent to the RX being struck by a heavy-ion once for every data
symbol received. This is achieved by choosing a data rate slower than the transient
duration. This approach allows for visualization of the effects that SETs have on the
data by using an I-Q diagram. The limitation of this approach is that it does not
take into account multiple bit upsets due to a single transient, nor does it take into
account distortion due to long diffusion tails that span multiple symbols.
The SET waveforms were obtained from mixed-mode heavy-ion strike TCAD sim-
ulations using the Synopsys TCAD suite. In mixed-mode simulations, a circuit netlist
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Fig. 29: Time-domain plot of the periodic SET current injected into the common-
emitter device in the LNA. Similar waveforms were injected in other devices of the
circuit (after [3]).
is built using a 2-D TCAD model calibrated to the 8HP Cadence design kit. The
circuit is then biased to the dc operating point, and an ion-strike simulation was
performed on each device of the circuit. The resulting device transients were then
extracted and repeated in the time domain, such that an SET occurs once for every
symbol. Fig. 29 shows a transient resulting from this process when the common-
emitter device of the LNA circuit is struck by a heavy ion with a linear energy
transfer (LET) of 10 MeV-cm2/mg. Similar transients were generated by ion strikes
in different devices of the receiver. The current source was implemented in ADS
by specifying time-current pairs in an ideal current source component. The current
sources were then connected between each of the HBT device terminals (i.e., collec-
tor, base, emitter, substrate) and ground. This simulation methodology has shown
excellent agreement with experimental data for these type of circuits [44]. It is impor-
tant to note that when using a synchronized, pulsed radiation source experimentally,
striking every symbol could lead to oscillations in the circuit. Therefore, it would be
prudent to strike a given ratio of symbols, with enough time in between strikes to
prevent oscillations. Since this was not observed in the simulation environment, the
data presented here show strikes for every symbol [3].
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(b) 16-QAM
Fig. 30: Simulated undistorted I-Q diagram at the output of the receiver for the a)
QPSK and b) 16-QAM modulation schemes. The dark purple crosses are the ideal
constellation points for the received symbols, which are shown in green dots.
3.6 Simulation Results
3.6.1 Receiver Constellation
The implemented receiver was simulated, and the resulting undistorted (i.e., without
SETs) I-Q diagram, normalized to the average symbol power, is shown in Fig. 30.
Two different modulation schemes, QPSK and 16-QAM, are presented to highlight
the increased sensitivity of the circuit to SETs when higher order modulation schemes
are used. The green dots are the received constellation symbols while the dark purple
crosses are the ideal constellation points. All of the presented constellations have been
normalized to this symbol power. The grey dashed lines represent the boundaries
between symbols, therefore only distortions that drive a symbol to cross these lines
will result in data corruption.
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3.6.2 LNA Strikes
Typical implementations of LNAs use parallel devices in their common-emitter and
common-base stages for several reasons (e.g., improve linearity, and achieve simultane-
ous power and noise matching). In the presented implementation, both the common-
emitter and the common-base stages are composed of four parallel devices. However,
it is very unlikely that two heavy ions pass simultaneously through a sensitive node
in the circuit. Therefore, only one device was struck with a heavy ion in the TCAD
simulations.
Fig. 31a and Fig. 32a, show the normalized I-Q diagram, for QPSK and 16-QAM
modulated signals, respectively. Shown in green dots are the results from simulated
SETs on the common-emitter device of the LNA, Q1,LNA in Fig. 27, whereas the
dark purple crosses show the ideal constellation points. As predicted by the theory,
the constellation diagram contracts during an SET. It can be observed that there
is no corruption to the received data for QPSK modulated signals. However, since
16-QAM symbols are closer together for the same input power, the plot shows that
after an SET occurs, the symbols will be identified erroneously, resulting in data
corruption [3].
3.6.3 Mixer Strikes
The normalized constellation resulting from ion strikes to the transconductor, Q1,Mix
in Fig. 27, are shown in Fig. 31b and Fig. 32b for QPSK and 16-QAM modulated
signals, respectively. The ideal constellation points are shown as dark purple crosses.
In this case, the low-pass filter at the output does not suppress the LO power enough,
so the output transient will be a bipolar transient such as the one shown in Fig. 28.
Therefore, the constellation shows dispersion around the ideal symbols, as expected.
Note that the dispersion is mostly in the in-phase component, since this is the mixer
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(c) Mixer Strikes – switch device
Fig. 31: Simulated I-Q diagrams for a QPSK modulation scheme when there are
heavy-ion strikes on a) the LNA common emitter device; b) the gm device of the
mixer; and c) the switch device of the mixer. The pre-distorted ideal constellation
points are shown with dark purple crosses, while the distorted points due to SETs
are shown in green dots. The LET used for all simulations is 10 MeV-cm2/mg.
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(b) Mixer Strikes – gm device
















N o r m a l i z e d  I
(c) Mixer Strikes – switch device
Fig. 32: Simulated I-Q diagrams for a 16-QAM modulation scheme when there are
heavy-ion strikes on a) the LNA common emitter device; b) the gm device of the
mixer; and c) the switch device of the mixer. The pre-distorted ideal constellation
points are shown with dark purple crosses, while the distorted points due to SETs are
shown in green open circles. The LET used for all simulations is 10 MeV-cm2/mg.
that is being struck by SETs. There will be some distortion of the quadrature com-
ponent due to the transient signal leaking from the in-phase mixer via the base of
the transistor to the base of the gm transistor in the quadrature mixer. This was
confirmed in simulation by adding ideal isolators between the LNA and mixers. Note
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that, similar to the LNA strikes, there is no symbol corruption for the QPSK con-
stellation. However, due to the higher sensitivity of 16-QAM to SETs, some of the
received symbols will be corrupted.
Fig. 31c shows the constellations resulting from heavy-ion strikes to the switching
device connected to vIFn (Q2A,Mix) in green dots, and the device connected to vIFp
(Q2B,Mix) in dark blue dots, for QPSK modulated signals. As predicted by circuit the-
ory, the constellations get translated in the positive direction for strikes to the device
connected to vIFn, and in the negative direction for strikes to the device connected to
vIFp. The resulting constellation for 16-QAM modulated signals is shown in Fig. 32c
for strikes on the device connected to vIFn. The constellation resulting from strikes
on the device connected to vIFp has been omitted for clarity of the shown data, but
shows the same trend as that for the QPSK case. Again, note how 16-QAM symbols
are more susceptible to corruption than QPSK symbols [3].
3.7 Transient Error Vector Analysis
3.7.1 Defining Transient Error Vector
In a constellation diagram, the spread of the received symbols around the ideal point is
given by the signal-to-noise ratio (SNR) of the system, as illustrated in the simulated
RX constellation of Fig. 25. If a heavy ion strikes the circuit, amplitude and phase
changes to the carrier signals will lead to distortions similar to those discussed in
the previous sections. We can define a transient error vector (TEV) and calculate its
magnitude (TEVM) by comparing the distorted I-Q diagram to the ideal constellation
points. We define TEVM as,
TEVM = 100×










where N is the number of received symbols, Qk and Ik are the normalized magnitudes
of the distorted I-Q points, and Q0 and I0 are the ideal values of the I-Q points for
the undistorted constellation.
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Table 6: Transient Error Vector Magnitude and Equivalent Bit-Error Rate for Dif-
ferent Ion-Strike Locations.
TEVM BER
Strike Location QPSK 16-QAM QPSK 16-QAM
No Strike 1.81 5.24 0 5.08× 10−18
LNA – CE 22.19 31.67 3.29× 10−6 5.92× 10−2
Mixer – gm 11.27 16.51 3.53× 10−19 2.54× 10−3
Mixer – switch 19.14 26.22 8.73× 10−8 3.30× 10−2
By this definition, for a given SNR, a bigger TEVM means the node being struck
with the heavy ion will have a higher probability of symbol corruption. Similarly, for
two different circuits with a similar TEVM, a lower SNR means a higher probability of
symbol corruption. Figs. 31a–31c and Figs. 32a–32c show that the largest distortion to
the I-Q diagram results from ion strikes to the LNA. To quantify this, the calculated
TEVM values for each strike location, for both QPSK and 16-QAM are shown in
Table 6. There are a few things to note about the results in this table. First, the
TEVM when there is no SET is low for both modulation schemes. This is expected
since the only source of error is the noise power introduced by the circuit, which is
the same throughout all the simulations. In addition, all of the TEVM values for
16-QAM are larger than their QPSK counterparts. This is also expected since the
16-QAM points are closer to each other in the unnormalized constellation than the
QPSK points, since both signals were modulated using the same carrier power, and
there is a higher potential for data corruption. Finally, the TEVM values obtained
for LNA strikes are larger for both modulation schemes than those for strikes at other
locations. This is not surprising since the LNA carries the signals with the smallest
amplitude, and shows the highest distortion in the constellation diagrams. Although
the usefulness of TEVM has been shown, it is desirable to convert this value to an
expected bit-error rate (BER). The error vector magnitude can be directly related to
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where L is the number of levels in each dimension of the M-ary modulation system,





2), with erfc(x) being the comple-
mentary error function. This relationship is shown in Fig. 33 for both QPSK and
16-QAM. The plot shows the direct relationship between BER and TEVM, and the
increased sensitivity for 16-QAM modulated signals as compared to QPSK.
The equivalent BER has been calculated for each of the obtained TEVM values
and have been listed in Table 6. As expected, for increasing TEVM, the BER also
increases. This is intuitive, since higher TEVM means that the received symbols are
farther apart than their ideal constellation points. Thus, there is a higher probability
of a symbol being mistranslated to the equivalent bit stream. The values in this table
have also been plotted in Fig. 33, to provide an indication of where these values land
in the theoretical curve [3].
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Fig. 34: Spectra of the QPSK modulated data for different excess bandwidth pa-
rameter from the root raised cosine filters.
3.7.2 Effects of Data Bandwidth on EVM and TEVM
In order to explore the effects of data bandwidth on the values for EVM and TEVM,
the excess bandwidth of the RRC filter at the transmitter and receiver was modified.
The excess bandwidth of the RRC is directly related to the roll-off factor and is
defined as the bandwidth occupied by the signal beyond the Nyquist frequency, 1
2T
,
where T is the symbol rate [103]. Excess bandwidths of 35% to 50% are common.
This value is typically expressed as a percentage of the Nyquist frequency, although
in this work we specify it as a ratio. Fig. 34 shows the modulated data bandwidth
for different values of excess bandwidth. The higher the excess bandwidth of the
RRC, the easier it is for the receiver to demodulate the data [104]. Fig. 35 shows
EVM for QPSK modulation and TEVM for common emitter strikes as a function of
excess bandwidth. The figure also shows the ratio of TEVM to EVM. It is important
to recall that the TEVM value will have contributions from receiver non-idealities
(i.e., those that contribute to EVM), and from the heavy-ion strikes. The data show
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Fig. 35: Simulated EVM and TEVM as a function of the excess bandwidth parameter
of the root raised cosine filter.
that for zero excess bandwidth, the EVM values are very high, and the TEVM is
dominated by these high EVM values. As the excess bandwidth is increased, both
the EVM and TEVM values become smaller, and the contributions of the heavy-ion
strikes to TEVM become more dominant, as shown by the increasing ratio of TEVM
to EVM. As the excess bandwidth is increased to 1, the data bandwidth begins to
exceed the circuit bandwidth, increasing the EVM. The simulation results suggest
that, for QPSK modulation, as long as the data bandwidth is large enough for the
circuit EVM to be reasonable, and small enough such that it is within the bandwidth
of the receiver, it will have little effect on the TEVM values for a given ion-strike
location. However, other symbol rates and modulation schemes should be further
explored to verify whether this trend holds.
3.7.3 Effects of Data Rate on EVM and TEVM
The testing methodology proposed in this section, and verified in simulation, assumes
that the SET duration is contained within the symbol duration, that the repetition
rate is equal to the symbol rate, and that the SET is synchronized to the data. Al-
though for a pulsed radiation source the data could be synchronized with the SET
71
0 5 1 0 1 5 2 0 2 5 3 0 3 5
1 2 8  M B d
1 2 8  M B d  D a t a
C u m u l a t i v e  C C
3 2  M B d6 4  M B d9 6  M B d
9 6  M B d  D a t a
6 4  M B d  D a t a
3 2  M B d  D a t a
I n j e c t e d  S E T




Fig. 36: Comparison between the duration of the injected single-event transient
current and the duration of data symbols for several data rates. The dashed lines
delimit the symbol duration for each data rate
pulses by synchronizing data triggers and using tunable delays, the other assumptions
may be difficult to realize experimentally since the SET duration is determined by
both the device and circuit response, and the repetition rate may not be an easily
tunable parameter. Therefore, it is pertinent to study the effect of data rate on both
the EVM and TEVM for the system. Additional QPSK simulations were performed
at symbol rates of 64, 96 and 128 MBd, or at a data rate of 128, 192 and 256 Mbps,
respectively. The SET repetition rate was kept constant, to emulate the aforemen-
tioned experimental limitations. An excess bandwidth parameter of 0.5 was selected
for these simulations.
For a given SET repetition rate, the collected charge per symbol will decrease for
increasing data rates since the symbol time is smaller. However, the collected charge
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(a) 32 MBd Data Rate (b) 64 MBd Data Rate
(c) 96 MBd Data Rate (d) 128 MBd Data Rate
Fig. 37: Simulated I-Q diagrams for a QPSK modulation scheme with periodic
heavy-ion strikes on the LNA common emitter device at a repetition rate of 32 MHz,
for symbol rates of a) 32 MBd, b) 64 MBd, c) 96 MBd, and d) 128 MBd. The
intensity plots show the normalized distribution of received symbols. The LET used
for all simulations is 10 MeV-cm2/mg.
due to a single SET will now be distributed through multiple symbols. This concept is
shown graphically in Fig. 36 where the SET, cumulative collected charge, and symbol
durations are compared for the different simulated data rates. To observe the effects
of uneven collected charge across symbols, the received symbols were sorted into 64
bins to emulate a 6-bit ADC following the designed circuit in the architecture shown
in Fig. 26. The counts were then normalized to the maximum count in a single bin
and smoothed using linear interpolation between the bins. The final data were plotted
as intensity maps in Fig. 37.
The formation of distinct groupings in the data is expected, and results from
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Fig. 38: Simulated EVM and TEVM as a function of symbol rate.
the duration of the SET. Note from Fig. 36 that at 32 MBd, the SET duration is
considerably less than the duration of the symbol. This means that when averaging
the 15 samples in the received symbols, some of the samples will still contain the
undistorted data, which makes the distortion due to SETs appear less severe. The
two distinct groupings formed in the constellation for the 64 MBd symbol rate is due
to the fact that the SET decays to almost zero within one symbol and is repeated
at a rate of 32 MHz. However, for the 96 and 128 MBd case, the tail of the SET is
long enough to disrupt the following symbol. This could be thought of a smaller SET
affecting the second symbol, forming the additional groupings of data observed.
The spread in the density of the data as the symbol rate increases is also expected.
Transmission of higher data rates requires higher bandwidth. However, since the
circuit has a fixed bandwidth, increasing the symbol rate would change the effective
excess bandwidth, making it smaller as the symbol rate increases. This will show as
a spread of the data and an increase of EVM, as discussed in the previous section.
The simulated EVM and TEVM values are plotted as a function of data rate in
Fig. 38. As expected from the previous discussion, the EVM values monotonically
increase for the undistorted constellation with increasing data rate. In addition,
the simulated TEVM values increase from 32 to 96 MBd, but slightly decreases at
128 MBd. This is due to the number of symbols that are unaffected by the SET
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at a repetition rate of 32 MHz. The data suggest that, when using the proposed
methodology to evaluate the most sensitive parts of the system to heavy-ion strikes,
it is recommended that a data rate slow enough for the SETs to decay within one
symbol be selected. Note that, since the overall trend of constellation distortions
is the same across data rates, applying radiation-hardening techniques and verifying
them at a slower data rate using this methodology should still be a valid approach.
3.7.4 Effects of SET Phase on TEVM
Throughout this work, the phase of the periodic SET has been fixed with respect
to the received symbols. However, since a real SET will occur at a random point
in time, it is pertinent to explore the effect of SET phase on TEVM. First, it is
important to remember that in typical receiver architectures, an ADC will sample
the IF output and translate the analog signal into bits. Because the ADC will take
samples at discrete times, it is important to shift the phase of the SET in multiples
of the ADC sampling rate to allow for a fair comparison. This concept is depicted in
Fig. 39, where a timing diagram for a 128 MBd symbol rate is overlaid with SETs
being injected at samples 0, 4, 8, and 12. Note that if this is not satisfied, the TEVM
would be worse when the ADC sample is taken either at or just after the transient
peak, since the sample would capture the strongest disturbance on the circuit by
the heavy ion. This was verified in simulation by changing the SET phase by steps
smaller than the ADC sampling rate, which resulted in the TEVM values being the
highest when the samples coincided with the transient peak.
After the peak was aligned to the ADC sampling rate, additional simulations were
performed in which the phase of the injected SET was shifted by a single sample. The
TEVM was then calculated for each case and is plotted as a function of sample number
in Fig. 40, overlaid on the symbol timing diagram for reference. The simulation results
show that the receiver is more vulnerable to data corruption when the SET occurs
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Fig. 39: Timing diagram for a 128 MBd symbol rate showing the relative phase
of the injected SETs with respect to the symbol samples. The symbol duration is
denoted by the shaded red section. The vertical dashed lines denote the sampling
times.
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Fig. 40: TEVM resulting from periodic heavy-ion strikes on the LNA common
emitter device when the injected transient peak is shifted with sample number.
close to the symbol transitions. Although further experimentation is required to
determine the cause of this trend, a likely explanation is that this is a result of the
RX architecture. Because the selected homodyne architecture has a DC output that
toggles between two values for QPSK modulation, the symbols are more susceptible to
corruption closer to the symbol transitions since the magnitude of the output is lower.
This should be further explored by performing additional simulations or experiments
with a heterodyne RX architecture where the information is not encoded in the DC
values.
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Fig. 41: Simulated TEVM as a function of heavy-ion LET for a 32 MBd data rate.
3.7.5 Effects of LET on TEVM
For all of the previously presented simulations, a heavy-ion energy of 10 MeV-cm2/mg was
used for the TCAD simulations. This energy was chosen since it resulted in modest
device-level transients, while still showing the clear trends in the circuit-level sim-
ulations. Naturally, it is of interest to explore the dependence of TEVM on LET.
Additional simulations were performed at a data rate of 32 MBd for several heavy-
ion energies. The resulting TEVM values are plotted as a function of LET in Fig. 41,
where an LET = 0 MeV-cm2/mg is calculated from the undistorted constellation (i.e.,
no SETs).
As expected, the TEVM values increase with increasing LET. Although there is
a slight increase in transient peak at the device level, most of the change in TEVM
results from an increase in the diffusion tail. A larger and longer diffusion tail will
have a stronger effect on more samples, which will increase TEVM values.
3.7.6 Assessment of Radiation Hardening by Design Techniques
The proposed methodology of evaluating distortions in the I-Q diagram to assess
the SET sensitivity of an RF system can be useful whenever analog information on
how data are being corrupted is required. Contrary to bit-error rate, analyzing the
I-Q diagram provides specific information of changes to amplitude and phase to the
carrier that could provide insight into developing new mitigation strategies.
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Fig. 42: Simulated distortions to I-Q diagram for SETs on the common-emitter
device of the LNA for both forward-mode (FM) and inverse-mode (IM) cascode op-
eration for a) QPSK, and b) 16-QAM.
In order to confirm that this methodology can be used to evaluate RHBD techin-
ques, the same receiver was simulated by using inverse-mode (IM) operation in the
LNA [42]. This circuit design technique that has been shown to be successful in mit-
igating SETs in a number of RF circuits [40, 41, 43]. IM operation electrically swaps
the physical emitter and collector terminals, resulting in an improved SET response
due to the physical isolation of the sub-collector to the substrate [42]. For these
simulations, the cascode device in the LNA is operated in inverse mode. The out-
put matching network was adjusted to compensate for the difference in capacitance
between the collector-base and emitter-base junctions.
Fig. 42a shows the distortions to the constellation diagram when the common-
emitter transistor is struck with the periodic current source. It can be seen that
the distortions resulting from SETs are less severe for the IM LNA, for the LNA in
forward-mode (FM) operation. This improvement has been quantified by TEVM and
the equivalent BER in Table 7. The change in response is due to a lower SET peak
and duration resulting from using IM devices. The improvement in SET response
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Table 7: Comparison of TEVM and Equivalent BER for Ion Strikes on the Common-
Emitter under Forward and Inverse Mode Device Operation.
TEVM BER
Strike Location QPSK 16-QAM QPSK 16-QAM
LNA – FM 22.19 31.67 3.29× 10−6 5.92× 10−2
LNA – IM 15.63 11.86 7.88× 10−11 6.13× 10−5
of this circuit using IM devices has been shown experimentally using a pulsed-laser
system [41].
3.8 Summary
In this chapter, a new methodology to test RF systems by using a pulsed radiation
source has been proposed and demonstrated through the use of simulations. These
simulations show the effectiveness of using I-Q diagrams to visualize the effects of
ionizing radiation on modulated data. In addition, a new error metric for RF sys-
tems has been proposed. Instead of using BER, TEVM can be calculated from the
distorted I-Q diagrams as an error metric for SEEs in RF systems. The effects of
data bandwidth, data rate, SET phase, and heavy-ion LET were explored and their
effects on EVM and TEVM discussed. The efficacy of this metric was verified by ap-
plying it to IM operation, a known RHBD approach for SiGe HBTs. The use of this
methodology and TEVM as a metric for radiation hardness assurance, could lead to
new and more efficient hardness assurance protocols for RF communication systems.
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CHAPTER IV
MITIGATION OF SINGLE-EVENT TRANSIENTS
4.1 Introduction
In previous chapters, it has been shown that RF systems are subject to data cor-
ruption due to SETs induced by energetic particles. Ensuring the robustness of the
communications system in a spacecraft is crucial since failure of this system might
compromise the entire mission. These transients are generated in the active devices
and can propagate through the receiver chain [6]. Data corruption could result in
undesired behavior of the spacecraft, especially if a command signal that is received
from a base station has been affected. Therefore, mitigation strategies for SETs are
needed for these critical circuits.
A typical approach for preventing data corruption from SETs or SEUs is to use
triple-modular redundancy (TMR). In this system-level design technique all critical
components are triplicated and a majority voter is used to determine if data has been
corrupted. This technique works because of the infinitesimally small probability that
energetic particles will strike two identical nodes in two different systems at the same
time. One drawback of this approach, however, is the mandatory increase in size,
weight, power and cost (SWaP-C), which can be exacerbated in RF systems.
Contrary to CMOS logic blocks, RF systems have large amounts of static power
consumption and triplicating the system may be not be feasible. Furthermore, since
data are modulated on high-frequency carriers, dividing the already small RF signal
received by the antenna of the spacecraft into multiple paths can be challenging.
Specifically, reducing interconnect loss and ensuring matched impedances throughout
a triplicated system will be more difficult at higher frequencies. Thus, alternative
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radiation hardening techniques must be implemented.
In this chapter, three techniques to mitigate the effects of SETs in RF systems
are studied focusing on: 1) sensing SETs using RF power detectors; 2) mitigating
SETs by using pnp devices in LNAs; and 3) mitigating SETs by using SiGe HBTs on
SOI platforms. In the following sections, these three SET mitigation techniques are
discussed in detail, and are demonstrated using a mix of simulation and experimental
data.
4.2 Detecting Single-Event Effects in RF Systems
One approach to mitigate SETs in RF circuits is to detect when they occur. By de-
tecting these events, error correction techniques could be selectively deployed. If error
correction techniques are not sufficient, data retransmission could be automatically
triggered.
Previous work has shown that it is possible to design analog circuits to sense
SETs by monitoring changes in voltage or currents in a circuit [105,106]. In addition,
several methods for transient detection in the digital domain have been proposed [107].
However, no methods for sensing SETs in RF systems were found in the literature.
RF power detectors are typically used in a variety of applications, including:
millimeter-wave radiometry [108], envelope detection [109], and built-in-self-testing
of RF systems [110,111].
In this section, the use of RF power detectors to sense the occurrence of an SET
in RF communications systems is demonstrated. By sampling a small fraction of the
signal from the main data path into a power detector, information about the signal-to-
noise and distortion ratio (SINAD) can be obtained. This information can be used by
the digital subsystem to implement detection-driven data correction protocols. The
proposed concept is illustrated in Fig. 43, which shows the same simplified schematic
of a direct-conversion RF receiver shown in Chapter 3 with the addition of the power
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Fig. 43: Simplified schematic of a typical direct-conversion receiver showing the
band-pass filter (BPF), low-noise amplifier (LNA), mixers, and low-pass filters (LPF).
Directional couplers are used in multiple nodes to sample a portion of the signal and
feed it to power detectors for sensing single-event transients.
detector. For this approach, the RF receiver includes several directional couplers
between each stage that direct a small fraction of the main signal to the input of an
RF power detector. In this case, the output of each detector could be connected to
an analog-to-digital converter that would monitor changes in the output voltage of
the detector. The use of several detectors at different stages in the receiver allows to
determine the block in which the SET originated.
The work in this section has three major goals: 1) demonstrate, for the first
time, the use of RF power detectors to detect SETs originated in an LNA; 2) obtain
an analytical expression for the detector response to SETs; 3) establish best design
practices for optimizing power detectors for sensing SETs. Experimental data and
simulations show that power detectors can be used as a system-level SET detection
tool to provide diagnostic information for SET mitigation.
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4.2.1 Circuit Design and Fabrication
The presented circuits were designed using GlobalFoundries’ 8HP platform, a 130-nm
SiGe BiCMOS process that features SiGe HBTs with fT/fMAX of 200/285 GHz. The
power detector consists of an inductively-degenerated common-emitter SiGe HBT,
Q1,Det, with a relatively large load resistor (RC,Det = 1 kΩ) and an output shunt
capacitor to filter out the fundamental tone of the input signal. An inductor on
the base was used to compensate for the input capacitance and improve the input
matching at the frequencies of interest. A schematic and photomicrograph of the
fabricated detector are shown in Fig. 44. A reference path, which uses an identical
SiGe HBT with a shunt capacitor at the RF input, is also included in the circuit.
Typically, the differential output voltage is monitored (i.e., VREF − VOUT ). This
compensates for drift in the zero-power output voltage due to temperature swings or
any damage resulting from total ionizing dose (TID).
In this work, our RF circuit being monitored by the detector consists of a low-
noise amplifier (LNA) to serve as a proof of concept. A schematic of the LNA and a
photomicrograph are shown in Fig. 45. The LNA was implemented using a cascode
topology and was designed for simultaneous power and noise matching [112]. This
topology was chosen because it provides higher gain and improved isolation between
the input and output nodes when compared to a single common-emitter configuration,
and is commonly used at these frequencies. The core is biased at a current density of
JC = 0.93 mA/µm
2, which results in the minimum achievable noise figure (NFmin).
To simplify experimental testing, the LNA and detector were integrated on-chip and
the output of the LNA was directly connected to the input of the power detector
using a 50 Ω on-chip microstrip line (i.e., no coupler was used in this experiment).
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(a) (b)
Fig. 44: (a) Schematic and (b) photomicrograph of the designed and fabricated RF
power detector measuring 0.71 mm× 0.94 mm including bondpads.
(a) (b)
Fig. 45: (a) Schematic and (b) photomicrograph of the designed and fabricated
low-noise amplifier (LNA) measuring 1.1 mm× 0.64 mm including bondpads.
4.2.2 Theory of Circuit Operation
The following discussion presents a theoretical analysis of the operation of an RF
power detector. The analysis can then be expanded to demonstrate the goal of SET
detection. It is assumed that all devices are operating in the forward-active region
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and that there are no dc offsets between the output and reference paths when no RF
input is applied.
For a constant-amplitude, continuous-wave input signal at a single frequency, the









eVRF cos(2πfRF t)/VT − 1
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(8)
where RC,Det is the load resistor, IS is the reverse saturation current, VBE is the dc
bias voltage of the common-emitter device, VT = kT/q is the thermal voltage, VRF is
the amplitude of the input signal, and fRF is the frequency of the sinusoidal wave.
By using the Taylor series expansion, truncated to the first three terms, the ex-
ponential can be approximated by,




















This response shows a quadratic dependence of the output voltage on the ampli-
tude of the input sinusoid, which, when converted to input power, translates into a
linear relationship. The change in output voltage as a function of input power is a
common performance metric for power detectors, also known as the responsivity <,





where α has units of W−1 and is a constant that relates the input voltage to input
power while considering the effects of impedance mismatch [113]. The measured
∆VOUT of the presented power detector as a function of input power, as well as its
responsivity, are shown in Fig. 46, for multiple bias voltages. The plot shows a linear
dependence of the change in output voltage with respect to change in input power.
Deviations from the linear operation at low input powers are due to small dc offsets
between the output and reference paths, while deviations at high input powers are
due to the SiGe HBT on the output path entering the saturation region of operation.
Although the preceding theory was applied to a CW input, the procedure follows
from analysis of the detector circuit. Therefore, a similar analysis can be used to
obtain an expression for the change in output voltage due to SETs by starting with
the same basic relation,
∆Vout,SET = RC,DetIC
(
eVSET (t)/VT − 1
)
(12)
where VSET (t) is the SET signal in the time domain. Since this function can vary
depending on the part of the circuit that is struck by a heavy ion, the derivation
of a universal expression is not possible. However, the expression for the change in
output voltage when transients are generated in the presented LNA has been derived
in Section 4.2.5.
4.2.3 Experimental Setup
Laser-induced transients on the RF circuits were measured at the U.S. Naval Research
Laboratory using the through-wafer two-photon absorption experimental setup ex-
plained in detail in Section 2.2. For this particular experiment, the focused spot size
was approximately 1 µm.
Two different PCBs were used for this experiment, one set of boards contained a
die with just an LNA attached, while another set of boards contained a die with an
integrated LNA and detector. Thus, the results shown for the LNA-only and detector
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Fig. 46: Measured differential output voltage (VREF −VOUT ) of the SiGe HBT power
detector versus RF input power.
output measurements were taken using different die, although we note that die-to-die
performance variations are generally minimal in SiGe technology. All circuits were
biased using Keithley 2400 source measure units. For some of the results indicated,
a CW signal was delivered to the input of the LNA using an HP 83712A synthesized
CW generator; in all other cases, the inputs of the circuits were terminated using
50 Ω through a dc block.
4.2.4 Experimental Results and Discussion
4.2.4.1 LNA Output Transients
The common-emitter and common-base devices of the LNA were struck with the
TPA laser and all the data shown are for emitter-center strikes, except for the 2-D
raster scans. Shown in Fig. 47 are the SETs for strikes to the common-emitter device
for different laser energies. The data show that the transients exhibit a dampened
oscillatory response with a similar time-constant for all laser energies. To verify the
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Fig. 47: Output transients in the time domain generated by striking the common-
emitter device of the LNA with multiple laser energies.
source of this response, the double-exponential model presented in [114] was imple-
mented in MATLAB and fitted to the SETs observed at the collector of a single SiGe
HBT device when subjected to the TPA laser. This fitted transient, was convolved
with the impulse response of the output matching network and the resulting signal
was compared to TPA-generated SETs measured at the output of the presented LNA.
This comparison, which shows excellent agreement between simulations and measure-
ments, can be observed in Fig. 48. The results from these simulations indicate that,
for a narrow-band RF circuit, such as the LNA designed for this study, any matching
networks utilized at the output will shape the SET generated at the device level, by
shaping the frequency spectrum of the transient at the output node. Therefore, it can
be inferred that the circuit-level SETs for a narrow-band system at these low frequen-
cies will be in the band of interest and cannot be filtered out. To further confirm this
statement, the power spectra of representative measured transients were calculated
in MATLAB using the Fast Fourier Transform (FFT) and are shown in Fig. 49. The
small-signal gain of the amplifier is overlaid in a dashed line for comparison. The
data show that an increase in laser pulse energy results in a monotonic increase in
SET spectral power within the frequency band of interest. This is a significant result
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Fig. 48: Normalized amplitudes of measured SiGe HBT collector transients and
double-exponential model (top), and measured LNA output transients compared to
device transients filtered with a narrow band-pass filter (bottom).
as it confirms two major observations: 1) analog or digital filters cannot be used to
attenuate the SETs as they would also attenuate the signals carrying data; and 2)
power detectors tuned to detect signals in the frequency bands of interest will also
detect SETs as they will reside in the same frequency bands after being shaped by
matching networks.
4.2.4.2 Power Detector Output Transients
To evaluate the efficacy of utilizing a power detector for sensing SETs generated by
strikes on the LNA, two different test boards were employed: one with an LNA, and
another with an integrated LNA and power detector. TPA transients were captured
at the LNA output for one test board, and at the power detector output for the other
board.
First, it is important to verify whether the detector can capture transients gener-
ated throughout the entire device and not just the most sensitive area. To accomplish
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Fig. 49: Power spectra of the measured LNA output transients as a function of
frequency for multiple laser energies.
this, the laser energy was fixed at approximately 120 pJ and the beam was scanned
across the device, recording transients at each X-Y position. The SET peaks were
then normalized to the maximum recorded amplitude and plotted on 2-D raster scans,
which are shown in Fig. 50a. The data show that the power detector output can cover
the entire sensitive area of the device. This is important because it means that tran-
sients generated by off-centered strikes will still be detected. In addition, the FWHM
duration for LNA transients and detector transients as a function of position is plot-
ted in Fig. 50b. The data show that detector transients are considerably longer than
LNA transients, making it much easier to design the readout circuitry, since this
relaxes the required sampling rate.
It is also of interest to verify how well the detector can track the amplitude of
the generated SETs in the LNA. To do this, the laser was positioned at the most
sensitive area of the common-emitter and common-base devices in the LNA and the
laser pulse energy was swept from 110 pJ to 215 pJ. The transient peaks for the LNA




Fig. 50: 2-D raster scan showing the (a) normalized transient peaks and (b) transient
FWHM of the common-emitter device in the LNA when the output is taken from the
LNA (top) and the power detector (bottom). A laser pulsed energy of 120 pJ was
used. The white dashed lines outline the intrinsic region of the device.
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Fig. 51: Magnitude of output transient peaks measured at the LNA output and the
detector output as a function of laser energy when each device in LNA is struck.
common-emitter and common-base strikes above a certain, yet different, energy level,
the detector output voltage tracks with the amplitude of the generated transient.
To further explore this apparent detection threshold, the power spectra of the
SETs generated at the LNA output were obtained by applying the FFT to the time-
domain signals. The detector output peaks for common-emitter and common-base
devices were re-plotted as a function of the calculated LNA SET power in Fig. 52. It
can be observed that for SET powers below -35 dBm the detector is not responsive
enough to transients generated by the LNA, regardless of the device struck. This
explains the threshold observed in Fig. 51. Note that this threshold is related to the
circuit performance shown in Fig. 46, which shows a saturation of the output voltage
at a similar input power.
4.2.5 SET Modeling and Responsivity Calculation
In Section 4.2.2, the theory of the detector circuit operation was presented and an
expression for changes in output voltage due to a CW input was derived. A similar
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procedure can be followed to obtain an equivalent relationship for responsivity due
to SETs. The main difference is that, for SET detection, the analysis should be
performed in terms of peak amplitude, since the output of the detector would be a
transient change in voltage, and it is easier to measure peaks than it is to sample
the entire transient. In addition, the output capacitor used to filter the fundamental
frequency of the input signal must be taken into account since the transients will
be generated in the same frequency band as the signal. The analysis begins with a
similar equation for the output voltage, with the addition of a term to account for












where τC = RC,DetCC,Det.
The experimental laser results showed that the transients generated at the LNA
have a dampened oscillatory response, which can be represented using a functional
form for vSET given by,
vSET (t) = Ae
−t/τ cos(ωt) (14)
where A is the amplitude of the SET, τ is the decay time constant, and ω = 2πf0 is
the fundamental oscillation frequency of the SET, which is determined by the output
matching network of the LNA.
Similar to the previously presented derivation of <, the Taylor series expansion
can be used to approximate the exponential in the expression for ∆Vout,SET . In this
case, instead of obtaining the average value for the output voltage, the peak value
will be used instead. This is achieved by setting t = 0 in Eq. (14). In addition, since
the capacitor voltage cannot change instantaneously, the output voltage will begin to
change until the SET amplitude decays to a point where it will no longer force the
capacitor voltage to decrease, after which, the capacitor will start discharging and
return to its dc voltage. The peak value will be obtained at some time t = t0. The
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Fig. 52: Magnitude of the detector output transient peaks as a function of LNA
output transient power when the devices on the signal path are struck with the laser.














To write this expression in terms of input power, the RMS value for vSET (t) must
be obtained by integrating from t = 0 to t = 5τ , where the exponential decays to








1 + τ 2ω2
)
(16)
Using the same α defined in Sec. 4.2.2, the peak amplitude can be expressed in







Substituting this expression into Eq. (15), the change in output voltage can be
















To verify this expression against the experimental data shown in Fig. 52, appro-
priate values for τ and ω must first be determined. The experimental data presented
94
in Section 4.2.4 showed an increase in transient amplitude for increasing laser energy,
while the oscillation frequency, ω, and decay time constant, τ , showed no dependence
on laser energy. This experimental result allows for the use of a single value for τ
and ω, which can be determined from fitting the expression in Eq. (14) to individual
transients obtained for multiple laser energies. A good fit was achieved for transients
at all laser energies, and the fitting parameters used are plotted as a function of the
laser energy squared in Fig. 53. From this plot, average values for ω and τ can be
obtained as 2πf0 = 24.5× 109 rad/s and 169 ps, respectively.
The values necessary to fit Eq. (18) to experimental data have been obtained. To
simplify the discussion, the parameters β and G will be defined as follows,
β =
1
1 + τ 2ω2
(19)
G = RC,DetIC (20)














The value for t0 can be determined by considering a square pulse, with a pulse
width = t0, as an input to the detector. An expression for RMS amplitude can be
obtained over a duration of 5τ to be consistent with the RMS value obtained for
vSET (t). By equating the RMS value of the pulse to the RMS value of vSET (t), it can
be determined that t0 = τ .
This equation was used to fit the experimental data in Fig. 52. The parameter β
was set to 0.055 since it was obtained from experimental fit of LNA transients and
is therefore assumed to be fixed. The parameters G, α and t0 were varied until the
analytical curve fit the measurement data, and the resulting fit is shown in Fig. 54.
The shaded red regions designate the range of power levels for which the detector
deviates from its linear response for a CW wave input, which will be the ranges for
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Fig. 53: Parameters used to fit Eq. (14) to experimental data as a function of laser
energy.
which the analytical model is not valid. The resulting values for G, α and t0 were
1,045.7 mV/V, 40,260 W−1, and 156 ps, respectively. The obtained values for G
and t0 closely match the circuit gain and the LNA SET time constant, while the
obtained value for α falls within the range of values obtained when several samples of
the power detector were characterized. The fact that these parameters match circuit
performance metrics and LNA SET characteristics proves that the derived equation
results in an excellent fit to the experimental data. This analytical equation could be
used to calculate the power and amplitude of the generated SET for the measured
change in output voltage of the detector.
The main approximation used in the development of this model is the Taylor
series expansion in Eq. (15). The reader will note that, when the Taylor series is
truncated to a second-order polynomial, the mathematical approximation will quickly
deviate from the original equation. However, Eq. (13) does not take into account
device non-linearities and changes in responsivity due to device saturation. These
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Fig. 54: Comparison of analytical fit to experimental data using Eq. (21).
two approximations, have opposite effects on the resulting expression for the output
voltage of the detector (i.e., the truncated series will result in smaller values, while the
exclusion of non-linearities will result in larger values). This results in an acceptable
model for the power detector presented in this work. More terms may be required for
a different power detector design.
In addition, the typical detector responsivity equation derived in Section 4.2.2,
which shows that the output voltage is proportional to the input power (i.e., a
quadratic relation to the input voltage), is only applicable to low RF powers. At
higher input powers, the detector output voltage is proportional to the input volt-
age [115–117]. The same concept applies to when the circuit is used for SET detection.
Although the model developed in this section can be used to fit the data with very
good agreement, a more rigorous approach would define a piecewise linear functional
relationship. This approach would result in an extended model that would take into
account device-level non-linearities and could cover a greater range of input powers,
which is of importance when a detector with high dynamic range is used.
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4.2.6 Detector Design and Optimization
Up to this point, all of the presented results have assumed the performance of the
circuit to be constant. From the theory derived in Section 4.2.2, there are three ma-
jor parameters that can change the responsivity of the circuit: impedance mismatch,
contained in the parameter α; bias current, IC ; and load resistance, RC,Det. Intro-
ducing additional impedance mismatch between the detector input and the output
of the preceding stage will result in a decreased responsivity. Although introducing
some mismatch can result in extended bandwidth in some RF circuits and systems,
for a narrow-band system such as the one presented in this section, this is typically
undesirable, and will not be considered in this study. However, since the goal is to
detect transients, the output capacitance is also important, as it will determine the
rise time, and by extension the peak, of the detector output. Therefore, the three
parameters examined in this section are the load resistance, the load capacitance and
the bias current.
When optimizing detectors for SET measurements it is important to recall that,
contrary to a CW input which produces a dc output, the expected output in this
scenario will also be a transient. If the bias current is kept constant, increasing the
output resistance and capacitance values will increase the RC time constant at the
output of the detector, increasing the rise time and, therefore, reducing the output
transient peak. At the same time, for a given input SET, increasing collector resis-
tance will result in a larger peak amplitude at the output. There are two tightly
coupled, yet competing factors in this problem. For a given SET voltage input into
the detector, a transient current will be generated at the collector of the common-
emitter device. Since the output capacitor is meant to filter out the fundamental
frequency of the RF signal, then τ  τC , and Eq. (21) can be re-written by using a
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This shows that the output transients should be independent of load resistance,
and inversely proportional to load capacitance.
Since it is not possible to directly change the load resistance and capacitance of the
detector without fabricating multiple circuits, the effects of varying these values were
verified using Cadence and mixed-mode TCAD simulations. 2-D SiGe HBT TCAD
models have been developed using the Synopsys TCAD suite and calibrated to match
the dc and ac characteristics of the Cadence 8HP process design kit (PDK) compact
models. Circuit-level ion-strike simulations were performed on the common-emitter
device of the LNA using an LET of 10 MeV-cm2/mg. The output voltage transients
were extracted and used as an input to the detector by using a voltage source that
takes values from a lookup table. Transient simulations were performed in Cadence
to observe the detector response to a transient input.
The simulation results in Fig. 55a show that the detector output transients are
independent of load resistance, until the dc collector voltage decreases enough to drive
the transistor into saturation, after which the output decreases. These simulation
results confirm the expression shown in Eq. (22), which assumes that the device is
biased in the forward-active regime. Note, however, that increasing the load resistance
will increase the responsivity of the detector, and may cause the detector response
to saturate in the presence of an RF signal (i.e., the signal carrying the modulated
data).
As previously mentioned, the output capacitor acts as a low-pass filter to suppress
the RF signal at the output of the power detector. Since the SET lies in the same
frequency band as the RF signal, it will also be suppressed, as shown by Eq. (22).




Fig. 55: Simulation of power detector output when the input is a transient produced
on the output of the LNA by a heavy-ion strike in the common emitter device for
several (a) resistor and (b) capacitor values. For capacitor value sweep, the leakage
from a CW signal is included when the input RF power is -35 dBm.
increasing output capacitance values. The simulation results show an inverse rela-
tionship between the output voltage of the detector due to SETs and capacitance
value, which is in agreement with the expression obtained from circuit analysis. Also
shown in Fig. 55b, is the RF power at the output of the detector as a function of
output capacitance value for an RF input power of -35 dBm. The data show that
for decreasing capacitor value (which increases the change in output voltage due to
SETs), the power of the RF signal detected at the output of the detector increased.
Therefore, an inherent trade-off exists between transient responsivity and suppression
of the RF signal at the output.
To explore the dependence of circuit performance on bias current, the circuit was
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Fig. 56: Comparison of the simulated detector responsivity at an RF input power
of -35 dBm and -10 dBm to the measured detector output transient when the laser is
focused on the common-emitter device of the LNA. The laser energy used was 120 pJ.
simulated by sweeping the bias voltage. For these simulations, the supply voltage
was also swept, since a higher supply voltage will result in higher detector linearity
with respect to input power. Responsivity values were obtained for input powers of
-35 dBm and -10 dBm, normalized to the peak simulated responsivity, and plotted in
Fig. 56 as a function of bias and supply voltage. In addition, TPA results for the
same bias and supply voltages were obtained. In these measurements, the laser was
focused on the most sensitive part of the common-emitter device in the LNA and the
output of the detector was monitored. The detector output peaks were normalized to
the highest measured peak and also plotted in Fig. 56. Both responsivity simulations
and TPA measurements show a similar dependence on bias and supply voltage.
The data suggest that designing detectors with higher responsivities will make it
easier to detect SETs, an intuitive result. However, a trade-off exists between detector
responsivity and linearity. Increasing responsivity to the highest achievable value to
improve SET detection could cause the detector to saturate with the data signal,
leading to decreased sensitivity in SET detection. In such a case, the coupling factor
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of the directional couplers could be reduced to avoid saturation of the detector (i.e.,
a smaller sample is taken from the main signal). Therefore, having knowledge of the
expected signal levels at different points in the RF system is crucial to ensure proper
design of detectors.
Note that in addition to the bias current and load resistor, transistor sizing can also
affect circuit performance, with smaller devices typically yielding higher responsivi-
ties. Further studies should be performed to investigate trade-offs between transistor
sizing and transient responsivity.
4.2.7 SET Sensitivity with Input Data
Since the output of the RF circuit or system to be monitored will be fed into the
detector via a directional coupler, the RF signal going through the system will also
be coupled to the detector input. Therefore, it is pertinent to explore the SET
response when an RF input is present. This was achieved by focusing the laser on
the common-emitter device of the LNA and applying a CW RF signal to the input of
the LNA. The output of the power detector was recorded for multiple laser energies
and RF input powers. The transient peaks as a function of laser energy are plotted in
Fig. 57. The curves show that the change in output voltage increases as a function of
laser energy, as expected. For a given laser energy, higher RF input power produces
a smaller change in the output voltage. This result indicates that the power detector
is capable of indicating the relative power of the generated SET with respect to the
power of the RF signal. This is very useful in a scenario where the effects of the SET
on the data going through the system are well characterized, since it can allow for
the deployment of mitigation techniques that are dependent on the severity of the
impact of the generated SET.
Error detection and correction encoding are ubiquitous in communications proto-
cols for most space systems, as they allow for the recovery of corrupted data due to
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Fig. 57: Measured changes in detector output voltage as a function of laser energy
for several values of RF input power.
noise, channel interference, and other phenomena that may compromise the proper
reception of the transmitted data stream [118]. It is difficult to determine whether
these encoding techniques, which are intrinsic to data transmission and processed
by digital systems, are sufficient to mitigate SEUs resulting from ion strikes on the
RF receiver. Although they can significantly reduce bit-error rates at the expense of
bandwidth or data rate, to say that they are sufficient to mitigate all SEUs requires
assumptions of modulation scheme, data encoding scheme, carrier frequency, data
rate, among others. However, regardless of these parameters, a power detector could
be used to provide additional information to the digital system on the occurrence of
SETs, which could be used to: a) confirm that the data correction has been properly
achieved (i.e., the affected bit is the one corrected); b) trigger data re-transmission
protocols in the event that recovery is not possible; and c) potentially develop new
error-correction methodologies with similar robustness and smaller bandwidth penal-
ties than current approaches.
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4.2.8 Mitigating Detector Transients
Since the power detector utilizes forward-biased SiGe HBTs, it is also susceptible
to SETs. Under normal operation of the detector, the reference path remains un-
changed, regardless of whether an SET hits the system of interest or not. Therefore,
any transients generated in the reference path would just be ignored by the readout
circuit. In addition, a transient generated by a heavy-ion strike in the bias device
will propagate through both the output and reference paths, and can be ignored by
the readout circuit. However, if a heavy ion passes through the device connected to
the detector output, the transient generated could result in a false-positive detection
event, since the readout circuitry will not be able to discern between hits to the RF
system and hits to the detector itself. A potential mitigation strategy is to imple-
ment a concept similar to triple-modular-redundancy (TMR). However, instead of
having three different detectors, one detector with three different output paths and
one reference path can be used to reduce power consumption. A majority voting cir-
cuit can be implemented in the digital subsystem after the readout circuitry. In this
implementation, a 3-way power divider would be placed after the directional coupler.
To verify this approach, mixed-mode TCAD simulations were performed. The de-
tector was modified to add two additional output paths. Instead of using a directional
coupler, the output capacitor of the LNA was split in three, and connected to each
of the detector inputs. Fig. 58 shows the output of the three detector branches when
the LNA is struck with a heavy ion compared to when one of the detector paths
(Output 1) is struck. For strikes on the LNA, the simulation results show almost
identical output transients on all three detector outputs. In contrast, when the heavy
ion passes through the detector, only one output, the one connected to the struck
device, shows a transient. These results show that SETs on the detector can indeed
be mitigated using a pseudo-TMR approach.
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Fig. 58: Simulated detector output transients for heavy-ion strikes on the common-
emitter device of the LNA (top) and the common-emitter device of the power detector
(bottom). The curves in each plot are offset by 0.3 V for clarity.
4.3 Using Complementary SiGe HBT Platforms to Mitigate
Single-Event Transients
Another way of mitigating SETs in RF circuits is to reduce the amplitude and col-
lected charge of the transients. Previous work has shown that one approach to miti-
gate SETs in SiGe HBTs is to design circuits using pnp SiGe HBTs, as they showed an
improved SET response compared to npn devices, both at the device [34] and circuit
level [119–121]. For some of the circuits in previous work [120,121], the improvement
in SET response came at no cost to performance, since these circuits operate at lower
frequencies. However, the ac performance of the npn and pnp SiGe HBTs, although
intended to be “matched,” is not identical, which will lead to differences in circuit
performance as the frequency of RF operation is increased. In practice, the pnp SiGe
HBTs will have lower peak fT/fMAX and higher NFmin, which would degrade the
performance of the RF receiver. Thus, an inherent tradeoff between RF performance
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and SET robustness emerges when considering pnp SiGe HBTs as a mitigation tech-
nique. However, no studies were found in the literature that focused on investigating
the SET response of LNAs designed using npn and pnp SiGe HBTs in the same
platform.
In this section, simulation tools are used to compare the tradeoffs between RF
performance and SET robustness in LNAs designed for emerging RF communications
systems. Two LNAs designed using only npn and only pnp SiGe HBTs are evaluated.
The circuits are simulated with data modulated on an RF carrier to assess the impact
of SETs in an RF receiver. The results indicate that although the npn LNA has higher
performance it is also more sensitive to SETs when compared to its pnp counterpart.
The choice between using npn or pnp devices in RF designs will heavily depend on
application requirements and data modulation scheme.
4.3.1 Design Procedure
Two single-stage cascode LNAs with the same topology were designed, one only
using npn SiGe HBTs and the other only using pnp SiGe HBTs, as shown in Fig. 59.
The circuits were designed on the SG25H3P platform by IHP Microelectronics [122].
This complementary bulk SiGe:C BiCMOS process features 0.25 µm “performance-
matched” npn and pnp devices with a peak fT/fMAX of 110 GHz/180 GHz and
90 GHz/120 GHz, respectively [123]. The pnp LNA was designed to operate with
a negative supply and all n-well connections are tied to ground (i.e., the highest
potential).
To enable a fair comparison between both circuits, they were designed for simulta-
neous power and noise matching using the methodology outlined in [112]. Although
this methodology has certain drawbacks [124] and additional circuit design techniques
could be employed to improve these circuits, it was chosen for the present work be-
cause it provides a robust algorithmic path for design that results in LNAs with good
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(a) npn Low-Noise Amplifier (b) pnp Low-Noise Amplifier
Fig. 59: Schematic of the designed low-noise amplifiers using (a) only npn devices
and (b) only pnp devices. A negative supply is assumed for the pnp design.
performance. Following this procedure ensures that both circuits were designed in a
systematic way to allow for a direct comparison between their performance. The LNA
design process is described below. Throughout each step of this design process, the
emitter areas for Q1 and Q2 (as shown in Fig. 59) have been kept equal. A Q-factor
equal to 10 was used for all inductors in the following designs since this is a conserva-
tive estimate of what can be achieved for an integrated inductor at 5 GHz [125–127].
Selecting Current Density First, the optimum collector current density (JC,opt)
that ensures minimum achievable noise figure (NFmin) must be selected. A one-finger,
minimum-sized (0.84×0.22 µm2) device was selected and the VBE of the lower device
in the cascode core was swept, while fixing the VCE of the cascode to 2 V with the
upper base also connected to 2 V. Both devices in the cascode configuration must be
simulated in this step because the JC,opt of the cascode structure is different from that
of Q1 [128]. The maximum available gain (MAG) and NFmin are plotted as a function
of JC in Fig. 60. Note that for both designs, significantly higher LNA gain can be
achieved by biasing at a higher collector current density with a marginal increase to
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Fig. 60: Maximum available gain and minimum achievable noise figure as a function
of collector current density. The dots on the lines show the chosen bias point for each
LNA.
noise figure (NF). However, for the purposes of the present study, the value for JC,opt
(i.e., minimum NFmin) was selected for both cases. The values for JC,opt for npn and
pnp cascode cores are 425.4 µA/µm2 and 383.3 µA/µm2, respectively.
Selecting Device Size The emitter area of the cascode devices was then scaled so
that the optimum source resistance (RS,opt) is close to 50 Ω while maintaining the JC
selected in the previous step. In the fabrication process used for the present study,
both the emitter width and the emitter length are fixed, and therefore devices in
parallel must be used. The optimum source resistance for noise matching of a single










where fT is the unity-gain cutoff frequency of the device, f is the operating frequency,
JC is the current density at which the device is biased, AE is the total emitter area,
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Fig. 61: Optimum source resistance for noise matching as a function of number of
parallel devices. The dots on the lines show the chosen sizes for each design.
and rb is the base resistance. From the equation, it can be observed that by increasing
the total emitter area, or in this case, the number of parallel devices, the optimum
source resistance can be decreased. Fig. 61 shows RS,opt as a function of the number
of parallel devices for the npn and pnp cascode structures, when biased at JC,opt.
Note that for the pnp cascode, fewer parallel devices are required to achieve 50 Ω
due to the fact that this device has a lower fT . The number of parallel devices for
the npn and pnp devices that resulted in an RS,opt closest to 50 Ω were 48 and 40,
respectively. These sizes yield an RS,opt slightly higher than 50 Ω, which will account
for the series resistance presented by the finite quality factor of the base inductor
added in the following steps. Furthermore, these device sizes allow for a symmetrical
layout design. The npn cascode core was implemented by using four 12-finger devices,
while the pnp core was implemented using five 8-finger devices, since 8-fingers was
the maximum available for pnp devices. The large number of devices required will
increase the power consumption, which is the main tradeoff when using this design
procedure.
Selecting Emitter Degeneration Inductor The emitter degeneration inductor
(LE) is selected to match the real part of the input impedance. The value of LE is
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(a) S11 (b) S12
(c) S21 (d) S22






where fT is the cutoff frequency of cascode structure, for the selected emitter length
biased at the selected JC . Although this equation gives a good estimate of the required
inductance, in practice, the required value will be affected by the quality factor of
the inductor. An S-parameter simulation was performed, where the value of LE was
swept until the real part of the input impedance was matched to 50 Ω. This process
resulted in values for LE of around 280 pH and 420 pH for the npn and pnp designs
respectively.
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Selecting Series Base Inductor The series base inductor, LB, is selected to cancel





where ω is the operating frequency, CBE is the base-emitter capacitance of the bottom
device in the cascode structure (i.e., Q1 in Fig. 59), and LE is the emitter inductor
selected in the previous step. The value of LB was chosen by sweeping LB in an
S-parameter simulation until the reactive component of the input impedance was
canceled. This resulted in LB values of around 2.38 nH and 2.2 nH for the npn and
pnp designs, respectively.
Adding a Collector Resistor Because the output impedance of the cascode struc-
ture is high, output matching can be very difficult. A collector resistor can be added
to, not only ease output impedance matching, but also to improve stability, at the
cost of reducing peak gain. For both designs, a collector resistor of 500 Ω was chosen
as it resulted in reasonable inductor values for output matching. Note that another
possible choice would have been to choose the resistors so that the LNAs had the
same gain at 5 GHz. To achieve the same gain, the resistor of the pnp LNA would
have to be much larger, the bandwidth of the output matching network would be re-
duced, and there is a higher potential for the circuit to be unstable. The implications
of having matched gain are discussed in Section 4.3.5. For the rest of the discussion
in this section, the same resistor values of 500 Ω are used instead.
Implementing Output Match The output impedance matching is realized by
using an L-network with a shunt inductor (LC) and a series capacitor (CC). These
values were selected using S-parameter simulations. The values for LC were around
2.38 nH and 2.15 nH for the npn and pnp designs, respectively. The series capacitors,
which also serve as a DC block for the following stage, resulted in values of 300 fF
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and 270 fF for the npn and pnp designs, respectively.
Finalizing the Design The cascode core was biased using a current mirror with
ratio 1:4 for the npn LNA and 1:5 for the pnp LNA. The bias resistors, RB1 and
RB0 were designed to also have these ratios to correct for differences in base current
between the core and the current mirror. The resistor RB1 also serves as an RF choke
and was chosen to be 2.5 kΩ. The bias resistors RBIAS were selected to be 1.15 kΩ
and 1.8 kΩ for the npn and pnp designs, respectively. A 10 Ω resistor was added on
the upper-base node of each circuit to improve stability to potential oscillation. The
stability of both circuits was verified using the S-Probe technique, also known as the
Gamma-Probe technique [129].
4.3.2 Simulated Circuit Performance
After the designs were complete, the performance of both circuits was simulated
using Keysight’s ADS. The simulated S-parameters of the designed circuits are shown
in Fig. 62. Both circuits achieve an input and output return loss (S11 and S22,
respectively) lower than 10 dB at the center frequency, and a reverse isolation (S12)
greater than 30 dB across the simulated frequencies. The main differences between
both designs lie in the gain (S21). Using the same design procedure, the npn LNA
achieved a gain of 18.0 dB, while the pnp LNA achieved a gain of 14.8 dB at 5 GHz.
This result is not surprising since the maximum available gain of the npn LNA core
at the selected bias, was larger than that of the pnp core. Even though the pnp LNA
has lower gain, it also shows a lower input-referred P1dB compression point by 1 dB,
as shown in Fig. 63.
The simulated NF as a function of frequency is shown in Fig. 64. The npn LNA
shows a NF of 1.7 dB at 5 GHz, while the pnp LNA shows a NF of 2.1 dB at the
same frequency, a difference of 0.4 dB.
While the npn design exhibits better performance in almost every RF metric, it
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Fig. 63: Comparison of simulated single-tone linearity for the designed low-noise
amplifiers.
Fig. 64: Comparison of simulated noise figure for the designed low-noise amplifiers.
also consumes more dc power with a total of 9.6 mW compared to 6.8 mW for the
pnp design. A summary of the RF performance of both circuits is shown in Table 8.
It is worth noting that, although some of these metrics could be improved by selecting
a different topology, bias, or layout scheme, the purpose of this study is to obtain
circuits with good performance that were designed following the same procedure, thus
ensuring a fair comparison.
4.3.3 Mixed-Mode TCAD Simulations
2-D TCAD models have been developed using the Synopsys TCAD suite and cali-
brated to match the dc characteristics of the Cadence IHP SG25H3P process design
113
Table 8: Comparison of Performance Metrics for LNAs Designed With npn and pnp
SiGe HBTs.
Specification npn LNA pnp LNA
Center Frequency 5 GHz 5 GHz
Noise Figure at 5 GHz 1.7 dB 2.1 dB
Gain (S21) at 5 GHz 18.0 dB 14.8 dB
Input P1dB -18 dBm -19 dBm
Supply Voltage 2 V -2 V
PDC 9.6 mW 6.8 mW
kit (PDK) compact models. In addition, the models have been calibrated to show
the relative improvement in SET response of pnp devices compared to npn devices.
For this calibration, we used laser-induced transients measured at the U.S. Naval Re-
search Laboratory. A detailed description of the experimental setup and additional
results obtained for these devices can be found in [34]. Fig. 65 shows the comparison
between measured and simulated transients in the collector terminal. The transients
have been normalized to the maximum amplitude of the npn transients for compar-
ison. Note that a similar amplitude reduction was obtained in measurement and
simulation when comparing pnp and npn transients. The amplitude of the SETs for
the pnp devices was smaller than the npn devices across all simulated LETs, as shown
in Fig. 66.
One drawback of using 2-D TCAD models is that the diffusion component present
in the experimental data cannot be accurately captured. However, since the diffusion
component of the npn devices is larger than the pnp devices (shown in Fig. 65a),
this suggests that the simulation results shown in this section are underestimating
the improvement obtained from using pnp devices. In addition, the model does not
capture any charge sharing that occurs between adjacent devices. For the pnp device,
any charge that diffuses through the substrate will be collected by the n-well, and
will have a smaller impact on the collector terminal [34]. Thus, this is another source




Fig. 65: Comparison of measured and simulated transients for individual npn and
pnp SiGe HBT devices.
npn and pnp devices.
The calibrated models were then used to perform mixed-mode heavy-ion simula-
tions, in which the TCAD model of the struck device is solved self-consistently within
the operating RF circuit. In this type of simulation, a physics-based transistor model
is placed in a circuit netlist. The circuit equations and physics-based device equations
are solved simultaneously.
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Fig. 66: Peak amplitude of simulated transients as a function of linear energy transfer
when a simulated heavy ion passes through the npn and pnp devices.
In these simulations, both the input and output were terminated with 50 Ω, and
the induced transients are measured at the output node of the LNAs. Fig. 67 shows
the output transient for both designs when a simulated heavy ion with an LET of
10 MeV-cm2/mg passes through the common-emitter device of each LNA. The data
show a 1.9× reduction in transient peak for the pnp heavy-ion strikes compared to
strikes on equivalent npn devices. Note that the resulting decrease in transient peak
is not a result of the reduced gain in the pnp LNA. During a heavy-ion strike, the
struck device is flooded with carrier densities that are comparable to the doping levels
in the device. Therefore, typical transistor behavior is not expected during this time.
Instead, previous work has shown that the improvement stems from the presence of
the n-well in the pnp devices [34]. It is important to mention that the transients
produced by each circuit will have a similar shape, since this is determined by the
output matching network [7], but opposite polarity due to the change in power supply
polarity. In Fig. 67, the polarity of the npn SET has been inverted.
To explore the effects of heavy-ion linear energy transfer (LET) on the produced
SETs, the LET was swept in simulation. All heavy-ion-induced transients had a
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Fig. 67: Comparison of single-event transient captured at the output of the low-
noise amplifiers when a simulated heavy ion with an LET of 10 MeV-cm2/mg passes
through the common-emitter device.
similar shape to that shown in Fig. 67, and their individual plots have been omitted
for brevity. Fig. 68 shows the peak to peak amplitude of the SETs as a function
of LET. As expected, the amplitudes monotonically increase with increasing LET,
and begin to saturate as the device and circuit non-linearities begin to limit the
response. The data show that the transient peaks produced by strikes on the pnp
circuit are significantly lower than those produced by strikes on the npn circuit across
all simulated LETs. In addition, the collected charge for both circuits monotonically
increases with increasing LET and is lower for the pnp LNA when compared to the
npn LNA across all simulated LETs.
These results show that the pnp LNA will be more robust to SETs compared to
the npn LNA designed using the same procedure. This increased robustness, however,
comes at the cost of circuit performance. Thus, in the context of RF communications
systems, the impact of these transients on modulated data must be examined.
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Fig. 68: Peak-to-peak amplitude of simulated transients as a function of linear energy
transfer when a simulated heavy ion passes through the common-emitter device of
the npn and pnp LNAs.
4.3.4 Impact of SETs on Modulated Data
To verify how SETs impact modulated data in an RF communications systems, ad-
ditional simulations following the approach in Chapter 3 were performed. In this
section, two modulation schemes are considered: QPSK and 16-QAM.
A data flow simulation was performed in ADS using either an ideal QPSK or
QAM modulator connected through an ideal channel to the input of the designed
LNAs. The RF signal was downconverted by a pair of ideal mixers with a conversion
gain of 10 dB, and no additional noise contribution. All simulations were performed
with the same pseudo-random bit stream of 1,000 symbols at a symbol rate of 100
MBd, which is used to generate the constellation diagrams for comparison. The data
was modulated on a 5 GHz carrier with a signal power of -35 dBm. A periodic SET
current was injected to the nodes of the common emitter device of the LNAs and
the pulse was repeated such that one SET was injected per received symbol. The
current source was implemented in ADS by specifying time-current pairs in an ideal
current source component. The current sources were then connected between each
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of the HBT device terminals (i.e., collector, base, emitter) and ground. The SET
waveforms were obtained from the mixed-mode heavy-ion strike TCAD simulations
shown in the above sections. The limitations of this approach have been previously
discussed [6], but it is an effective way to make comparisons between two RF systems.
The results of these simulations are shown in Fig. 69 for QPSK and in Fig. 70
for 16-QAM. All of the constellation diagrams shown in this section been normalized
to the npn constellation without any SETs (i.e., all received signal amplitudes were
divided by Ac of the npn simulations). This normalization simplifies the comparison
of the results. In these diagrams, the magenta crosses represent the ideal position of
the received symbols without any distortion due to circuit performance or SETs. The
vertical and horizontal dashed lines represent the symbol decision boundary. If an
SET causes a symbol to cross these lines, the symbol will be corrupted, which would
be equivalent to a single- or multiple-bit upset (depending on which line is crossed and
the bit encoding scheme). Note that for the 16-QAM modulation scheme, the decision
boundaries for the npn circuits has been drawn. Since these results are normalized,
the decision boundaries for the pnp would be slightly different. However, for the
purpose of comparing potentials for data corruption, the npn decision boundary will
be used in the discussion below. The use of the npn decision boundary for both cases
is equivalent to assuming that the readout circuitry in a real system, which contains
analog-to-digital converters to make the decisions, will be the same in both systems.
Fig. 69a shows the QPSK constellation diagram for both LNAs without any SETs
present. The diagram shows a smaller constellation for the pnp LNA, which is con-
sistent with the lower gain of the circuit. The QPSK constellations resulting from ion
strikes with an LET of 10 and 30 MeV-cm2/mg are shown in Fig. 69b and Fig. 69c,
respectively. At first glance, the data going through the npn LNA appears to be
affected less compared to the pnp data for an LET of 10 MeV-cm2/mg. However,
119
(a) No SETs (b) LET = 10 MeV-cm2/mg (c) LET = 30 MeV-cm2/mg
Fig. 69: Constellation diagrams for QPSK modulated data on both the npn and
pnp LNAs (a) without SETs, and when an ion passes through the common emitter
of each LNA for an LET of (b) 10 MeV-cm2/mg, and (c) 30 MeV-cm2/mg. All the
received symbols have been normalized to the amplitudes of the received symbols for
the npn design without SETs.
(a) No SETs (b) LET = 10 MeV-cm2/mg (c) LET = 30 MeV-cm2/mg
Fig. 70: Constellation diagrams for 16-QAM modulated data both the npn and pnp
LNAs (a) without SETs, and when an ion passes through the common emitter of each
LNA for an LET of (b) 10 MeV-cm2/mg, and (c) 30 MeV-cm2/mg. All the received
symbols have been normalized to the amplitudes of the received symbols for the npn
design without SETs.
because the pnp constellation starts with a smaller amplitude, the shift in the sym-
bols is actually larger for the npn circuit. For the constellation with an LET of
30 MeV-cm2/mg, the symbols for the npn cross the decision boundary, resulting in
bit upsets, whereas the pnp constellation still has some margin that prevents upsets.
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The 16-QAM constellation diagram for both LNAs without any SETs present are
shown in Fig. 70a. The 16-QAM constellations resulting from ion strikes with an
LET of 10 and 30 MeV-cm2/mg are shown in Fig. 69b and Fig. 69c, respectively.
The behavior of the constellations are qualitatively similar to those observed for the
QPSK simulations. One thing to note is that, for the same power of the RF carrier,
it is easier in 16-QAM modulation than QPSK for distortions or interference to cause
the symbols to cross the decision boundaries. For the constellations of the no SET
case, the normalize data show that the symbols produced by the pnp LNA are close
to the decision boundary. This result is not surprising due to the lower gain of the pnp
LNA. For the constellation resulting from ion strikes with an LET of 10 MeV-cm2/mg,
the majority of the symbols produced by the pnp LNA have crossed the decision
boundary, while the majority of the symbols produced by the npn LNA have not.
The constellations resulting from ion strikes of an LET of 30 MeV-cm2/mg show
symbols crossing the decision boundaries for both the npn and pnp circuits. These
results show that the pnp LNA would be more susceptible to heavy ion strikes for
16-QAM modulation compared the npn LNA, when the RF power of the carrier is
fixed.
The main takeaway from the results is that the npn LNA is more susceptible to
producing bit upsets when compared to the pnp LNA for QPSK, while the reverse
is true for 16-QAM. In these results, the npn constellation started off with more
margin between the received symbols and the decision boundaries, which tends to
make circuits more robust to interference or noise. However, because the transients
in the npn LNA are much larger than those in the pnp LNA, it is still easier to corrupt
the data in the npn design for QPSK modulation. However, for 16-QAM modulation,
the margin between the decision boundary and the symbols for the pnp LNA is small
enough such that ion strikes with low LET will corrupt the data. Thus, the robustness
of the pnp LNA compared to the npn LNA will depend on the circuit performance
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(a) S11 (b) S12
(c) S21 (d) S22
Fig. 71: Comparison of simulated S-parameters for the designed low-noise amplifiers
where the pnp LNA was re-designed to match the gain of the npn LNA at 5 GHz.
and modulation scheme. A similar comparison for two circuits with matched gain is
performed below.
4.3.5 Matched-Gain LNAs
To compare the SET response of these two circuits when they have the same gain,
the pnp circuit was re-designed to closely match the S-parameters of the npn LNA.
For this design, the transistor core was maintained the same and the bias current
was increased to improve the gain of the circuit at the expense of power consumption
and NF. The following design values were used: JC = 963 µA, LE = 232 pH. LB
= 2.04 nH, RC = 307 Ω, LC = 1.96 nH, and CC = 336 fF. The performance of the
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new pnp LNA is compared to that of the original npn LNA in Fig. 71. Note that the
S-parameters of the two circuits are now almost identical. The NF of new pnp LNA
is 2.5 dB, which is 0.8 dB higher than the npn design.
The same simulation procedure was performed for this new LNA, including mixed-
mode TCAD simulations and constellation diagrams. The resulting constellations are
shown in Fig. 72. The constellation for the case without SETs, shown in Fig. 72a, now
shows that both LNAs have the same gain, as evidenced by the overlapping symbols
from both amplifiers. In this case, the symbols at the output of both designs have
the same amplitude after being downconverted. The results for the simulations with
an ion strike of an LET = 10 MeV-cm2/mg show that when the amplitudes of the
symbols start being the same, the SETs will affect the npn design slightly more than
the pnp design because the transients generated by the npn SiGe HBTs are larger.
This result demonstrates that the robustness to SETs of the original pnp LNA does
not originate from the lower gain. Finally, and similar to the results for the other pnp
LNA, the results for ion strikes with an LET = 30 MeV-cm2/mg also show that the
pnp LNA has some margin between the received symbols and the decision boundary.
Thus, even for matched-gain LNAs the pnp design shows a smaller transient response
when there is RF data through the system.
4.3.6 Discussion
The presented results show that, within the context of RF circuits, pnp devices still
show increased robustness to SETs by exhibiting lower transient peaks and collected
charge across all simulated LETs. However, the performance for the circuit designed
with pnp devices is also lower than that of one designed with npn devices. This was
not the case circuits shown in previous work [120] because their frequency of operation
was too low to show major discrepancies in performance. At these higher frequencies,
the LNA resulting from using only pnp devices has lower gain, higher noise figure,
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(a) No SETs (b) LET = 10 MeV-cm2/mg (c) LET = 30 MeV-cm2/mg
Fig. 72: Constellation diagrams for both the npn and pnp LNA (with matched
gain) (a) without SETs, and when an ion passes through the common emitter of each
LNA for an LET of (b) 10 MeV-cm2/mg, and (c) 30 MeV-cm2/mg. All the received
symbols have been normalized to the amplitudes of the received symbols for the npn
design without SETs.
and lower P1dB. Even the redesigned pnp LNA with the same gain had higher noise
figure and lower bandwidth than the npn design. Given that higher noise figure
can have a negative impact on satellite link performance [130], a natural question
results: Is the added robustness to heavy-ion phenomena worth the decrease in circuit
performance for these designs? The answer to this question depends on several factors,
including the radiation environment, type of received data, and required receiver RF
performance, and thus will ultimately be determined by the specifications of the
intended application. Although the pnp LNA has lower performance than the npn
LNA, it also consumes less dc power. Ultimately, the choice would depend on the
system specifications.
In this section, only single-stage LNA designs were considered. However, for
certain applications, multi-stage LNAs might be needed to meet the required gain
or bandwidth specifications. In such designs, both npn and pnp devices can be
leveraged in the same design to make a conscious tradeoff between RF performance
and SET robustness. For example, in a multi-stage LNA, the first stage can be
124
designed using npn devices to provide lower NF and higher gain compared to the pnp
design. The higher gain will serve to suppress the NF of subsequent stages, and the
overall NF of the receiver. The remaining stages can be designed using pnp devices
which will have higher NF but smaller SET response. With the additional choice of
pnp devices, designers have an additional parameter to tune the LNA performance
and SET robustness.
4.4 Utilizing Silicon-On-Insulator Platforms to Mitigate Single-
Event Transients
Another approach for mitigating SEEs in circuits and systems is the use of silicon-on-
insulator (SOI) platforms. SiGe HBTs built on SOI platforms exhibit lower charge
collection compared to similar devices on bulk substrates since the buried oxide (BOX)
serves to limit the diffusion of charge deposited in the substrate to sensitive junc-
tions [70].
Several studies have compared the SEE response of SiGe HBTs on SOI and bulk
substrates [35,70,71,131]. However, many of these previous studies have been limited
in scope, focusing either on charge collection measurements or presenting single-event
transient (SET) data for limited values of heavy-ion linear energy transfer (LET).
Furthermore, all of the studies found in the literature present results only from ex-
perimental lots that are not commercially available to designers, thus limiting their
availability for mitigating SEEs.
The primary goal of this section is to provide a comparison of heavy-ion-induced
SETs in SiGe HBTs on commercially-available bulk and SOI platforms. Laser-induced
transients in a similar platform are used to provide more insight into some of the
results obtained from heavy-ion data. In addition, TCAD simulations are employed
to investigate the internal mechanisms that lead to some of the more interesting
measured responses. Finally, the implications of having the same devices on bulk and
SOI in the context of ion/laser correlation are discussed.
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Table 9: Summary of Experimental Conditions for Heavy-Ion Data Taken at LBNL
for Jazz Bulk SiGe HBT.
Device Bulk
Bias GND Biased
Ion Ar Kr Xe Ar Kr Xe
Z 18 36 54 18 36 54
A 40 86 124 40 86 124
Energy (MeV) 400.00 885.59 1232.55 400.00 885.59 1232.55
SRIM LET*
(MeV-cm2/mg)
10.4 33.0 63.0 10.4 33.0 63.0
Range (µm) 112.0 91.7 71.9 112.0 91.7 71.9
Flux
(105 ions/cm2·s) 1.84 2.00 1.90 1.84 1.71 2.10
Eff. Fluence
(108 ions/cm2)
7.94 3.47 3.19 6.69 3.71 2.47
# of Events 436 491 509 436 472 527
4.4.1 Heavy-Ion and Laser Testing
The heavy-ion-induced transients were measured at the 88-inch cyclotron BASE Facil-
ity at Lawrence Berkeley National Laboratory (LBNL) using the 10-MeV/amu heavy-
ion cocktail across multiple LETs ranging from 10.4 MeV-cm2/mg to 63.0 MeV-cm2/mg.
The experimental conditions used to generate the ion data for bulk and SOI samples
are given in Tables 9 and 10, respectively. The LETs throughout this section are
taken to be the LETs calculated using SRIM [85] at the silicon surface after the ion
passes through the back-end-of-line metals and dielectrics. These LET values were
used in the estimation of the RPP thickness of each sample. A total of 10,000 ions
were simulated to obtain these LET values.
Laser-induced transients on the RF circuits were measured at the U.S. Naval
Research Laboratory (NRL) using the through-wafer two-photon absorption (TPA)
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Table 10: Summary of Experimental Conditions for Heavy-Ion Data Taken at LBNL
for Jazz SOI SiGe HBT
Device SOI
Bias GND Biased
Ion Ar Ar Y Xe Ar Ar Xe
Z 18 18 39 54 18 18 54
A 40 40 89 124 40 40 124
Energy (MeV) 400.00 400.00 928.49 1232.55 400.00 400.00 1232.55
SRIM LET*
(MeV-cm2/mg)
10.4 10.4 37.6 63.0 10.4 10.4 63.0
Range (µm) 112.0 112.0 84.1 71.9 112.0 112.0 71.9
Flux
(105 ions/cm2·s) 3.05 70.0 2.40 1.35 1.80 70.0 0.71
Eff. Fluence
(108 ions/cm2)
9.73 42.0 6.35 10.3 16.6 105 4.00
# of Events 102 176 35 101 104 433 105
experimental setup explained in detail in Section 2.2. For this particular experiment,
the focused spot size was approximately 1 µm.
At LBNL, the induced SETs were captured using a Tektronix DPO71254, which is
a 12.5 GHz bandwidth real-time oscilloscope capable of capturing 50 GS/sec. At NRL,
SETs were captured using a 23 GHz Tektronix MSO72304DX real-time oscilloscope
configured to capture 50 GS/sec.
4.4.2 Sample Selection
The SiGe HBTs used for heavy-ion testing were fabricated by TowerJazz using two
commercially-available processes: SBC18H3A (bulk) and SBC18H3B (SOI) processes,
referred to in this work as Jazz H3 bulk and Jazz H3 SOI, respectively. These processes
feature high-speed SiGe HBTs with fT/fmax of 240/280 GHz [132]. The SOI devices
were fabricated on a thick-film SOI, allowing for traditional subcollector design to
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Fig. 73: Cross-section TEM micrograph of an npn SiGe HBT built on thick-film
SOI (reproduced from [4]).
achieve maximum performance. A cross-section of the SOI SiGe HBT is shown in
Fig. 73. The thick film (approximately 2 µm thick) allows for the intrinsic devices
on SOI to possess very similar performance to devices built on a bulk substrate,
facilitating a direct comparison between their respective SET responses. More details
on the performance of these devices have been published elsewhere [132]. The emitters
of all the H3 SiGe HBTs selected for testing have an area of 0.13× 10 µm2, except
where noted below.
SiGe HBTs have a compositionally graded SiGe alloy in the base. A laser wave-
length of 1260 nm would generate carriers via TPA in Si and single-photon absorption
(SPA) in Ge. Since significantly more carriers can be generated using SPA than TPA
for the same laser pulse energies in these materials, the existence of SPA in the base
of these samples would be problematic as it would lead to highly-localized charge
generation in the intrinsic base of the device. The exact composition of the SiGe al-
loy for most SiGe processes is proprietary. However, a similar Jazz process has been
reported to have a maximum Ge concentration of approximately 30% [133]. Using
the equations in [134], the bandgap for a Si0.7Ge0.3 alloy would be approximately 1 eV
at 300 K. The photon energy for a 1260 nm wavelength is 0.98 eV, which is below
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the bandgap of a Si0.7Ge0.3 film. To generate carriers via SPA, the Ge concentration
must be greater than 35%, which is considered to be an aggressive profile for these
types of devices and could lead to issues with film stability. Thus, there is no concern
for carrier generation via SPA in these particular samples.
The data shown in this section were acquired from testing one sample at NRL and
a different sample at LBNL, for each process variant (i.e., bulk and SOI) and emitter
geometry used. Since no additional polishing of the back of the die was performed
(other than the standard foundry polish), multiple samples were measured at NRL
to determine whether this would introduce sample-to-sample variation due to surface
roughness. Although not included in this section, the differences observed between
samples were within the uncertainty in experimental calibration and the results were
consistent over multiple days of testing.
4.4.3 Results from Heavy-Ion Data
One of the main differences between bulk and SOI SiGe HBTs, in the context of
radiation effects, is their charge collection volume. First, the heavy-ion cross-section
for bulk SiGe HBTs has been shown to increase slightly with LET, foregoing the
typical saturation behavior observed in other semiconductor platforms [121]. This
increase is due to charge collection from diffusion processes that take place when
highly-energetic ions deposit charge far away from the intrinsic device (e.g., outside
of the confines of the deep trench isolation, or deep into the substrate). Since SiGe
HBTs are known to collect charge deep within the substrate [70], adding the BOX will
quench these diffusive charge collection processes, and should decrease the sensitive
volume depth to the thickness of the SOI. To verify these assertions, heavy-ion data
at three different LETs were taken for both the bulk and SOI samples.
The event cross-section when all terminals of the device are grounded is shown in
Fig. 74a, which is calculated by dividing the number of SETs by the total fluence for
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each ion. The shaded region represents the interpolation of the 95% confidence level
calculated for a Poisson distribution based on the number of events. The data show
a significant reduction in the event cross-section. For the SOI samples, the cross-
section is smaller than the area contained within the deep trench, and is reduced to
the approximate size of the intrinsic device (i.e., emitter/base/collector stack). The
drastic reduction in cross-section area is unexpected since both devices have the same
area in the layout. This result indicates that charge collection on the extrinsic device
results only from the subcollector/substrate junction. Since this junction is removed
by adding a BOX in the SOI SiGe HBTs, the results suggest that there is no charge
collection outside of the intrinsic device for the SOI samples. These results will be
confirmed using pulsed-laser data below.
The sensitive volume thickness, according to the rectangular parallelepiped (RPP)
approximation, is shown in Fig. 74b. During these measurements, all terminals for
the devices were grounded. For a more accurate extraction of RPP thickness, the
heavy-ion deposited charge values have been calculated using SRIM and take into
account the effects of the back-end-of-line layers on top of the intrinsic device (i.e.,
metals, inter-metal dielectrics and passivation layers). There are a number of implicit
assumptions in this calculation [135]. The first two assumptions are that the energy
deposited in the material is equal to the energy loss or LET of the the ion, and
that the LET is constant throughout the thickness of the sensitive volume. These
two assumptions allow for the use of a constant charge deposition rate. The third
assumption is that the sensitive volume thickness does not change with LET. With
these assumptions, the collected charge will be the product of the charge deposition
rate and the RPP thickness. Thus by plotting collected charge as a function of charge
deposition rate, the RPP thickness can be extracted from the slope of the resulting
line.
The data shown in Fig. 74b show a significant reduction in the RPP thickness
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(a) Cross-section Area
(b) Sensitive Volume Depth
Fig. 74: Comparison of (a) cross-section and (b) sensitive volume depth (RPP) for
bulk and SOI SiGe HBTs with all terminals grounded extracted from heavy-ion data.
The shaded region in the cross-section shows an interpolation of the 95% confidence
level.
for SOI devices compared to those on a bulk substrate. Interestingly, the extracted
RPP thickness of 0.47 µm for the SOI devices is smaller than the thickness of the SOI
film, which is approximately 2 µm. This difference suggests that the charge deposited
inside of the subcollector recombines before it reaches the collector terminal. This
result will be verified using TCAD simulations below.
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Overall, the sensitive volume of the SOI SiGe HBTs is much smaller than the
sensitive volume of the bulk devices. In fact, the sensitive volume for the bulk devices
is ≈ 350× that of the SOI devices for the emitter area used in this study. Clearly,
the significant reduction of sensitive volume for SOI devices is advantageous from an
SEE vulnerability perspective.
The difference in RPP thickness, which results from the suppression of the collec-
tor/substrate diffusion component, is most apparent when comparing the worst-case
(i.e., largest amplitude) SET waveforms. A comparison of worst-case SETs is shown
in Fig. 75 for the case when all device terminals are grounded and in Fig. 76 for the
case when the device is biased with VC = VB = 0.8 V and VE = VSub = 0 V . The
collector transients for the bulk device show an extended “tail” that is not observed
in the transients for the SOI device. Despite the large differences in collected charge,
it is relevant to note that the transient peak amplitudes are similar between both
samples for the bias conditions shown. This result is rather unexpected, partly due
to the difference in RPP thickness. Given the significant difference between these
waveform shapes, it is pertinent to examine the statistical distribution of collected
charge and transient peaks resulting from heavy-ion experiments.
Figs. 77a and 77b show the relative frequency of measured collected charge and
transient peaks, respectively, when the samples were exposed to Ar ions (LET ≈
10.4 MeV-cm2/mg) were biased with VC = VB = 0.8 V and VE = VSub = 0 V . The
number of events recorded for the devices on bulk and SOI were 444 and 375, after
an accumulated fluence of 6.7×108 cm2 and 12.2×109 cm2, respectively. Note that
the number of recorded events is slightly different than the total number of events in
Tables 9 and 10. This discrepancy is a result of the time required to save the data
for further analysis. The software used for this purpose was able to count the events
but not save all the transient waveforms. Thus, the event count was used to calculate
the event cross-section and the number of recorded events was used in the histograms
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Fig. 75: Measured collector transients in SiGe HBTs on bulk and SOI for Ar (top)
and Xe (bottom) ion beams when all terminals on the device were grounded. The
horizontal lines indicate the transient peak amplitude for each waveform.
Fig. 76: Measured collector transients in SiGe HBTs on bulk and SOI for Ar (top)
and Xe (bottom) ion beams when the device was biased with VC = VB = 0.8 V and
VE = VSub = 0 V . The horizontal lines indicate the transient peak amplitude for each
waveform.
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shown in Figs. 77a and 77b. The data for collected charge show large differences
in both the mean and the standard deviation of the collected charge between bulk
and SOI devices. The devices on bulk substrate show larger collected charge values
resulting from the diffusion tail of the transients. Interestingly, the transient peaks
for this ion show high occurrence of events around 40 mV for the bulk device, but an
almost uniform distribution for the SOI device.
Note that the bias condition used for the data in the histograms in Fig. 77 is
different than for the data shown in Fig. 74. Due to limitations in beam time avail-
ability at LBNL, limited data were available at the same bias point to produce the
histograms and extract the RPP thickness. However, the shape of the histograms
in Fig. 77 would be similar when all terminals are grounded, although the actual
collected charge and transient peak amplitudes would be different. Further, the dif-
ferences between the histograms for the bulk and SOI devices, which is the focus of
the present work, would also be consistent at a different bias. These assertions are
confirmed with additional heavy ion data and laser measurements below.
To verify the reason for the difference in distributions, the transient peaks have
been plotted as a function of collected charge in Fig. 78a, when the samples were
exposed to Xe ions (LET ≈ 63.0 MeV-cm2/mg) for the case when all device termi-
nals were grounded during irradiation. The data for the bulk SiGe HBTs show three
distinct groups, that were observed in data taken across LETs but become more ap-
parent at the higher LETs. These groups have been verified with laser data to belong
to three different ion strike regions (illustrated in Fig. 78c): 1) a group of low peaks
and low collected charge that represents strikes outside of the deep trench (DT); 2)
a group of medium peaks and large collected charge that represents strikes inside of
the deep trench but outside of the intrinsic device (i.e., only involving the subcol-
lector/substrate junction); and 3) a group of large peaks and large collected charge
that represents strikes inside of the intrinsic device. These three regions have been
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(a) Distribution of Measured Collected Charge
(b) Distribution of Measured Transient Peak Amplitude
Fig. 77: Relative frequency distribution of measured a) collected charge and b)
transient peak amplitude on the collector terminal for bulk and SOI devices when the
samples are exposed to an Ar ion beam.
previously identified for a different SiGe HBT bulk process [45], and a representative
transient from each region is shown in Fig. 78b. The SOI data do not show these three
groups, and in fact show a large variation in transient peaks with small variations in
collected charge. Note that the maximum (worst-case) peaks for the SOI and bulk
are similar. These results help to confirm that no charge collection takes place in the
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(a) Transient Peaks vs. Collected Charge
(b) Representative Transient From Each Data Group
(c) Strike Locations for
Each Data Grouping
Fig. 78: (a) Collector transient peaks as a function of collected charge when bulk
and SOI samples are exposed to a Xe ion beam. There are three distinct regions for
the bulk data that show events resulting from ion strikes in the intrinsic device, in
the extrinsic device, and outside of the deep trench, which are shown in (b). This
grouping of the data is not present for the SOI samples.
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extrinsic device for the SOI samples.
4.4.4 Results from Pulsed Laser Data
To further understand the heavy-ion results, laser-induced transients were measured.
For all the laser measurements shown, the beam was moved in the Z direction until
the measured transient amplitude was maximized and all subsequent measurements
were taken with the beam focused at this depth. To investigate the differences in
the distribution of transient peaks shown in Fig. 77b, the laser was scanned across
the device (in both X and Y directions) to obtain information about the spatial
dependence of the SETs. Fig. 79 shows a 2-D map of the normalized transient peaks
when the laser is scanned along the bulk and SOI devices. For these measurements the
devices were biased with VC = VB = 0.8 V and VE = VSub = 0 V and the laser pulse
energies used for the bulk and SOI samples were approximately 60 pJ and 165 pJ,
respectively. The emitter area for this device is 0.13× 5 µm2. A smaller emitter area
was chosen due to the symmetry of the device along the emitter length. The largest
amplitude is observed in the center of the device, which has a CBEBC layout, and
corresponds to the location of the emitter-base-collector stack of the intrinsic device,
an expected result. As the laser is moved away from the center of the device, the data
for the bulk device show a smaller, fairly constant, transient peak in the areas of the
extrinsic device. These transients directly correspond to charge collection from the
collector/substrate junction and form a “pedestal” in the data that is not present in
the SOI results. Thus, the distribution of transients shown in Fig. 77b to be around
40 mV for the bulk device is a result of collector/substrate transients only. The large
relative frequency of events around this amplitude results from the difference in area
between the intrinsic and extrinsic device. Since the collector/substrate junction is
absent in the SOI device and there is no charge collection in the extrinsic device, the
distribution appears more uniform. The laser data confirms that no charge collection
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Fig. 79: Comparison of measured transient peaks for bulk and SOI devices as a
function of position. The data has been normalized to the largest measured amplitude
for each scan. The collector/substrate (CS) junction in the bulk SiGe HBTs results
in an increase in transient peak outside the intrinsic device.
occurs outside of the intrinsic device for the SOI samples.
4.4.5 TCAD Simulations
To verify the heavy-ion results showing an RPP thickness smaller than the SOI thick-
ness, 2-D TCAD simulations were performed. For these simulations, a representative
model for a first-generation SiGe HBT was used. No attempt was made to calibrate
the SET response between experiment and simulations, and the results obtained are
only meant for qualitative observations. To reduce simulation time, a device with
a CBE layout was simulated to reduce the number of mesh points. Although the
experimental data shown in this section are for a device with a CBEBC layout, the
trends observed for devices with both layout types should be similar. All terminals
were grounded during the simulations to match the experimental conditions, unless
stated otherwise. A Gaussian heavy-ion track was used with a constant LET as a
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function of depth of 1 pC/µm. In the time domain, a Gaussian function was used to
change the carrier generation rate, with a peak rate occurring at time t = 1 ns.
First, the subcollector thickness was swept from 0.25 µm to 3 µm in a bulk and
SOI model while keeping the doping levels constant. For the SOI model, changing
the subcollector thickness is equivalent to changing the SOI thickness, since for an
optimized process, the vertical profile of the intrinsic device will not change. An
ion strike traversing the center of the intrinsic device with an LET of 1 pC/µm was
simulated. The results are shown in Fig. 80 and reveal two important findings. First,
the collector peaks (shown at the top of Fig. 80) are very similar between bulk and
SOI, which is consistent with the experimental data and the explanation above. Note
that there are small changes in the transient peak as a function of the subcollector
thickness, but they can be attributed to the changes in sheet resistance, and thus
increases in collector series resistance (as shown by the inset). Second, the collected
charge (shown at the bottom of Fig. 80) is shown to be relatively constant regardless of
subcollector thickness (i.e., SOI thickness). These simulations confirm the observation
from heavy-ion data that the RPP thickness for the SOI samples is smaller than the
physical thickness of the SOI film.
Given the confirmed vast differences in the sensitive volume between SOI and
bulk SiGe HBTs, the similarity between transient peak amplitudes for a given set of
experimental conditions is unexpected. Thus, additional TCAD simulations were used
to look at charge collection processes in the device. The results of these simulations
are shown in Fig. 81, which shows the simulated electrostatic potential contours
inside a SiGe HBT at t = 0 ns (i.e, before the strike) and t = 1 ns (i.e., during the ion
strike). The potential contours are clearly disturbed by the excess carriers injected
from the ion strike. However, for this particular structure and ion-strike conditions,
there is a region of the subcollector where the potential remains undisturbed. In
this case, the thick and heavily-doped subcollector layer acts as a barrier between
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Fig. 80: Simulated transient peaks (top) and collected charge (bottom) for bulk and
SOI SiGe HBTs for several subcollector thicknesses. The inset shows the difference
in sheet resistance of the subcollector, which will change the series resistance of the
collector terminal and affect the transient peak.
the intrinsic emitter/base/collector stack and the subcollector/substrate junction.
These results suggest that, under certain conditions, the drift component that leads
to the transient peak amplitude is independent of the subcollector/substrate diffusion
component. This separation explains why the transient peaks in both bulk and SOI
devices are similar.
One of the reasons that this potential remains undisturbed is due to the high
doping levels in the thick subcollector. At low LETs, the ion-induced carrier densi-
ties may be comparable or below the doping level of the subcollector, in which case
there will only be minor perturbations to the potential contours inside the subcollec-
tor. However, if the doping levels are low, the ion-induced carrier densities will be
large enough to modify the potential contours in this region. When this occurs, the
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Fig. 81: Simulated electrostatic potential contours of a bulk SiGe HBT at t = 0 ns
(top) and t = 1 ns (bottom) during an ion strike. The peak charge generation due
to a heavy ion occurs at t = 1 ns. The potential in the subcollector region, shown
enclosed by the dashed box and labeled “SubC”, remains mostly undisturbed.
transients from the intrinsic and extrinsic device will no longer be decoupled, which
would lead to differences between SOI and bulk transient amplitudes. These effects
are shown in Fig. 82 where the percent difference between bulk and SOI transient
amplitudes are shown as a function of LET for two different subcollector doping lev-
els. The data show that for the lower doping level, there is a larger difference in SET
amplitudes between bulk and SOI samples.
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Fig. 82: Percent difference in transient peak versus LET for two different subcollector
doping levels. Note that the difference between bulk and SOI is increased for a lower
subcollector doping level.
Fig. 83: Simulated transient peaks for bulk and SOI SiGe HBTs as a function of the
applied base-emitter voltage.
Finally, TCAD simulations were used to verify that the transient peak amplitudes
were similar for bulk and SOI across bias. For these simulations, the collector, base
and substrate were biased to 0 V, and the emitter was biased with a negative voltage.
The resulting transient peaks as a function of base-emitter voltage (VBE) are shown
in Fig. 83, where the two curves are overlapping. Since the only two points for heavy-
ion data were for all terminals grounded and VBE = 0.8 V, these simulations show




4.4.6.1 Laser Pulse Energy Loss Due to Reflections
The laser pulse energies shown thus far are the incident energies on the back of the
die and have not been corrected in any way. As the laser pulse propagates through
different materials, however, the change in refractive index at each interface will lead
to energy loss due to Fresnel reflections. Using Fresnel’s equations, the energy loss
at the air/Si interface as the pulse propagates into the die can be calculated to be
31.2%. This loss will be the same for both the SOI and bulk samples.
For the SOI samples, before the pulse reaches the intrinsic device it encounters
two additional interfaces as it propagates through the BOX (Si/SiO2/Si). In this
case, 68% of the pulse energy is transmitted through the BOX and incident on the
intrinsic device, the rest is lost to reflections. This calculation does not account for
the possibility of multiple reflections (i.e., the same wavefront being reflected multi-
ple times between the two interfaces). When the space between multiple interfaces is
small, the effects of multiple reflections can result in constructive or destructive in-
terference that can either reduce or increase the amount of light transmitted through
the medium.
To verify the effect of multiple reflections on the pulse energy loss, additional
simulations were performed using FRED Optical Engineering Software [136]. FRED is
a software program developed by Photon Engineering that uses raytracing to simulate
the propagation of coherent or incoherent light through optomechanical systems. The
focused laser pulse was simulated to observe the pulse energy transmitted through
the BOX for different BOX thicknesses. The normalized transmission is shown as a
function of BOX thickness in Fig. 84. The simulation results show that transmission
through the BOX can vary between 100% and 50% for BOX thickness variations of
200 nm. Thus, accurate knowledge of the BOX thickness is necessary for accurate
estimation of the pulse energy at the intrinsic device. For the Jazz H3 process in the
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Fig. 84: Simulated laser power transmitted through the BOX as a function of
BOX thickness. The dashed line indicates transmission after accounting for Fresnel
reflections.
present work, the BOX thickness is around 1 µm, and the transmitted pulse energy
is very close to the value obtained by using Fresnel’s equations.
The main takeaway of these simulation results is that pulse energy losses due to
reflections must be taken into account when comparing laser-induced transients for
bulk and SOI devices. This consideration becomes important when calculating the
amount of deposited charge by pulsed lasers.
4.4.6.2 Implications for Radiation Hardness Assurance
Throughout the years, many SET mitigation techniques for circuits built using SiGe
HBTs have been proposed. These techniques include the use of devices operating
in inverse mode (i.e., electrically swapping physical emitter and collector in the cir-
cuit) [88, 137], using pnp SiGe HBTs when available [34, 119–121], using different
layout configurations and isolation wells in the substrate [70,138–141], and using dif-
ferent circuit topologies [36, 37, 142–145]. In addition to the results in this section,
several previous studies have shown that using SiGe HBTs on SOI can significantly
reduce charge collection [35,70,71,131]. One study showed using heavy-ion data from
SiGe HBT shift registers that the single-event upset cross-section for SiGe HBTs
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on SOI was lower than for similar devices built on bulk substrates. This reduction
in cross-section resulted in a predicted 88% reduction of upsets per bit per day
simulated using CREME96 [35]. Although SOI is considered a radiation-hardening-
by-process technique, there are several advantages to using SOI devices over other
radiation-hardening-by-design techniques.
First, the use of inverse-mode devices can result in circuits with lower perfor-
mance [137] and process changes that improve the performance of devices operating
in inverse mode can lead to a worsening of their SET response [146]. Further, pnp
SiGe HBTs are not widely available due to the difficulties with fabricating high-
performance pnp devices [147], making it difficult to adopt these devices in commer-
cial designs. Finally, substrate engineering concepts will not typically affect device
performance and some can be implemented without additional photomasks. How-
ever, some of these mitigation approaches can require larger designs to accommodate
the additional wells [141], which can increase the cost of these approaches. In the
case of a commercial process such as TowerJazz’s SBC18H3, the bulk and SOI de-
vices are almost identical in performance, with the SOI devices having lower parasitic
capacitances [132]. In addition, existing circuit designs using SiGe HBTs can be
easily migrated from a bulk substrate to an SOI substrate without making any signif-
icant changes since both processes would use identical photomasks. One drawback,
however, of using SiGe HBTs on SOI is increased self-heating compared to bulk de-
vices [148].
4.4.6.3 Implications for Ion/Laser Correlation
A previous study showed that in order to correlate ion and laser results in a SiGe HBT
using a Gaussian laser beam, the focused spot size had to be increased [5]. In that
study, increasing the spot size was necessary to elongate the charge deposition profile
resulting from the laser beam so that the charge deposited deep in the substrate could
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contribute to the diffusion component that results in the long transient “tail”. For
an SOI sample, however, this slow diffusion component does not exist. Therefore,
it should be substantially easier to reproduce the waveforms obtained from heavy
ions using a pulsed laser. Fig. 85 shows a comparison between laser- and ion-induced
transients in bulk and SOI SiGe HBTs, where the laser pulse energy was adjusted
to match the transient peak amplitude between the laser and ion data when all
terminals of the device are grounded. The chosen pulse energy for the bulk and
SOI SiGe HBTs that match the amplitude of the heavy-ion data were 131 pJ and
449 pJ, respectively. Note that, for a small spot size (≈ 1 µm), the charge deposition
profile will also be short in the axial direction and charge will not be deposited
deep in the substrate. Without the charge in the substrate to slowly diffuse to the
collector terminal, the laser data in Fig. 85 show an absence of a tail for the bulk
devices when the transient peak amplitudes are matched, resulting in a mismatch of
the collected charge. However, the ion and laser transients for the SOI samples are
almost identical after adjusting the laser pulse energy to match the transient peak.
In this case, the slight differences could be attributed to the differences in bandwidth
from the oscilloscopes used at each facility.
The differences shown between the ion- and laser-induced transients for the bulk
SiGe HBTs illustrate the difficulties in correlating ion and laser data. These difficul-
ties are exacerbated when considering transients induced from backside two-photon
absorption excitation. The results presented, however, suggest that it is much easier
to correlate ion and laser data for SiGe HBTs on SOI than on bulk substrates. The
removal of the diffusion component by adding the BOX, alleviates the requirements
of the charge deposition profile. That is, for an SOI SiGe HBT, a shorter charge
deposition profile in the axial direction can still be used to achieve good correlation.
This result is advantageous from the perspective of an experimenter, since they would
not have to sacrifice lateral resolution to achieve good correlation.
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Fig. 85: Comparison between laser- and ion-induced transients in bulk (top) and SOI
(bottom) SiGe HBTs when the samples are exposed to an Ar ion and all terminals
of the device are grounded. Note that there are significant differences between the
ion and laser transients for the bulk device, but the transients for the SOI device are
almost identical.
Finally, recent studies have shown that the direction of light polarization can affect
the SET response of highly-scaled FinFET devices due to plasmonic enhancement
effects [149, 150]. This effect could further complicate the efforts to correlate ion
and laser measurements. Thus far, there is no evidence to support that there is
a polarization dependence for the laser-based response of SiGe HBTs used in the
present study. Although further experimentation and simulation are required to verify
whether plasmonic enhancements are being masked by other geometric factors (as is
the case in [149]), it is unlikely that such effects exists for two main reasons. First,
plasmonic enhancement requires specific nanostructures (e.g., metal-dielectric-metal)
with small dimensions (e.g., dielectric thickness ≈10 nm). These structures are not
readily available in a 130-nm process like the one used in the present study. Second,
FinFETs are a lateral-transport device, so the electric field can be oriented either
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parallel or perpendicular to carrier transport, which may affect the measured SETs.
However, SiGe HBTs are a vertical-transport device and in this case the electric field
will always be oriented perpendicular to carrier transport. Thus, it is not expected to
affect SET measurements. For reference, in the present work, the light was polarized
such that the electric field is across the CBEBC contacts (i.e., along the horizontal
direction in Fig. 73).
4.5 Summary
This chapter has demonstrated three mitigation techniques for RF circuits and sys-
tems using experimental data from ion and laser sources as well as TCAD and circuit-
level simulations.
The first used an RF power detector to sense the occurrence of SETs in RF circuits
and systems. It was shown through TPA experiments that the proposed circuit can
be used to detect SETs in the LNA. Furthermore, the output of the detector was
shown to yield information about the RF power of the SET, and also detect the
relative level of SETs with respect to the input signal. An expression for the detector
output voltage as a function of the LNA SET power was derived and resulted in an
excellent fit to experimental data. The circuit design trade-offs were explored using
experiments and TCAD simulations, with the main trade-off being between transient
responsivity and suppression of the fundamental tone. A solution to distinguish SETs
on the RF system of interest and the detector itself that uses a pseudo-TMR approach
was demonstrated using mixed-mode TCAD simulations.
The second technique showed that transient response of LNAs designed with pnp
devices exhibit lower transient peaks and collected charge when compared to an LNA
designed with npn devices. However, by using the same design procedure, the pnp
LNA has lower performance than the npn LNA. Further, when modulated data is
present in an RF communications system, the npn LNA will be more susceptible
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to data corruption than the pnp LNA. The impact of the tradeoff between circuit
performance and SET robustness will be application-specific and it is difficult to
choose one over the other without making assumptions about the desired application.
However, the performance of the pnp circuit could be improved using circuit design
techniques, which could potentially be enough for a given application. An alternative
version of the pnp LNA was designed to match the gain of the npn LNA. In this
case, the pnp LNA was still more robust to SETs than the npn LNA. Therefore, pnp
devices should not be ruled out as a mitigation strategy for RF circuits.
Finally, a comparison of heavy-ion induced SETs in commercially-available SiGe
HBTs fabricated on both bulk and SOI substrates was shown. The devices fabricated
on SOI showed a significant decrease in sensitive volume compared to similar bulk
devices. The results showed that the subcollector layer acts as an effective barrier
between drift and diffusion processes in an SET. This barrier enables the worst-case
transient peaks of bulk and SOI SiGe HBTs to be almost identical, while the buried
oxide significantly limits the charge collected by SOI devices. The comparisons shown
in the this chapter, should better equip circuit and system designers to take advantage
of the commercially-available SiGe-on-SOI platforms to develop electronics that are




The present work has presented a series of investigations with new developments for
approaches to test, assess, and mitigate the risks of single-event transients in RF
communications systems.
In terms of testing approaches, two novel techniques were presented that utilize
pulsed lasers to emulate the SETs that result from heavy-ion measurements. Both
techniques modified the charge deposition profile generated via two-photon absorption
to allow for quantitative correlation between laser pulse energy and heavy-ion LET.
Additional work must be completed to fully validate the results obtained from the
quasi-Bessel beams in SiGe HBTs.
A new approach for assessing the effects of SETs in RF receivers carrying modu-
lated data was presented. By using IQ diagrams and localized radiation sources like
pulsed-lasers, engineers can identify vulnerabilities and deploy targeted mitigation
techniques. Further, understanding the changes in amplitude and phase that result
from an SET generated in a particular component, can aid in the development of new
topologies for SET mitigation.
Finally, three different approaches to mitigate SETs that can be applied to RF
communications systems were also presented. The first technique demonstrated the
use of RF power detectors as a way to sense SETs in RF systems. The second
technique explored the use of pnp SiGe HBTs in low-noise amplifiers and the tradeoff
between performance and SET robustness of using these types of devices. The third
technique included the use of SOI substrates to limit charge collection on the electrical
terminals of the device. This last study also showed that correlating ion and laser
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data from devices on SOI is much simpler than bulk devices due to the removal of
the substrate diffusion components.
Although the investigations in the present work are all based on device test struc-
tures and circuits that utilize SiGe HBTs, the testing and assessment techniques can
be applied to additional platforms. Further, RF power detectors as a way of SET sens-
ing and the use of SOI devices can also be applied as mitigation techniques in other
platforms. Thus the present work has potential to generate and advance research on
SEE testing, assessment and mitigation across many semiconductor platforms.
A summary of the contributions of the present work follows.
1. A new approach to quantitatively correlate single-event transients produced by
two-photon absorption and heavy ions in SiGe HBTs.
2. The first investigation on the use of quasi-Bessel beams to generate laser-induced
transients in SiGe HBTs via two-photon absorption.
3. A new characterization technique for single-event transients in RF communica-
tions systems that uses I-Q diagrams.
4. Demonstrated the use of an RF power detector to sense single-event transients
in RF circuits.
5. An investigation of the single-event transient response of commercial SiGe HBTs
on bulk and silicon-on-insulator substrates.
6. An assessment of the tradeoffs between RF performance and single-event tran-
sient robustness of low-noise amplifiers designed using only npn and only pnp




The work completed as part of this dissertation has generated a series of additional
questions that are relevant to continue advancing the study of single-event effects in
devices, circuits and systems.
1. Dependence of Laser/Ion Correlation on Emitter Area
Some of the results shown in Chapter 2, showed that the transient amplitude
depended on the emitter geometry, while the collected charge depended on the
subcollector/substrate geometry. Given these results, it is pertinent to explore
experimentally how the correlation achieved between ion and laser data depends
on the emitter area of the SiGe HBTs. Such an experiment might lead to a
generalized set of expressions or conditions that would facilitate correlation of
SETs generated by ions and lasers in SiGe HBTs.
2. Correlation of SETs Generated by Ion and Laser at the Circuit Level
The results presented in this dissertation showed that it is possible to achieve
excellent agreement between SETs generated by heavy ion and laser sources in
SiGe HBTs. All of the results shown were at the transistor level. The next
step is to verify experimentally whether correlating SETs at the device level is
sufficient to ensure that the response of circuits and systems will be the same
between ion and lasers. This verification would enable researchers to focus on
device-level correlation and directly extend those results to larger circuits and
systems.
3. Correlation of SETs in Other Device Types and Platforms
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One of the reasons that correlation of SETs generated by heavy ions and lasers
was possible is that the mechanism for collected charge and transient peak am-
plitude are mostly decoupled from each other in SiGe HBTs. This property may
not be present in other types of semiconductor devices. Thus, the approaches
shown in Chapter 2 should be applied to other types of devices such as CMOS,
HEMTs and HBTs in other material systems.
4. Experimental Verification of Characterization Methodology for RF
Circuits and Systems
The methodology proposed in Chapter 3 allows for the comparison of multiple
RF systems carrying modulated data in terms of their robustness to SETs.
This assessment tool can be used to finalize the selection of RF components
in space systems. Due to the complexities associated with implementing a
full RF transceiver to verify this methodology experimentally, only simulations
were included in this dissertation. This characterization methodology should
be verified experimentally, and efforts are currently underway to achieve this.
5. Application of IQ Diagrams for Total Ionizing Dose Studies
Although the IQ diagrams were used in Chapter 3 for SETs, the same diagrams
could also be used to compare degradation of communications systems after
they have been exposed to total ionizing dose. If the results of such an exper-
iment reveal that the degradation is predictable with dose, a dose-dependent
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