Abstract-This paper provides a method for compression transmission of on-chip bus data. As the data traffic on on-chip buses is rapidly increasing with enlarged video resolutions, many video processor chips suffer from a lack of bus bandwidth and their IP cores have to wait for a longer time to get a bus grant. In multimedia data such as images and video, the adjacent data signals very often have little or no difference between them. Taking advantage of this point, this paper develops a simple bus data compression method to improve the chip performance and presents its hardware implementation. The method is applied to a Video Codec -1 (VC-1) decoder chip and reduces the processing time of one macro-block by 13.6% and 10.3% for SD and HD videos, respectively Index Terms-System-on-chip, on-chip bus, multimedia processor, VC-1 codec, video processor
I. INTRODUCTION
One of the critical issues in the recent multimedia onchip communications is an enormous increase of data traffic with enlarged video resolutions. This leads to bus contention and makes many IP cores attached to a bus waste time waiting for a grant. However, multimedia signals such as image and video pixel values often have little or no difference between adjacent data. That is, the most significant bits tend to have high spatial and temporal correlations [1] . Taking advantage of this point, IP cores may participate in enhancing chip performance. Namely, they can do some useful tasks such as data compression during the waiting time.
This paper proposes a simple bus data compression method to improve system-on-chip (SoC) performance. Here, 'simple' means it requires no latency in performing the compression and low cost to implement it. The method basically assumes phase-based on-chip buses such as [5, 14] where some guard-bit phase signals exists separately from main channels and indicates current phases of the main channels. Fig. 1 is a diagram illustrating an example transmission of the compressed bus data according to the scheme this paper proposes. In the figure, 'B' represents a full-byte or 1 byte (8 bits) data, while 'H' represents a half-byte (4 bits) which lacks upper 4 bits. The bus can transmit 2-byte bus data into a slave device in a cycle and nine bus cycles C1 to C9 are described in the figure.
In general, image data are transmitted by 1-or 2-byte unit. In this figure, 1 byte is assumed for the transmission unit. Adjacent (continuous in terms of time) image data are likely to have the same upper 4 bits. Thus, the data array pattern of each image data is described in two forms of 'B' and 'H' sometimes with the omission of upper 4 bits. Meanwhile, alphabet capital letter 'C' represents a control bus signal. The control signal does not operate at a section where the data bus signal is transmitted in a block. For phase-based buses, these control bus signals are necessary only during initial transmission cycle to deliver various information such as traffic type, burst type and size, and cache control to the slave device. The control bus signals are unnecessary during actual data transmission. That is, upon transmission of the data bus signal, the control signal lines go into a dormant state. In consideration of this point, the signal lines of dormant state are reused to inform a slave device of a pattern of the transmitted data. In general, control bus signals of other standard buses are continuously used during block transfers. This is the reason why the phase-based bus is selected to implement this bus data compression scheme.
An operation of informing the slave device of a compression pattern is performed in each bus cycle. When data is compressed to be transmitted, a slave device is informed of a compressed data array pattern through a related control bus signal 'C'. Hereafter in this paper, the control bus signal that informs about the compressed data array pattern is referred to as a pattern indicator (PI). In this way, low-cost real-time compression of on-chip bus data can be achieved to enhance the performance of multimedia processor SoCs.
The remainder of this paper is structured as follows. Section II briefly reviews the previous work related to the on-chip data compression. Section III illustrates the proposed method and describes its hardware implementation. Section IV evaluates the performance of the method by applying it to a video processor chip that was originally implemented using the de-facto standard bus, Advanced High-performance Bus (AHB). Finally, Section V concludes the paper.
II. RELATED WORK
If some existing data compression algorithms (for example, entropy, code-book, arithmetic, and run-length coding) are applied to bus interfaces, the wasted bandwidth caused by the overlapping transmission of bus data can be reduced significantly. However, in order to implement the data compression algorithms, large-sized buffers, look-up tables, and complex logics are required. This may lead to not only expensive hardware design but also significant transmission delay due to those algorithm operations that could not be parallelized. Consequently, the existing data compression schemes are inappropriate for the on-chip bus data compression.
Studies on the bus encoding schemes (for example, differential coding, gray coding, bus invert coding and the like) have been carried out to reduce bus power consumption [7] [8] [9] [10] [11] [12] [13] . The bus encoding schemes encode data values in every bus cycle to reduce the toggling frequency of a signal. However, because the above encoding schemes are focused only on reducing power consumption, the bus bandwidth is still wasted due to transmission of overlapping data.
Meanwhile, there have been extensive efforts to reduce external memory bandwidth, so-called frame memory compression (FMC) [2] [3] [4] . But, additional information of each processing unit also has to be stored in internal frame memory; the amount of additional information could detract from the effectiveness of memory compression scheme. S. Hong et al. [15] made a special effort to reduce the limitation. A. Gupte et al. [16] considered power consumption as well as the detraction problem.
However, these approaches focus on the performance enhancement for external memory interface only. Moreover, FMC requires a little bit complex compression algorithms that can introduce some latency.
To address the limitations of those existing efforts, the proposed method employs just a simple coding technique to minimize an increase in cost and make it possible to compress bus data in real time. In addition, the target of the proposed method is not limited to the external memory interface. It includes the interfaces among internal IP cores as well.
III. BUS DATA COMPRESSION METHOD AND ITS HARDWARE IMPLEMENTATION
In this section, the generalized compression method for bus data in various bandwidth scenarios (8, 16 , and 32 bits) is described in detail with reference to Fig.2 through Fig. 4 . Fig. 2 is a diagram illustrating compressed data transmission patterns on an 8-bit bus. A leftmost first pattern 1 in the figure includes a first full-byte B (i.e., 1 byte without any omission). A second pattern 2 includes a first half-byte H and lower 4 bits of a second full-byte B. A third pattern 3 includes upper 4 bits of the second full-byte B and a second half-byte H. A fourth pattern 4 includes a third half-byte H and a fourth half-byte H. In this way, the number of all possible data transmission patterns is four in a system having 8-bit bus bandwidth, and the required number of PI signals becomes two (= log 2 4). Fig. 3 is a diagram illustrating compressed data transmission patterns on a 16-bit bus. The patterns in a 16-bit bus are divided into five types according to the number of half-byte Hs that a pattern has. More specifically, if the number of Hs is zero, as described in Likewise, patterns that can succeed the patterns 1, 3, 5, 7, 8, 10 and 12 are limited to the seven patterns 1, 4, 6, 7, 8, 11 and 12, and patterns that can succeed the patterns 2, 4, 6, 9 and 11 are limited to the five patterns 2, 3, 5, 9 and 10. As a result, just three PI signals are enough to indicate patterns in progress (the ceiling function of log 2 7 is 3). Fig. 4 is a diagram illustrating compressed data transmission patterns on a 32-bit bus. Data transmission patterns in 32-bit bus bandwidth are divided into eight types according to the number of half-byte Hs. In the case of 32-bit bus bandwidth, the number of necessary signal lines for a PI signal is 7, a value obtained by applying the ceiling function to log 2 81 since there are total 81 patterns.
However, like 16-bit bus bandwidth, the number of patterns in a subsequent bus cycle is limited according to If the number of signal lines is still insufficient, it is recommended to allow only a part of patterns among the full set of patterns.
All the above illustrations basically assume that their word size is one byte. But, the word size doesn't need to be one byte. For example, if the word size is two bytes, then 'B' becomes two bytes and 'H' becomes one byte where an upper byte is omitted. This information is given to the receiver core in a control phase just ahead of a burst data transmission. Fig. 5 illustrates an example circuits that implement the bus data compression scheme in hardware. The circuits include a transmitter and a receiver. The transmitter and the receiver are connected to each other through a data bus line and a control bus line. The circuits in the figure transfer compressed bus data in a 16-bit bus bandwidth. Each arrow indicates a flow of a signal, and a numeral indicates a bit width of each signal. The transmitter includes a register, a comparator, and an aligner. The receiver includes a decoder and a duplicator/re-shaper. A 3-bit PI signal is transmitted to the receiver through the control bus line.
HB in the register of the transmitter refers to upper 4 bits of 1 byte and LB refers to lower 4 bits. HB combined with LB constitutes one full byte. The comparator compares upper 4 bits of a previous byte with upper bits of a current byte among the plurality of bytes, and processes a part to be omitted. Except the part omitted by the comparator, remaining data is arrayed on the aligner. The aligner compresses the data in a combination of a full-byte and a half-byte by allowing the current byte to be constituted with the half-byte excluding the upper bits of the current byte if the upper bits of the previous byte are identical to the upper bits of the current byte, and arraying the compressed bus data in a predefined bus bandwidth. The aligner transmits a pattern indicator about a pattern of the compressed bus data to the receiving end.
A receiver device is informed of data array patterns to be sent through a 3-bit PI signal. The PI signal is timemultiplexed with the control bus signal on the inside of the aligner. In the control phase (not data transfer phase), the aligner sends traffic type, burst type, data size, and cash control through the control bus. The multiplexer is not shown to simplify the drawing. Remaining data that do not be arrayed in a corresponding bus cycle is fed back to the register, and re-arrayed in order.
The decoder located at the receiver decodes the PI signal delivered through the control bus lines, determines a shape of a data array, and delivers the information to the duplicator/re-shaper block. The duplicator/re-shaper block restores an omitted HB from continuous byte information and arranges the recovered full byte for use in the next stage.
If the bus bandwidth is 32-bit wide, the aligner may transmit the compressed bus data including one to eight half-bytes in the 32-bit bus bandwidth and the number of lines of the control bus may be six. 
IV. PERFORMANCE ESTIMATION
The proposed bus data compression method is applied to a video processor that implements the decoding algorithm of the Video Codec -1 (VC-1), which is better known as Windows Media Video 9 (WMV 9). Like the MPEG standards, the VC-1 also processes image data by the unit of a macro block of 16x16 pixels, subtracts current pixel values from the pixel values of a reference block determined through motion estimation, and then transforms the residual values. However, there are many differences as well. For example, it uses a DCT-like integer transformation instead of the classic DCT to minimize the computational complexity and perform down to a 4x4 matrix transformation. In addition, one macro block could have four different motion vectors and a motion vector is obtained with a 1/4 pixel-level interpolation of a reference image block. And it uses far more complex de-blocking filtering algorithm.
Originally, the processor was implemented based on a 16-bit version of the AMBA AHB architecture [6] as shown in Fig. 6 . A total of nine IP cores are integrated to implement the decoding algorithm. An ARM7 processor core and a DMAC (Direct Memory Access Controller) core control the entire chip as the bus masters. Among the others, those that are directly attached to the bus behave passively as slaves. The core modules for hardware acceleration are variable length decode & inverse quantization (VLD-IQ), inverse DCT (IDCT), motion compensation (MC), and loop filter (LF). These acceleration modules were selectively implemented in hardware, after profiling the VC-1 reference software in detail. There are two types of memories, internal SRAM and external SDRAM, to be used for a frame memory and a line-of-block buffer, respectively. The final two cores, input stream control (ISC) and video output module (VOM), are responsible for interfacing the chip to the outside of it. All the IP cores have 16-bit data interfaces. Some peripherals are also used but not shown in the figure for the sake of convenience.
There are mainly seven data streams (○ 1 ~ ○ 7 ) which show up on the bus as the decoding sequence proceeds. Table 1 summarizes the numbers of clock cycles required for each IP module's operation (in the second row) and its in/out data transfers through the system bus (in the third and fourth rows). Each number is calculated based on one macro block processing for P frames. For I frames, both their occurrence frequency and computational complexity are very lower than those of P frames and thus they are not dealt with.
As shown in the table, the VDL-IQ and IDCT modules have the largest variation in their operation cycles, while the MC and LF modules have the fixed numbers of cycles. In the case of bus use, MC-related bus traffics (○ 3 and ○ 4 ) and LF-related bus traffics (○ 5 and ○ 6 ) occupy the bus for a much longer time than the other modules. Note that all the data transfer cycles in the table include address calculation latency of the DMAC module between back-to-back bock transfers. Fig. 7(a) shows the whole operational sequence of the VC-1 decoding, which is roughly drawn proportionally to the numbers of cycles listed in Table 1 . This is fully sequentially drawn without consideration of pipelining. The white blocks indicate bus traffics only one of which is allowed to occupy the system bus at any given time. To provide PI signals, the AHB bus is replaced with a 16-bit version of the SoC Network Protocol (SNP) bus [14] . Bus-based interconnects such as AMBA AHB have been widely used for on-chip communication in relatively small SoCs because of simplicity and low cost implementation. However, as the number of intellectual property (IP) cores integrated into a single chip increases, the interconnect architectures based on a single bus becomes unable to sustain the popularity due to their limited bandwidth. Thus, multi-layered buses having mezzanine or piggy-back structures are devised to increase the bandwidth. Recently, bus matrix-based communication architectures are being considered by designers to meet the high bandwidth requirement of modern SoC designs and thus widely studied. However, one drawback of the bus matrix structure is that it connects every master to every slave cluster (or local bus) in the system, resulting in a prohibitively large number of busses. The space occupied by the bus wires, especially high-speed wires, increases dramatically as the number of masters and slave clusters does. The excessive wire congestion can make it practically impossible to route and achieve timing closure for the design.
SNP is devised to reduce the excessive number of bus signals [20] . It is a phase-based communication protocol. In SNP, bus wires are categorized into three groups, control, address, and data signals, and SNP uses only one set of wires called channel (denoted as CHANNEL) to transmit three groups of signals in a time-multiplexed manner. Since the three groups of signals are transferred through the same channel, 3 bits (denoted as PHASE) are used to encode the current phase. Fig. 8 shows a basic phase-based interconnection between a sender and a receiver. In addition to CHANNEL and PHASE signals, two signals, VALID and READY, are used such that VALID indicates that the channel carries valid information while READY indicates that the receiving agent is ready to latch the incoming information. All signals are directed in the same way from the sender to the receiver except READY directed from the receiver to the sender. Note that many other protocols such as AHB and AXI use the ready and valid signals, too.
Existing SoCs frequently employ master-to-slave communication, such that a master initiates a certain command and then a slave receives and responds to it accordingly. For example, if a microprocessor (master) IDCT (a) sequential (about 9,000 cycles on average) (b) pipelined (about 5,000 cycles on average) sends an address and command to a memory (slave) to read data, the memory sends the corresponding data. The master-to-slave communication can be implemented using two channels as shown in Fig. 9 .
One channel, called the master channel hereafter, includes signals directed from a master to a slave while the other channel, called the slave channel hereafter, is directed from the slave to the master. For the differentiation of the master and slave channels, prefixes M_ and S_ are used for the master channel and the slave channel, respectively. Address, write data and all control phases are carried by M_CHANNEL signals in the master channel. In the slave channel, S_CHANNEL carries read data and response phases. Fig. 9 shows the case when a master and a slave are directly connected to each other. However, multiple masters can be connected to multiple slaves using multiplexers and arbiters. Note that how to build a bus architecture with SNP is explained well in [5] .
For AMBA AHB, address and data buses are not used in the same bus cycle; i.e., their information are transmitted sequentially. SNP supports phase omissionrestoration to reduce the number of control phases as many as possible. Thus, the time delay of SNP caused by the time-multiplexed transmission is not a problem, when compapred to AHB. In addition, for AHB, the separately defined control bus is used only at the first cycle of the transaction for a burst transfer. As a result, the performance of SNP is almost equal to that of AHB, although SNP has wires that are approximately threefifths the size of those of AHB.
Moreover, the phase signal can be used for various purposes. The phase signals are unnecessary during actual data transmission. That is, upon transmission of the data bus signal, the phase signal lines go into a dormant state. At that time, the phase lines can be used for a useful purpose; i.e, they are used to inform a slave device of a pattern of the transmitted data. For reference, Intel QuickPath Interconnect or QPI [17] utilize this dormant state to send cyclic redundancy check (CRC) bits through its side-band signals to speeds up the transfer of data packets. It uses only 36 clocks to transfer a data packet including its CRC field as compared to 40 clocks of older architecture. In addition, on-chip bus serialization can benefit from this kind of channel-based approach [19] . Now, the internal buffers for outputting data and their control logics in the MC and LF modules are modified to support the proposed compression method in real time. In addition, real-time decompression logics for data input to the LF module are implemented in the LF module. The SRAM core is regenerated using a memory compiler so that it has 32-bit data in and out interfaces to facilitate the real-time decompression and compression, respectively. Finally, a 32-bit wide block buffer is added to the DMAC for writing data to the SDRAM. It is used on the LF-to-SDRAM data transmission to decompress incoming data promptly. For readers' information, there is no revision for the SDRAM-to-MC data transmission since the effect of the compression scheme is not feasible as reading data from the 16-bit wide external SDRAM does not provide a chance of compression. To estimate only the performance of bus data compression method, some other advantageous features of SNP are not implemented in this modification.
Both versions of the chip, the AHB-based one and the SNP-based one, show the same performance in the VC-1 decoding time when the function of the bus data compression is turned off. However, when it is turned on, the performance is significantly enhanced on average. Fig. 10 shows the 13.6% time reduction of the average pipeline period in which only the MC-and LF-related operations are performed (i.e., the traffics, ○ 1 , ○ 2 , and ○ 7 are not included). The pipeline period is reduced by 11.2% as a whole (i.e., when the traffics, ○ 1 , ○ 2 , and ○ 7 are included).
From Fig. 7 , it is found that the LF module has enough time to compress its output data to move them to the SDRAM ○ 6 after the LF operation. In addition, Thus, the time for the LF-to-SDRAM data transmission is reduced much as shown in Fig. 10 . The SRAM is also able to compress its output data in real time as it has a 32-bit wide data interface, even though it is not given marginal times like the LF's bus waiting time. Thus, the Fig. 9 . Master-to-slave connection using SNP channels.
time for the SRAM-to-LF data transmission is significantly reduced as well.
Meanwhile, the MC module has less marginal time to compress its output data than the LF module when the MC operation is the bottleneck of the pipelining (that is, skip modes frequently occurs). In fact, the VC-1 test bit streams such as Akiyo, Foreman, and Stefan (CIF and 300 frames per each) have 30 ~ 40% of skip modes over all their 8x8 blocks. In addition, as the MC module is scheduled to transfer its result data when the VLD-IQ operations for four luminance blocks are completed (Actually, the appropriate start point for that transmission is hard to estimate), the compression may be not even started when the MC operations for chrominance blocks are skipped. Therefore, the compression effect of the MC-to-SRAM data transmission is relatively minimal as shown in the figure. Table 2 lists the reduction ratios of the average pipeline periods for the five test videos [18] . Here, it is found that the compression effect is bigger for a motionabundant video like Stefan and Crowd run. Table 3 shows the results of logic synthesis using a 0.13 um standard cell library in the Synopsys Design Compiler. The revised version of the VC-1 decoder chip requires a total of 34,755 more gates compared to the original AHB-based version; 12,801 gates acount for replacemet of AHB with SNP (i.e., SNP occupies 12,801 more gates than AHB), and 21,954 gates account for the hardware implementation of the proposed compression and decompression scheme. That is, 34,755 logic gates are paid for the performance enhancement by 13.6% on average for CIF or SIF videos and 10.3% on average for 720p ones.
V. CONCLUSIONS
Recent video applications drive bigger and bigger resolutions. Accordingly, many video processor chips suffer from a lack of bus bandwidth and IP cores residing in those chips have to wait for longer time to get a bus grant. To address the issue, this paper proposes an onchip bus data compression method. The method utilizes IP cores' waiting times so that they can compress their output data during that time. In addition, its simplicity helps the cores compress data promptly. The method is applied to a video processor and reduces the processing time of one macro-block is reduced by 13.6% for SD videos and 10.3% for HD ones.
Although the results are obtained with SD-or HDresolution videos since the video processor was developed for a mobile applicaton and thus it supports up to that resoultion, the author thinks that the proposed data bus compression method also takes an enough effect on the large size video such as full-HD videos.
Meanwhile, there may be an opinion that it should be better to use a wider bus rather than this scheme to enhance system performance. However, the same amount of hardware modification is required to make IP cores support the wider bandwidth. Also, a wider bus might also face design limits such as timing closure and bus area increment caused by a limited number of metal layers.
In addition, assume that a large number of IP cores are integrated into one SoC but only a few IP cores can efficiently support the wider bandwidth. Then, the whole bus replacement can be wasteful and risky due to verification problem. Rather, the author thinks that it is a better solution to modify only the corresponding IP cores to employ the proposed scheme.
