On weak shock diffraction in real gases by Gupta, Neelam & Sharma, V. D.
ar
X
iv
:1
40
5.
43
77
v1
  [
ma
th-
ph
]  
17
 M
ay
 20
14
On weak shock diffraction in real gases
Neelam Gupta and V. D. Sharma
Department of Mathematics, Indian Institute of Technology Bombay,
Mumbai-400076
September 6, 2018
Abstract
Asymptotic solutions are obtained for the two-dimensional Euler system for real gases with ap-
propriate boundary conditions which describe the diffraction of a weak shock at a right-angled wedge;
the real gas effects are characterized by a van der Waals type equation of state. The behavior of the
flow configuration influenced by the real gas effects, that includes the local structure near a singular
point, is studied in detail.
1 Introduction
Shock waves were recognized as a natural phenomenon more than a century ago, yet they are still
not widely understood. The problem of shock reflection-diffraction by wedges has a salient feature in
gasdynamics which has captured the interest of researchers over the last fifty years (see, Courant &
Friedrichs [1], Glass & Sisilian [2], and Ben-dor [5]). When a weak incident shock reflects off a wedge,
various configurations are generated including the regular and Mach reflections (see, Chang & Chen [23],
Zheng [3, 4], Chen [6], and Chang & Hsiao [7]). Here, we consider the case when regular reflection takes
place for sufficiently large wedge angles. When a plane shock hits a wedge head on; it is reflected by the
wedge surface, and at the same time the flow behind it is diffracted by the compressive corner of the
wedge and produces circular waves in the vicinity of the corner. Moreover, the circular diffracted waves
propagate with the sound speed in the medium surrounded by the wedge. This remarkable configuration
so-called reflection-diffraction phenomena has been studied previously, within the context of an ideal gas,
by Keller & Blank [8], Hunter & Keller [9], Harabetian [10], Morawetz [13], Zheng [14], Hunter & Brio
[16], Canic et al. [17], Rosales & Tabak [15], and Hunter & Tesdall [18, 24]. The ideal gas law is based
on the assumption that gases are composed of point masses that undergo perfectly elastic collisions; but
at a low temperature or high pressure, behavior of gases deviates from the ideal gas law and follows van
der Waals type gas that deals with the possible real gas effects [19, 20, 21, 22]. In this paper, we use an
asymptotic approach to the shock diffraction problem when the real gas effects are taken into account;
the real gas effects, presented here, are characterized by a van der Waals type equation of state.
The set up of the reflection consists of a straight shock hitting a right-angled wedge at the origin at time
t = 0; the shock is assumed to be weak moving parallel to one side of the wedge, which is placed parallel to
the y-axis (see Figure 1). The shock is then reflected and diffracted off the wedge; the linearized solution
to this problem was presented in [8]; the solution was modified later in [9] using the theory of weakly
nonlinear geometrical acoustics. Here, we use asymptotic expansions to obtain nonlinear corrections to
the behavior of diffracted wave near the wavefront; in the limit of vanishing van der Waals excluded
volume, we recover the results obtained in [9]. The main objective of the present paper is to study how
the real gas effects influence the behavior of the reflected and diffracted wavefronts, and in particular the
local structure of the self-similar solutions of the Euler equations near a singular point; the motivation
stems from the work carried out in [8, 9, 10, 11, 12].
This paper is structured as follows: In section 2, we set up the mathematical model with appropriate
boundary conditions to describe the shock reflection-diffraction phenomena. In section 3, we provide
asymptotic expansions of the Rankine-Hugoniot conditions for incident and reflected shocks and obtain
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a piecewise leading order constant solution to O(ǫ) in the exterior region. In section 4, we obtain first
order approximation to the problem in the diffracted wave region; this solution is not valid near the
boundary points where the governing system becomes degenerate. Indeed, the solution has a singularity
of the type
√
ζ − a0 at these points. So, there is a need to find a different expansion near such points.
In order to achieve this objective, we rescale the independent variables near these points and find a
new approximation in section 5. In a close neighborhood of the point Q(a0, π) (see Figure 1), since the
change in tangential direction is faster than the radial direction, we present another expansion in section
6 and obtain an asymptotic solution in the neighborhood of the singular point. Finally, we match all the
approximations to boundary conditions in order to get a uniformly valid solution throughout the flow
field. We summarize our conclusions in section 7.
2 Shock reflection-diffraction configuration
Consider the compressible Euler equations of gasdynamics in two-dimensional space
ρt + (ρu)x + (ρv)y = 0,
(ρu)t + (ρu
2 + p)x + (ρuv)y = 0,
(ρv)t + (ρuv)x + (ρv
2 + p)y = 0,(
ρ
(
e+
u2 + v2
2
))
t
+
(
ρu
(
h+
u2 + v2
2
))
x
+
(
ρv
(
h+
u2 + v2
2
))
y
= 0,
(2.1)
for the variables (ρ, u, v, p, e), where ρ, (u, v), p, e, and h are the density, velocity components, pressure,
internal energy, and specific enthalpy, respectively. In addition, e and h, the functions of ρ and p, are
related by the second law of thermodynamics
TdS = de+ pdV = dh− V dp,
with T (ρ, p) being the temperature, V the specific volume and S(ρ, p) the specific entropy. Here, we
consider the fact that the gas obeys a van der Waals type equation of state, for which pressure p,
temperature T , specific volume V , internal energy e, entropy S, and specific enthalpy h are related as
p =
RT
(V − b) , e =
p(V − b)
γ − 1 , S = cv ln (p(V − b)
γ) + constant, h =
p(γV − b)
γ − 1 , (2.2)
where R is the gas constant, γ(> 1) the ratio of specific heats, and b the van der Waals excluded volume.
When a weak shock in the (x, y, t) coordinates, with state ahead of the shock (ρ, u, v, p) = (ρ0, 0, 0, p0)
for some p0 > 0 and the state behind the shock (ρ1, u1, 0, p1) with p1 > p0, hits a right-angled wedge
head on, it reproduces a diffraction-reflection phenomenon. Therefore, we seek a solution of the system
(2.1) satisfying the initial condition
(ρ, u, v, p)
∣∣∣
t=0
=
{
(ρ0, 0, 0, p0), y > 0, x > 0
(ρ1, u1, 0, p1), x < 0,
(2.3)
and the slip boundary condition along the wedge
v = 0
∣∣∣
y=0
x > 0, t > 0. (2.4)
It may be observed that the equations (2.1), governing the diffraction-reflection phenomenon, together
with initial and boundary conditions (2.3) and (2.4) are invariant under the self-similar scaling:
(t, x, y)→ (νt, νx, νy), (ρ, u, v, p)(t, x, y) = (ρ, u, v, p)(νt, νx, νy),
where ν > 0 is an arbitrary constant. Thus, introducing the variables ζ =
√
x2+y2
t and β = tan
−1
(
y
x
)
,
the Euler equations (2.1) for self-similar flow consist of the conservation law of mass, momentum, and
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Figure 1: Self-similar flow pattern at a right-angled wedge.
energy:
(U− ζ)ρζ + ρUζ + 1/ζ(ρVβ + Vρβ + ρU) = 0,
(U− ζ)Uζ + (1/ρ)pζ + (V/ζ)Uβ − V2/ζ = 0,
(U− ζ)Vζ + (V/ζ)Vβ + (1/ρ)pβ + UV/ζ = 0,
− ζ
(
ρ
(
e+
U
2 + V2
2
))
ζ
+
(
ρU
(
h+
U
2 + V2
2
))
ζ
+ (1/ζ)
(
ρV
(
h+
U
2 + V2
2
))
β
+ (ρU/ζ)
(
h+
U
2 + V2
2
)
= 0,
(2.5)
with initial and boundary conditions:
lim
ζ→∞
(ρ,U,V, p) =
{
(ρ0, 0, 0, p0), 0 ≤ β < π2 ,
(ρ1, u1 cosβ,−u1 sinβ, p1), π2 ≤ β < 3π2 ,
(2.6)
and
V = 0
∣∣∣
β=0
, (2.7)
where h is given by (2.2)4, β = θ − π/4, with β = 0 on the edge XY ,
U = u cosβ + v sinβ, V = −u sinβ + v cosβ, (2.8)
and the sound speed is given by a(ρ, S) =
√
∂p/∂ρ =
√
γp
ρ(1− bρ) , 0 ≤ bρ < 1.
For smooth solutions, the energy equation (2.5)4 may be written as
(U− ζ)Sζ + (V/ζ)Sβ = 0. (2.9)
In view of (2.2)3, equations (2.5)1,2,3 and (2.9) can be written using vector matrix notation as
(A(W ) − ζI)Wζ + (1/ζ)B(W )Wβ + (1/ζ)C(W )W = 0, (2.10)
where W = (ρ,U,V, S)T and A = (Aij), B = (Bij), and C = (Cij) are 4× 4 matrices with nonzero entries
A11 = U, A12 = ρ, A21 = a
2/ρ, A22 = U, A24 = p/ρcv, A33 = U, A44 = U, B11 = V, B13 = ρ, B22 = V,
B31 = a
2/ρ, B33 = V, B34 = p/ρcv, B44 = V, C12 = ρ, C23 = −V, and C32 = V; the remaining entries are
all zero.
Initially at time t = 0, it is assumed that the shock front hits the right-angled wedge head on. At time
t > 0, it propagates further along the wedge, a part of it is diffracted by the vertex and produces a
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nearly circular diffracted wave originating from the vertex of the wedge moving at sonic speed, whereas
other part is reflected back by the wedge (see Figure 1). The unknown curved portion PQ, due to the
influence of the vertex Y , joins the diffracted wavefront QR at Q(a0, π) and gives rise the overall shock
diffraction-reflection phenomenon. The location of the incident shock after it has moved beyond the
domain of the influence of the origin (vertex of the wedge) is given by
SI : ζ = a0 sec β, (2.11)
where a0 =
√
γp0/ρ0(1− bρ0).
Similarly, the equation of the reflected shock is given by
SR : ζ = −a0 secβ. (2.12)
It follows from (2.11) and (2.12) that dζ/db˜ > 0 for incident shock SI while for reflected shock SR
dζ/db˜ < 0, where b˜ = bρ0; this implies the domain of linearized solution becomes larger with an increase
in b˜.
It may be noticed that the domain of entire flow field consists of the following regions:
Ω0 = {(ζ, β) : ζ > a0 sec β} ,
Ω1 = {(ζ, β) : a0 < ζ < a0 sec β, 0 < β < π} ∪ {(ζ, β) : ζ < −a0 sec β, π < β < 3π/2} ,
Ω2 = {(ζ, β) : −a0 secβ < ζ < −a0, π < β < 3π/2} , Ω˜ = {(ζ, β) : ζ < a0, 0 < β < 3π/2} .
Here QR is referred to as the sonic curve, ζ = a0, across which there is a continuous transition from the
supersonic region Ω2 to the subsonic region Ω˜, whereas PQ is the free boundary, called diffraction of the
planar shock, across which the transition undergoes a jump from the supersonic region Ω1 to the subsonic
region Ω˜ near the origin. The flow is constant in the regions Ω1 and Ω2 while it is pseudo-subsonic in
Ω˜. The nature of this flow pattern is regulated by Euler system (2.1), which is hyperbolic; however, in
self-similar coordinates, the corresponding flow is governed by mixed type equations (2.10). Indeed, the
system (2.10) changes its type from elliptic to hyperbolic when the point (ζ, β) runs from the origin to
infinity. Hence in order to determine the entire flow field and the wave structure, one needs to solve
the free boundary value problem for a degenerate elliptic equation. The system (2.10) has four real
eigenvalues
λ =
V
ζ(U− ζ) , (multiplicity-2)
λ =
V(U− ζ)±a√V2 − a2 + (U− ζ)2
ζ ((U− ζ)2 − a2) ,
(2.13)
with V2 + (U− ζ)2 > a2. Therefore, equations (2.13) imply that the system (2.10) is hyperbolic and the
flow is supersonic. When V2 + (U − ζ)2 < a2, the system is mixed type as two equations in (2.10) are
hyperbolic and the other two are elliptic. However, V2 + (U − ζ)2 = a2 represents a sonic curve in (ζ, β)
plane. In general, the system (2.10) is mixed type and the flow is transonic.
3 Rankine-Hugoniot conditions for the incident and reflected
shocks
The state ahead of the incident shock is (ρ0, 0, 0, p0); however, in order to find the states (ρ1,U1,V1, p1)
and (ρ2,U2,V2, p2), immediately behind the incident and reflected shocks denoted by subscripts-1 and -2,
respectively, we need the Rankine-Hugoniot (R-H) conditions in 2D. Let ζ = G(β) be the shock curve;
then from (2.1) Rankine-Hugoniot relations imply
G′[ρ] = µ[ρu] + ν[ρv],
G′[ρu] = µ[ρu2 + p] + ν[ρuv],
G′[ρv] = µ[ρuv] + ν[ρv2 + p],
G′
[
ρ
(
e+
u2 + v2
2
)]
= µ
[
ρu
(
h+
u2 + v2
2
)]
+ ν
[
ρv
(
h+
u2 + v2
2
)]
,
(3.1)
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where G′, (µ, ν), and square brackets, [.], denote the shock speed, normal vector to the shock front, and
jump across the shock, respectively.
Then using (2.2), (2.11), and (2.3) in (3.1), the R-H conditions (3.1) on the incident shock give the
following relations
p1
p0
=
(γ + 1)ρ1 − (γ − 1)ρ0 − 2b˜ρ1
(γ + 1)ρ0 − (γ − 1)ρ1 − 2b˜ρ1
, ρ1 > ρ0
u1 =
(
(p1 − p0)(ρ1 − ρ0)
ρ0ρ1
)1/2
, ζ = a0 secβ, v1 = 0.
(3.2)
Let ǫ > 0 be a dimensionless parameter measuring the shock strength, i.e.,
ǫ = (ρ1 − ρ0)/ρ0. (3.3)
Then in view of (2.8) and (3.3), equations (3.2) yield the following asymptotic expansions of the state-1
variables as ǫ→ 0:
ρ1
ρ0
= 1 + ρ
(1)
1 ǫ,
p1
p0
= 1 + p
(1)
1 ǫ + p
(2)
1 ǫ
2 +O(ǫ3),
U1
c0
= U
(1)
1 ǫ+ U
(2)
1 ǫ
2 +O(ǫ3),
V1
c0
= V
(1)
1 ǫ+ V
(2)
1 ǫ
2 +O(ǫ3),
a1
c0
= κ0 + a
(1)
1 ǫ+ a
(2)
1 ǫ
2 +O(ǫ3),
S1 − S0
cv
=
γǫ3
12(1− b˜)3 (γ
2 − 1) +O(ǫ4),
ζ
c0
= κ0 secβ +
κ0(γ + 1)ǫ
4(1− b˜) sec β +O(ǫ
2),
(3.4)
where ρ
(1)
1 = 1, p
(1)
1 =
γ
(1− b˜) , p
(2)
1 =
γ(γ − 1 + 2b˜)
2(1− b˜)2 , U
(1)
1 = κ0 cosβ, V
(1)
1 = −κ0 sinβ, U(2)1 =
(γ − 3 + 4b˜)κ0 cosβ
4(1− b˜) , V
(2)
1 =
(3− γ − 4b˜)κ0 sinβ
4(1− b˜) , a
(1)
1 =
κ0(γ − 1 + 2b˜)
2(1− b˜) , a
(2)
1 =
κ0((γ − 1)(γ − 3 + 8b˜) + 8b˜2)
8(1− b˜)2 ,
κ0 = (1− b˜)−(γ+1)/2, c0 = a0/κ0 and 0 < β < π.
Similarly, for the asymptotic expansions of the state-2 variables, using (2.12) and (3.4)1,2,3,4 into (3.1),
the R-H conditions (3.1) on the reflected shock imply the following asymptotic forms:
ρ2
ρ0
= 1 + ρ
(1)
2 ǫ+O(ǫ
2),
p2
p0
= 1 + p
(1)
2 ǫ+ p
(2)
2 ǫ
2 +O(ǫ3),
U2
c0
= U
(1)
2 ǫ+ U
(2)
2 ǫ
2 +O(ǫ3),
V2
c0
= V
(1)
2 ǫ+ V
(2)
2 ǫ
2 +O(ǫ3),
(3.5)
where perturbed quantities are as follows:
ρ
(1)
2 = 2, p
(1)
2 =
2γ
(1− b˜) , U
(1)
2 = 0, V
(1)
2 = 0, p
(2)
2 =
γ
(1−b˜)2
(2γ− 1+ 3b˜), U(2)2 =
κ0
2(1− b˜) (−γ+1− 2b˜) cos β,
V
(2)
2 = −
κ0
2(1− b˜) (−γ + 1 − 2b˜) sinβ, and π < β < 3π/2. It follows from (2.6), (3.4)1 and (3.5)1 that
the solution, to the first order approximation, is piecewise constant in the exterior of the region Ω˜, i.e.,
ρ
(1)
i (ζ, β) =

ρ
(1)
0 = 0, (ζ, β) ∈ Ω0,
ρ
(1)
1 = 1, (ζ, β) ∈ Ω1,
ρ
(1)
2 = 2, (ζ, β) ∈ Ω2.
(3.6)
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4 First order approximation in the diffracted region Ω˜
In order to find the first order linear approximation to the problem, we look for asymptotic expansions
of the form
ρ/ρ0 = 1+ ǫρ˜
(1) + ǫ2ρ˜(2) +O(ǫ3),
U/c0 = ǫκ0U˜
(1) + ǫ2κ0U˜
(2) +O(ǫ3),
V/c0 = ǫκ0V˜
(1) + ǫ2κ0V˜
(2) +O(ǫ3),
(S − S0)/cv = ǫS˜(1) + ǫ2S˜(2) +O(ǫ3).
(4.1)
For convenience, introducing the non-dimensional variable ξ = ζ/c0 and inserting the asymptotic ex-
pansions (4.1) into (2.10), one gets the following system of equations for the first order perturbation
variables
− ξ2ρ˜(1)ξ + κ0ξU˜(1)ξ + κ0(U˜(1) + V˜(1)β ) = 0,
κ0ρ˜
(1)
ξ − ξU˜(1)ξ + (κ0(1− b˜)/γ)S˜(1)ξ = 0,
− ξ2V˜(1)ξ + κ0ρ˜(1)β + (κ0(1 − b˜)/γ)S˜(1)β = 0,
S˜
(1)
ξ = 0.
(4.2)
Eliminating U˜(1), V˜(1) and S˜(1)from equations(4.2), one gets the following PDE in the unknown variable
ρ˜(1)
ξ2
((
1− (ξ/κ0)2
)
ρ˜
(1)
ξ
)
ξ
+ ρ˜
(1)
ββ + ξρ˜
(1)
ξ = 0. (4.3)
The change of radial variable ξ to r, with r = ξ/κ0
1+
√
1−(ξ/κ0)2
, transforms the PDE (4.3) into the following
Laplacian equation
r(rρ˜(1)r )r + ρ˜
(1)
ββ = 0, (4.4)
the solution of which, following Keller and Blank ([8] with φ = π/4 = ψ and λ = 2/3), satisfying the
boundary conditions (3.6) and (2.7)can be written as
ρ˜(1) = 1 +
1
π
arctan
{
(1− r4/3)√3
1 + r4/3 + 4r2/3 cos(2β/3)
}
; r ≤ 1, 0 ≤ β ≤ 3π/2. (4.5)
It may be noticed that the solution given by (4.5) is not uniformly valid throughout the domain Ω˜,
specially at the boundary r = 1 or ξ = κ0, where its derivatives blow up. Indeed, the normal derivative
of linearized solution (4.5) is unbounded in region II, while in region I, where the diffracted wave SD
merges into reflected wave SR tangentially, both the normal and tangential derivatives of the linearized
solution are unbounded. This means that it is essential to account for the nonlinear effects at those
points where the singularity occurs. From (2.10), it may be noticed that the system becomes degenerate
at ζ = (U+ a)0. Therefore, we need a different asymptotic expansion at ζ = (U+ a)0 where the nonlinear
effects are significant; this we discuss in the following section. The asymptotic behavior of (4.5) near
ξ = κ0 is given by
ρ˜(1) = ρ
(1)
i (ζ, β) +
(
2
3
)1/2
2
π(1 + 2 cos(2β/3))
√
1− ξ
κ0
+O
(
1− ξ
κ0
)
, (4.6)
which terminates at Q(κ0, π); therefore, we need a different asymptotic expansion in the neighborhood
of Q(κ0, π) which we discuss in section 6.
One can construct higher order terms (say, ρ˜(2)) in the expansion (4.1)1. In view of the fact that
ρ˜(2) = O(1− ξ/κ0)−1/2, the consecutive terms in this expansion would be progressively more singular at
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r = 1; this renders the expansion (4.1)1 to be non-uniform in regions I, II, and IV . Therefore, in view
of (4.6) and (4.1)1, the first order approximation of the solution near r = 1 for β 6= π can be written as
ρ/ρ0 = 1 + ǫρ
(1)
i (ζ, β) +
(
2
3
)1/2
2ǫ
π(1 + 2 cos(2β/3))
√
1− ξ
κ0
+O
(
ǫ2√
1− ξ/κ0
)
. (4.7)
From equation (4.7), it may be observed that the first order solution given by (4.7), is valid only if
ǫ2/
√
1− ξ/κ0 << ǫ i.e., ǫ2 << 1 − ξ/κ0 << 1 while near the boundary where the nonlinear effects are
significant, it has a singularity of type
√
1− ξ/κ0.
5 Nonlinear approximation
It may be noticed that at W0 ζ(W0) = (U+ a)0 = a0, the system (2.10) becomes degenerate in the
sense that det(A − ζI) = 0 at W = W0 (constant), and so the solution at O(ǫ), namely, W1 might
develop a singularity at this point as is evident from (4.7). Thus, in order to account for the nonlinear
effects near this point, where the singularity can occur, we need to construct a new expansion where ζ
is close to a0. When β 6= π, the radial variable ζ, close to an eigenvalue a0 of (2.10), can be rescaled as
ζ = ζ(W0)+ζ
′(W0)(U+a−ζ(W0))+ ǫ2τ = c0(κ0+κ0a(1)i ǫ+κ0U(1)i ǫ)+ ǫ2τ , where i = 1 and 2 refer to the
states ahead of the diffracted wavefront PQ and behind the sonic arc QR, respectively. We, therefore,
look for an asymptotic expansion valid in regions II, III, and IV of the form:
ρ
ρ0
= 1 + ǫρ
(1)
i + ǫ
2ρˆ(τ, β) +O(ǫ3),
U
c0
= ǫκ0U
(1)
i (β) + ǫ
2κ0Uˆ(τ, β) +O(ǫ
3),
V
c0
= ǫκ0V
(1)
i (β) + ǫ
2κ0Vˆ(τ, β) + ǫ
3κ0 ˆˆV(τ, β) +O(ǫ
4),
a
c0
= κ0 + κ0a
(1)
i ǫ+ κ0aˆǫ
2 +O(ǫ3),
S − S0
c0
= ǫκ0S
(1)
i (β) + ǫ
2κ0Sˆ(τ, β) +O(ǫ
3),
(5.1)
where ρ
(1)
i , U
(1)
i , V
(1)
i , a
(1)
i and S
(1)
i are the coefficients of ǫ in (3.4) or (3.5) referring to states-1 or -2,
respectively. Equations (2.10), in view of (5.1), yield at O(1) the following relations
Sˆτ = 0, Uˆ− U(2)i (β) = (ρˆ− ρ(2)i ), Vˆ = V(2)i (β), (5.2)
where ρ
(2)
i , U
(2)
i , V
(2)
i are the coefficients of ǫ
2 in (3.4) or (3.5) referring to states-1 and -2, respectively.
Similarly to the orders O(ǫ) and O(ǫ2), we have:
O(ǫ) : a
(1)
i = ρ
(1)
i , − a(1)i ρˆτ + ρ(1)i Uˆτ − U(1)iβ Vˆτ = 0, − ˆˆVτ − U(1)iβ ρˆτ = 0, (5.3)
O(ǫ2) : (κ0Uˆ− τ)(ρˆ+ Uˆ)τ −κ0V(1)i U(1)iβ (ρˆ+ Uˆ)τ + Vˆβ−κ0U(1)iβ ˆˆVτ + Uˆ+2aˆκ0ρˆτ −κ0ρˆρˆτ +κ0ρˆUˆτ = 0, (5.4)
where equation (5.4) has been written on using the O(ǫ2) equations obtained from (2.10)1,2. The jump
relations (3.4) and (3.5) yield the following relations
U
(1)
iβ − V(1)i = U(1)i + V(1)iβ = 0,
aˆ =
(γ − 1 + 2b˜)2(1− b˜) ρˆ+ (γ − 1)(γ − 3 + γb˜+ 5b˜)8(1− b˜) ρ(1)i 2 + (γ + 1)(γ + 3)b˜
2ρ
(1)
i
2
8(1− b˜)2
 . (5.5)
Now using (5.2), (5.3), and (5.5) in (5.4) we get{
κ0
(
γ + 1
1− b˜
)
(ρˆ− ρ(2)i )− 2(τ −K)
}
ρˆτ + ρˆ− ρ(2)i = 0, (5.6)
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where
K = κ0U
(2)
i +
κ0ρ
(2)
i
2
(
γ − 1 + 2b˜
1− b˜
)
− κ0
2
V
(1)
i U
(1)
iβ
+ κ0
(γ − 1)(γ − 3 + γb˜+ 5b˜)8(1− b˜) ρ(1)i 2 + (γ + 1)(γ + 3)b˜
2ρ
(1)
i
2
8(1− b˜)2
 .
(5.7)
Solution for (5.6) is given by
C(ρˆ− ρ(2)i )2 + κ0
(
γ + 1
1− b˜
)
(ρˆ− ρ(2)i )− (τ −K) = 0, (5.8)
where C = C(β) is the integration constant. Thus, depending on the sign of integration constant C(β)
of (5.8), there are two possible solutions; the first possible solution, for C > 0, is a parabola in (τ, ρˆ)-
plane with vertex in the second quadrant and branches in +τ direction. For a uniformly valid solution,
boundary conditions must be satisfied, i.e., ρˆ = ρ
(2)
i as τ → ∞; but in this case the solution ρˆ takes
either lower or upper branch of parabola as τ → ∞. This shows that C cannot be positive; indeed, it
must be negative for the desired unique solution. Thus, there exists a value of τ , say τs such that for
τ < τs, there may be a shock or an expansion wave, whereas for τ > τs, ρˆ = ρ
(2)
i . In case of a shock,
R-H conditions along with the entropy condition must be satisfied; equation (5.6) can be expressed in
the following conservation form{
κ0
(
γ + 1
1− b˜
)
(ρˆ− ρ(2)i )2
2
− 2(τ −K)(ρˆ− ρ(2)i )
}
τ
+ 3(ρˆ− ρ(2)i ) = 0, (5.9)
which yields the R-H condition[
κ0
(
γ + 1
1− b˜
)
(ρˆ− ρ(2)i )2
2
− 2(τ −K)(ρˆ− ρ(2)i )
]
τ=τs
= 0. (5.10)
The entropy condition takes the form ρˆ(τs
+
) < ρˆ(τs
−); as ρˆ(τs
+
) = ρ
(2)
i is always positive, we have
ρˆ(τs
−) > 0. Moreover, it follows from the jump condition (5.10) and the entropy condition that
ρˆ(τs
−) =
4
κ0
(
1− b˜
γ + 1
)
(τs −K) + ρ(2)i > 0, (5.11)
which, in view of (5.8), implies that for shocks
τs =
−3
C(β)
{
κ0
4
(
γ + 1
1− b˜
)}2
+K. (5.12)
Thus, one can uniquely determine the solution ρˆ from (5.8) if C(β) is known. It follows from (5.8) that
for a shock, the function ρˆ will take the upper branch of the parabola, however for a continuous solution,
ρˆ will take the lower branch (see Figure 2). By matching the non-linear approximation (5.1)1 with the
linear approximation (4.1)1, we obtain the value of ρˆ and the appropriate branch of the parabola. It
follows from (5.8) that ρˆ expressed as
ρˆ ≈ ±
√
τ
C(β)
, as τ −→ −∞ (5.13)
In view of (5.13) and the expansion for τ , the non-linear approximation (5.1)1 yields
ρ
ρ0
= 1 + ǫρ
(1)
i + ǫ
2
{
±
√
κ0
C(β)
((
ζ
κ0c0
− 1
)
1
ǫ2
+O
(
1
ǫ
))}
= 1 + ǫρ
(1)
i ± ǫ
√
κ0
C(β)
(
ζ
κ0c0
− 1
)
+O(ǫ2).
(5.14)
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Figure 2: Solution profile ρˆ(τ) and the shock location influenced by the parameter b˜ for different values
of b˜.
From (4.1)1 and (4.6), one finds that
ρ
ρ0
=1 + ǫρ
(1)
i (ζ, β) +
(
2
3
)1/2
2ǫ
π(1 + 2 cos(2β/3))
√
1− ζ
κ0c0
+ ǫO
(
1− ζ
κ0c0
)
+ ǫ2O
 1√
1− ζκ0c0
 +O(ǫ3). (5.15)
Comparing the coefficient of O(ǫ) from (5.14) and (5.15), we get
±
√
κ0
−C(β) =
(
2
3
)1/2
2
π(1 + 2 cos(2β/3))
, (5.16)
which is possible only if
ǫ2O
 1√
1− ζ
κ0c0
 << ǫ
√
1− ζ
κ0c0
i.e.,
ǫ << 1− ζ
κ0c0
<< 1.
Therefore, from (5.16)
(
2
3
)1/2
2
π(1 + 2 cos(2β/3))
=

√
κ0
−C(β) , β < π,
−
√
κ0
−C(β) , β > π,
(5.17)
since
(1 + 2 cos(2β/3)) =
{
> 0, β < π,
< 0, β > π,
On squaring(5.16), we obtain the value of the unknown C(β) as
C(β) =
−3κ0π2(1 + 2 cos 2β/3)2
8
. (5.18)
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In view of (5.18), equation (5.12) gives the expression for the shock location for β 6= π
τs =
(γ + 1)2
2π2(1− b˜)γ+5/2(1 + 2 cos(2β/3))2 +K. (5.19)
Equation (5.19) shows that the location of the diffracted shock, in self-similar polar coordinates, which is
same as the velocity of diffracted shock in polar coordinates-(r, t), is significantly affected by the van der
Waals excluded volume b˜. Indeed, the diffracted shock in a real gas (0 < b˜ < 1) moves faster as compared
to the ideal gas case (b˜ = 0).
From (5.8) ρˆ is given by
[ρ] ≡ ρˆ− ρ(2)i =

−(γ + 1)κ0 +
√
(γ + 1)2κ02 + 4C(τ −K)(1− b˜)2
2C(β)(1 − b˜) , β < π, (shock)
−(γ + 1)κ0 −
√
(γ + 1)2κ02 + 4C(τ −K)(1− b˜)2
2C(β)(1 − b˜) , β > π. (expansion)
(5.20)
Here, we take positive root for the diffracted shock PQ and negative for the expansion wave QR since
across the shock density increases while across expansion wave it decreases. Now, using (5.19) and (5.18)
in (5.20)1 and matching with the boundary condition (3.4)1, the shock strength across the diffracted
shock is given as
[ρ] =
2(γ + 1)
3π2(1 − b˜)(1 + 2 cos(2β/3))2 . (5.21)
Equation (5.21) shows that the diffracted shock PQ is stronger in a non-ideal gas (0 < b˜ < 1) as compared
to the ideal gas (b˜ = 0) case. Similarly, in view of (5.18) and the boundary condition (3.5)1, jump in the
density gradient across the expansion wave QR is obtained from (5.20)2 along the radial direction to be
[ρτ ] =
2(1− b˜)γ+3/2
γ + 1
, (5.22)
which shows that an increase in b˜ causes the density gradient to decrease, implying thereby that the
rarefaction wave becomes weaker and decays slowly as compared to the corresponding ideal gas (b˜ = 0)
case.
6 Asymptotic approximation in the neighborhood of Q(a0, pi)
It may be noticed that the linearized solution given by (4.6), is invalid in the neighborhood of Q. The
purpose of this section is to derive equations which are valid in region I (see Figure 1). In order to find
a complete asymptotic description of the shock diffraction problem we construct asymptotic expansions
valid in region I by stretching the variables ξ and β and match leading order solutions in different regions,
shown in Figure 1; to this end we introduce new variables r
′
= (ξ− κ0)/ǫ and β′ = (β− π)/ǫ∆, where ǫ∆
is the gauge function with ∆ > 0 to be determined. In terms of these new variables, the dominant part
of (4.3), after simplification, results into
2κ0r
′
ρ˜
(1)
r′r′
+ κ0ρ˜
(1)
r′
− ǫ1−2∆ρ˜(1)
β′β′
= 0. (6.1)
At this point, based on the principle that the leading order equation should be kept as rich as possible
so that the solution contains the maximum possible information, the only choice for ∆, which gives a
non-degenerate reduced problem and allows all the terms in (6.1) to be retained is ∆ = 1/2. In terms of
these new variables (4.5) yields
ρ˜(1) = 2− 1
π
tan−1
√
−2r′/κ0
β′
+O(ǫ1/2), (6.2)
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where r′ < 0.
Accordingly, in region I, we look for the asymptotic expansions of the form:
ρ/ρ0 = 1 + ǫρ¯(r
′, β′) + ǫ3/2ρ¯(r′, β′) +O(ǫ2),
U/c0 = ǫκ0U¯(r
′, β′) + ǫ3/2κ0U¯(r
′, β′) +O(ǫ2),
V/c0 = ǫκ0V¯(r
′, β′) + ǫ3/2κ0V¯(r
′, β′) +O(ǫ2),
a/c0 = κ0 + ǫκ0a¯+ ǫ
3/2κ0a¯+O(ǫ
2),
S− S0
cv
= ǫS¯(r′, β′) + ǫ3/2S¯(r′, β′) +O(ǫ2).
(6.3)
When the expansions (6.3) are inserted into the equations (2.10), and collecting respectively, O(1), O(ǫ1/2)
and O(ǫ) terms, there results the following system of equations
O(1) : ρ¯r′ = U¯r′ ⇒ U¯− U(1)i = ρ¯− ρ(1)i , V¯r′ = 0, S¯r′ = 0. (6.4)
O(ǫ1/2) : V¯β′ = 0, κ0V¯r′ = ρ¯β′ , S¯r′ = 0. (6.5)
O(ǫ) : (κ0U¯− r′)ρ¯r′ + κ0ρ¯U¯r′ + U¯+ V¯β′ = 0, κ0(2a¯− ρ¯)ρ¯r′ + (κ0U¯− r′)U¯r′ = 0. (6.6)
In view of (6.4)1, combining equations (6.6)1 and (6.6)2, we get
2(κ0(ρ¯− ρ(1)i + U(1)i )− r′ + κ0a¯)ρ¯r′ + V¯β′ + ρ¯− ρ(1)i + U(1)i = 0, (6.7)
where a¯ is the coefficient of ǫ in (6.3)4 given by the following relation
a¯ =
(γ − 1 + 2b˜)ρ¯
2(1− b˜) . (6.8)
Now, using (6.8) in (6.7), and writing the resulting equation and (6.5)2 in divergence form, we get
2
{
κ0(γ + 1)ρ¯
2(1− b˜) −
(
r′ − κ0(U(1)i − ρ(1)i )
)}
ρ¯r′ + ρ¯− ρ(1)i + U(1)i + V¯β′ = 0, κ0V¯r′ = ρ¯β′ . (6.9)
Let r˜ = SR(β
′) be the location of the reflected shock in region I. Then the shock conditions for (6.9) are
κ0[V¯] + (dSR/dβ
′
)[ρ¯] = 0, (6.10)
ϑ[ρ¯2]− (dSR/dβ
′
)[V¯]− 2SR[ρ¯] = 0, (6.11)
where ϑ = (κ0/2)(γ + 1)(1− b˜)−1 and r˜ = r′ − κ0(U(1)i − ρ(1)i ).
Eliminating [V¯] from (6.10) and (6.11), we get
2κ0ϑ < ρ¯ > +(dSR/dβ
′
)2 − 2κ0SR = 0, (6.12)
where < ρ¯ > denotes the average value of ρ¯ on either side of the reflected shock. The solution of the
above equation, in view of the fact that the values of ρ¯ ahead and behind of SR are 1 and 2, respectively,
can be written as
SR = (κ0/2)(β
′ − β0)2 + (3κ0/4)(γ + 1)/(1− b˜), (6.13)
where β0 is an arbitrary constant. In order to find a uniformly valid solution throughout the flow field
we find matching conditions for (6.9). First, (6.3)1 must match with the solution in region III, given by
(3.6)2,3. This implies that a weak solution for the system (6.9) can be written as
ρ¯(r˜, β′) =
{
1, r˜ > SR,
2, r˜ < SR.
(6.14)
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Since the stretched variables in regions Ω˜ and I are related by ζ = c0(κ0 + ǫr
′) and β = π + ǫ1/2β′, the
matching condition for the leading order solutions in regions Ω˜ and I can be obtained in conformity with
(3.4), (3.5), and (4.1)1 as follows:
From (2.12), we get the following approximations for the reflected shock in (r′, β′) plane
r′ =
κ0β
′2
2
as β′ →∞, (6.15)
showing thereby that, in region I, the straight reflected shock becomes parabolic in the limit β′ → ∞;
we notice that an increase in the van der Waals excluded volume b˜ causes an increase in its latus-
rectum, indicating thereby that an increase in b˜ causes the real gas boundaries to become larger than the
corresponding ideal gas case. In view of (3.4), (3.5), (6.2), and (6.15), the boundary conditions for (6.9)
can be specified as
lim
β′→∞
ρ¯(ηκ0
β′
2
2
, β′) ≈ lim
ǫ→0
ρ˜(1) =

1, η > 1,
2, 0 < η < 1,
2− 1π tan−1
√−η, η < 0.
(6.16)
In a similar manner the solution in region I must match with the solution in region II. Let r˜ = SD(β
′)
be the equation of the diffracted shock; then in view of (6.9), the location of the diffracted shock can be
obtained in the following form
SD = (κ0/2)(β
′ − β0)2 + (κ0/4)(γ + 1)(3− 1/π tan−1
√−η)/(1− b˜), (6.17)
and the diffracted wave solution of the system (6.9) satisfying the boundary conditions (6.16)1,3 can be
written as
ρ¯(r˜, β′) =
{
1, r˜ > SD,
2− 1π tan−1
√−η, r˜ < SD. (6.18)
Now for smooth solution, (6.9) becomes
κ0(ϑρ¯− r˜)ρ¯r˜r˜ + κ0ϑρ¯2r˜ − κ0ρ¯r˜ + ρ¯β′β′ = 0. (6.19)
It may be remarked that the equation (6.19) is a PDE in ρ¯ implying the first approximation to the flow
in the vicinity of the point Q. It may be noticed that equation (6.19) is of mixed type, namely, it is
hyperbolic when ϑρ¯ < r˜, and elliptic when ϑρ¯ > r˜; however, when ϑρ¯ = r˜, it corresponds to two sonic
lines, S1 : r˜ = ϑ and S2 : r˜ = 2ϑ. Indeed, at r˜ = 2ϑ in region I, the reflected shock starts bending and
merges asymptotically into the diffracted shock SD; however the sonic line r˜ = ϑ is asymptotic to the
diffracted shock SD in the neighborhood of the point Q
′ (see Figure 3).
It may be observed that the stretching transformation r˜ → g2r˜, β′ → gβ′, ρ¯→ g2ρ¯, for every parameter
g > 0, leaves the equation (6.19) invariant and, therefore, it admits a similarity solution of the form
ρ¯ = β′
2
f(r˜/β′
2
) such that
(4m2 + (2κ0/β
′2)(ϑβ′
2
f − r˜))f ′′ − (κ0 + 2m)f ′ + 2κ0(f ′)2 + 2f = 0, (6.20)
with m = r˜/β′
2
; further, as the homogeneous equation (6.20) admits a solution of the form f(m) =
√
m,
an expansion wave solution of (6.19) in the region E between sonic lines r˜ = ϑ and r˜ = 2ϑ and satisfying
the boundary conditions (6.16)2,3 can be written as
ρ¯ =

2, m > 2ϑ/β′
2
.
β′
2√
m, ϑ/β′
2
< m < 2ϑ/β′
2
,
2− 1π tan−1
√−η, m < ϑ/β′2,
(6.21)
It may be noticed that an increase in b˜ not only causes the sonic lines S1 and S2 to shift along the
positive r˜ direction, but it also increases the breadth between them (see Figure 3). Further, equation
(6.2) shows that an increase in b˜ serves to reduce the jump in the derivatives of flow variables across
the expansion wave E; also, a change in the parabolic configuration in Figure 3 leads us to reinforce our
conclusion that the domain of the elliptic region in the neighborhood of the singular point Q′ exhibits an
increase with an increase in the van der Waals parameter b˜.
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Figure 3: Asymptotic solution in neighborhood of Q′, which corresponds to the point Q in Figure 1; S1
and S2 are the sonic lines. Figure 3(i) corresponds to a perfect gas case (b˜ = 0), whereas 3(ii) and 3(iii)
account for the real gas effects with b˜ = 0.3 and b˜ = 0.6, respectively, with γ = 1.4.
7 Conclusions
Here, we analyze the problem of a plane shock, reflected and diffracted off a right angled wedge, using
asymptotic expansions and explore how the real gas effects influence the configuration of the flow patterns
relative to what it would have been in the ideal gas case. In the limit of vanishing van der Waals excluded
volume, the ideal gas case presented in the work of Harabetian [10], who considered the analogous
unsteady wedge-diffraction problem, and Keller & Hunter [9], who analyzed the problem (away from
the singular point) using nonlinear ray method, is recovered. We find that the reflected and diffracted
regions as well as their boundaries, referred to as wavefronts, are significantly influenced by the real gas
effects in the sense that an increase in the van der Waals excluded volume fosters an expansion of the
linearized solution domain. As the linearized solution is invalid near the wavefronts due to the directional
singularity of type
√
ζ − a0, we construct weakly nonlinear solutions near the wavefronts but away from
the singular point by following the theory of asymptotic expansions, and match the nonlinear solution
with the linearized solution to obtain a uniformly valid asymptotic approximation in the flow field. It
is shown that if the diffracted wave is a rarefaction wave, across which there is a continuous transition
from the supersonic region to the subsonic region, it gets weakened by the real gas effects and decays
slowly as compared to the corresponding ideal gas case. However, if the diffracted wave is a shock, its
speed and strength both enhance with an increase in b˜. In order to investigate the nature of the flow
in the vicinity of the singular point, where the first order approximation ceases to be valid, asymptotic
expansions are constructed which lead to a pair of PDEs, exhibiting a remarkable resemblance with UTSD
equations derived in [13, 25]. In the neighborhood of the singular point, the asymptotic location of the
reflected shock reinforces our conclusion that the real gas effects cause the boundaries of different flow
domains to dilate. Location of the sonic lines in the neighborhood of Q, at which the reflected shock
starts bending and the equations change type, is shifted in the positive τ direction. It is shown that the
governing asymptotic equation and the auxiliary conditions allow similarity solutions to exist near the
singular point; a rarefaction wave solution, satisfying the specific boundary conditions, is obtained. It is
concluded that the real gas effects serve to weaken the rarefaction wave and to strengthen the diffracted
wave supporting our earlier viewpoint.
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