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ABSTRACT
We use weak gravitational lensing to analyse the dark matter haloes around satellite galaxies
in galaxy groups in the Canada–France–Hawaii Telescope Lensing Survey (CFHTLenS) data
set. This data set is derived from the Canada–France–Hawaii Telescope Legacy Survey Wide
survey, and encompasses 154 deg2 of high-quality shape data. Using the photometric redshifts,
we divide the sample of lens galaxies with stellar masses in the range 109–1010.5 M into those
likely to lie in high-density environments (HDE) and those likely to lie in low-density envi-
ronments (LDE). Through comparison with galaxy catalogues extracted from the Millennium
Simulation, we show that the sample of HDE galaxies should primarily (∼61 per cent) consist
of satellite galaxies in groups, while the sample of LDE galaxies should consist of mostly
(∼87 per cent) non-satellite (field and central) galaxies. Comparing the lensing signals around
samples of HDE and LDE galaxies matched in stellar mass, the lensing signal around HDE
galaxies clearly shows a positive contribution from their host groups on their lensing signals
at radii of ∼500–1000 kpc, the typical separation between satellites and group centres. More
importantly, the subhaloes of HDE galaxies are less massive than those around LDE galaxies
by a factor of 0.65 ± 0.12, significant at the 2.9σ level. A natural explanation is that the haloes
of satellite galaxies are stripped through tidal effects in the group environment. Our results are
consistent with a typical tidal truncation radius of ∼40 kpc.
Key words: gravitational lensing: weak – galaxies: clusters: general – galaxies: groups:
general.
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1 IN T RO D U C T I O N
In the standard picture of hierarchical structure formation, larger
dark matter haloes are built up through the accretion, stripping
and mergers of smaller haloes. At the extremes of the halo mass
spectrum, namely isolated field galaxies and galaxy clusters, we
have a relatively good picture of how the mass within these struc-
tures is organized. For isolated galaxies, most of the mass is
contained within a halo of dark matter, as confirmed by galaxy–
galaxy weak gravitational lensing measurements (Brainerd, Bland-
ford & Smail 1996; Hudson et al. 1998; Guzik & Seljak 2002;
Hoekstra et al. 2003; Hoekstra, Yee & Gladders 2004; Mandel-
baum et al. 2006a; van Uitert et al. 2012; Velander et al. 2013).
Simulations have shown that the shape of this halo can be well
approximated by an NFW density profile (Navarro, Frenk & White
1997), which has been confirmed observationally (Kleinheinrich
et al. 2003; Hoekstra et al. 2004; Mandelbaum, Seljak & Hi-
rata 2008). In galaxy clusters, most of the mass also seems to
lie within an NFW dark matter halo, with the constituent galax-
ies contributing only small perturbations to the density profile
(Mandelbaum et al. 2006b, 2008). Gravitational lensing measure-
ments have shown that the haloes around individual galaxies within
clusters are significantly smaller than the haloes around comparably
luminous field galaxies, and this effect is more extreme with galax-
ies closer to the centres of clusters (Limousin et al. 2007; Natarajan
et al. 2009).
However, between the extremes of field galaxies and rich clusters,
the picture is less clear. Since multiple galaxies must merge together
to eventually form clusters, at some point the mass in the galaxies’
individual haloes must migrate into a shared halo. This process most
likely occurs through tidal stripping: when two galaxies pass near
each other, the particles in the halo of the less massive galaxy will
tend to be ‘stripped’ from it and thus join the more massive galaxy’s
halo. This effect has been demonstrated in various N-body dark
matter simulations (Hayashi et al. 2004; Kazantzidis et al. 2004;
Springel et al. 2008). Tidal stripping is also expected to remove hot
gas from less massive galaxies, which will have the effect of cutting
off their supply of cold gas and quenching their star formation in a
process known as ‘strangulation’ (Larson, Tinsley & Caldwell 1980;
Balogh & Morris 2000). Galaxies in dense environments are known
to be significantly redder on average than field galaxies (Dressler
1980; Butcher & Oemler 1984; Moore et al. 1996; Balogh et al.
1999, 2004), and tidal stripping may contribute to the quenching
of star formation, so there is a strong motivation to understand the
mechanics and timing of tidal stripping (Kawata & Mulchaey 2008;
van den Bosch et al. 2008). It remains unclear, however, whether this
process is rapid or gradual. This question can in part be investigated
through an analysis of the group and cluster scales on which tidal
stripping can be observed to occur.
In this paper, we focus on galaxy groups, an intermediate-mass
scale between field galaxies and clusters (typically structures in
the mass range 1012  Mhalo  1014 M are considered groups,
and more massive structures are considered clusters). Weak grav-
itational lensing provides the only practical tool to measure the
density profiles and masses of dark matter haloes around satellite
galaxies within groups. Lensing analyses of groups (Hoekstra et al.
2001; Parker et al. 2005; Mandelbaum et al. 2006b; Johnston et al.
2007; Hamana et al. 2009; Leauthaud et al. 2010; Ford et al. 2012)
have shown that the group lensing signal can be measured and is
on average consistent with an NFW density profile. However, it is
unclear how much of this signal results from a central halo, and how
much is due to the contributions of satellites (Gillis et al. 2013). As
such, it is necessary to measure the lensing signals around satellites
themselves to get a full picture of the mass distribution. Only limited
work has been done in the group regime to date. For example, Suyu
& Halkola (2010) studied a strong-lensing system and determined
that tidal stripping did seem to occur around the satellite studied,
which lies in a group of mass of the order of 1012 M. While this
result is promising, a broader base of data will be needed to develop
a general understanding of the dark matter properties of satellite
galaxies in galaxy groups.
In principle, it is possible to study tidal stripping using spectro-
scopically derived group catalogues (Pastor Mira et al. 2011; Gillis
et al. 2013). Spectroscopic data allow one to more accurately iden-
tify whether a given galaxy is a ‘central’ or a ‘satellite’. By using
velocity information in addition to projected separation, it is also
possible to assess statistically whether a satellite is falling in for
the first time or has passed pericentre and hence is tidally stripped
(Oman, Hudson & Behroozi 2013). Such analyses require a large
galaxy sample with both spectra and deep imaging data, though,
and such data are expensive to acquire. However, photometric red-
shifts are often available alongside imaging data. Due to their large
uncertainties, photometric redshifts have the drawback that groups
are difficult to detect, and group-central galaxies are very difficult
to identify. This then calls for a statistical approach, calibrated by
simulations, to simultaneously fit both the satellites’ and groups’
contributions to the stacked lensing signal. This is the approach we
will take in this paper.
A similar approach was taken by Mandelbaum et al. (2006a),
who investigated a large selection of galaxies from the Sloan Digital
Sky Survey (SDSS), selected by environment. They tested for the
presence of stripping by fitting models for the lensing signal to
the galaxies in high-density environments (HDE) and low-density
environments (LDE). The authors found no significant evidence of
tidal stripping, but did not completely rule it out either. This was
also later attempted by van Uitert et al. (2011), who used the overlap
between the Red-sequence Cluster Survey-2 (RCS2) and SDSS, but
they were similarly unable to get a clear detection of tidal stripping.
Here we will use data from the Canada–France–Hawaii Telescope
Lensing Survey (CFHTLenS) collaboration, which is significantly
deeper than the SDSS, and hence should provide a stronger lensing
signal. We also apply a new environment estimator, which is tuned
to work for photometric redshifts (see Section 2.2) and a modified
halo model designed to work with this environment estimator (see
Section 3).
In Section 2 of this paper, we discuss the data sets used in the
analysis and the algorithm for estimating galaxy environments. In
Section 3, we detail the models for the lensing signals and the pro-
cedure used to fit the models to the measured signals. In Section 4,
we present the results of the analysis and discuss possible sources
of error. We conclude in Section 5.
For consistency with the Millennium Simulation, we use the fol-
lowing cosmological parameters: H0 = 73 km s−1 Mpc−1, m =
0.25,  = 0.75 and b = 0.045. All stated magnitudes are in
the AB system. Since there is no clear division between galaxy
groups and galaxy clusters, we use the terminology ‘galaxy groups’
throughout this paper, even though some of the structures we re-
fer to as such would be more commonly deemed clusters. When
masses are quoted in this paper, M is used to refer to the total
(halo+stellar) mass of a galaxy or group, and m is used to refer
to the stellar mass of a galaxy, unless otherwise specified. When
radial measurements are used in this paper, R refers to a projected,
2D proper distance. All masses are in units of M unless otherwise
specified.
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2 DATA A N D S I M U L AT I O N S
In this section, we discuss the data sets used and how galaxies are
selected for the HDE and LDE samples. In Section 2.1, we discuss
the CFHTLenS, from which we draw our data. In Section 2.2, we
discuss the algorithm used to estimate the local density around
galaxies in the sample. Section 2.3 describes how the sample is
divided into matched high-density and low-density subsamples, and
presents the statistics of the galaxies in the HDE and LDE samples.
In Section 2.4, we discuss the simulations we have run to test
our methods and the statistics of the galaxy samples within these
simulations.
2.1 Observations
CFHTLenS is a 154 deg2 survey (125 deg2 after masking) (Erben
et al. 2012), based on the wide component of the Canada–France–
Hawaii Telescope Legacy Survey (CFHTLS-Wide; Heymans et al.
2012), which was observed in the period from 2003 March 22
to 2008 November 1, using the MegaCam instrument (Boulade
et al. 2003). It consists of deep, sub-arcsecond, optical data in the
ug′r′i′z′ filters. CFHTLS-Wide observations were carried out in
four high-galactic-latitude patches:
(i) W1: 72 pointings; RA = 02h 18m 00s, Dec. = −07◦ 00′ 00′ ′
(ii) W2: 25 pointings; RA = 08h 54m 00s, Dec. = −04◦ 15′ 00′ ′
(iii) W3: 49 pointings; RA = 14h 17m 54s, Dec. = +54◦ 30′ 31′ ′
(iv) W4: 25 pointings; RA = 22h 13m 18s, Dec. = +01◦ 19′ 00′ ′ .
Shapes have been measured with the LensFit shape measurement
algorithm for galaxies with i′ < 24.7 (Miller et al. 2013), giving an
effective galaxy density of 11 sources arcmin−2 in the redshift range
0.2 < zphot < 1.3 (Heymans et al. 2012). Photometric redshifts are
available for the entire survey, with a typical redshift uncertainty
of ∼0.04(1 + z) (Hildebrandt et al. 2012). We use all fields in
the survey, not simply those that passed the systematics tests for
cosmic shear measurements (see Heymans et al. 2012). It has been
demonstrated that fields with systematics that may affect cosmic
shear have no effect galaxy–galaxy lensing measurements (Velander
et al. 2013), and the analysis in this paper requires as many lens–
source pairs as possible.
We use the stellar mass estimates described by Velander et al.
(2013), obtained by fitting spectral energy distribution templates,
following the method of Ilbert et al. (2010). These stellar masses
were found to be in rough agreement with deeper data such as
WIRCam Deep Survey (WIRDS), which includes near-infrared fil-
ters (Bielby et al. 2012), up to z = 0.8.
Since we perform a differential measurement between samples,
an overall bias in the stellar masses would not affect our results. It
is possible, however, for a relative bias in the stellar mass estimates
of red and blue galaxies to impact our results. This possibility is
investigated further in Section 4.4.1.
For this paper, we use all unmasked galaxies with photometric
redshifts in the range 0.2 < zphot < 0.8 as lens candidates. We divide
these into HDE and LDE samples as described next.
2.2 Determining environment: the P3 algorithm
It is not a trivial matter to determine which galaxies are members
of groups. Even when spectroscopic redshifts are available, the
peculiar velocities of galaxies make it impossible to determine the
memberships of groups with absolute certainty (Robotham et al.
2011). When only photometric redshifts are available, the best we
can do is to select galaxies that are likely to be members of groups.
To do so, we use a modified version of the Photo-z Probability Peaks
(P3) algorithm (Gillis & Hudson 2011). The P3 algorithm generates
a 3D density field by smoothing the distribution of galaxies in the
redshift direction according to the probability distribution function
(PDF) of their photometric redshifts. The algorithm identifies peaks
in the pseudo-three-dimensional field with group centres. Here we
do not use the group centres, but rather use the entire P3 density
field to identify overdense regions. Rather than using the local P3
overdensity itself, we restrict ourselves to regions in which we have
high confidence in the overdensity, and instead use the signal-to-
noise (S/N) of the local overdensity, under the assumption that
galaxies in overdense regions of space are more likely to be in
groups than galaxies in underdense regions.
We now briefly review the technical details of the P3 algorithm. To
determine the S/N of a given test galaxy, the P3 algorithm compares
the density of galaxies within a circular aperture (R = 0.5 Mpc)
surrounding each test galaxy to the density of galaxies within a
larger annulus (Rinner = 1 Mpc, Router = 3 Mpc) surrounding each test
galaxy (to approximate the background density). The contribution
of each galaxy to this measurement is weighted by the probability
that this galaxy lies at the same redshift as the test galaxy (by taking
the integral of the photo-z PDF over a thin redshift slice). This gives
the overdensity
δ = ρap − ρannu
ρannu
, (1)
where ρap and ρannu are the weighted densities of galaxies within
the aperture and annulus surrounding the test galaxy, respectively.
This value can lie in the range −1 < δ < ∞, with negative values
corresponding to regions less dense than the background density and
positive values to overdense regions. We then estimate the noise in
this value by assuming a Poisson distribution for galaxies:
σPoisson =
√(
ρap
nap
)2
+
(
ρannu
nannu
)2
, (2)
where nap and nannu are the numbers of galaxies in the aperture and
annulus, respectively, with more than a threshold weight.1 From
this, we calculate the S/N ≡ δ/σ Poisson for each test galaxy. Note
that this S/N can take negative values, assuming that δ is negative.
The distribution of galaxies’ S/Ns that result from this calculation
depends on the choice of threshold weight used, so our choices of
S/N limits are not universally applicable. We picked limits of S/N >
2 for the high-density sample and S/N < 0 for the low-density
sample based on an analysis of the simulated galaxy catalogues to
maximize the expected signal for tidal stripping.2
Since this environment estimator provides us with galaxy samples
biased to lie in HDE and LDE, we cannot use the standard halo
model (e.g. Mandelbaum et al. 2006a; Velander et al. 2013) for
fitting our lensing signals. Instead, the models we use are calibrated
from simulations and are detailed in Section 3.
1 We use a threshold weight here of a >0.001 per cent chance of lying within
a redshift of 0.01 of the test galaxy.
2 In a rough approximation, the expected S/N of a stripping measurement
is proportional to (fsat,HDE − fsat,LDE)
√
N−1HDE + N−1LDE, where fsat, HDE and
fsat, LDE are the fractions of satellites in the HDE and LDE samples, respec-
tively, and NHDE and NLDE are the number counts of galaxies in the HDE and
LDE samples, respectively. We calculated this value for various S/N cuts,
and the combination of S/N > 2 for the HDE sample and S/N < 0 for the
LDE sample provided the best expected S/N for a stripping measurement.
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Figure 1. The distributions of stellar mass (left-hand panel) and redshift (right-hand panel) for the samples of HDE (solid line) and LDE (dashed line) galaxies,
which, because of our matching algorithm, are virtually identical. The redshift distributions differ slightly between the HDE and LDE galaxies, but there is no
apparent trend to the deviation.
2.3 Galaxy matching
2.3.1 Matching algorithm
We use the S/N values obtained for each galaxy in Section 2.2 to
form two samples of galaxies from the catalogues. As we cannot
ensure that a pair of random samples of galaxies in HDE and LDE
will have the same distribution of stellar mass and redshift, we
perform a matching between galaxies with S/N > 2 and galaxies
with S/N < 0 as follows.
(i) For each galaxy with S/N > 2, we search through all galaxies
with S/N < 0 within the same pointing.3
(ii) For each S/N < 0 galaxy, if its stellar mass differs from the
stellar mass of the S/N > 0 galaxy by more than 20 per cent of the
latter’s mass, we exclude it as a possible match.
(iii) For each remaining S/N < 0 galaxy, we calculate a quality-
of-match value:
d =
√(
zH − zL
zH
)2
+ (10(log mH − log mL))2, (3)
where zH and zL are the redshifts of the S/N > 2 and S/N < 0
galaxies, respectively, and mH and mL are their stellar masses. This
form significantly prioritizes a match in mass over redshift.
(iv) We select the four S/N < 0 galaxies with the lowest d values
as matches for this S/N > 2 galaxy. If there are fewer than four
match candidates, we assign them all as matches.
(v) Assuming that at least one match was found for it, we add this
S/N > 2 galaxy to the HDE sample, and we set its weight equal to
the number of matches we found. (This weight is later applied when
we stack lensing signals together, and this modification is necessary
to ensure that the mass distributions of the HDE and LDE samples
are comparable.)
3 Matching only within the same pointing is done to conserve computational
time.
(vi) We assign all match galaxies to the LDE sample. If they were
not already in the LDE sample, we set each of their weights to 1.
Otherwise, we increase their weights by 1.
The resultant mass and redshift distributions of this scheme are
assessed in Sections 2.3.2 and 2.4.1.
2.3.2 Statistics of galaxy selection
Fig. 1 shows the distributions of stellar mass and redshift for the
HDE and LDE samples of lens galaxies in the CFHTLenS. The
matching scheme results in a nearly identical distribution of stellar
masses for HDE and LDE galaxies, and a very similar distribution
of redshifts.
Table 1 shows statistics for lens galaxies in the HDE and LDE
samples in the CFHTLenS, for various stellar mass bins. The HDE
sample contains a higher fraction of red galaxies than the LDE
Table 1. Statistics of galaxies in various stellar mass bins
in the CFHTLenS, as a function of environment. z is the
mean redshift of the bin. fred is the fraction of galaxies that
are red, and fblue is the fraction that are blue, determined
by the best-fitting photometric templates and defined in the
same manner as by Velander et al. (2013). Fractions do not
add to unity as not all galaxies are classified as ‘red’ or
‘blue’. See Velander et al. (2013) for further explanation.
All average values and fractions assume that galaxies are
weighted by their stellar masses.
HDE LDE
log m z fred fblue fred fblue
9–9.5 0.57 0.13 0.73 0.08 0.80
9.5–10 0.56 0.28 0.60 0.18 0.70
10–10.5 0.56 0.54 0.30 0.44 0.38
10.5–11 0.57 0.78 0.10 0.72 0.13
11–11.5 0.57 0.95 0.02 0.90 0.03
9–10.5 0.56 0.43 0.43 0.33 0.51
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Figure 2. The distributions of the types of galaxies classified as HDE and LDE in the simulations (left), and, of those classified as satellites, the distributions
of the masses of the groups in which they reside (right).
sample, as expected, but the difference is at most 10 per cent for a
given stellar mass bin. This difference in the fractions of red and blue
galaxies could in principle lead to a spurious detection of stripping
if there is a relative bias in the stellar mass estimates between red
and blue galaxies. This issue is discussed further in Section 4.4.1.
2.3.3 Measuring the lensing signal
To calculate the lensing signal around the HDE and LDE lens galax-
ies, we stack together all galaxies in a particular sample and stellar
mass bin.4 We then bin all lens–source pairs (only using pairs where
zphot, source >zphot, lens + 0.1) based on the projected distance between
the lens and source, calculated at the redshift of the lens. For each
pair, we calculate the tangential ellipticity of the source relative
to the lens, gt, and convert this into units of surface mass density
gradient:
	 = 	critgt, (4)
where
	crit = c
2Ds
4πGDlsDl
, (5)
and Ds is the angular diameter distance to the source, Dl is the
angular diameter distance to the lens and Dls is the angular diameter
distance from the lens to the source. This measurement relates to
the projected mass of the lens through (Mandelbaum et al. 2005)
〈	(R)〉 = 	(< R) − 	(R), (6)
where 	(< R) is the surface density averaged for all points con-
tained within radius R, and 	(R) is the average surface density at
radius R. This prescription works even for mass distributions that
are not axisymmetric, as long as all points in a given annulus around
a lens object are stacked. We compute the error in this value empiri-
cally from the scatter in calculated 	 values for each lens–source
pair.
4 This process is performed one pointing at a time due to computational
limitations, and all pointings are stacked together in the end.
For the calculations of error in our model fits, we assume that
the noise in all radial annuli is independent. Strictly speaking, this
is not true, as there is a small correlation between the ellipticities
of nearby sources, but this effect is negligible except at extremely
large radial annuli. For computational simplicity, we do not apply
the c2 correction5 to source ellipticities in our analysis. Because
galaxy–galaxy measurements stack lens–source pairs over all po-
sition angles, they are insensitive to this correction (see Velander
et al. 2013 for further explanation and justification of this). More-
over, here we are interested in a differential measurement between
galaxy–galaxy lensing samples, and so we expect our results to be
highly robust to this effect.
2.4 Simulated galaxy catalogues
We require simulations in order to calibrate the fractions of satellite
and central galaxies in our samples, and to test our methods for
modelling the lensing signals around galaxies. The simulations are
based on the semi-analytic models of De Lucia & Blaizot (2007),
which are based on the Millennium Simulation (Springel et al. 2005;
Lemson & Virgo Consortium 2006). We use for our analysis a set
of thirty-two 16 deg2 ‘light-cone’ fields by Hilbert et al. (2009).
We assign photo-z errors consistent with those in CFHTLenS and
apply the P3 algorithm to the simulated data. This allows us to select
galaxies in the same manner as is done with the CFHTLenS data
set.
2.4.1 Statistics of simulated catalogues
Fig. 2 shows the distributions of galaxy types for the mock HDE
and LDE samples drawn from the Millennium Simulation, and, for
the satellite galaxies within each sample, the distribution of the
masses of the groups in which they reside. We classify galaxies
5 The c2 correction is an empirical correction to the e2 component of source
ellipticity, based on the assumption that the mean e2 across a given field
should be close to zero.
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Table 2. Statistics of galaxies in the Millennium Simulation for various stellar mass bins, using our models
for estimating halo mass and environment. log m is the stellar mass bin. M is the mean halo mass of the
galaxies in this bin in units of 1010 M and z is their mean redshift. fsat, ffield and fcen are the fractions
of galaxies that are satellites, field galaxies and group centrals, respectively. Mhost is the mean mass of
the host group for satellite galaxies in units of 1010 M. All values assume that galaxies are weighted by
their stellar masses.
HDE LDE
log m M z fsat ffield fcen Mhost fsat ffield fcen Mhost
9–9.5 17 0.37 0.54 0.42 0.05 4700 0.14 0.79 0.07 1635
9.5–10 32 0.45 0.62 0.25 0.13 4000 0.15 0.61 0.24 1500
10–10.5 80 0.51 0.64 0.10 0.26 4300 0.13 0.32 0.54 1900
10.5–11 390 0.50 0.45 0.02 0.53 5600 0.09 0.12 0.79 3400
9–10.5 63 0.48 0.63 0.16 0.21 4300 0.14 0.43 0.43 1800
as ‘central’ (the most massive in a group), ‘satellite’ (in a group
but not the most massive) or ‘field’ (not in a group). Table 2
shows the distributions of galaxy types for the HDE and LDE
samples for various stellar mass bins. This shows that the frac-
tion of satellites in the HDE sample remains roughly constant with
stellar mass, and decreases slightly with stellar mass in the LDE
sample. For both samples, the fraction of centrals rises with stel-
lar mass, while the fraction of field galaxies falls. Neither sample
shows any significant change with stellar mass in the mean mass
of the host groups for satellites, except for a rise in the most mas-
sive stellar mass bin tested. HDE satellites are observed to reside
in groups of ∼4.3 × 1013 M. In contrast, for the small fraction of
LDE galaxies that are satellites, the characteristic host halo mass
is ∼1.8 × 1013 M.
2.4.2 Simulated lensing signals
In order to simulate lensing signals for the Millennium Simulation
catalogues, we use the same methods as in Gillis et al. (2013). In
short, we assume that all galaxies and group centres are surrounded
by spherical truncated NFW haloes (Bartelmann 1996; Hamana
et al. 2009), using the model of Baltz, Marshall & Oguri (2009),
and estimating halo mass from stellar mass by using equation 3 from
Guo et al. (2010) (to better match the stellar-to-dark mass ratio in
the CFHTLenS):
0.129 × mhalo
mstellar
=
⎛
⎝( mhalo
1011.4 M
)−0.926
+
(
mhalo
1011.4 M
)0.261⎞⎠
2.44
. (7)
We form two versions of the simulated shear catalogue, one
in which we simulate the effects of stripping by decreasing the
truncation radii of satellite galaxies’ haloes and allocating the lost
mass to group centres’ haloes (‘stripping’) and one in which we do
not (‘no stripping’). The amount of stripping is assumed to depend
on the distance from the centre of the host halo and is given by
equation 5 of Gillis et al. (2013), which is based on data in fig. 15
of Gao et al. (2004). With this prescription, we find that the mean
retained mass after stripping is approximately 40 per cent of the
initial mass. We then calculate shapes for all background galaxies
by assuming initially zero ellipticity in both components, and then
applying shear due to each nearby halo between the source galaxy
and the observer.
3 M O D E L S A N D S I G NA L F I T T I N G
We expect the lensing signal around galaxies in the HDE sample to
be reasonably well described by the following halo model (see e.g.
Velander et al. 2013):
	 = 	1h + fsat	OG + 	2h, (8)
where 	1h is the ‘one-halo’ term, fsat is the fraction of galaxies in
the sample that are satellites, 	OG is the ‘offset group halo’ term
and 	2h is the ‘two-halo’ term, as described below.
(i) One-halo term: the lensing signal that results from the galaxy’s
own dark matter halo.
(ii) Offset group halo term: this is the contribution to the lensing
signal around a satellite caused by the presence of its host group’s
halo.
(iii) Two-halo term: galaxies will typically reside near other mas-
sive structures, which results in a contribution to the lensing signal
at large radii.
Since galaxies in the HDE sample are more likely to lie in over-
dense regions, we cannot apply exactly the same halo model as
e.g. Velander et al. (2013), who use all galaxies independent of
environment. This primarily affects the offset group halo term. See
Section 3.2 below for an explanation of how we modify our halo
model to account for this.
For LDE galaxies, we expect the signal to be described by the
form
	 = 	1h + 	UD, (9)
where 	UD is the ‘underdensity’ term, which is the effective con-
tribution from the fact that galaxies in an underdense environment
will see a negative contribution to their lensing signal at large radii.
This effect is analogous to the offset group halo term, except arising
from an underdensity instead of an overdensity.
We can best compare the lensing signals that result from stacks
of HDE and LDE galaxies by fitting the signals with a model profile
and comparing these fits. The model profile for the HDE sample
includes just the ‘one-halo’ and ‘offset group halo’ terms. Since the
‘underdensity’ and ‘two-halo’ terms are only significant at relatively
large radii, we can safely ignore them if we do not fit the profiles
out to large radii. We discuss this further in Section 4.4.2.
These components are discussed in the subsections below, and we
discuss the procedure we use to fit a model to the data in Section 3.4.
3.1 One-halo term
For the one-halo term, we assume that all galaxies reside in a
dark matter halo that can be approximated with a truncated NFW
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density profile, as formulated by Baltz et al. (2009). This model has
three free parameters: the halo mass M200, concentration c and the
truncation parameter τ ≡ rtrunc/rs. In practice, we have found that
the signal is not strong enough to simultaneously constrain all three
parameters. Therefore, for simplicity, in our default fits discussed
below, we fit M200, with c fixed by
c = 4.67 ×
(
M200
1014 h−1 M
)−0.11
, (10)
taken from Neto et al. (2007), and we also fix τ = 2c, which is
a reasonable value for unstripped haloes (Hilbert & White 2010;
Oguri & Hamana 2011).
In Section 4.3.2, we investigate alternative fits in which c or τ
are allowed to depend on environment.
3.2 Offset group halo term
Since the P3 algorithm biases our galaxy selection such that the
HDE sample predominantly consists of galaxies within groups, we
cannot use the standard halo model (e.g. Velander et al. 2013) to
calculate the contributions of nearby groups. Instead, we make the
assumption that the sample consists of a fraction fsat of satellites,
and the rest are either central or field galaxies. The central and
field galaxies will only have a one-halo component in their lensing
signals, while satellites will have both the one-halo component and
a contribution from their host groups. In order to model the average
contribution of group haloes to the lensing signal around galaxies
in the HDE sample, we assume that it takes the form
	OG(R) =
∫ ∞
0
	host(R,Rs)P (Rs) dRs, (11)
where Rs is the projected separation between a satellite and the
group centre, 	host(R,Rs) is the contribution of the group halo to
the lensing signal around a point at projected distance R from the
group centre:
	host(R,Rs) = 	host(< R,Rs) − 	host(R,Rs)
= 1
πR2
∫ R
0
2πR′
∫ 2π
0
	host(Rg) dθ dR′
− 1
2π
∫ 2π
0
	host(Rg) dθ , (12)
where 	host(Rg) is the projected surface density of the host group’s
halo at projected radius Rg =
√
R′2 + R2s − R′Rs cos θ and P(Rs)
is the probability that a satellite in the sample will reside a distance
Rs from its host group’s centre. We assume that P(Rs) takes the
form
P (Rs) = 1
MN
2πRs	(Rs,Mgr, csat)PHDE(Rs), (13)
where MN is a normalization factor and 	(Rs,Mgr, csat) is the pro-
jected surface density of an NFW halo with mass equal to the mass
of the host group, Mgr, but a concentration csat different from the
dark matter concentration c. Analyses of the satellite density in
groups and clusters (Lin, Mohr & Stanford 2004; Budzynski et al.
2012) have indicated that the spatial distribution of satellites can be
well modelled in this way, assuming an NFW density profile with
concentration ∼2.5, which is lower than the typical concentration
of the dark matter halo by a factor of ∼2.
The term PHDE(Rs) is the probability that a satellite at a distance
Rs from the host group’s centre will be included in the HDE sample.
The form of PHDE(Rs) is determined by the selection effects inherent
in the P3 algorithm. To first order, P3 selects galaxies in regions
of high projected surface density for the HDE sample. We thus
model PHDE(Rs) as a smooth cutoff based on the projected surface
density of the group. We wish for it to converge to PHDE(Rs) = 1
for 	(Rs)  	t, and converge to PHDE(Rs) = 0 for 	(Rs)  	t,
and so we choose the following functional form, which has these
properties:
PHDE(Rs) = 	(Rs)
2
	(Rs)2 + 	2t
, (14)
where 	(Rs) is the projected surface density for a satellite at a
distance Rs from a group centre and 	t is the threshold density. As
we have no prior justification for any specific density threshold to
use, we leave this parameter free, to be fitted by our algorithm.
For the HDE sample, we fix fsat to the value found in the mock
HDE sample from the Millennium Simulation. We do not expect
this simulated result to perfectly match the fraction of satellites
we might find in the CFHTLenS data set, and we investigate what
impact a different fsat might have in Section 4.4.2. For the LDE
sample, we do not include this term, as the form of the measured
lensing signal in both simulated and CFHTLenS data shows that
the underdensity signal dominates at large radii.
We choose to model the offset group halo term as if all groups are
of the same mass. We tested using a distribution of group masses,
and the resulting signal was not appreciably different from the
single-mass signal. The use of a distribution of group masses did
tend to increase the resultant signal (the difference scaling with the
spread of the mass distribution), even when the mean mass is fixed,
and so the single-mass model will likely underestimate the mean
host halo mass.
Fig. 3 illustrates how the modelled one-halo term varies with
satellite halo mass, as well as how the fitted offset group halo term
varies with the group halo mass Mgroup, satellite concentration csat
and threshold surface density 	t.
3.3 Underdensity signal
Galaxies in the LDE sample are selected to lie in S/N < 0 regions,
which are underdense (δ < 0) compared to a surrounding annu-
lus with inner radius 1 Mpc and outer radius 3 Mpc. Similarly to
how galaxies in groups have a positive contribution to their lensing
signal from the offset overdensity in which they reside, galaxies in
underdense regions will have a negative contribution to their lensing
signal on larger scales due to the fact that their local environment is
less dense than the surrounding environment. This effect has been
observed in both the CFHTLenS data set and in the simulations.
The expected form of this negative lensing signal has not been
well studied, so there is no functional form which we expect it to
take. We have attempted to fit this signal with the same functional
form as the group halo term, multiplied by a negative free term,
but this failed to provide a suitable fit to either the simulated or to
the CFHTLenS data. Note that in the right-hand panel of Fig. 5 the
minimum value for the LDE signal is at a higher projected radius
than the peak of the offset group halo term.
To handle this effect, for the LDE sample, we only fit the lensing
signal for R < 400 kpc, where the one-halo term dominates the
signal.
3.4 Fitting procedure
For all fits, we use radial bins in the range 25 < R < 2000 kpc. We
tested constraining the fits to a lower maximum radius, and this had
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Figure 3. An illustration of how the one-halo term varies with satellite
mass (top left); and how the offset group halo term (equation 12) varies
with group mass (top right), satellite concentration (bottom left) and density
threshold (bottom right). Plotted values of the parameters, with italicized
parameter corresponding to the value used for other plots: Msat = 1010,
1011, 1012 M; Mgroup = 1013, 1014, 1015 M; csat = 2.5, 5, 7.5, 	t = 0,
10, 20 M pc−2. Increasing line weight corresponds to an increase in the
varying parameter. The fraction of satellites which reside in groups is not
illustrated, as it is a simple scaling of the group halo term; it is fixed to 0.6
for these plots.
no noticeable effect on the fitted satellite halo masses. Fitting to a
lower maximum radius only altered the fitted group mass, making
it less well constrained.
We use a two-step procedure to fit the models to the lensing sig-
nals. Because our models are relatively simple, they are not perfect
fits to the data. So, we first attempt to determine the amount of
error inherent in our modelling, in order to assign more conserva-
tive uncertainties to the fitted parameters, as we will now describe.
We first perform a steepest descent χ2 minimization to obtain best-
fitting parameters for the model. At this point, if the χ2red value for
the fit is greater than 1, we assume that this is due to some error in
the modelling, which we parametrize as σm. We uniformly add this
value in quadrature to the measured uncertainties in all radial bins,
such that the adjusted χ2red = 1 for the best fit. We then repeat this
process, finding new best-fitting values and recalculating σm until
convergence.
Since this procedure effectively increases the error in all radial
bins, this process has the result of increasing the measured errors
on all fitted parameters. If the model is initially a good fit (χ2red ≈ 1)
to the data, the increase is negligible, but if the model is a poor
fit to the data, the estimated errors for the fitted parameters will
be significantly increased. As such, this process allows us to place
more conservative limits on our results, based on the quality of the
model’s fit to the data.
Additionally, since the model error is uniformly added to the
errors in all radial bins, it prevents the fitting algorithm from over-
weighting the fit to the high-radius bins, which otherwise have
significantly lower errors, and thus typically contribute more to the
χ2 value of the fit if the model is not a perfect fit to the data.
For the models we tested, we typically found for the HDE samples
that σm  0.5 M pc−2, which is  5 per cent of the measured
lensing signal 	. For the LDE samples, most fits were initially of
χ2red ≈ 1, and so no model error term was necessary.
Once the model error is determined, we run a Markov Chain
Monte Carlo algorithm to help determine the errors of the fitted
parameters. Since only the mass of satellite haloes is relevant to us,
we marginalize over all other parameters to get the mean value and
errors for the satellite mass.
4 R E S U LT S A N D A NA LY S I S
In this section, we present the results of the fits and discuss their
implications. In Section 4.1, we discuss the predicted results from
the simulations, for both the ‘no stripping’ and ‘stripping’ mod-
els. Section 4.2 presents the main results of our analysis of the
CFHTLenS data set and discuss their implications. In Section 4.3,
we discuss alternative interpretations of the data, and which of the
one-halo mass, concentration and truncation radius might plausibly
contribute to the observed differences between the HDE and LDE
samples. Section 4.4 discusses potential systematic effects.
4.1 Predictions from simulations
Fig. 4 shows plots of the best-fitting models for the simulated cat-
alogues from the Millennium Simulation, for both the ‘stripping’
and ‘no stripping’ models (described in Section 2.4.2), for galax-
ies with 109 < m < 1010.5 M. The plot illustrates that in the ‘no
stripping’ scenario, the measured lensing signals for the HDE and
LDE samples are nearly identical at very small radii. Our algorithm
does not work perfectly for this mass bin, and in the ‘no stripping’
scenario, it fits a one-halo mass to the HDE sample that is somewhat
larger than the one-halo mass fitted to the LDE sample, while for
the ‘stripping’ scenario, the fitted HDE one-halo mass is slightly
lower than the fitted LDE one-halo mass.
Further comparisons of fitted one-halo masses for different mass
bins can be seen in Table 3 and Fig. 7. As can be seen there, for all
mass bins m < 1010.5 M with the ‘stripping’ model, as expected
the fit yields a relatively lower one-halo mass for the HDE sample
compared to the LDE sample than it does for the ‘no stripping’
model. Above m = 1010.5 M, however, the fitted masses in the
‘stripping’ and ‘no stripping’ scenarios are comparable. This is due
to the fact that at high stellar masses, the fraction of galaxies in the
HDE sample that are centrals increases rapidly (see Table 2). Since
mass stripped from satellites is added to the masses of central galax-
ies, then if too many central galaxies are included in the sample,
stripping will have little or no net effect on the lensing signal.
The fitted group masses for the simulated data seen in Table 3 are
larger than the actual group masses by a factor of ∼1.5–2. Our tests
have shown that this can occur when haloes from a very broad range
of masses are averaged together, as is the case here – the lensing
signal of an average of haloes of varying mass is similar to the
lensing signal of a single halo with a mass somewhat greater than the
average of the sample. The fitted group masses for the CFHTLenS
data are additionally observed to be a factor of ∼2 larger than the
group masses for simulated data. This is not surprising, as the halo
masses in the simulated data are extrapolated from the stellar masses
of their constituent galaxies, and the distribution of stellar masses
in the Millennium Simulation does not match the distribution in the
CFHTLenS data set.
These results from the simulations imply that with the CFHTLenS
data, a comparison of the HDE and LDE fitted one-halo masses can
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Figure 4. Lensing signals and fits for simulated lensing data for the ‘no stripping’ (left) and ‘stripping’ (right) scenarios (see Section 2.4). The ‘no stripping’
scenario shows similar one-halo fits for the HDE and LDE samples, while the ‘stripping’ scenario shows a lower one-halo mass fit for the HDE sample than
for the LDE sample. Error bars are not shown, as shape noise is not simulated for these data sets, and so the scatter is extremely small.
Table 3. Results of the fitting procedure when applied to simulated (top) and the CFHTLenS (bottom) data in various
stellar mass bins. All masses are in units of 1010 M. log m is the stellar mass bin. fsat is the fraction of satellites we use for
the fitting, based on data from the Millennium Simulation. MHDE and MLDE are the fitted one-halo masses for the HDE and
LDE samples. Mgr is the fitted mass of the offset group halo term. RM is the ratio of MHDE to MLDE. χ2red is the reduced χ2
parameter without the model error term (see Section 3.4) included (for 36 degrees of freedom; a value close to 1 is ideal).
‘No stripping’ model ‘Stripping’ model
log m fsat MHDE Mgr MLDE RM MHDE Mgr MLDE RM
9–9.5 0.53 20 12 000 21 0.95 14 9800 19 0.74
9.5–10 0.60 46 11 000 41 1.12 32 9700 39 0.83
10–10.5 0.63 140 7300 110 1.27 110 7200 120 0.94
10.5–11 0.48 930 9600 650 1.43 950 5900 660 1.44
CFHTLenS data
log m fsat MHDE χ2red,HDE Mgr MLDE χ2red,LDE RM
9–9.5 0.53 17.6 ± 4.8 2.31 20 500 ± 2300 24.9 ± 4.0 0.83 0.71+0.25−0.18
9.5–10 0.60 16.5 ± 6.5 1.05 15 060 ± 900 35.6 ± 6.2 0.80 0.46+0.25−0.15
10–10.5 0.63 67 ± 12 0.65 14 550 ± 550 95 ± 11 0.90 0.70+0.17−0.12
10.5–11 0.45 287 ± 34 1.45 23 100 ± 4000 239 ± 38 1.41 1.20+0.30−0.21
11–11.5 0.45 1090 ± 120 0.81 20 300 ± 2000 530 ± 110 1.29 2.05+0.65−0.31
be used as an indication of whether or not tidal stripping is occurring,
but we must use a stellar mass upper limit of ∼1010.5 M.
4.2 Observational results
Fig. 5 shows the lensing signals for the HDE and LDE samples
taken from the CFHTLenS, including all galaxies with 109 < m <
1010.5 M, with the best-fitting models plotted on top. For this
broad mass bin, the fits show that the HDE one-halo term is lower
than the LDE term, at 2.5σ significance (p = 0.0113). However,
this simple fit is not optimal. In part, this is because we combine
galaxies with greatly varying masses. The resultant lensing signal
of this combination does not perfectly resemble the lensing signal
of a single halo possessing the average mass of the sample, and the
code compensates for this by fitting a higher σm, which results in
larger errors for the best fit.
Fig. 6 shows the likelihood distributions for the fitted satellite
masses, host group mass and surface density threshold for the HDE
sample of galaxies with 109 < m < 1010.5 M. The plot shows
that there is only a weak degeneracy of Msat with the other two
parameters, but there is a stronger degeneracy between Mhost and 	t.
Nevertheless, when marginalized over the other parameters, Mhost
is very tightly constrained, and Msat is reasonably constrained.
We can more carefully analyse the data by splitting the galaxy
sample into smaller stellar mass bins. Fig. 7 shows the results of this
analysis for both simulated and the CFHTLenS data, with the ratio
of the fitted one-halo mass for the HDE sample to that of the LDE
sample plotted against the galaxies’ stellar masses. Simulated data
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Figure 5. Measured lensing signal and model fits for data from the
CHFTLenS survey, including all galaxies with 109 < m < 1010.5 M.
HDE (large red circles) and LDE (blue crosses) lensing signals and fits are
illustrated, as well as the HDE data with the fitted offset group halo term
subtracted off (small green circles). The dashed line shows the one-halo
model fit to the HDE sample, and the dotted line shows the HDE offset
group halo term. The one-halo mass fit for the HDE sample is found to be
significantly lower than for the LDE sample.
Figure 6. PDFs and joint PDFs for satellite mass Msat (left column), host
group mass Mhost (bottom row) and surface density threshold 	t (middle
row and middle column) for the fit of the lensing signal of all HDE galaxies
with 109 < m < 1010.5 M.
are not available for all mass bins plotted due to limitations of the
Millennium catalogue. The simulated data demonstrate that for suf-
ficiently high stellar mass bins, the ‘stripping’ HDE mass becomes
comparable to or greater than the ‘no stripping’ HDE mass. This is
Figure 7. A summary plot of the fitting results for various stellar mass bins.
Shown are the ratios of the best-fitting one-halo mass for the HDE and LDE
samples, for both the stripping and no stripping simulations, and for the
CFHTLenS data.
due to the fact that, at high stellar masses, the P3-identified HDE
sample contains a large number of centrals. When tidal stripping
is present, mass is transferred from satellites to centrals, increasing
their mass. When centrals make up a large enough fraction of the
sample, the sample shows an increase in mass under the effects of
tidal stripping. Therefore, we restrict the analysis to bins with m <
1010.5 M, where the ‘stripping’ scenario predicts a lower fitted
mass than the ‘no stripping’ scenario.
Details of the fits to CFHTLenS data for different stellar mass
bins are shown in Table 3. The goodness of fit is comparable to
previous galaxy–galaxy lensing studies. Specifically, the χ2red values
for our fits (which are calculated before the inclusion of the model
error term, see Section 3.4) are similar to the full halo model fits
of Velander et al. (2013): their χ2red values varied from 0.5 to 2 for
different stellar mass bins, whereas ours vary from 0.6 to 2.3.
If only the three stellar mass bins with 109 < m < 1010.5 M
are used, we obtained a weighted mean ratio of HDE one-halo
mass to LDE one-halo mass of 0.65 ± 0.12. If we assume that this
ratio is indicative of the retained mass after stripping, and assume
the sample contains ∼60 per cent satellites, then we can extrapolate
that for a sample of 100 per cent satellites, the mean retained mass
fraction will be ∼0.41 ± 0.19, which is consistent with the mean
retained mass fraction of 0.40 we measured from the simulated data.
Note that at a face value, our result suggests less mass reduction
in HDE environments than the factors of 2–5 found for the ∼L∗
satellites of the rich cluster Cl 0024+16 found by Natarajan et al.
(2009). There are several key differences between these samples,
however; in particular, our satellites have lower stellar masses and
our satellites inhabit lower mass host haloes than the rich cluster
studied by Natarajan et al. (2009).
These combined results reject the results of the simulated ‘no
stripping’ model at 4.1σ (p < 0.0001), reject MHDE = MLDE at
2.9σ (p = 0.0039) and are consistent with the simulated ‘stripping’
model at 1.8σ (p = 0.0651). This near-rejection of the ‘stripping’
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model may indicate that this model underestimates the amount of
tidal stripping which occurs in reality, or it might indicate that
some effect other than tidal stripping (such as a difference in star
formation histories dependent on environment) contributes to the
observed signal. Additionally, while our results have high statistical
significance, they do not rule out the possibility of systematic errors
resulting in a spurious detection. We investigate the possibility of
such a spurious detection in Section 4.4.
4.3 Alternative fits
In the previous subsection, we made a number of assumptions re-
lating one-halo mass, concentration and tidal radius [see equation
(10)]. This allowed us to compare only the one-halo mass between
the HDE and LDE samples, to determine if there was a difference
in their lensing signals. However, this does not tell us what varia-
tions in mass, concentration and tidal radius might be causing this
difference. In this section, we investigate alternate means of fitting
the lensing signals to determine which of these parameters might
differ between the HDE and LDE samples.
4.3.1 Truncation radius
An alternative fit with one free one-halo parameter is to fit the
HDE model with the same one-halo mass as the LDE sample, but
with a lower tidal (truncation) radius for its halo, as is predicted by
typical models of tidal stripping. For the single broad stellar mass
bin 109 < m < 1010.5 M, we fit a tidal radius of rtidal/r200 = 0.26 ±
0.14 for the HDE galaxies. This corresponds to a typical tidal radius
of 40 ± 21 kpc and a retained mass fraction of 0.43 ± 0.18 for a
satellite galaxy with M = 5.9 × 1011 M and c = 8.5. However, this
model is a marginally poorer fit compared to the default method of
fitting one-halo mass: χ2red = 1.08 for fitting tidal radius, compared
to χ2red = 0.99 for fitting mass. Our data are thus consistent with
both interpretations, and we are unable to discern between them.
4.3.2 One-halo mass and concentration
It is also possible that the observed difference in lensing signals
between HDE and LDE galaxies could be due to a difference in
concentration, rather than a difference in mass. Haloes with lower
concentrations will have lower lensing signals at small radii, and
somewhat higher lensing signals at large radii. To test whether the
observed results could be due to a change in concentration, we
reran the analysis, leaving concentration as a free parameter. The
resultant joint PDF for this analysis is shown in Fig. 8. As this plot
shows, while there is a difference in the mass PDFs for the HDE and
LDE samples, there is no evidence for a difference in concentration
between the two samples. We therefore favour the interpretation
that the measured difference in lensing signals between the HDE
and LDE samples is due to the HDE haloes being less massive
than LDE haloes, but we are unable to rule out the possibility that
the two samples have the same mass, but the HDE sample is less
concentrated.
4.4 Analysis
Although the results are statistically significant, it is nevertheless
possible that systematic errors have entered our analysis. In this
section, we discuss various possible systematic errors that may
affect the results.
Figure 8. Lower left: joint PDF for one-halo mass and concentration for
the HDE (red solid lines) and LDE (blue dashed lines) galaxy samples.
The dotted line shows the relation between mass and concentration given
by equation (10), which was used for a previous analysis. Upper left: PDF
for one-halo mass, marginalized over concentration. Lower right: PDF for
concentration, marginalized over one-halo mass.
4.4.1 Stellar mass biases
In principle, if there is a relative bias in the estimates of stellar mass
between red and blue galaxies, and if the HDE and LDE samples
contain different fractions of red and blue galaxies, we could get a
spuriously positive detection of tidal stripping with our method. It
is difficult to completely rule out the possibility of a relative bias
in stellar mass, but it can be investigated by comparing the distri-
butions of stellar mass to other published distributions. Unlike the
CFHTLenS data, the WIRDS (Bielby et al. 2012) data are based
on optical photometry supplemented by deep infrared images. We
would therefore expect the stellar masses in WIRDS to be more ac-
curate. A comparison of stellar mass estimates between CFHTLenS
and WIRDS (Velander et al. 2013) shows that if we assume WIRDS
stellar masses to be more accurate, then CFHTLenS stellar masses
may indeed be slightly biased, with CFHTLenS red galaxy stellar
masses ∼0.05–0.1 dex too low and the opposite for CFHTLenS blue
galaxies. Since we select by CFHTLenS stellar mass, and because
red galaxies are more common in HDE, this implies that the true
mean stellar mass in HDE regions is actually slightly larger than
that in the ‘matched’ LDE regions. Correspondingly, in the absence
of stripping, we would expect the recovered subhalo masses to be
larger. Since we find them to be smaller, this effect is in the wrong
sense to explain our stripping detection.
In any case, the effect is small. As can be seen in Table 1, the
maximum difference in the fraction of red galaxies between the
HDE and LDE samples is in fact only 10 per cent, in the 109.5 <
m < 1010 M and 1010 < m < 1010.5 M bins. This, combined
with the above estimates of the relative bias, allows us to put an
upper limit on this effect of ∼5 per cent.
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Table 4. Results of varying the fixed parameters (fsat
and csat) in the fitting procedure, using a sample of
galaxies with 109 < m < 1010.5 M. All masses are
in units of 1010 M.
fsat csat MHDE RM Mgroup χ2red
0.4 2.5 44 ± 6 0.76 23 000 1.17
0.6 2.5 38 ± 5 0.65 15 000 0.99
0.8 2.5 33 ± 5 0.56 12 000 1.22
0.4 5.0 35 ± 4 0.59 25 000 1.08
0.6 5.0 25 ± 4 0.43 17 000 1.93
0.8 5.0 20 ± 4 0.33 9100 12.09
4.4.2 Modeling inaccuracies
We have attempted to account for inaccuracies in the models through
the inclusion of a ‘model error’ term, but this does not account for
all possible errors in modelling that might arise. Notably, for the
HDE sample, there is a weak degeneracy between the fitted one-
halo term and the other fitted parameters, as well as with the fixed
parameters: the fraction of galaxies which are satellites (fsat) and the
concentration of satellites (csat). We marginalize over the other fitted
parameters to estimate the mean one-halo mass and its error, but
errors in fsat and csat would persist through the analysis as systematic
errors.
To assess the potential impact of errors in the fraction of satel-
lites and satellite concentration, we reran the analysis varying these
parameters, to observe how much the results changed. The results
plotted here use a sample of all galaxies with m < 1010.5 M,
weighted by estimated halo mass. The results of this analysis are
presented in Table 4, and sample plots of the fits can be observed
in Fig. 9. We allow the fraction of satellites to vary from 0.4 to 0.8,
and we test the effect of increasing the concentration of satellites
to 5.0, which is comparable to the concentration of the dark matter
haloes of galaxy groups.
As compared with the default case (fsat = 0.6 and csat = 2.5), the
only variation of the parameters that results in an increase of the
Table 5. Fitted values of 	t for var-
ious stellar mass bins, in units of
M pc−2.
log m 	t
9–9.5 42 ± 2
9.5–10 34 ± 3
10–10.5 44 ± 3
10.5–11 39 ± 6
11–11.5 36 ± 7
fitted HDE mass is when the fraction of satellites is decreased. If
the tested fraction of 0.4 were the case in reality, the significance
of the detection would decrease to ∼2.1σ . However, this particular
satellite fraction results in a marginally poorer fit, as evidenced by
the increased χ2red value.
Alternatively, if the actual concentration of satellites within
groups is higher, the fitted satellite mass will be lower. A fit with
csat = 5.0 yields a marginally poorer χ2red value, but we cannot rule
out this scenario. If this were the case in reality, it would strengthen
the significance of the detection to ∼4.4σ .
It is also important to look at the impact of the density threshold
term, 	t. Although this term was found to be necessary in the
simulated data to provide a reasonable fit when the fraction of
satellites is known exactly, it is not certain that this is an accurate
description. We can investigate this matter by looking at how the
fitted value of 	t varies in the fits, as can be seen in Table 5. If
we were modelling everything perfectly, we would expect to see 	t
being roughly constant for all stellar mass bins, as the P3 algorithm
is blind to galaxy mass, and so there is no reason why the threshold
	t for S/N > 2 regions should vary with the mass of satellites. In
fact, we observe 	t to remain roughly constant at ∼40 M pc−2,
which is consistent with the hypothesis that we are modelling it
reasonably.
Other modelling inaccuracies may also affect the results. The
model for the HDE sample neglects the contribution of the
Figure 9. As in Fig. 5, except with the fraction of satellites fixed to 0.4 (left) and the concentration of satellites fixed to 5.0 (right) for the fitting of the HDE
signal.
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two-halo term (the contribution of nearby groups and field galaxies)
to the lensing signal around satellites. We tested the implications of
this with a rough model of the two-halo term, and it resulted in a
decrease of the fitted HDE satellite mass. Therefore, any possible
systematic error in our results from this effect would be in the wrong
sense to contribute to a spurious detection.
Additionally, the model for the LDE sample neglects the con-
tribution of the local underdensity (see Section 3.3) to the lensing
signal. Proper handling of this term would likely result in a slight in-
crease in the fitted LDE mass, which would increase the significance
of the detection.
5 C O N C L U S I O N S
Previous lensing analyses of the environmental dependence of satel-
lite halo masses (Mandelbaum et al. 2006a; van Uitert et al. 2011)
have revealed the difficulty of detecting such an effect in samples
where the satellites are predominantly expected to lie in groups.
The analysis here improves on previous work by using the much
deeper data provided by the CFHTLenS sample to better constrain
the lensing signal around low-mass satellite galaxies in HDE.
Using photometric redshifts we divide galaxies into HDE and
LDE subsamples that are matched in stellar mass. We have found
a significant difference in their halo masses. Our analysis shows a
highly significant (4.1σ ) rejection of the simulated ‘no stripping’
model, and a significant (2.9σ ) rejection of the simple ‘null hypoth-
esis’ that there is no difference in the halo properties of HDE and
LDE galaxies, for galaxies in a broad range of group masses. This
difference is most likely due to tidal stripping of dark matter, and if
so, this analysis represents the first detection of tidal stripping in a
selection of galaxies that do not all reside within galaxy clusters.
We argue that these results are unlikely to be due to systematic
errors in our methodology, as most suspected systematic errors
would tend to bias one against a detection of stripping.
The mean ratio of fitted mass for the HDE sample to that of
the LDE sample is ∼0.65 ± 0.12. Since the HDE galaxy sample
consists of only ∼60 per cent satellites, the retained mass fraction
for a pure satellite sample would be considerably lower: ∼0.41 ±
0.19. We can alternatively model this as the HDE satellites being
tidally stripped at a typical radius of rtidal/r200 = 0.26 ± 0.14. This
corresponds to a typical tidal radius of 40 ± 21 kpc and a retained
mass fraction of 0.43 ± 0.18 for a satellite galaxy with M = 5.9 ×
1011 M and c = 8.5.
Further work will be necessary to confirm these results, and to
analyse the dependence of stripping on both group mass and the
satellite’s location within the group.
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