Abstract. This paper presents a new approach to precompute all odd points [3]P, [5]P, . . . , [2k − 1]P , k ≥ 2 on an elliptic curve over Fp. Those points are required for the efficient evaluation of a scalar multiplication, the most important operation in elliptic curve cryptography. The proposed method precomputes the points in affine coordinates and needs only one single field inversion for the computation. The new method is superior to all known methods that also use one field inversion. Compared to methods that require several field inversions for the precomputation, the proposed method is faster for a broad range of ratios of field inversions and field multiplications. The proposed method benefits especially from ratios as they occur on smart cards.
Introduction
Koblitz [Kob87] and Miller [Mil86] independently proposed to use elliptic curves for cryptographic purposes. The main advantage of elliptic curves is, that high security can be achieved by using only small key sizes [BSS99] .
One of the most time-consuming operation in cryptosystems based on elliptic curves is a scalar multiplication [u]P , where u is the scalar and P is a point on an elliptic curve over F p . Scalar multiplications are computed using the double-andadd algorithm. The number of point additions required by this algorithm can be reduced by representing the scalar in a signed representation that provides fewer non-zero digits [Ava04,Möl02,Möl04,MS04,OSST04,Sol00,SST04]. In this case, the double-and-add algorithm requires several precomputed points. For efficiency reasons, those points are usually represented in affine coordinates [CMO98] . If the point P is not fixed, the precomputation cannot be performed offline and requires a significant amount of time, since expensive field inversions are required to precompute points in affine coordinates. Scalar multiplications with non-fixed points for example occur in the Diffie-Hellman key exchange [DH76] and the verification step of the elliptic curve digital signature algorithm [JM99] . One important research goal is to reduce the number of field inversions that are involved in the precomputation. In [CJLM06] , a method to compute [3]P with only one inversion was proposed.
This paper generalizes this method and presents a new approach to precompute points on an elliptic curve over F p . The proposed scheme computes all odd points [3]P, . . . , [2k − 1]P , k ≥ 2 by using only one single field inversion, independent of the number of points to precompute. The main idea is to use a recursive strategy to express all values that have to be inverted using only known parameters. Then, all values are inverted simultaneously using the Montgomery trick, e.g. see [CF05] p. 209. Further, the proposed scheme does not require additional memory for temporary calculations.
Compared to previous approaches for the precomputation (e.g. [CMO98] ), the proposed method benefits from a large ratio of inversions and multiplications (I/M ). This ratio is especially large on smart cards that are equipped with a cryptographic coprocessor, which is usually the case [Infineon,Renesas] . In [Sey05], Seysen states that on such smart cards an I/M ratio of I > 100M is realistic. In [CF05, ELM03, JP03] , the authors state that on smart cards with a cryptographic coprocessor, the inversion is best computed using Fermat's little theorem. This approach requires about log 2 p field multiplications, where p is the prime that defines the field. Note that p must be at least 160 bit to guarantee security.
After introducing the proposed method, this paper states a thorough comparison with known methods for the precomputation. Rather than specifying the advantage of a certain method for a given I/M ratio, the I/M break even points of the different methods are estimated. The I/M break even points provide information about which method is the most efficient for a certain I/M ratio. As it will turn out, the proposed method is the most efficient for I/M ratios as they occur on smart cards.
The remainder of this paper is organized as follows: Section 2 introduces the basics of elliptic curves and scalar multiplications. Section 3 reviews known methods for the precomputation. Section 4 describes the proposed scheme. Section 5 compares the proposed scheme with known methods and Section 6 states the conclusion.
Scalar Multiplications in Elliptic Curve Cryptography
An elliptic curve over a prime field F p is defined by the implicit equation E : y 2 = x 3 + ax + b, where a, b ∈ F p and p > 3 prime. A further condition on a and b is, that the so-called discriminant ∆ = 4a 3 + 27b 2 is non-zero. The points on an elliptic curve can be used to construct an abelian group E(F p ) with identity element O called the "point at infinity" [BSS99] . Point additions (P + Q) and doublings (2P ) are denoted by ECADD and ECDBL, respectively. Points on an elliptic curve can be represented in several coordinate systems, such as affine (A), projective (P), Jacobian (J ), modified Jacobian (J m ), and Chudnovsky Jacobian (J c ) coordinates [CMO98] . The number of field multiplications (M ), squarings (S), and inversions (I) required for an ECADD or ECDBL operation depends on the coordinate system used to represent the points. See [CMO98] for an overview of the costs and explicit formulas. A scalar multiplication [u]P of a point P ∈ E(F p ) and a scalar u > 0 is defined by adding P to itself u times. An efficient method to compute a scalar multiplication is the double-and-add algorithm shown in Algorithm 1. This algorithm uses an n-bit base-2 representation (u n−1 , . . . , u 0 ) of u, e.g. the binary representation or one of the representations proposed in [Ava04,Möl02,Möl04,MS04,OSST04,Sol00,SST04].
Algorithm 1 Double-and-Add Algorithm
if ui = 0 then X ← ECADD(X, [ui]P ) 5: end for 6: return X Algorithm 1 performs a point doubling in each iteration (line 3) and a point addition each time the current digit u i is non-zero (line 4). Hence a scalar multiplication needs n · AHD ECADD + n ECDBL, where AHD denotes the average Hamming density, i.e. the average density of non-zero digits in the base-2 representation of u. The points [u i ]P required in line 4 are precomputed beforehand. Which and how many points must be precomputed depends on the base-2 representation used for u.
To reduce the required number of field operations in the different steps of Algorithm 1, the authors of [CMO98] represent the points using mixed coordinates. They use J m coordinates for the result of a doubling followed by a doubling (u i = 0) and J coordinates for the result of a doubling followed by an addition (u i = 0). The costs for a doubling then are 4M + 4S and 3M + 4S, respectively. The precomputed points [u i ]P are represented either in A or J c coordinates. The costs for an addition then are 9M + 5S or 12M + 5S, respectively. Using mixed coordinates, a scalar multiplication with Algorithm 1 requires
with precomputed points in A and J c coordinates, respectively. A very flexible base-2 representation is the fractional window recoding method [Möl02, Möl04, SST04] . For an arbitrary k ≥ 1, this representation uses the digits in the digit set D k = {0, ±1, ±3, . . . , ±(2k − 1)}. When used with Algorithm 1, the k − 1 points [3]P, [5]P, . . . , [2k − 1]P must be precomputed. Note, that only the positive points must be precomputed, since point inversions are virtually for free, e.g. if [−3]P is required by Algorithm 1, it is obtained from [3]P by an "on-the-fly" point inversion [BSS99] . The AHD of this representation is
which is minimal among all base-2 representations that use this digit set [Möl04] . Note, that if k = 2 w−2 for some w ≥ 2, the fractional window recoding method has the same AHD as the width-w non adjacent form [Sol00] and its analogs [Ava04,MS04,OSST04], i.e. 1/(w + 1).
Increasing the parameter k on the one hand decreases the AHD and therefore the number of ECADD operations in Algorithm 1 and on the other hand increases the number of points that must be precomputed. Therefore, increasing k does not automatically yield a better total performance, since additional ECADD and ECDBL operations are required for the precomputation.
Precomputing the required Points
In this section, several methods for the precomputation of the k − 1 points [3]P, [5]P, . . . , [2k − 1]P required by the fractional window recoding method are reviewed. Recall that according to [CMO98] , the precomputed points should be represented in A or J c coordinates. The most straightforward method is to compute each point separately using the chain
when using A or J c coordinates for the precomputed points, respectively. Storing the points requires 2(k − 1) registers for affine coordinates and 5(k − 1) registers for Chudnovsky Jacobian coordinates.
The following methods compute the points in A coordinates and trade inversions for multiplications using the Montgomery trick for simultaneous inversions [CF05] p. 209. This algorithm computes n inverses using 3nM + I.
Let k = 2 w−2 for some w ≥ 2. In [CMO98] the authors compute the points using the chain
The inversions required in each of the w − 1 steps are computed simultaneously using the Montgomery trick. In terms of k, this method needs
The logarithm has to be rounded up to cover the case where k is chosen such that it is not a power of 2. Storing the points requires 2(k − 1) registers.
The last method is a straightforward method that first computes the points separately in P, J , J m , or J c coordinates. Then the points are converted to A coordinates. A conversion from P to A needs 2M + I. A conversion from J , J c , or J m to A needs 3M + S + I. The inversions required for the conversion are computed simultaneously using the Montgomery trick. These methods need cp P→A = (17k − 10)M + (2k + 3)S + I (7)
Storing the points in affine coordinates requires 2(k − 1) registers. However, it has to be considered that the points require more memory prior to conversion to affine coordinates. The required number of registers is 3(k − 1) for P and J coordinates, 5(k − 1) for J c coordinates, and 4(k − 1) for J m coordinates.
Proposed Scheme
This section describes the proposed scheme. The proposed scheme computes the required points [3]P, [5]P, . . . , [2k −1]P , k ≥ 2 directly in affine coordinates using only one field inversion. The proposed scheme needs (10k − 11)M + (4k)S + I for the precomputation and 2(k − 1) registers to store the points. The proposed scheme computes [2i
. . , k and therefore the computation of [2]P is also required. The formulas to compute the points in affine coordinates are
The most time consuming operation when computing points in affine coordinates is the field inversion required to invert the denominator of the λ i . Call those denominators δ i . According to the last section, it is possible to compute field inversions simultaneously using the Montgomery trick [CF05] . However to do so, all values to invert must be known. For the precomputation this is not the case, since each point depends on a previous computed point, e.g.
The main idea of the proposed scheme is to write down all δ i using only the base point P = (x 1 , y 1 ) and the elliptic curve parameters a and b. Then, all δ i are known and can be inverted simultaneously using the Montgomery trick. The proposed strategy is divided into four steps. The pseudocode of those steps can be found in Appendix A.
Step 1: The first step computes
. . , k. This is done by the following recursive strategy which successively substitutes the formulas for x i , y i in the formulas for x i+1 , y i+1 .
[2]P : d1 = 2y1
For example, d 1 = 2y 1 = δ 1 and
Step 2: The second step computes the inverses of d 1 , . . . , d k using the Montgomery Trick [CF05] . At first, the values e i = i j=1 d i are computed for i = 1, . . . , k. Next, the inverse of e k ,
is computed. Then, the inverses of d 1 , . . . , d k are obtained as
Step 3. The third step recovers the inverses of the denominators δ
Step 2. According to Step 1,
can be recovered as
using e 1 , . . . , e k computed in Step 2.
Step 4. The fourth step computes the points The proof of this theorem can be found in Appendix B.
Analysis
The proposed method as well as the methods reviewed in Section 3 trade field inversions for multiplications and squarings. Hence, the advantage of a respective method depends on the ratio of inversions and multiplications I/M and the ratio of squarings and multiplications S/M . In this analysis, the S/M ratio is set to S = 0.8M . For software implementations of an inversion in a prime field, the I/M ratios vary between I = 4M [ELM03,BSS99] and I = 80M [HMV04] . These ratios depend on many factors like the architecture, the methods used for multiplication, modular reduction, and inversion, and the size of the prime field. In software implementations, the inverse is usually computed using the binary GCD algorithm [HMV04] . However, this algorithm is hardly available in embedded devices like smart cards. On a smart card equipped with a cryptographic coprocessor it is faster to compute the inverse using Fermat's little theorem, i.e. a −1 = a p−2 mod p, since it uses only operations that are supported by hardware [CF05,ELM03,JP03]. When using Fermat's little theorem to compute an inversion in a prime field F p the I/M ratio becomes very large, i.e. about I = log 2 p M , since the inverse is computed using a modular exponentiation. According to [Sey05], I/M ratios of I > 100M are realistic on smart cards equipped with a cryptographic coprocessor. In the following, the I/M break even points for the methods introduced in Section 3 and the proposed scheme are estimated.
I/M Break Even Points for the Precomputation At first, the proposed scheme is compared to the last four methods introduced in Section 3. Note that all those methods require only one single inversion. If the S/M ratio S = 0.8M is substituted in Equations (7)- (10) This shows that, regardless of the I/M ratio, the proposed method is more efficient than precomputing the points in a different coordinate system and converting them to A coordinates using the Montgomery trick. The next step is to estimate the I/M break even points of the proposed scheme, the precomputation proposed in [CMO98] , and the straightforward precomputation in A coordinates. A comparison with the straightforward precomputation in J c coordinates will be done only for a complete scalar multiplication. This is because the computation of a scalar multiplication is more expensive if the precomputed points are represented in J c coordinates (see Equations (1) and (2)). Table 1 shows for different k, for which I/M ratios the proposed scheme and the affine precomputation are the most efficient. The method proposed in [CMO98] Figure 1 . Obviously, the advantage of one method is small if the I/M ratio is close to the break even point and large if the I/M ratio is far away from the break even point. Also, the I/M break even points shown in Table 1 are independent of the bit length of the scalar or the size of the prime field, whereas the actual I/M ratio on a certain platform is not. This comparison shows, that the affine and the [CMO98] method perform worse than the proposed method on devices with a large I/M ratio such as smart cards [Sey05] . See Appendix C for timings and a comparison of I/M ratios. , the total costs for a scalar multiplication must be considered. In this case, the size of the prime field and the bit length n of the scalar is also important. It is assumed that the scalar is recoded using the fractional window recoding method and therefore has an AHD as shown in Equation (3). Using Equations (1), (2), (5), and (12) one obtains that the proposed method is more efficient than the J c method if I/M < 0.2k + 7.4 + 3n · AHD k . Table 2 shows the I/M break even points corresponding to a complete scalar multiplication for different prime fields F pn , where p n is an n bit prime. Smaller I/M ratios benefit the proposed method. The I/M break even point gets smaller if k grows. However, the total costs for a scalar multiplication are minimal if k = 8. This can be determined by comparing the total costs of the proposed method ((1)+(12)) and the J c method ((2)+(5)) for different k. The optimal value for k is independent from the I/M ratio, since the proposed method requires only one inversion regardless of k. Note, that such large I/M ratios as shown in Table 2 actually do occur, especially on smart cards where the field inversion is computed using Fermat's little theorem [CF05,ELM03,JP03,Sey05].
The above comparison has one flaw, it does not consider the memory requirement of the precomputed points. Note, that the J c method requires 2.5 times the memory of the proposed method for the same k. This is due to the fact that a point in J c coordinates consists of five coordinates, whereas a point in A coordinates consists of only two coordinates [CMO98] . Let r denote the maximum number of registers that can be used for the precomputed points. Then k p = (r + 2)/2 and k c = (r + 5)/5 denote the maximum value of k that can be used for the proposed method and the J c method, respectively. Table 3 shows the I/M break even point corresponding to a complete scalar multiplication for different limitations on the number of registers r and different prime fields F pn , where p n is an n bit prime. Again, smaller I/M ratios benefit the proposed method.
r Table 3 . I/M break even points for fixed registers
If less than five registers are available, the only option is to use the proposed method. If more than 14 registers are available, the proposed method still uses k = 8 since using a larger value would decrease the total performance. The same argument holds for the J c method if more than 35 registers are available. Table  3 shows, that including the number of registers in the comparison increases the I/M break even point of the proposed method and the J c method compared to Table 2 . The I/M break even points of the CMO method, the A method, and the proposed method shown in Table 1 still hold, since all three methods require the same number of registers for storing the precomputed points.
To summarize, the proposed method provides the most efficient precomputation for I/M ratios as they occur on smart cards [Sey05] . Another advantage of the proposed method is, that it precomputes the points in affine coordinates which require less storage space than J c coordinates. If the memory for the precomputed points is limited, it is possible to choose larger values of k which further improves a scalar multiplication compared to the J c method.
Conclusion
This paper presented a new method to precompute all odd points [3]P, . . . , [2k − 1]P , k ≥ 2 on an elliptic curve defined over a prime field F p in affine coordinates. The proposed method requires only one field inversion regardless of the number of points to precompute. In total, the proposed scheme requires (10k − 11)M + (4k)S + I field operations for the precomputation and no additional memory for temporary calculations. The proposed method is the most efficient for a large range of I/M ratios, especially for ratios as they occur on smart cards. Further research includes an implementation of the proposed scheme on a smart card.
[ 
A Pseudocode of the Proposed Scheme
This section contains the pseudocode of the four steps of the proposed scheme.
Algorithm 2
Step 1:
Algorithm 3
Step 2: Simultaneous inversion of d 1 , . . . , d k Require: di, i = 1, . . . , k Ensure:
ei ← ei−1 · di 4: end for 5: T1 ← e −1 k 6: for i = k down to 2 do 7:
T1 ← T1 · T2 10: end for 11: f1 ← T1 12: return e1, . . . , e k , f1, . . . , f k
Algorithm 4
Step 3: Retrieval of the inverses of the δ 1 , . . . , δ k Require: fi and ei, i = 1, . . . , k Ensure: Inverse of denominators li = δ
li ← e 2 i−1 · fi 4: end for 5: return l1, . . . , l k
Algorithm 5
Step 4: Computation of the required points Require: P = (x1, y1), k, a and li, i = 1, . . . , k Ensure: 3P = (x3, y3), 5P = (x4, y4), . . . , (2k − 1)P = (x k+1 , y k+1 ) 1: T ← (3x
yi+1 ← T (x2 − xi+1) − y2 11: end for 12: return x3, . . . , x k+1 , y3, . . . , y k+1 B Proof of Theorem 1.
This section states the proof of the Theorem 1 of Section 4. Theorem 1. In total, the proposed scheme requires (10k − 11)M + (4k)S + I field operations to compute the points 3P, 5P, . . . , (2k−1)P . Further, the proposed scheme requires 2(k − 1) registers to store the points and no additional memory for temporary calculations. Algorithm 5 requires 2k + 1 registers to hold x i , y i and one temporary variable T . The x i and y i can use the same registers as the e i and l i . In total, 2k + 2 registers are required and therefore no additional memory has to be allocated.
C Timings
This Section states timings for the precomputation using Java implementations of the proposed scheme, the [CMO98] method and the straightforward affine method. The base points P are randomly chosen points on the elliptic curves P-192, P-224 and P-256 recommended in [NIST01] , which are defined over an 192, 224 and 256 bit prime field F p , respectively. The timings are CPU time in microseconds and were obtained on two machines using three versions of Java [Java] . Table 4 shows the timings on a Pentium Dualcore 1.83Ghz. Table  5 shows the timings on an AMD Athlon 64 X2 Dualcore 4200+ 2.22GHZ. Both machines have 1GB RAM and use Windows XP. The fastest method is marked bold. For each combination of Java version and prime field, the timings for field multiplications and field inversions as well as the resulting I/M ratio are stated. The implementations of the three methods will eventually be published as part of the FlexiECProvider [Flexi] , an open source Java Cryptographic Service Provider. The FlexiECProvider computes the field multiplications and inversions using the java.math.BigInteger functions a.multiply(b).mod(p) and a.modInverse(p), respectively, where p is the n bit prime that defines the prime field F p and a, b are n bit integers. The above timings show that the proposed method has a noticeable advantage compared to the [CMO98] method and the affine method, even for small I/M ratios. They also confirm the I/M break even points estimated in Section 5, Table 1 and show that the proposed method has only a small overhead. Further, Tables 4 and 5 indicate that the I/M ratio constantly increases if the field multiplication and inversion get faster. This is true for the different Java versions, where v1.6.0 has the largest I/M ratio and the fastest field multiplications and inversions, as well as for the faster AMD CPU. The trend definitely goes towards larger I/M ratios which further benefits the proposed method.
