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1. INTRODUCTION 
Let X and Y be Hilbert spaces and consider the equation 
TX =y, (1.1) 
where T E B[X, Y], the space of all bounded linear operators from X to Y. 
In Kammerer and Plemmons [7], the problem of obtaining iterative methods 
for least-squares approximate solutions to (1 .I) is considered in the more general 
setting when X is a Banach space. The iterative methods are obtained by 
splitting T into 
T=M-Q, (1.2) 
where ME B[X, Y], M has a closed range R(M) and possesses a generalized 
inverse M-, and the schemes have the form 
$i) = M-Qx’i-1’ + M-y, i = 1, 2,..., (1.3) 
where x(O) is an arbitrary vector. 
It is shown [7] that when X is a Hilbert space, M- is the Moore-Penrose 
generalized inverse M+, and the splitting (1.2) is proper, i.e., the closure R(T) 
of R(T) is equal to R(M) and the null space N(T) = N(M), then the interates 
(1.3) converge to the (unique) least-squares solution of minimum norm T+y of 
(l.l), provided that p(M+Q), the spectral radius of M+Q, is less than 1 and that 
y E D(T’), the domain of definition of T +. This result extends, to infinite 
dimensions, earlier results of Berman and Plemmons [4], who also introduced 
the notion of a proper splitting for matrices. 
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A characterization for two matrices m x n A and B, to have the same range 
and the same null space (i.e., the splitting 
A=B-(B-A) (1.4) 
is proper) is given in [2]. Wh en the splitting (1.4) satisfies R(A) C R(B) and 
N(A) 3 N(B) it is subproper. Such splittings are introduced in [13] and applied 
to the study of iterative methods for the finite dimensional and solvable analog 
of (1.1); they are further applied to the not necessarily solvable analog of (1. I ) 
in [3]. 
The object of this paper is the study of subproper splittings in the infinite 
dimensional case and of the iterative schemes arising from such splittings. 
However, we make no restrictions on the range of M. 
In Section 2, which is preparatory to Section 3, the concept of (K,L)-con- 
sistency between two linear operator equations is defined and characterized. It is 
then used to relate the limits of an iterative scheme to an approximate solution 
to (1 .I). What is meant by an approximate solution is clarified in this section. 
The section itself, which extends some results of Berman and Naumann [3], is 
presented for the sake of completeness. In Section 3 the notion of a subproper 
splitting for the operator T of (1.1) is defined, the induced iterative scheme is 
then obtained, and the type of an approximate solution to which the iterates may 
converge is given. Section 4 is concerned with the problem of obtaining a 
subproper splitting for the operator T of (l.l), and a necessary and sufficient 
condition for the iteration operator M+Q to yield a convergent scheme is offered. 
In Section 5 the special case where X and Y are &-spaces of square integrable 
real valued functions, and M is a Hilbert-Schmidt operator with a continuous 
kernel is considered. In this case both R(M) and R(M*), where M* is the adjoint 
of M, form reproducing kernel Hilbert spaces. We obtain expressions for M, 
M+ and M+Q involving the square root of the reproducing kernel and its 
generalized inverse. 
1.1 MORE NOTATIONS AND PRELIMINARIES 
Let X be a Hilbert space: 
B[X]-denotes the set of all bounded linear operators from X into X. 
Let Y be a Hilbert space and HE B[X, Y]: 
9(H, y)-denotes the set {x E X 1 Hx = y>. Y(H, y) f @ if y E R(H) 
Let X, be a linear manifold in X and Yi be a linear manifold in Y. Then: 
[Xi , Y,]-denotes the set of linear operators with domain in Xi and range 
in Yr. 
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[Xi]-denotes the set of linear operators with domain in Xi and range in 
Xl * 
H lxldenotes the restriction of H to Xl , 
X,-‘---the orthogonal complement, 
Px -denotes the orthogonal projector on X1 , 
Pi:--denotes the orthogonal projector on X,l. 
For G E B[X] : 
p,(G)-denotes the resolvent set for G, 
a(G )--denotes the spectrum of G, 
o,(G)-denotes the point spectrum of G. 
Other notations to be used: 
Cmxn-denotes the space of m x n complex matrices, 
c FXn-denotes the set of m x n complex matrices of rank r. 
R~x”-denotes the set of m x n real matrices of rank r, 
C”--denotes the n-dimensional complex space. 
Let H E B[X, Y]. An element u E X is a least-squares olution to the operator 
equation 
Hx =y, (1.5) 
if inf{ll Hx - y I/ 1 x E X} = 11 Hu - y /) . Such an element exists, if and only if, 
Pmy E R(H) or equivalently, if and only if, y s R(H) @ R(H)I. The map 
which associates with each y E: R(H) @ R(H)‘- the least-squares solution of 
minimum norm to (1.5) is the Moore-Penrose generalized inverse Ht. Thus 
D(H+) = R(H) @ R(H)I. If R(H) is closed then D(H+) = Y and the operator 
Eq. (1.5) is said to be well posed, otherwise (1.5) is said to be ill-posed. 
PROPOSITION 1 (e.g. [IO]). Each of the following conditions characterizes the 
generalized inverse of H. 
(i) (a) HH+H = H, (b) H+HH+ = H+ on D(W), 
(4 HH+ = PFGE I D(H+) 3 (4 H+H = PNCH)L. 
(ii) Ht is the unique extension of (H jN(H~~)-l to R(H) @ R(H)I so that 
N(H+) = R(H)l. 
Finally, in Section 4 and 5 use will be made of the following well-known 
lemma. 
LEMMA 1. Let HE B[X, Y]. 
(9 H = fVNw , 
where HI E [P,(,,,LX, PYjii-i~i] is one-to-one and has a dense range. 
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(ii) If 
H = H,P, , 
where Hl E [PIX, P,Y] is one-to-one and has a dense range and where Pl E B[X] 
and P2 E B[Y] are orthogonal projectors, respectively, then Pl = qvtH) i and 
P2 = PG) . 
2. (K,L)-CONSISTENCY 
Consider the operator Eq. (1.1) and the operator equation 
7-p = z, (2.1) 
where Tr E B[X, Z] (Z a Hilbert space). 
Let K and L be closed subspaces in Y and Z, respectively, such that 
K n R( 7’) = (0) and L n R(T,) = {0}, and let K’ and L’ be the following 
linear manifolds 
K’ = R(T) @ K, L’ = R(T*) @L. 
Let PR(T),X: be the projection operator in [K’] which projects K’ onto R(T) 
along K; that is, for y = y, + ya E IS, where yr E R(T), yz E K, we have 
PR(T),Ky --= ?‘I . we define PK,m E WI, ~‘R(~J,~ 6 I?‘1 and P,M(~J E IT’1 in a 
similar manner. 
DEFINITION 1. (i) The operator equation (1 .l) is (K, L)-consistent with 
the operator equation (2.1) if y E K’, z EL’ and 
YVI 7 PRWJ.L4 c Y(T PRW),KY). (2.2) 
(ii) The operator Eq. (1 .l) is (K, L)- reci p rocally consistent with the opera- 
tor Eq. (2.1) if y E K’, z EL’ and 
(iii) The operator Eq. (1.1) is (K, L)-completely consistent with the operator 
Eq.(2.1)ifyEK’,aEL’and 
Remarks. (I) If K’ = D(T+), K = N( T+) and z E R( T,), then (N(P), L)- 
consistency between (1 .l) and (1.2) is, in the language of [7], reciprocal least- 
squares consistency between (1 .I) and (1.2). 
(2) For examples of finite dimensional (K, L)-consistency, reciprocal 
consistency and complete consistency see [6], [18] and [3]. 
409/62!2-4 
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THEOREM 1. (i) The operator Eq. (1.1) is (K, L)-consistent with the 
operator Eq. (2.1) if and only if there exists a linear operator FI E [R( T,), Y] such 
that 
T = FIT, (2.3) 
and such that 
F,PR(TJ,L~ = PR(T).KY. (2.4) 
(ii) The operator Eq. (1.1) is (K, L)- reci p rocally consistent with the operator 
Eq. (2.1) if and only if there exists a linear operator F2 E [R(T), Z] such that 
and such that 
TI = F,T 
FzPR(T).KY = PR(T1).LZ* 
(iii) The operator Eq. (1.1) is (K, L)-completely consistent with the operator 
Eq. (2.1) ij and only if FI in ( i is me-to-one on R(T,) OY the operator F, in (ii) is ) 
one-to-one on R(T). 
The proof is analogous to the proof of Theorem 4.1 in [7]. It is based on the 
following observation for which we give a different proof. 
LEMMA 2. Let HI E B[X, Y] and H, E B[X, 21. Then 
(i) N(H,) C N(H,) if and only if there exists a linear operator FE [Z, Y], 
with D(F) = Z, such that 
HI = FH, (25) 
and R(H,) CD(F). 
(ii) N(H,) = N(H,) if and only if (2.5) holds and 
R(H,) C D(F) n N(F)l. (2.6) 
Proof. (i) If (2.5) holds then N(H,) G N(H,). Conversely, suppose 
iV(H,) C N(H,). This implies 
HI = HAwIo,~ * (2.7) 
But PNtH )I = H,+H, and so, by (2.7), HI = H,H,+H, . Let F 5 HIH2+. Then 
R(H,) C b(F) and D(F) = D(Hzt) = 2. 
(ii) Suppose N(H,) = N(H,). By part (i) (2.5) holds with F = H,H,+. 
We now show that (2.6) holds. Let z E N(F). Then Hztz E N(H,) = N(H,) and 
so z E R(H,)l. Thus N(F) C R(H,)* which implies R(H,) C iV(F)l. 
Conversely, suppose (2.5) and (2.6) hold. Then N(H,) C N(H,). If x E N(H,) 
and H,x = y # 0, then H,x = FHzx = Fy # 0, by (2.6). i 
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Next, we consider the special case where the operator T1 in (2.1) is of the 
form I - G, GE B[X], and relate the limit points of the iterative scheme 
x(i) = &‘i-1’ + c i =- 1, 2,..., (2.8) 
where x(O) is an arbitrary vector and c E X, to the operator Eq. (1 .I). This we do 
by associating the operator equation 
(I - G) x = c (2.9) 
with the iterative scheme (2.8). 
LEMMA 3. Let h := 1 be a pole of the resolvent operator R(X, G) of G. Then 
A =m 1 is a simple pole, if and only ;f 
N(I - G) @ R(I - G) = X. (2.10) 
Proof. The “only if” part follows at once from 1116, Theorem 5.8-A]. The 
proof of the “if” part is similar to the proof of Lemma l(b) in [14]. 1 
Notice that under the conditions of the lemma, G is the identity map on 
N(I - G). 
THEOREM 2. Suppose h = 1 is a simple pole of the resolve& operator R(X, G). 
Assume the operator Eq. (1.1) to be (K, N(I - G))-consistent with the operator 
Eq. (2.9), (where L’ is now giwen by (2.10)). il ssume further that X E a(G), h f 1, 
implies I A i < 1. Then the sequence 
.$li) - iPN(w,wd4 i = 1, 2,..., (2.1 I) 
conz*erges to a solution of the equation 
TX = PR(TLKY, (2.12) 
of the -form 
where 
(I- G)+ PR(I--GM-GF + li’ 
‘i: E N(I - G). 
(2.13) 
The proof is similar to the proof of Theorem 2 in [3]. 
COROLLARY 1. If the operator equation (1.1) is solvable then the sequence (2.11) 
converges, under the conditions of Theorem 2, to a solution to (1 .I). 
COROLLARY 2. If (I - G) is bijective then L’ = R(I - G) =- ;\: Suppose 
that p(G) < 1 and that (1.1) is (K, {O})-consistent with (2.9). Then the iterates 
(2.8) converge to the vector x =- (I - G)-l c which is a solution to (2.12). 
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In this paper by an approximate solution to (1 .l) is meant a solution to (2.12). 
For convenience we shall not refer to the linear manifolds and the subspaces 
involved whenever these are clear. 
DEFINITION 2. Let GE B[X]. 
(i) G is a weakZy convergent operator if p(G) < 1 and if X E a(G) with 
1 h j = 1 then X = 1 and is a simple pole of the resolvent operator R(h, G) of G. 
(ii) G is a conaergent operator if p(G) < 1. 
3. SPLITTINGS AND CONSISTENCY 
DEFINITION 3. Let T E B[X, Y]. The splitting of T into 
T=M-Q, 
where ME B[X, Y], is subproper if 
(3.1) 
R(T) C WW, (3.2) 
and 
N(T) 2 N(M). (3.3) 
It is proper if 
R(T) = R(M), (3.4) 
and 
N(T) = N(M). (3.5) 
Remarks. (1). The reader should note the difference between the definition 
of a proper splitting as given here to the definition of a proper splitting as given 
in [7, Definition 5.31 where, R(M) is assumed to be closed and equal to R(T). 
(2). If T is a compact operator with an infinite dimensional range then R(T) 
is not closed. Thus postulating that R(M) is closed and R(T) C R(M) as in 
[7, Theorems 5.3 and 5.41 is restrictive for the choice of M in a large number of 
cases. 
The proof of our first main theorem requires the next result. 
LEMMA 4. Let T = M - Q be a splitting where M, T E B[X, Y], and 
R(T) C R(M). Then 
N(I - M+Q) = N(T) n R(M+) = M+{N(TM+)}. (3.6) 
Proof. As in the finite dimensional case, e.g., [3, Lemma 41. 1 
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THEOREM 3. Let T = M - Q be a subproper splitting for T E B[X, Y]. Then 
0) N(I - M+Q) n R(I - M+Q) = (01, (3.7) 
if and only if 
R(T) n N(TM+) =- (0). (3.8) 
(ii) 
;f and only if 
N(I - M+Q) @ R(I - M+Q) = X, (3.9) 
R(T) 0 N(TM+) = D(M+). (3.10) 
Proof. (i) (If). Suppose x = (I - M+Q) x’ E N(I - M+Q). This implies 
Mx = M(I - M+Q) x’ = TX’, since R(Q) CR(M) by (3.1) and (3.2). Since 
lV( TM+) C D(M+) and N(M+) C N( TM+) we have 
N( TM+) = N( TM+) n (R(M) @ N(M+)j 
= N( TM+) n R(M) 0 N(M+). 
(3.11) 
Thus, by (3.6) 
MN(I - M+Q) = N(TM+) n R(M), 
and hence Mx E N( TM+), so that by (3.8) Mx = 0. But x E R(M+), by assump- 
tion and by (3.6), showing that x = M+Mx = 0. 
(Only if). Suppose y = TX E N(TM+). Then IVl+Tx E N(1 - IlZ+Q) b! 
Lemma 4. Resolve x = x1 + x,; xi E N(M) and x2 E N(M)l. Then by (3.1) and 
(3.3), M+Tx = (I - M+Q) xa . Thus M+Tx = 0 by (3.7) and y = MM+Tx :-~~ 
TX = 0 by (3.2). 
(ii) (if). We first show that R(M+) C N(I- &‘+Q) + R(I- M+Q). 
Let x E R(M+). Then x = M+y, where y = Mx. By (3.1(l), y =: TX, + y1 , 
where yr E N( TM+), and by Lemma 4 M+y, E N(I - M+Q). In addition, 
M+Tx, E R(I - M+Q), which follows in a similar way as in the “only if” proof 
of part (i). Thus R(M+) C N(I - M+Q) + R(I - M+Q). Moreover, N(M) C 
R(I - M+Q) since N(M) _C N(Q) by (3.1) and (3.3), so that x’ = (I- M+Q) x’ 
for all x’ E N(M). H ence XC N(I - M+Q) + R(I - M+Q). The comple- 
mentarity follows by part (i). 
(only if). Since N(M+) C N(TM+) we have 
D(M+) C R(M) + N(TM+). (3.12) 
Let y E R(M). Then y = Mx for some x E X. By (3.9) and Lemma 4, 
N = M+y, + (I - M+Q) x1 , where 
yl E N( TM+). (3.13) 
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Thus y = MWy, + TX, since R(Q) C R(M) by (3.1) and (3.3). Also 
MM+y, E N( TM’), which follows from (3.13) by (3.11). Hence, R(M) C 
R(T) + w-M+), so that by (3.12) we have 
D(M+) = R(T) + N(TM+). 
The complementarity follows by part (i). g 
Notice that M+Q E B[X] by the closed graph theorem since M+ is closed and Q 
is bounded and defined on all of X. 
COROLLARY 3 (e.g. [3]). Let A, B and C be m x n matrices, respectively, such 
that A = B - C and such that R(A) CR(B) and N(A) 2 N(B), (i.e. a sub- 
proper splitting for matrices). I’hen 
N(I - B+C) @ R(I - B+C) = C” o R(A) @ N(AB+) = Cm. 
We are now ready to investigate iterative schemes induced by subproper 
splittings. 
LEMMA 5. Let T = M - Q be a subproper splitting for T in (1.1) such that 
y E D(M+). If h = 1 is a simple pole of the resolvent operator R(X, M+Q) of M+Q 
then (1.1) is (N(TM+), N(I - M+Q))- consistent with the operator equation 
(I - M’Q) x = M+y. (3.14) 
Proof. By substituting MtQ for G in Lemma 3, we have, 
N(I - M+Q) @ R(I - M+Q) = x 5 L’, (3.15) 
so that by Theorem 3(ii), 
R(T) @ N( TM+) = D(M+) E K’. (3.16) 
Since y E D(M+) by assumption, 
M+?Q,T,.N,raft,y + M+phm4+,,RcT,y = M+  (3.17) 
by (3.16). Moreover, 
M+pRmvcTM+,y E R(I - M+Q), 
{e.g., see proof of part (i) in Theorem 3) and 
M+G,,,t,,,,,,y E NV - MtQL 
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bv Lemma 4. (3.17) (3.18), (3.19) and (3.15) show that 
But then (3.2) implies 
(3.20) 
(3.21) 
Moreover, by (3.2), (3.1) has the factorization 
T = M(I - M+Q). (3.22) 
The conclusion now follows from (3.22), (3.21) and (3.20), (3.15) and (3.16) by 
Theorem l(i). 1 
Consider the iterative scheme 
x(i) = $pQZ.vci-l) + J/pb, i = 1, 2,... . (3.23) 
Then (3.14) is the operator equation associated with (3.23) and we have: 
THEOREM 4. Let T = M - Q be a subproper splitting for T in (1.1). Assume 
that y (of (1 .l)) is in D(M+). Then if M+Q is a weaklv convergent operator, the 
sequence 
{“Y(i) - iM+PN(,,t, kITjj)l. (3.24) 
converges to a solution of the equation 
Tx = pRm.NmftP’ (3.25) 
which is an approximate solution to (1.1) of the form 
(I - M’Q)’ M’PR,,,,,(,,w+,y A v, (3.26) 
where v E N(T). 
Proof. The proof follows from a combination of Theorems 2, 3 and Lemma 
5, where the substitutions we make in Theorem 2 are as follows: G == M+Q, 
K’ and L’ are given by (3.16) and (3.15) respectively, and c ==z Mty. a 
COROLLARY 4. Let T = M - Q be a proper splitting for T in (1.1). Then 
I - M+Q is bijective. Moreover, zf M+Q is convergent and zf y E D(T+), then the 
iterates (3.23) converge to T+JJ. 
Proof. Since N(T) = N(M), bv assumption, we have by Lemma 4: 
N(I - M+Q) = N(M) n R(M+) (0). 
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This implies I - M+Q is one to one. Moreover N(1 - M+Q) n R(I - M+Q) = 
(0) and so, by Theorem 3(i), R(T) n N(TM+) = (O}. But then 
R(T) @ N( TM’) = D(M+), 
since R(T) = R(M) and N(M+) Z N(TM+). Thus by Theorem 3(ii), 
N(I - M+Q) @ R(I - M+Q) = X = R(I- M’Q). 
Assume y E D( T+). Then y E R(T) @ N( TM+) since R( 2’) = R(M) implies 
D(T+) = D(M+). It follows now, by Lemma 5, that (1.1) is 
with (3.14). 
(N( TM+), {O})-consistent (3.27) 
Because of (3.11), (3.10) and the assumption R(T) = R(M) we have 
N( TM+) = N(M+) = N( T+) so that, by (3.27), (1.1) is (N( T+), {O))-consistent 
with (3.14), i.e., the unique solution to the operator equation (3.14) is a least- 
squares solution to the operator Eq. (1 .l). 
Assume p(M+Q) < 1. Then substituting G = M+Q, c = M+y and K’ = D(T+) 
in Corollary 2, we obtain that the iterates (3.23) converge to the vector 
x = (I - M+Q)-1 M+y, (3.28) 
which is the unique solution to (3.14). But then x E R(P), since (3.28) implies 
x E R(M+), showing that x = T+y. fi 
COROLLARY 5. Let y E R(T). Then under the assumptions of Theorem 4 the 
iterates (3.23) converge to a solution of (1.1). 
Proof. Since y E R(T) we have MtPN(TMt),R(Tjy = 0, thus the sequence 
(3.24) is the sequence of iterates generated by (3.23). This sequence converges, 
by Theorem 4, to a solution of 
Remarks. (1) Corollary 4 has been proved in [7] under the assumption 
that R(M) is closed. 
(2) Under the assumptions of Lemma 5, the operator Eq. (1.1) is 
(N( TM+), N(I - M+Q))- completely consistent with the operator Eq. (3.14) if M 
is onto. 
(3) If N( T) # {0} and the splitting (3.1) is proper, then there is no operator 
FE [Y, X], such that FT equals the bijection I - M+Q. Hence (N(T+), {O})- 
consistency cannot be (N( T+), {O})-complete consistency. 
(4) The finite dimensional analogs of Theorem 4 and Corollary 5 are 
given in [3]. 
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4. SPLITTINGS AND CONVERGENCE 
In the previous section iterative schemes to approximate the solution to (1.1) 
were obtained from splittings which were subproper. Moreover, under the 
appropriate assumptions (e.g., Theorem 4) the sequence (3.24) was shown to 
converge to an approximate solution to (1 .l). This section is concerned with the 
problem of obtaining splittings (3.1) which are subproper for the operator T 
of (1.1). Necessary and sufficient conditions are then given for the weak con- 
vergence of the iteration operator M+Q. The main results related to the problem 
of obtaining a subproper splitting for Tare contained in Theorem 5 and Proposi- 
tion 2, while the necessary and sufficient conditions for the weak convergence 
of M+Q are contained in Theorem 7. 
In the proof of Theorem 5 we need the following result. 
LEMMA 6. Let HI, H, E B[X, Y]. Then 
;f and only zf there exists an operator F E B[X] such that 
Proof. The “if” part is obvious. (Only if). (4.1) implies HI = HzHztHl , 
since HzHz+ IR(H,r = PRo jRcH,) . Let F = H,+H, . Then HI = H,F. Also 
FE B[X] by the closed graph theorem, since HI is bounded with domain X and 
Hz+ is closed. fl 
THEOREM 5. Let ME B[X, Y] have the representation 
M = MIP, , (4.2) 
where Ml E B[P,X, PzY] is one-to-one with a dense range and where PI E B[X] 
and P2 E B[Y] are orthogonal projectors (this is always possible by Lemma l(i)). 
Then 
(i) for T E B[X, Y] conditions (3.3) and 
-__ 
R(T) _C R(M) (4.3) 
hold, ;f and only if 
T = TIPI , (4.4) 
where Tl E B[P,X, P,Y]; 
(ii) for T E B[X, Y] con i ions (3.2) and (3.3) hold ;f and only ;f, in addi- d t 
tion to (4.4) 
W”,) _C Wf,) ; (4.5) 
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(iii) for T E B[X, Y] conditions (3.5) and 
-- 
R(T) = R(M) (4.6) 
hold if and only if, (4.4) holds and TI is one-to-one and has a dense range; 
(iv) for T E B[X, Y] co i ions (3.4) and (3.5) hold, if and only if, in nd t 
addition to (4.4) TI is one-to-one and 
R(TJ = WMJ (4.7) 
Proof. 
(i) (If). Assume (4.4). Th en T = Pz TIPI since R( T,) C Pz E’ and since 
by Lemma l(ii) Pz = Pm . This implies R(T) C R(M) so that (4.3) holds. To 
show (3.3) let x E N(M). Th en PIx = 0 since PI = PNcM)l by Lemma I(ii), 
so that TX = 0 by (4.4). 
(only if). By Lemma I(i) T has the representation 
T = T2PNtT,L , (4.8) 
where T2 E B[P,(,,AX, PmY] is one-to-one with a dense range. Since PI = 
PN(,++ (by Lemma l(ii)), (3.3) implies R(P,,,(+) C&P,). Moreover (3.3) 
implies 
P No = pNu-)~p~ - (4.9) 
Also since P2 = Pm (by Lemma l(ii)), we have from (4.3): 
W& c V2). (4.10) 
Substituting (4.9) into (4.8) and taking account of (4.10) we obtain, 
Let TI = P2T2PN(Tp INo+s . Then TI E B[P,X, P,Y] and so (4.4) holds. 
(ii) (If). (4.4) implies (3.3) as in (i). (4.5) and Lemma 6 show that 
Tl = M,F, , (4.11) 
where FI E B[P,XJ. Post multiplying (4.11) by PI we obtain 
TIPI = M,F,P, = M,P,F,P, . 
Thus T = MF, where F = F,P, , by (4.4) and (4.2). This implies (3.2) by 
Lemma 6. 
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(Only if). (3.2) and (3.3) yield, by Part (i), (4.4). We proceed to show 
(4.5). (3.2) and Lemma 6 show that 
T == MF, 
where FE B[X], so that 
T,P, = MIPIF. (4.12) 
Moreover R(T,P,) = R(T,) since R( T,P,) C R( TX) and if 3’ E R( Tl) then 
y = T,P,s = Tx. Hence, by (4.12), R( T& C R(MJ. 
(iii) The proof follows by part (i) and then by interchanging the roles of T 
and M. 
(iv) This is a consequence of parts (i) and (ii) and then the interchanging 
of the roles of T and M. 1 
As a corollary we give the finite dimensional case. 
COROLLARY 6. Let B E Cpx” and let B, E CiX’ be a submatrix of B and form 
the block representation of B: 
B --= u[ 
4 BID cB, cB,D 1 I-, (4.13) 
where I’ E R~lX7” and V E RzXn are permutation matrices, respectie’ely, and where 
C E Ch-Uxk and D 6 CkX~n4 express the linear combination of the rows and 
columns of B, , through which B is obtained from B, . Then for A E CmXn 
(i) R(=l) CR(B) and Ar(A) 3 N(B), ij and on& ;f 
A = U ‘c A,(ID) J-, 
i 1 
(4.14) 
where A, E C,kxL, 0 ,( r < k. 
(ii) (e.g., [2]). R(A) = R(B) and N(A) = X(B), ;f and only Ijr (4.14) 
holds and r = k. 
Proof. B given by (4.13) has the factorization 
B = U r’,) B,(ID) V. 
Since rank B = rank Lr, 
I ( 1 C it follows that 
(4.15) 
(4.16) 
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and since rank B = rank(D) I/, it follows that 
N(B) = N(P) v), (4.17) 
e.g., [I, Chap. I, Exer. 111. 
Thus 
ucJ r”c’,,l+ (4.18) 
is the orthogonal projector on R(B), and 
w> VI+ P) v (4.19) 
is the orthogonal projector on N(B)‘-. 
(i) (If). (4.14) implies R(A) _C R( U(kjj and so R(A) C R(B) by (4.16). 
Moreover, (4.14) implies N((ID) V) Z N(A) and so N(B) C N(A) by (4.17). 
(Only if). R(A) C R(B) and N(A) > N(B) readily show, by (4.18) and 
(4.19), that 
A = u (‘,j [u (‘,,1’A[(ID) VI+ (ID) v. 
Let A, z U c [ I t ( II A[@) VI+. Then rank A, < K and (4.14) follows. 
(ii) Obvious from (i). 1 
In addition to the characterizations given in Theorem 5, we offer the next 
theorem. 
THEOREM 6. Let T, ME B[X, Y]. Then 
(i) conditions (3.2) and (3.3) are satisfied, if and only if 
T = MFM, (4.20) 
where FE [Y, Xj is delzrely deJined with R(M) C D(F). 
(ii) conditions (3.4) and (3.5) hold, ij and only ;f in addition to (4.20) in (i), 
R(M) C N(F)‘- (4.21) 
and 
R(FM) = N(M)l. (4.22) 
Proof. 
(i) (If). Follows readily. (Only if). Relations (3.2) and (3.3) imply 
T = PRGTPN(M,I = MM+TM+M 
= MFM, 
where F E M+TM+. Thus F E [Y, X] is densely defined and R(M) C D(F). 
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(ii) (If). (4.20) implies R(T) C R(M) and N(T) I N(M). Let y E R(M). 
Then y :- My = MPN(,W)ti = MFMX, = TxI by (4.22) and (4.20). Also if 
x E N(T) and 0 # Mx = y, then by (4.21) FMx = FJJ # 0. But then, by (4.22), 
0 # MFM,y = Tx. 
(Only if). Suppose (3.4) and (3.5) hold. Then, bp part (i), (4.20) holds 
with F == M+TM+y. To show (4.21) suppose y E N(F). Then M+TM+y == 0 
so that, by (3.4), TM+y = MM+TM+y = 0. Hence MIEN -N(M), i.e. 
y E R(M)i. But then N(F) _C R(M)l and we have R(M) G *V(F)i. Finally, 
R(FM) = R(M’TM+M) = R(M+TP,(,)I ) == R(M+T) ,V(JZ)--. The last two 
equalities follow from (3.5) and (3.4), respectively. 1 
In what follows we shall mainly be interested in the results of Theorem 5, 
which we now apply to the problem of constructing a subproper splitting for a 
given operator T E B[X, Y]. 
PROPOSITION 2. Let XI and 1; be subspaces in X and Y, respectively, such that 
(a) dim X1 < dim Y1 , 
where dim klW1 and dim Y1 denote the cardinalities of Hamel bases for A*; and 1; , 
respecticel?; 
(b) P,,,.,J C X1 and PENT C YI , 
(c) there exists an operator T,’ E B[X; , Y,], for which T has the representa- 
tion 
T ::= TI’Pxl . (4.23) 
Let MI’ be any operator in B[X, , YJ that is one-to-one, has a dense range and 
satisfies 
R( T,‘) C R(MI’). (4.24) 
Define the operator 
JZ ET M~‘PXl * (4.25) 
Then the splitting 
T=M-Q, (4.26) 
where Q km~m JI - T, is subproper. Moreover it is proper if -U, ~: N(T)’ and 
k; = R(T) and if equality holds in (4.24). 
Proof. The proof follows at once by Theorem 5. 1 
An operator T,’ satisfying requirements (b) and (c) can always be constructed 
by the continuous and null extension of TI = T jN(T)L to the subspace X1 . 
Also if M1’ is a bijection from X1 to Y1 then (4.24) is automatically satisfied. 
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A subproper (proper) splitting for T E B[X, T] obtained by way of Proposi- 
tion 2 leads to a simplified formula for the iteration operator M+Q of Section 3. 
Moreover this formula enables us to establish a necessary and sufficient condition 
for M+Q to be weakly convergent. To obtain this formula we need the following 
result. 
LEMMA 7. Let H E B[X, Y] have the representation H = HIP’, where 
HI E B[P’X, P”Y] is one-to-one and has a dense range and where P’ E B[XJ 
P” E B[Y] are orthogonal projectors. Then 
H+ = H,-lP” JD(H+I . (4.27) 
Proof. The r.h.s. of (4.27) satisfies conditions (a) through (d) of Proposition 
l(i), by checking. 1 
Remark. A formula similar to (4.27) is given in Loud [8, 91 for the case 
where R(H) is closed. Loud’s formula involves H-, a generalized inverse for H. 
For other representations for H+ involving projectors see Beutler [5]. 
Let (4.23) be a representation for T E B[X, Y] and let (3.1) be a subproper 
splitting for T constructed by means of Proposition 2. (4.26) and (4.23) show that 
Q = Q’J’x, 9 (4.28) 
where Q1’ = MI’ - TI E B[X, , YJ. Moreover (4.24) implies R(Q,‘) C R(M,‘). 
Thus, since R(M,) = R(M) (obvious) and since 
M+ = M’,-lP,ll,o+, 
by Lemma 7, we obtain by applying M+ to (4.28) 
M+Q = M’;%J’,P~, . 
THEOREM 7. Let (4.23) be a representation for T E B[X, Y] and let (3.1) be a 
subproper splitting for T obtained by way of Proposition 2. Then a necessary and 
su.cient condition for the operator M+Q, given by (4.29), to be a weakly convergent 
operator is that Mi-‘Q,’ be a weakly convergent operator. Moreover p(M+Q) < 1, 
if and only if p(M;-lQ1’) < 1, (i.e., M+Q is convergent if and only ~~A%Z-~Q~’ is 
convergent). 
The proof rests on the following lemma. 
LEMMA 8. Suppose G E B[X] has the representation 
G = G,P, 
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where G1 E B[PX] and where P is an orthogonal projector (in B[X]). Then 
(i) a(G) - (0} = a(G,) - (0). 
(ii) o,(G) - (0) = a,(G,) - (0). 
(iii) h, + 0 is a pole of R(X, G) f o or d er m, if and only if, A, is a pole of 
R(X, G,) of order m. 
Proof. 
(i) If h E p,(Gi) - (0}, then Ur - Gr is one-to-one and R(hl; - G1) =:= 
PX, where Ii denotes the identity operator in PX. Suppose 0 # x E X. Then 
(AI - G) x = APlx + (AI, - G,) Px, (4.3 1) 
where PA =: I - P. 
If Px # 0, then the second term on the r.h.s. of (4.31) is not zero, while if 
P’x + 0 the first term on the r.h.s. is not zero. This implies (U - G) is one-to- 
one. Let .$ E X. There exists a vector xi E Px such that (hl, - G,) P.Y, := P[, 
since Mi - Gr is bijective. Hence 
@I- G) (x1 + P1[/X) = (AI1 - GJ Px, + P’s = 6, 
so that R(AI - G) = X. This implies p,(Gi) - (0) C p,(G) - {O}. Suppose 
A E p,(G) - (0). Th en M - G is one-to-one and R(AI - G) == X. Let 
0 # xi E PX. Then (Xr, - GJ xl = (XP + API - G,P) x1 = (AI - G) x1 # 0. 
Hence /\I; - Gr is one-to-one. If fr E PX, then [i E X and there exists a vector 
x E X such 
6, = P5; = P(AI - G) x = (AI, - G,) P.Y. 
Hence R(AI, - G,) = PX and so p,(G) - (0) C p,(Gi) - (0). Thus 
a(G) - {0} = u(G,) - (0). 
(ii) Let h E a,(G) - (0). Then for some 0 + s E S 
Xx = Gx = G,Px, (4.32) 
showing that Px # 0. Premultiplying (4.32) by P yields Xpx = G,Px so that 
h E u,(Gr) - (0). Conversely, suppose h E u,(G,) - (0). Then for some 
0 # xi E PX, hx, = Gix, . But xi = Px, , so that hx, = G,P.q == Gx, , and 
the statement follows. 
(iii) Assume ;\o E u(G) - (0) is a pole of R(h, G) of order m. Then 
h, E u,(G) - {0} and a small neighborhood of X, , say U,,, = {/\ / 0 ~1 
I h - X, 1 < E>, which does not contain /\ = 0, can be found such that in CT,,!;\, , 
R(X, G) -= (XI - G)-l has the Laurent expansion 
(AI - G)-l = 2 -4,(X - x,)f + f &(A - A,,)&, (4.33) 
e=-na &=U 
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where A-, # 0 and where 
AmI, = & / (h - X0)“-l I?(;\, G) dh, k = m, m - I,..., 
r 
r being a small circle about A,, , say I’ = {A j j h - X, 1 = r/2}. We now claim 
that for h E p,(GJ - {0}, 
(XT, - G,)-l = P(hl- G)-l lpx. (4.34) 
Indeed, X E p,(G) by (i) so (A1 - G)-l exists and (Xr, - GJ P(AZ - G)-1 IPX = 
(x7 - G) (U - G)-l/,, =I1 , and for xi E PX: P(xI - G)-l Ipx (Xr, - GJ xl = 
P(M - G)-l (AP + APL - G,P) Px, = P(xI - G)-’ (XI - G) Px, = xi. Thus 
for X E U,,, we have 
(xr, - GA-l = 2 PAem(A - h,Y + f PA&h - h,)e, 
e=-m I?=0 
by (4.34) and (4.33). Moreover, PA-, IPx ,..., PA-, IPX cannot all be zero for 
otherwise A, E p,(G,) - (0) which is a contradiction since A, E a(G,) - (0) by (i). 
Hence h, is a pole of R(A, GJ of order not greater than m. 
Suppose now ,u~ E o(G,) - (0) is a pole of R(X, GJ of order n. Then a small 
neighborhood UU, = {A I 0 < 1 h - p. I < S> of po, where 0 $ UU, and 
6 < I PO I > can be found in which (Ui - G&-l has the Laurent expansion 
WI- G&l = : Be@ - ~0)~ + f &(A - PO)“, (4.35) 
e=-n !=O 
where B-, # 0 and where 
B-,c = & Jr, (A - PO)“-l R(k G,) 6 k = n, n - l,..., 
r’ being a small circle about p. , say r’ = {A I / h - p. j = a/2}. We now show 
that for h E p,(G) - {0}, 
(Al - G)-l = (AI1 - G,)-l P + + P’- (4.36) 
Indeed, h E pg(G1) by (i), so that (Xr, - G,)-l exists and 
(XI - G) [(Ml - G,)-l P + + PA] 
= (Al - G) P . (XI, - GJ-l P + [X(P + P’) - G,P] ; PL 
= (XI, - G,) . (XI, - G,)-l P + PI” = I. 
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[(AI1 - G,)-’ + + PL] - (Al - G) 
= [(XI, - G,)-’ P + + PA] (AP + APL - G,P) 
= (Al, - G,)-l (AI1 - G,) P + PL = I. 
Thus, by (4.36) and (4.35), for all h E UU, we have 
(AI - G)-l == 2 BeP(X - p,,)” + f B,P(A - p,# + t (’ ;p)‘P-‘, (4.37) 
t=-n1 C?=O e=o PO 
where the last series on the r.h.s. of (4.37) was obtained by the expansion 
In (4.37) B-,P ,..., B-,P cannot all be zero, otherwise p. E p,(G) - (0) which is 
a contradiction since p. E us(G) - (0) by (i). This implies p. is a pole of R(h, G) 
of order not greater than n. i 
In conclusion, Proposition 2 and Theorem 7 exhibit that, the problem of 
constructing a convergent sequence (3.24) obtained from a subproper splitting 
(3.1) of T in (1 .l) may be reduced to that of working with operators defined on 
proper subspaces of the original spaces X and Y. These operators and the 
corresponding subspaces should be chosen so as to make the computation of 
M+ and M+Q relatively simple. In the next section an example is given for the 
case when X and Y are dP,-spaces. A further investigation will appear in another 
report. 
5. AN APPLICATION TO &-SPACES 
Let X == Zs[S,] and Y = ys[S.J be spaces of square integrable real valued 
functions on the bounded intervals S, and S’s , respectively, and let T be a 
bounded operator from 9?s[S,] to &[Sa]. In this section we obtain formulas for 
M and M+ in the case when M is a Hilbert-Schmidt operator whose kernel 
M(s, , si) is defined and continuous on S, x S, . The formulas are then applied 
to obtain an expression for M+Q when the splitting(3.l)is subproper andobtained 
by way of Proposition 2. To make this section self-contained we include some 
definitions and known results concerning reproducing-kernel Hilbert spaces 
(RKHS) of which use is made. For additional results and further background 
see [II], [12] and [15]. 
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A Hilbert space 2 of real valued functions defined on a set S is said to be an 
RKHS if all the evaluation functionals .a --+ x(s) for z E 2 are continuous. In this 
case there exists by the Riesz representation theorem, a unique element in 2, 
call it 5,) such that 
c& 5,) = x(s), x E 2, 
where (*, .) denotes the inner product in 2. The reproducing kernel (RK) is 
defined by 
5(s, s’) = G 7 5,*>- 
((s, s’) so defined is a non-negative symmetric kernel. 
LEMMA 9. (e.g., [l 11). Let S, and S, be intewals and let H(s, , SJ be defined 
on S, x S, with the property that for each fixed s, E S, , H(s, , SJ E &[SJ. Let H 
be the operator from 6pz[S,] to Z2[S,] defined by 
VW (4 = jsl Ws, 3 ~1) 44 4 - 
Then R(H) is an RKHS with RK 
(5.1) 
and the inner product in R(H) is given by 
(~1, YZ) = (H+YI 9 fJ+~zLqs,~ 3 
where (*, *)p,[s,~ denotes the inner product in oEp[S,]. 
Consider the self-adjoint Hilbert-Schmidt operator & from ~Z?a[sa] to 
Ya[Sa] defined by 
(WHY) = s,, MSZ 9 ~‘2) Y(s’~) ds’, > (5.2) 
2 
y E Y,[S,]. If H(s, , si) is continuous on S, x S, , then &,(sZ, sa’) is continuous 
on S, x S, by (5.1). In this case the operator [,, given by (5.2) has a well 
defined symmetric square root 62:“. Moreover, 
and 
5ti2GW21) = R(H) (5.3) 
NZ2) = w&f), 
e.g., [17]. In what follows we shall adopt the notation &1’2 = (&!/:“)+. 
LEMMA 10. Let M be a Hilbert-Schmidt operator from PYJS,] to P2[S2] with a 
continuous kerne2 M(s2, sl) defined on S, x S, . Then 
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(9 
(5.4) 
where M, E B[JV(M)~, R(M)] . IS one-to-one and has a dense range. 
(ii) 
123+ = M~1~~;2&i? 
Proof. 
(i) From symmetry of <:$ and (5.3) we have 
N(g)1 = RR($) == N(My. 
(5.5) 
(5.6) 
Thus by Proposition l(i, d) 
so that, by Lemma l(ii), (5.4) follows. 
(ii) 
so that by (5.3) D(.$“*) = D(M+). But then, by Proposition I(i, c) and (5.3) 
5$“$j’” = PRmj l*(M+) * 
Thus 
by Lemma 7. 
THEOREM 8. 
(i) Under the conditions of Lemma 10 on M, (3.1) is a subproper splifting 
for T, Elf and only ;f 
T = T,&Y$~$ , 
where T, E B[N(M)l, R(M)] and R(T,) C Ii( 
(ii) Let (3.1) be a subproper splitting for T constructed by way of Proposition 2 
in which M is a Hilbert-Schmidt operator with a continuous kernel M(s, , s,) 
defined on S, K Sl . Then 
M+Q = M;-‘Q&?“‘$2; , 
where Ml’ and Ql’ are given by (4.24) and (4.28), respectively. 
Proof. (i) Follows by (5.3) and Theorem 5(ii). (ii) Follows by (4.29). 
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