Introduction
Let M ≥ 1 be an integer. Let f j ∈ C (j = 1, . . . , M ) be distinct complex numbers with Re f j ≤ 0 and Im f j ∈ [−π, π). Further let c j ∈ C \ {0} (j = 1, . . . , M ). Assume that The real part Re f j ≤ 0 is the damping factor of the exponential e f j x such that |e f j x | is nonincreasing for x ≥ 0. If Re f j < 0, then e f j x (x ≥ 0) is a damped exponential. If Re f j = 0, then e f j x (x ≥ 0) is an undamped exponential. The imaginary part Im f j ∈ [−π, π) is the angular frequency of the exponential e f j x . The nodes z j := e f j (j = 1, . . . , M ) do not vanish and are distinct values in the unit disk D := {z ∈ C : |z| ≤ 1}.
In the following, we recover all parameters of a nonincreasing exponential sum (1.1), if noiseless sampled data
with N ≥ M are given. This problem is known as frequency analysis problem, which is important within many disciplines in sciences and engineering (see [18] ). For a survey of the most successful methods for the data fitting problem with linear combinations of complex exponentials, we refer to [17] . The aim of this paper is to present a unified approach to Prony-like methods for parameter estimation, namely the classical Prony method, the matrix pencil method and the ESPRIT method. In the Sections 2 and 3, we present our main results. First we discuss the parameter estimation of nonincreasing exponential sums in the case of known order M . Our starting point is the useful relation (s = 0, 1) and the companion matrix C M (p), where p is the monic polynomial of degree M with p(z j ) = 0 (j = 1, . . . , M ). In the following, p is called Prony polynomial. It is well known that the eigenvalues of the companion matrix C M (p) are the nodes z j (j = 1, . . . , M ). The Algorithm 2.2 is the classical Prony method, which is based on the solution of a square Yule-Walker system. From the property (1.3), it follows immediately that the eigenvalues of the square matrix pencil
are exactly the nodes z j (j = 1, . . . , M ). The advantage of the matrix pencil method is the fact that there is no need to compute the coefficients of the Prony polynomial p. Using QR decomposition of the rectangular Hankel matrix H M,M +1 := h(l+m)
, we obtain the new Algorithm 2.3 of the matrix pencil factorization. Using singular value decomposition (SVD) of H M,M +1 , we obtain a short approach to the Algorithm 2.4 of the ESPRIT method (ESPRIT = Estimation of Signal Parameters via Rotational Invariance Techniques) proposed in [24, 25] . Finally one has to determine the coefficients c j (j = 1, . . . , M ) via a Vandermonde system.
In Section 3, we consider the more general case of unknown order M for the exponential sum (1.1), where L with M ≤ L ≤ N is a given upper bound of M . In many practical applications one has to deal with the ill-conditioning of the Hankel and Vandermonde matrices. We show that one can attenuate this problem by using more sampled data (1. . Based on the fact that the relation
between the rectangular Hankel matrices H 2N −L,L (s) (s = 0, 1) and the companion matrix C L (q) is still valid, where q is a polynomial of degree L with q(z j ) = 0 (j = 1, . . . , M ), we use standard methods from numerical linear algebra (such as QR decomposition, SVD, and least squares problems) in order to compute the nodes z j (j = 1, . . . , M ). Furthermore we are in position to determine the order M of the exponential sum (1.1). The Algorithm 3.4 is a slight generalization of the classical Prony method, which is now based on the least squares solution of a rectangular Yule-Walker system. We observe again that the rectangular matrix pencil
has the nodes z j (j = 1, . . . , M ) as eigenvalues. The new Algorithm 3.5 is based on a common QR decomposition of the rectangular Hankel matrices H 2N −L,L (s) (s = 0, 1), which can be realized by QR decomposition of the augmented Hankel matrix
. With Algorithm 3.5 we simplify essentially a matrix pencil method proposed in [9] . The Algorithm 3.6 is based on a common SVD of the Hankel matrix H 2N −L,L+1 , which follows the same ideas as the Algorithm 3.5, but leads to the known ESPRIT method, suggested in [24, 25] . In contrast to [24, 25] , our approach is only based on simple properties of matrix computation without use of the rotational invariance property (see Remark 3.7). Note that a variety of papers compare the statistical properties of the different algorithms, see e.g. [12, 1, 2] . We stress again that our aim is a simple unified approach to Prony-like methods, such that the algorithms can be simple implemented, if routines for the SVD, QR decomposition, least squares problems, and computation of eigenvalues of a square matrix are available. Furthermore we mention that the Prony-like methods can be generalized to nonequispaced sampled data of (1.1) (see [8] and [19, Section 6] ) as well as to multivariate exponential sums (see [22] ). But all this extensions are based on parameter estimation of the univariate exponential sum (1.1) as described in this paper.
The outline of this paper is as follows. In Section 2, we collect some useful properties of the Hankel and Vandermonde matrices as well as of the companion matrix of the Prony polynomial. Further we formulate the algorithms, if the order M is known and if N = M is chosen, i.e., only 2M sampled data (1.2) are given. As a matter of fact we have to deal with square matrices. In Section 3, we present results on Prony-like methods for unknown order M and given upper bound L with M ≤ L ≤ N . Here we consider rectangular Vandermonde and Hankel matrices as well as companion matrices of modified Prony polynomials. Further we present a unified approach to three Prony-like algorithms. Finally we present some numerical experiments in Section 4, where we apply our methods to the parameter estimation problems, to sparse Fourier approximation as well as to nonlinear approximation by exponential sums.
In the following we use standard notations. By C, we denote the set of all complex numbers, and N is the set of all positive integers. The complex unit disk is denoted by D. The Kronecker symbol is δ k . The linear space of all column vectors with N complex components is denoted by C N , where · 2 is the Euclidean norm and o is the corresponding zero vector. The linear space of all complex M -by-N matrices is denoted by C M ×N , where O M,N is the corresponding zero matrix. For a matrix A M,N ∈ C M ×N , its transpose is denoted by A r=0 . Further we explain the square Hankel matrices H M (s) ∈ C M ×M of the given sampled data by
For the vector z := (z j ) M j=1 , we define the square Vandermonde matrix
the square Vandermonde matrix is nonsingular. The Hankel matrices (2.2) and the Vandermonde matrix (2.3) are closely related, since
Further we introduce the companion matrix C M (p) ∈ C M ×M of the Prony polynomial (2.1), which is defined by
It is known that the companion matrix (2.4) has the property
where I M denotes the M -by-M identity matrix.
Lemma 2.1 (see [14] ) The singular values of the companion matrix (2.4) are τ 2 = . . . = τ M −1 = 1,
The spectral norm of C M (p) is equal to τ 1 and the condition number is equal to τ 1 /τ M .
We sketch the proof. Using
we can see that at least M − 2 eigenvalues of C M (p) * C M (p) are equal to 1. The two remaining eigenvalues τ 2 1 and τ 2 M can be computed from the trace tr
such that from τ 2 1 + τ 2 M = p 2 2 + 1 and τ 2 1 · τ 2 M = |p 0 | 2 it follows the conclusion. The transposed companion matrix C M (p) T and the Vandermonde matrix (2.3) are closely related by
Thus we see that by
the companion matrix (2.4) is nonsingular.
After these preliminaries we observe that for m = 0, . . . , M − 1
This is expressible as the linear Yule-Walker system for the unknown coefficients p r of the Prony polynomial (2.1):
.
Thus we obtain:
, M ∈ N order of the exponential sum (1.1).
1. Solve the square Yule-Walker system 
Now we show that a matrix pencil method follows directly from the Prony method. In other words, the matrix pencil method is a simplified Prony method. First we observe that
Since c j = 0 (j = 1, . . . , M ), H M (0) has the rank M and is nonsingular. Using the Yule-Walker system, we obtain the interesting relation
with the "shifted" Hankel matrix H M (1). Hence we conclude that
such that the eigenvalues of the square matrix pencil
Each eigenvalue z j of the matrix pencil (2.6) is simple and a right eigenvector
k=0 has the components
are truncated Prony polynomials. The proof follows directly from the fact that
Consequently, the Prony method can be written as a matrix pencil method. The advantage of the matrix pencil method is the fact that it is not necessary to compute the coefficients of the Prony polynomial (2.1). A scaled Prony polynomial is equal to the determinant of the matrix pencil (2.6) with two Hankel matrices (2.2). The solution of the generalized eigenvalue problem for the matrix pencil (2.6) can be obtained most stably by the QZ algorithm, see [10, pp. 384 -386] .
In the following, we factorize the square Hankel matrices (2.2) simultaneously. Therefore we introduce the rectangular Hankel matrix
such that conversely
Then we compute the QR factorization of (2.7) with column pivoting and obtain
with a unitary matrix Q M , a permutation matrix Π M +1 , and a trapezoidal matrix 
we infer that by (2.8)
where
Since Q M is unitary, the generalized eigenvalue problem of the matrix pencil (2.6) is equivalent to the generalized eigenvalue problem of the matrix pencil
Since H M (0) has the rank M and is nonsingular, we observe that
We summarize the method:
1. Compute the QR factorization with column pivoting of the rectangular Hankel matrix (2.7) and form the matrices (2.9).
Determine the eigenvalues
The generalized eigenvalue problem (2.6) for the square matrix pencil (2.6) was investigated in [4] and lower bounds for the sensitivity for the most sensitive eigenvalue of (2.6) has been given.
In contrast to Algorithm 2.3, we use now the SVD of the rectangular Hankel matrix (2.7) and obtain a method which is known as the ESPRIT method. In [12, 26] a relationship between the matrix pencil methods and several variants of the ESPRIT method [24, 25] is derived showing comparable performance. The essence of ESPRIT method lies in the rotational property between staggered subspaces, see [16, Section 9.6 .5]. Applying the SVD to H M,M +1 , we obtain
with unitary matrices U M , W M +1 and a diagonal matrix D M,M +1 , whose diagonal entries are the ordered singular values
we can simplify the SVD of (2.7) by
it follows from (2.8) that
is a nonsingular matrix by construction. Then we infer that the generalized eigenvalue problem of the matrix pencil (2.6) is equivalent to the generalized eigenvalue problem of the matrix pencil
since U M is unitary and D M is invertible. Therefore by (2.5) and (2.11), we obtain that
1. Compute the SVD of the Hankel matrix (2.7) and form the matrices (2.10).
Remark 2.5 The last step of Algorithms 2.2 -2.4 can be replaced by the computation of the coefficients c j ∈ C\{0} (j = 1, . . . , M ) as least squares solution of the overdetermined Vandermonde system
with the rectangular Vandermonde matrix
In the case of parameter estimation of (1.1) with known order M , we have seen that each Prony-like method determines the nodes z j (j = 1, . . . , M ) as the eigenvalues of the companion matrix (2.4) of the Prony polynomial (2.1).
3 Prony-like methods for unknown order
Now we consider the more general case of unknown order M for the exponential sum (1.1) and given noiseless sampled data
In applications, such an upper bound L is mostly known a priori. If this is not the case, then one can choose L = N . With the 2N sampled data h(k) ∈ C (k = 0, . . . , 2N − 1) we form the rectangular Hankel matrices
Note that in the special case M = L = N we obtain again the matrices (2.2). Using the coefficients p k (k = 0, . . . , M − 1) of the Prony polynomial (2.1), we form the vector
we denote the forward shift matrix, where δ k is the Kronecker symbol. Analogously, we introduce
2) be noiseless sampled data of the exponential sum (1.1) with c j ∈ C \ {0} and distinct nodes
Proof. 1. We introduce the rectangular Vandermonde matrix
(3.5)
Then the rectangular Hankel matrices (3.1) and (3.2) can be factorized in the following form
Since c j = 0 and since z j ∈ D (j = 1, . . . , M ) are distinct, we obtain (3.4). Using rank estimation, we can determine the rank and thus the order M of the exponential sum (1.1). By (3.4), the 1-dimensional null space of H 2N −M,M +1 is spanned by p M +1 and the null spaces of
where o denotes the corresponding zero vector. By p M = 1, we see that the vectors S 
be an arbitrary right eigenvector of H 2N −L,L+1 related to the eigenvalue 0 and let u be the corresponding polynomial
Using the noiseless sampled data (1.2), we obtain
and hence by (3.5)
Since z j ∈ D (j = 1, . . . , M ) are distinct by assumption, the square Vandermonde matrix V M (z) is nonsingular. Hence we obtain u(z j ) = 0 (j = 1, . . . , M ) by c j = 0. Thus it follows that u(z) = p(z) r(z) with a certain polynomial
But this means for the coefficients of the polynomials p, r, and u that
Similarly, one can show the results for the other Hankel matrices (3.2). This completes the proof.
The classical Prony method (for unknown order M ) is based on the following result.
2) be noiseless sampled data of the exponential polynomial (1.1) with c j ∈ C \ {0} and distinct nodes z j ∈ D (j = 1, . . . , M ). Then following assertions are equivalent:
with complex coefficients q k has M distinct zeros z j ∈ D (j = 1, . . . , M ).
(
k=0 is a solution of the linear system
Proof. 1. Assume that q(z j ) = 0 (j = 1, . . . , M ). We compute the sums
by using (1.2) and obtain for m = 0,
l=0 is a solution of the linear system
This implies that
Hence by (1.2) we obtain
Especially we conclude
Since z j ∈ D (j = 1, . . . , M ) are distinct, the square Vandermonde matrix V M (z) is nonsingular such that q(z j ) = 0 (j = 1, . . . , M ) by c j = 0. Therefore, (i) and (ii) are equivalent.
3. Now we show that (ii) and (iii) are equivalent too. From (3.6) it follows immediately that
since the last column of C L (q) reads as −q and since the last column of H 2N −L (1) is equal to h(k)
we obtain (3.6) column by column. This completes the proof.
We denote a monic polynomial of degree
Then q has the same zeros z j ∈ D (j = 1, . . . , M ) as the Prony polynomial (2.1), but q has L − M additional zeros, if L > M . For example,
is the simplest modified Prony polynomial of degree L. If r is an arbitrary monic polynomial of degree L − M , then q(z) = r(z) p(z) is a modified Prony polynomial of degree L too. A modified Prony polynomial is not uniquely determined in the case L > M .
Remark 3.3 Previously, modified Prony polynomials of moderate
where the coefficient vector q = (q k )
is now a solution of the underdetermined linear system
The proof follows similar lines as the proof of Lemma 3.2, see step 1.
Now we formulate Lemma 3.2 as an algorithm. Since the unknown coefficients c j (j = 1, . . . , M ) do not vanish, we can assume that |c j | > ε for convenient bound ε (0 < ε 1).
Algorithm 3.4 (Classical Prony method)
L is upper bound of the order M of (1.1)), h(k) ∈ C (k = 0, . . . , 2N − 1), 0 < ε 1.
Compute the least squares solution of the rectangular Yule-Walker system
2. Determine the simple rootsz j ∈ D (j = 1, . . . ,M ) of the modified Prony polynomial (3.8), i.e., compute all eigenvaluesz j ∈ D (j = 1, . . . ,M ) of the companion matrix
. . ,M ) as least squares solution of the overdetermined linear Vandermonde-type system
withz := (z j )M j=1 . 4. Delete all thez l (l ∈ {1, . . . ,M } with |c l | ≤ ε and denote the remaining values by z j (j = 1, . . . , M ) with M ≤M . Form f j := log z j (j = 1, . . . , M ).
5. Repeat step 3 and compute the coefficients c j ∈ C (j = 1, . . . , M ) as least squares solution of the overdetermined linear Vandermonde-type system
with z := (z j ) M j=1 and c :
Now we show that the Prony method can be simplified to a matrix pencil method. Note that a rectangular matrix pencil may not have eigenvalues in general. But this is not the case for our rectangular matrix pencil
which has z j ∈ D (j = 1, . . . , M ) as eigenvalues. This follows by using (3.6) from
is the truncated modified Prony polynomial of degree k and where (3.8) is a modified Prony polynomial of degree L. The generalized eigenvalue problem of the rectangular matrix pencil (3.9) can be reduced to a classical eigenvalue problem of a square matrix.
Therefore one can simultaneously factorize the rectangular Hankel matrices (3.2) under the assumption 2N ≥ 3L. Then there are at least twice as many rows as there are columns in the matrix pencil (3.9). Following [7, p. 598] , one can apply a QR decomposition to the matrix pair
Here we simplify this idea. Without the additional assumption 2N ≥ 3L, we compute the QR decomposition of the rectangular Hankel matrix (3.1). By (3.4), the rank of the Hankel matrix H 2N −L,L+1 is equal to M . Hence H 2N −L,L+1 is rank deficient. Therefore we apply QR factorization with column pivoting and obtain
with a unitary matrix Q 2N −L , a permutation matrix Π L+1 , and a trapezoidal matrix
where R 2N −L,L+1 (1 : M, 1 : M ) is a nonsingular upper triangular matrix. By the QR decomposition we can determine the rank M of the Hankel matrix (3.1) and hence the order of the exponential sum (1.1). Note that the permutation matrix Π L+1 is chosen such that the diagonal entries of R 2N −L,L+1 (1 : M, 1 : M ) have nonincreasing absolute values. We denote the diagonal matrix containing these diagonal entries by D M . With 10) we infer that by (3.3)
Since Q 2N −L is unitary, the generalized eigenvalue problem of the rectangular matrix pencil (3.9) is equivalent to the generalized eigenvalue problem of the matrix pencil
Using the special structure of (3.10), we can simplify the matrix pencil
Here one can use the matrix D M as diagonal preconditioner and proceed with
Then the generalized eigenvalue problem of the transposed matrix pencil
T has the same eigenvalues as the matrix pencil (3.11) except for the zero eigenvalues and it can be solved as eigenvalue problem of the M -by-M matrix
Finally we obtain the nodes z j ∈ D (j = 1, . . . , M ) as the eigenvalues of (3.13).
Algorithm 3.5 (Matrix pencil factorization based on QR decomposition)
1. Compute QR factorization of the rectangular Hankel matrix (3.1). Determine the rank M of (3.1) and form the preconditioned matrices T M,L (s) (s = 0, 1). 2. Determine the eigenvalues z j ∈ D (j = 1, . . . , M ) of the square matrix (3.13). Form f j := log z j (j = 1, . . . , M ) . 3. Compute the coefficients c j ∈ C (j = 1, . . . , M ) as least squares solution of the overdetermined linear Vandermonde system
In the following we derive the ESPRIT method by similar ideas as above, but now we use the SVD of the Hankel matrix (3.1), which is rank deficient by (3.4). Therefore we use the factorization
where U 2N −L and W L+1 are unitary matrices and where D 2N −L,L+1 is a rectangular diagonal matrix. The diagonal entries of D 2N −L,L+1 are the singular values of (3.1) arranged in nonincreasing order
Thus we can determine the rank M of the Hankel matrix (3.1) which coincides with the order of the exponential sum (1.1). Introducing the matrices
we can simplify the SVD of the Hankel matrix (3.1) as follows
it follows from (3.3) that
Since U 2N −L is unitary, the generalized eigenvalue problem of the rectangular matrix pencil (3.9) is equivalent to the generalized eigenvalue problem of the matrix pencil
If we multiply the transposed matrix pencil (3.15) from the right side with
we obtain the generalized eigenvalue problem of the matrix pencil
which has the same eigenvalues as the matrix pencil (3.15) except for the zero eigenvalues. Finally we determine the nodes z j ∈ D (j = 1, . . . , M ) as eigenvalues of the matrix
Thus the ESPRIT algorithm reads as follows:
1. Compute the SVD of the rectangular Hankel matrix (3.1). Determine the rank M of (3.1) and form the matrices (3.14). 2. Compute all eigenvalues z j ∈ D (j = 1, . . . , M ) of the square matrix (3.16). Set f j := log z j (j = 1, . . . , M ). 3. Compute the coefficients c j ∈ C (j = 1, . . . , M ) as least squares solution of the overdetermined linear Vandermonde-type system
Remark 3.7 The original approach to the ESPRIT method (see [24, 25] ) is essentially based on the rotational invariance property of the Vandermonde matrix (3.5), i.e.
. Note that there exists a close relationship between the Vandermonde matrix (3.5) and the transposed companion matrix
where q is a monic polynomial of degree 2N − L with q(z j ) = 0 (j = 1, . . . , M ). In contrast to [24, 25] , we mainly use the relation (3.6) between the given Hankel matrices (3.2) and the companion matrix C L (q) of a modified Prony polynomial (3.8). In this sense, we simplify the approach to the ESPRIT method.
In the case of parameter estimation of (1.1) with unknown order M , we have seen that Algorithm 3.4 computes the nodes z j (j = 1, . . . , M ) as eigenvalues of the L-by-L companion matrix of a modified Prony polynomial (3.8). The Algorithms 3.5 and 3.6 determine exactly the nodes z j (j = 1, . . . , M ) as eigenvalues of an M -by-M matrix (3.13) and (3.16), respectively, which is similar to the companion matrix (2.4) of the Prony polynomial (2.1).
Numerical examples
Now we illustrate the behavior of the suggested algorithms. Using IEEE standard floating point arithmetic with double precision, we have implemented our algorithms in MAT-LAB. The signal is given in the form (1.1) with complex exponents f j ∈ [−1, 0]+i [−π, π) and complex coefficients c j = 0. The relative error of the complex exponents is given by
wheref j are the exponents computed by our algorithms. Analogously, the relative error of the coefficients is defined by is the exponential sum recovered by our algorithms.
Example 4.1 We start with an example which is often used in testing system identification algorithms (see [3] ). With M = 6, c j = j (j = 1, . . . , 6), and , we form the sampled data (1.2) at the nodes k = 0, . . . , 2N − 1. Then we apply our Algorithms 3.4, 3.5 and 3.6. For several parameters N and L, the resulting errors are presented in Table 4 .1. As the bound ε in Algorithm 3.4, we use 10 −10 . Note that in the case N = L = M = 6, we have tested the Algorithms 2.2, 2.3 and 2.4 too. We see that the classical Prony method does not work very well. Using matrix pencil factorization or ESPRIT method, we obtain excellent parameter reconstructions for only few sampled data. See [21] for further examples.
N L e(f ) e(c) e(h)
Algorithm 3.4 6 6 4.93e+00 1.89e-01 2.41e-04 7 6
1.65e-09 9.86e-10 7.12e- 13 7 7 7.27e-10 4.89e-10 6.21e-13
Algorithm 3. 5 6 6 7.76e-09 4.44e-09 3.52e- 14 7 6 2.23e-10 1.75e-10 5.92e- 15 7 7 5.53e-10 3.62e-10 7.81e-14
Algorithm 3. 6 6 6 7.44e-09 4.31e-09 6.52e- 13 7 6 1.01e-10 7.73e-11 2.23e-13 7 7 5.69e-10 3.87e-10 823e-14 Example 4.2 Now we consider the exponential sum (1.1) of order M = 6 with the complex exponents (f j ) 6 j=1 = i 1000 (7, 21, 200, 201 , 53, 1000) T and coefficients (c j ) 6 j=1 = (6, 5, 4, 3, 2, 1) T . For the 2N sampled data (1.2), we apply the Algorithms 3.4, 3.5 and 3.6. As the bound ε in Algorithm 3.4, we use again 10 −10 . For several parameters N and L, the resulting errors are presented in Table 4 = 10000, respectively. However we observe that much less sampled data are sufficient for a good parameter reconstruction. This and also the next example is related to sparse Fourier approximation, because f (t) := h(1000 t) is a sparse trigonometric polynomial
with distinct integer frequencies ω j := −1000 f j i, see [23, 15, 13] . The aim of sparse Fourier approximation is the efficient recovery of all parameters ω j , c j (j = 1, . . . , M ) using as few sampled values of f as possible. Using the deterministic Algorithms 3.4, 3.5 or 3.6 for the sampled data f (k/1000) = h(k) for k = 0, . . . , 2N − 1 with N ≥ 10, we obtain the exact frequencies ω j by rounding.
N L e(f ) e(c) e(h) Table 4 .3. The marker * in Table 4 .3 means that we could not recover all complex exponents. However we approximate the signal very well with fewer exponentials. For the separation distance δ = 0.001, we obtain the same theoretical bounds for N as in Example 4.2. But now we need much more sampled data than in Example 4.2, since all exponents f j are clustered. This example shows that one can deal with the ill-conditioning of the matrices by choice of higher N and L. We note that the reconstruct of the trigonometric polynomial f (t) = h(1000 t) is much simpler. Another possibility of reconstruction of the exponential sum (1.1) is based on the use of random sampling sets. To this end, we rewrite (3.7) with randomly chosen integers τ m ≥ 0 (m = 0, . . . , L − 1) such that
Following the lines in Section 3, we obtain the same algorithms, but instead of the rectangular Hankel matrices (3.2) we have to work now with the matrices
(s = 0, 1) .
In this example we choose τ m ∈ [0, 10000] (m = 0, . . . , L − 1) as distinct random integers. Then we can reconstruct the given exponential sum h with a high accuracy, using Algorithm 3.5 or 3.6 for N = L = 40.
Example 4.4 Exponential sums are very often studied in nonlinear approximation, see also [5, 6] . The starting point in the consideration of exponential sums is an approximation problem encountered for the analysis of decay processes in science and engineering. A given function g : [α, β] → C with 0 ≤ α < β < ∞ is to be approximated by an exponential sum
of fixed order M , where the parameters ϕ j , γ j (j = 1, . . . , M ) are to be determined. We seth
For the equidistant sampled datah(k) (k = 0, . . . , 2N − 1), we apply the Algorithm 3.5, where M is now known. The result of the Algorithm 3.5 is an exponential sum (
Algorithm 3.4 300 300 * * 1.85e-11 400 400 * * 3.01e-08 500 500 * * 2.81e-08 600 600 * * 2.76e-08
Algorithm 3.5 300 300 5.94e-03 2.47e-01 5.26e-12 400 400 8.46e-05 6.87e-03 8.12e-12 500 500 2.68e-06 2.27e-04 1.25e-11 600 600 4.71e-07 4.20e-05 1.18e-11 Algorithm 3.6 300 300 * * 3.22e-12 400 400 4.49e-05 3.60e-03 7.61e-12 500 500 4.53e-06 3.82e-04 7.17e-12 600 600 6.26e-07 5.74e-05 1.58e-11 the order M . Substituting x := 2N (t − α)/(β − α) (t ∈ [α, β]) in (1.1), we obtain an exponential sum (4.1) approximating the given function g on the interval [α, β]. First we approximate the function g(t) = 1/t (t ∈ [1, 10 6 ]) by an exponential sum of order M = 20 on the interval [1, 10 6 ]. We choose N = 500 and L = 250. For the 10 3 sampled valuesh(k) = g(1 + k (10 6 − 1)/1000), (k = 0, . . . , 999), the Algorithm 3.5 provides an exponential sum (1.1) with negative damping factors f j , where Im f j = 0, and coefficients c j (j = 1, . . . , 20). Finally, the substitution x = 1000 (t − 1)/(10 6 − 1) in (1.1) delivers the exponential sum (4.1) approximating the function g(t) = 1/t on the interval [1, 10 6 ], see Table 4 .4. We plot the absolute error between the function g(t) = 1/t and (4.1) in Figure 4 .1, where the absolute error is computed on 10 7 equispaced points in [1, 10 6 ]. We remark that the method in [11] , which is based on nonequispaced sampling and the Remez algorithm, leads to slightly better results. 
