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Abstract:
This thesis is dedicated to study observationally the formation of molecular cloud formation
out of the atomic phase. In the framework of ‘The H i, OH, Recombination Line survey of
the Milky Way’ (THOR), we used the Very Large Array (VLA) to map the 21 cm H i line,
4 OH transitions, up to 19 Hα recombination lines and the continuum from 1 to 2 GHz of a
significant fraction of the Milky Way. The goal of this thesis is to characterize and study the
atomic and molecular content of molecular clouds.
Observations of the giant molecular cloud complex associated with the W43 star formation
complex revealed large quantities of optically thick H i emission. We used strong continuum
sources to measure the optical depth and used this information to correct the H i column density
and hence the H i mass. Without these corrections, the mass estimate is at least a factor of 2.4
too low. In addition, we observed H i column densities up to NH i ∼ 150 M pc−2, which is in
contradiction to current cloud formation models.
Furthermore, we present a catalog of ∼4400 continuum sources, extracted from the first half
of the THOR survey. Due to the broad bandwidth from 1 to 2 GHz, we are able to determine
a reliable spectral index for ∼1800 bright sources, which allows us to distinguish between
thermal and non-thermal radiation. Using this information, we can confirm four super nova
remnant candidates. Beside the direct scientific studies of these evolved sources, this catalog
is the basis for prospective absorption studies of the H i and OH lines.
By extracting H i self absorption (HISA) features of the molecular filament GMF38.1-32.4,
we examined directly the cold and dense atomic hydrogen and compared it to the molecular
counterpart. We studied the kinematics and column density probability distribution functions
(PDFs) and found a log-normal shape for them, which indicates turbulent motion. Furthermore,
we might observe several evolutionary stages within the filament, which will be helpful to
validate theoretical models and simulations.
Zusammenfassung:
Diese Dissertation behandelt die Entstehung von Molekülwolken, welche mit der atomaren
Phase beginnt. Im Rahmen der ‘H i, OH, Rekombinationslinen Beobachtungskampagne der
Milchstraße’ (THOR) beobachteten wir mit dem Very Large Array (VLA) die 21cm H i Linie,
4 OH Linien, bis zu 19 Hα Rekombinationslinien und das Kontinuum von 1 bis 2 GHz von
einem erheblichen Teil der Milchstraße. Das Ziel der Arbeit ist die Charakterisierung und Un-
tersuchung der atomaren und molekularen Anteile von Molekülwolken.
Beobachtungen des Riesenmolekülwolken Komplex, welcher zu dem Sternentstehungskom-
plex W43 gehört, haben große Mengen von optisch dicker H i Strahlung offenbart. Um die
optische Tiefe zu bestimmen haben wir starke Kontinuums Quellen beobachtet und konnten mit
dieser Information die Säulendichte und somit auch die Masse korrekt bestimmen. Ohne diese
Korrektur ist die Massenbestimmung um mindestens einen Faktor von 2.4 zu klein. Außerdem
haben wir H i Säulendichten bis zu Werten von NH i ∼ 150 M pc−2 beobachtet, welche im
Widerspruch zu aktuellen Wolkenenstehungsmodellen stehen.
Wir präsentieren außerdem einen Katalog mit ∼4400 Kontinuums Quellen, die aus dem er-
sten Teil der THOR Beobachtungskampagne extrahiert wurden. Mit Hilfe des breiten Band-
passes von 1 bis 2,GHz konnten wir verlässliche spektrale Indizes für ∼1800 helle Quellen
bestimmen. Dadurch konnten wir zwischen thermischer und nicht-thermischer Strahlung un-
terscheiden und wir konnten vier Kandidaten von Supernova Überresten bestätigen. Außer
der direkten wissenschaftlichen Studie dieser weit entwickelten Quellen ist der Katalog die
Grundlage für zukünftige Absorptionsstudien der H i und OH Linien.
Mittels von H i Selbstabsorptions Bereichen in dem molekularen Filament GMF38.1-32.4 kon-
nten wir kalten und dichten atomaren Wasserstoff direkt untersuchen und dies mit dem moleku-
laren Gegenstück vergleichen. Dabei haben wir Säulendichte Wahrscheinlichkeitsverteilungs-
funktionen untersucht. Diese zeigen eine Logarithmische Normalverteilungsform, was ein
Hinweis auf turbulente Bewegungen ist. Außerdem beobachten wir Möglicherweise mehrere
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1Introduction
1.1 Molecular cloud formation starts with atoms
Understanding the formation and evolution of molecular clouds is a key ingredient in under-
standing star formation in general. However, the formation of molecular clouds starts with
atoms, more precise with atomic hydrogen. Cloud formation scenarios suggest the need of
converging or colliding flows to form density enhancements, where the formation of molecular
hydrogen out of the atomic phase can occur (e.g., Vázquez-Semadeni et al. 2006; Heitsch et al.
2008; Krumholz et al. 2009). Therefore the investigation of molecular cloud formation begins
with a sophisticated characterization of the atomic HI phase.
The goal of this thesis is to characterize and study atomic hydrogen with the famous 21cm H i
line. I will aim to answer a variety of general questions, including the density structure and the
kinematics. The main questions are: What are the contributions and characteristic properties
of the different phases of the atomic hydrogen, mainly the cold neutral medium (CNM) and
the warm neutral medium (WNM)? What are the conditions under which molecular hydrogen
forms out of the atomic phase? Are converging flows a main driver for this formation? These
are general questions in the field of molecular cloud formation, however, with this thesis I will
try to answer more specific sub-questions such as: How can we observationally disentangle the
CNM and WNM and how does their interplay shape the ISM? Do we observe column density
thresholds for the HI when the formation of H2 takes place as predicted by theoretical models?
What is the ratio of molecular to atomic hydrogen and does it depend on the environment?
What are the shapes of atomic and molecular column density probability distribution functions
(PDFs) and what is their physical interpretation? The THOR survey offers an extensive data-
base to study these questions and in the following I will introduce the survey before I introduce
basic properties of molecular clouds and the ISM.
1
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1.2 Galactic plane surveys
In the previous decades, theoretical as well as observational projects aimed to shed light on
the properties of the interstellar medium (ISM) and connect this to large scale structures, such
as the Milky Way. With the advantage of powerful computers and algorithms, it is possible
to simulate entire galaxies with resolutions down to a few solar masses (e.g., Dobbs et al.
2012; Smith et al. 2014). Observational projects also tackle large surveys of the Milky Way,
rather than small specific regions within it. These surveys cover a large fraction of the spectral
range, from the near- (UKIDSS, Lucas et al. 2008), mid- (GLIMPSE, Churchwell et al. 2009)
and far-infrared (MIPSGAL, HIGAL, Carey et al. 2009; Molinari et al. 2010), to the submm
(ATLASGAL, BOLOCAM, Schuller et al. 2009; Rosolowsky et al. 2010; Aguirre et al. 2011;
Csengeri et al. 2014), to longer radio wavelengths studying the continuum as well as molecular
lines (e.g., GRS, MAGPIS, CORNISH, HOPS, MALT90, MALT-45, Jackson et al. 2006; Hel-
fand et al. 2006; Hoare et al. 2012; Purcell et al. 2013; Walsh et al. 2011; Purcell et al. 2012;
Jackson et al. 2013).
As hydrogen is the most common element in our universe, observations of this element are a
crucial ingredient to complete the picture of our Galaxy. Molecular hydrogen is difficult to
observe directly as its rotational energy levels are not readily excited in the cold ISM. How-
ever, the 21 cm H i line provides a direct measurement of the atomic hydrogen. To date, the
Galactic plane surveys of the 21 cm H i line have a spatial resolution of >1′ (CGPS, SGPS,
VGPS, Taylor et al. 2003; McClure-Griffiths et al. 2005; Stil et al. 2006), which is not suffi-
cient in comparison to the other Galactic plane surveys. This was the motivation to initiate a
Galactic plane survey using the Karl G. Jansky Very Large Array (VLA) in C-configuration,
achieving a spatial resolution of ∼20′′: ‘THOR - The H i, OH, Recombination line survey of
the Milky Way’. The angular resolution of 20′′ gives us a linear resolution of ∼0.1 to 1.5 pc at
typical Galactic distances of 1 to 15 kpc. Since the new WIDAR correlator at the VLA offers
a broad bandwidth, including high resolution sub-bands, we are able to observe the 21 cm H i
line, 4 OH lines, 19 Hα radio recombination lines (RRL) and the continuum from 1-2 GHz
simultaneously.
As we observe a large portion of the Milky Way in different lines and the continuum with the
THOR survey, we can study vastly different aspects.
1.2.1 THOR survey
The Thor survey was observed using the Karl G. Jansky Very Large Array (VLA) radio inter-
ferometer, which will be introduced in detail in Sect.1.4.2. We were awarded more than 200
hours observing time in a VLA large program. The principle investigator (PI) of this project is
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Henrik Beuther from the MPIA. To test our observing strategy and data reduction, we began
with a pilot study of a 2◦ ×2◦ field around W43 in 2012, which was completed in 10 hours. The
H i data of this pilot study will be the basis of Chapter 2. In consecutive observing campaigns,
we mapped a significant fraction of the first Galactic quadrant (Galactic longitude l = 15−67◦,
Galactic latitude |b| ≤ 1◦).
As explained, our goal was to achieve a high spatial resolution for the H i line. To overcome
problems due to missing flux and to reconstruct the large scale structure, we aimed to combine
the THOR H i data with low resolution VGPS data (Stil et al. 2006). The VGPS survey was
observed using the VLA in D-array configuration, achieving a spatial resolution of 60′′. To
achieve a higher resolution, we choose the next larger configuration, the VLA C-array con-
figuration, resulting in a resolution of ∼20′′, depending on the frequency and the observed
declination.
Since the upgrade of the VLA, which was finished in 2012, the new WIDAR correlator is cap-
able to observe a broad bandwidth, including smaller high resolution sub-bands. This allowed
us to observe the H i 21 cm line simultaneously with four OH lines at 1612, 1665, 1667, and
1720 MHz, 19 Hα radio recombination lines (RRL) and the continuum from 1 − 2 GHz in
full polarization. The velocity resolution for the H i line is 0.82 km s−1, for the OH lines it is
∼1.4 km s−1 and the RRL have a lower resolution of ∼3-5 km s−1. Further details about the
entire survey will be given in the THOR overview paper (Beuther et al. in prep). Chapter 2 and
3 will provide more details about the used data.
Beside studies of the atomic content using the H i 21 cm line, we can study the molecular con-
tent using the OH transition. The combination of these two data sets allows us to study directly
the transition from the atomic to the molecular phase. In addition, we can observe the ion-
ized component with the RRL lines and the continuum. We can even study magnetic fields
by examining the polarization of the continuum. To exploit all these different topics and data
products, a large team of experts is necessary. Within the THOR team, we have these experts
working on different topics. To date several papers were published covering different aspects:
Bihr et al. (2015) studied the H i content of the pilot region around W43 and will be presented
in Chapter 2. Walsh et al. (2016) presented the OH data of the pilot region, focusing on maser
emission. Bihr et al. (2016) compiled a catalog of all continuum sources of the first half of the
THOR survey and will be the topic of Chapter 3. Further papers are in preparation: Beuther et
al. (in prep.) will give an overview of the entire survey, explaining the observations, calibration
and imaging in detail. Rugel et al. (in prep.) will study the molecular content of the Milky
Way by examining OH absorption spectra. Stil et al. (in prep.) will explore the polarization of
the continuum emission and analyze the corresponding Faraday rotation. Chapter 4 presents
a study of H i self absorption, which will be published in a forthcoming paper (Bihr et al. in
4 Chapter 1. Introduction
prep.).
1.2.2 Basic properties of the ISM and molecular clouds
It is generally known, that star formation takes place in molecular clouds (e.g., Klessen 2011;
Dobbs et al. 2014). As the name already indicates, these clouds consists primarily of molecular
hydrogen H2, but also contain helium, atomic hydrogen and other molecular tracers, such as
CO. The mass of these clouds can range from a few solar masses for isolated small clouds,
so called Bok globules (e.g., B68, Nielbock et al. 2012), to Giant Molecular Clouds (GMCs),
having masses of up to 107M in the Galactic center (Oka et al. 2001). The surface density
of these clouds is in general very high (∼150 M pc−2) and the molecular hydrogen is shiel-
ded from the interstellar radiation field. The internal density structure can be described using
probability density functions (PDF), which reveal a log-normal shape due to turbulent motion
(Kainulainen et al. 2009). More evolved clouds develop a log-normal high density tail, which
is an indication of gravitational collapse (e.g. Schneider et al. 2015a,b). More details about
PDFs will be presented in Chapter. 4.
The formation scenario of molecular clouds is thought to be driven by turbulent motions, rather
than a coagulation model (e.g., Klessen & Glover 2014). The basic idea of these models is that
molecular clouds form in post-shock regions of colliding or converging flows of lower density
gas. If the density becomes high enough, molecular hydrogen can form and also ‘survive’ as
it is shielded from the interstellar radiation field by molecules and dust (e.g., Glover & Clark
2012). The main formation mechanism of the molecular hydrogen out of the atomic state is via
grain catalysis (Draine 2011; Klessen & Glover 2014). Atomic hydrogen can get bound on a
grain surface and is able to ’walk’ some distance on the grain. If two hydrogen atoms encounter
each other, they can form molecular hydrogen. The released energy during the formation pro-
cess (4.5 eV) will free the molecule from the grain and hence enrich the ISM with molecular
hydrogen. In contrast to the formation, UV photons from the interstellar radiation field can
dissociate the molecular hydrogen and break the bound. Therefore, molecular hydrogen will
be solely present in high density regions, where it is shielded from the interstellar radiation
field.
The atomic hydrogen in the ISM appears in different phases. The main phases are the cold neut-
ral medium (CNM) and the warm neutral medium (WNM). Both phases can coexist in pressure
equilibrium (Wolfire et al. 1995), even though their properties are substantially different. The
CNM usually has an excitation temperature, called spin temperature TS , of 20 to 200 K (Heiles
& Troland 2003b; Kavars et al. 2005) and a particle density of ∼50 cm−3 (Stahler et al. 2005).
In contrast to this, the WNM is much warmer and diffuse, with temperatures up to ∼7000 K
(Murray et al. 2014) and densities of ∼0.5 cm−3 (Stahler et al. 2005). Even though the mass of
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both components within our Milky Way is comparable, each having a mass of ∼3-4×109 M ,
the filling factor is considerably different with f = 0.30 for the WNM and f = 0.04 for the
CNM (Stahler et al. 2005) (the largest volume is occupied by the hot ionized medium with
a filling factor of 0.5). Since the atomic hydrogen coexists in different forms with different
properties, it is challenging to observe and disentangle each component. Hence a profound
analysis of the H i radiation, including the optical depth and spin temperature is necessary to
deduce the properties of each component. This will be introduced in the next Section and the
corresponding results will be given in Chapter 2 and 4.
1.3 H i radiative transfer
This section aims to summarize and explain the radiative transfer that involves the emission
and absorption of the neutral hydrogen. As astronomers, we cannot perform hand on experi-
ments with interstellar clouds to understand their properties and structure, but we can carefully
observe at different wavelengths and different resolutions. To determine the corresponding
properties of the observed atoms or molecules, we have to understand the radiative transfer
in detail and account for optical depth effects, self absorption as well as contributions from
continuum emission. Since our atmosphere is transparent in two windows, in the optical and in
the radio regime, we can perform observations in these frequency ranges from the ground with
large telescopes. The radio regime offers a wide range of different atomic and molecular lines,
including the important 21cm line of the neutral hydrogen. In the following I will explain the
origin and basic principles of this line.
The following sections are based on the text books by Wilson et al. (2010), Draine (2011) and
Irwin (2007). I also used the excellent online course ‘Essential Radio Astronomy’ by J. J.
Condon and S. M. Ransom, which can be found under www.cv.nrao.edu/course/astr534/.
1.3.1 Basic Definitions of radiation
Even though the following definitions and equations are well known text book knowledge, I
will shortly summarize them, as they are the basis for the subsequent discussion. The specific
intensity or specific brightness is defined as:
Iν ≡ dPcos(θ) dσ dν dΩ , (1.1)
where dP is the infinitesimal power of the observed ray, dν is the infinitesimal observed band-
width, θ is the angle between the normal of the surface described by dσ and the direction
toward the observed infinitesimal region of the sky, described by dΩ. The units of the spe-
cific intensity Iν is W m−2 Hz−1 sr−1. I will use both names, specific intensity and specific
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brightness, to describe Iν . For simplicity, I will drop the addition ‘specific’ in the following.
However, I want to highlight that the total intensity is the specific intensity integrated over the
frequency. It is important to distinguish the intensity from the flux density (also called simply





Iν (θ,ϕ) cos(θ) dΩ. (1.2)
The units of the flux density is W m−2 Hz−1. As most astronomical objects are very weak it is
common to use the unit ‘Jansky’, which is defined as:
1 Jy ≡ 10−26 W m−2 Hz−1. (1.3)
Hence, the unit for the intensity can be Jy beam−1 or Jy px−1. In radio astronomy it is also
common to describe the intensity as a brightness temperature (see Eq. 1.12 for further details)
and use the unit Kelvin. For unresolved sources the values of the flux density and intensity are
the same, whereas for resolved sources the value of the flux density is always larger than the
value of the intensity. This will be important to distinguish between resolved and unresolved
sources.
Without further proof, I want to highlight that the intensity is constant along any ray without
diffraction or extinction (see e.g. Wilson et al. (2010) for a detailed proof). Therefore the
intensity is independent of the distance and a direct source property. In contrast to this, the flux
of a source is distance dependent (Sν ∝ d−2) and depends on the location of the observer and
is not a direct source property.
The next important quantity is the spectral energy density uν . This is the flow of power per unit






1.3.2 Basic principles and definitions for emission and absorption
In this section, I will describe the interaction of radiation with matter on a macroscopic level,
including emission and absorption processes. Later in this chapter, I will connect this to a
microscopic level using the Einstein coefficients. As explained in the previous section, the in-
tensity stays constant along any ray in an empty space. However, it can change via interactions
with matter. For example, the frequency dependent intensity (and hence the color) of a star can
change by an interstellar cloud between the star and us. This interaction is specified with the
absorption coefficient κν and the emission coefficient ν . The change in intensity follows then:
dIν = (−κν Iν + ν ) ds, (1.5)
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where ds describes the infinitesimal small thickness of the material. This equation is also
called the ‘equation of radiative transfer’, or simply ‘equation of transfer’. I want to highlight,
that the absorption depends on the strength of the radiation field, whereas the emission is
independent from the present intensity. The emission coefficient ν can be expressend in units
of Jy beam−1 cm−1. The absorption coefficient κν can be written in units of cm−1 and hence
is the mean number of photon absorptions per unit length. The absorption coefficient can also
be substituted by the optical depth τ, which is defined as:
dτ ≡ −κ ds. (1.6)
Some authors also define the optical depth positive (e.g., Draine 2011). To simplify the equa-




Using the definition of the source function and the definition of the optical depth, we can
rewrite the equation of transfer in a different form:
dIν = (Iν − Sν ) dτ. (1.8)
Simple solutions for this equation can be found for the case of only-absorbing or only-emitting
clouds. However, the general solution of a emitting and absorbing cloud is more complicated
and can be found by multiplying Eq. 1.8 with e−τ and integrating by parts (details are given in
Wilson et al. 2010) and is:
Iν (s) = Iν (0) e−τν (s) + Sν
(
1 − e−τν (s)
)
. (1.9)
The first term describes the background radiation, which gets absorbed by the foreground cloud
and therefore decreases exponentially. The second term characterizes two parts: the emitted
radiation of the cloud and the absorption of this radiation by the cloud itself.
If we assume the cloud is in thermodynamic equilibrium (TE), the temperature is constant
within the cloud and the intensity is described by the Planck function Bν (T ):











where h and kB describe the Planck constant and Boltzmann constant, respectively. As the
intensity is constant within the cloud, dIν = 0 and the source function Sν becomes the Planck
function Bν (T ):
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This is known as Kirchhoff’s law. In radio astronomy, it is common to describe the intensity
field with the brightness temperature TB (ν), which is the temperature that a black body would











However, this is not a linear relation between the brightness temperature and intensity. In radio
astronomy it is possible to use the Rayleigh Jeans approximation instead to get a linear rela-






As long as kB TA(ν)  h ν, we find that TB (ν) ≈ TA(ν). This condition is fulfilled for long
wavelength radio astronomy and in the following we will talk about brightness temperature
and antenna temperature synonymously. Hence, we can write the solution of the equation of
transfer in terms of temperatures:
TB = TB (0) e−τν (s) + T
(
1 − e−τν (s)
)
, (1.14)
where TB is the measured brightness (or antenna) temperature and T describes the excitation
temperature of the medium. This solution will be the basis for further analysis of the H i line.
1.3.3 Emission and absorption for discrete energy levels
The basis for the emission and absorption processes of the 21cm H i line is the interaction of
photons with matter. For discrete energy levels, such as the hyperfine splitting of the neutral
hydrogen (see Sect. 1.3.4), this interaction is described by the Einstein coefficients. Figure
1.1 shows a two level system with an upper and lower energy level labeled as Eu and El , re-
spectively. The system can emit or absorb photons and hence change the energy levels. This
interaction can occur in three different ways. First, the spontaneous emission described with
the Einstein coefficient Aul , at which the system changes spontaneously the energy level from
the upper to the lower level and emits a photon with frequency νul =
(Eu−El )
h . Second, the
stimulated emission described with the Einstein coefficient Bul . This transition is triggered by
an external photon with frequency νul and the system changes from the upper to the lower en-
ergy level by releasing a second photon with the same frequency. The third and last interaction
is the spontaneous absorption described with the Einstein coefficient Blu , at which the system
changes from the lower to the upper energy level by absorbing a photon with frequency νul .
For a stationary system the emission and absorption of photons is in equilibrium and the level
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Figure 1.1: Einstein coefficient
population can be described by
nuAul + nuBulu = nlBluu, (1.15)
where nu and nl describe the density for the upper and lower level, respectively, and u describes
the average energy density of the radiation field (see Eq. 1.4). If we assume that the system is













where gu and gl are the statistical weights of the corresponding upper and lower state. Com-











In thermodynamic equilibrium, the energy density of the radiation field can be described by
Planck’s law introduced in Eq. 1.10. Hence, Eq. 1.17 is only fulfilled if the Einstein coefficient
fulfill the relations





These relations will be very important to simplify the H i absorption coefficient and hence the
calculation of the H i column density.
To connect the Einstein coefficients with the macroscopic emission and absorption coefficients,
introduced in Sect. 1.3.2, we have to consider the contribution of the three different interaction
methods to the intensity field. Similar to the discussion in Sect.1.3.2 we consider the intensity
Iν changing along a small length ds. As the energy levels Eu and El have a finite energy spread
the energy of the emitted or absorbed photon can vary slightly. To describe this, we introduce
the line profile function ϕ(ν), which is sharply peaked and normalized to one. For the emission
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and absorption, this profile function can be different, however, for our consideration this is a
negligible effect. The three energy contributions for the spontaneous emission, spontaneous
absorption and stimulated emission are (Wilson et al. 2010):




dEa = hν nl Blu
4pi
c




dEs = hν nu Bul
4pi
c





The change of the intensity field is then:
dIν dΩ dσ dν dt = dEe + dEs − dEa . (1.21)






nu Aul ϕ(ν) − h νc (nl Blu − nu Bul ) Iν ϕ(ν). (1.22)
Comparing this equation with the equation of transfer (Eq. 1.5) provides the relation between








(nl Blu − nu Bul ) ϕ(ν)
(1.23)
The relation of the absorption coefficient with the Einstein coefficient gives us a direct handle
to calculate the column density of the neutral hydrogen H i by measuring the spin temperature
and the optical depth. To understand this, I will first introduce basic properties about the H i in
the next section and then continue the calculation of the column density in Sect. 1.3.5.
1.3.4 Basic properties of the neutral hydrogen H i line
Neutral hydrogen is the most common and most simple atom in our universe, consisting of one
proton and one electron. Important for the following discussion is the spin of this electron and
proton, which can be parallel (total spin S = 1) or antiparallel (S = 0). These two states have
different degeneracy g = 2S + 1 and a slight energy difference of ∆E = 5.97 × 10−6 eV as
shown in Fig. 1.2. Even though the transition from parallel to antiparallel, called a spin flip,
is a forbidden transition in quantum mechanics, the probability of this transition is nonzero.
This transition releases a photon with the frequency ν0 = ∆E/h = 1.420405751766 GHz and a
wavelength of λ ∼ 21.1 cm (Gould 1994). Hence, this transition is also called the ‘21cm line’.
As this line is a forbidden transition, the Einstein coefficient Aul = 2.88426× 10−15 s−1 is very
small (Gould 1994) and therefore has an extremely long lifetime of ∼11 million years. Since
1.3. H i radiative transfer 11
S = 1     gu = 3    Eu = 5.87x10-6 eV 
S = 0     gl = 1    El = 0 eV 
Aul  = 2.8843x10-15 s-1 = (11.0 Myr)-1 
ν    = 1420.4 MHz     
λ    = 21.106 cm 
p	  
p	   e	  
e	  
Figure 1.2: Energy levels of the hydrogen atom due to the hyper fine splitting. The
parallel Eu and antiparallel El energy levels are shown, including the corresponding
values (Draine 2011; Gould 1994).
the energy difference between the two spin states is small, low energy photons can excite the
upper state and photons from the cosmic microwave background (CMB) are able to populate
the upper state (Draine 2011). The excitation temperature for this transition is usually called












Since the factor hν0/kB = 0.068 K and TS is usually above 10 K, the exponential function in
Eq. 1.24 is approximately one and the population of the two spin states is nu/nl ≈ gu/gl = 3.
That means that 75% of the neutral hydrogen atoms are in the upper state and 25% are in
the lower state, independent of the spin temperature. Therefore the emission coefficient ν
(Eq. 1.23) is also independent of the spin temperature. In contrast to this, the absorption coef-
ficient κν (Eq. 1.23) depends on the temperature, which will be discussed in the next section.
1.3.5 Derived properties of the neutral hydrogen H i
In this section, I will derive a formula to measure the column density of the H i, which depends
solely on the spin temperatureTS and the optical depth τ. As we are usually not able to measure
the extent of an H i cloud along the line of sight, we calculate the column density instead of the
particle density, which is defined as
NH ≡
∫
nH (s) ds. (1.25)
To get the equation for the column density, I will start with the relation between the absorption
coefficient κν and the Einstein coefficient (Eq. 1.23) and include the relation of the two Einstein
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As a next step, I include the spin temperature TS (Eq. 1.24) and replace Blu with Aul (Eq.1.19).














As explained in Sec. 1.3.4, the exponential function is close to one and we can perform a Taylor








This shows that the absorption coefficient depends on the density and inversely on the spin tem-
perature of the cloud. Therefore, we expect the strongest absorption from cold dense clouds,
such as the CNM, whereas warm and more diffuse clouds, such as the WNM are optically
thin. The final step is to plug in the definition of the optical depth (Eq. 1.6) and column density
(Eq. 1.25) and integrate over s and ν. This reveals
NH = 1.8224 × 1018 TS
∫
τ(v) dv, (1.29)
whereas NH , TS and dv are in units of cm−2, K and km s−1. This formula is the basis to cal-
culate the column density of any H i cloud. Even though it is a simple equation with solely
two unknown, it is challenging to disentangle the optical depth and spin temperature. Different
observation methods, including absorption studies are necessary to perform this task.
More details about this will be given in Chapter 2 and 4. In Chapter 2 we will use absorption
studies toward strong continuum sources to determine the optical depth and use this informa-
tion to correct the H i emission. Furthermore, we will use H i self absorption measurements in
Chapter 4 to isolate the cold H i component.
1.4 Radio interferometry and synthesized imaging
The THOR survey is observed with the VLA in New Mexico, a state of the art radio interfero-
meter. The data analysis of such an interferometer is challenging and can influence the results.
Hence, it is an important step for this work and in the following section I will introduce the
basics of a radio interferometer, the data calibration as well as the synthesized imaging. This
is based on the books by Wilson et al. (2010) and Taylor et al. (1999) and the online course
‘Essential Radio Astronomy’ by J. J. Condon and S. M. Ransom, which can be found under
www.cv.nrao.edu/course/astr534/.
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1.4.1 Radio interferometry basics
For astronomical observations two aspects are important: sensitivity and resolution. A high
sensitivity is important to see faint objects even at large distances and it can be increased
by collecting more photons, either by long integration times or by a large collecting area.
The angular resolution Θ is important to see details within the objects or disentangle different





For radio astronomy, the wavelength is several orders of magnitude larger than in the optical
regime and hence the diameter of the telescope must be accordingly larger to achieve the same
resolution. Optical telescopes with diameters of ∼10 m can achieve resolutions well below
1′′. To achieve such a resolution in the radio regime at a wavelength of 21 cm, the telescope
diameter must be ∼40 km. Technically, it is not possible to build a single telescope with such a
large diameter. However, in radio astronomy it is possible to build interferometers and combine
several smaller telescopes to a larger telescopes. The resolution of such an interferometry is not
limited by the size of the single telescopes (also called ‘dish’ or ‘antenna’ in radio astronomy),
but by the longest distance between two dishes, called the baseline b. Similar to Young’s




The most simple interferometer is a two antenna interferometer. The signal from both antennas
gets correlated, which means multiplied and integrated over a certain time, and the result is the
so called spatial coherence function:
Vν (r,r) ≈
∫
Iν (s)e−2piiνs ·(r−r )/c dΩ, (1.32)
at which r and r describe the position of the two antennas and s describes the direction
towards the observed source. To obtain the intensity Iν of the source we have to perform a
Fourier transformation of this equation. Such a simple two antenna interferometer has only a
good resolution along the direction of the baseline and a poor resolution perpendicular to it.
Therefore, we want to use multiple antennas at different locations to obtain as many different








Hence, the VLA with 27 antennas has 351 different baselines. As the earth rotates during the
observations, these baselines also change in relation to the source. Hence, it is common to use
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Figure 1.3: UV plane of a single pointing of the THOR observations towards galactic
longitude l = 32◦ in units of kλ at 21 cm.
a coordinate system, which describes the radio interferometer as seen by the source, called the
‘UV-plane’. Fig 1.3 shows the UV-plane of one pointing of the THOR survey. It is common
to show the coordinates of the baseline and the corresponding complex conjugated. The Y-
shape of the VLA is clearly visible in the data. As we observed each pointing three times,
this Y-shape can be seen three times, slightly shifted due to the rotation of the earth during the
observation.
1.4.2 Karl G. Jansky Very Large Array
The Very Large Array (VLA) is a radio interferometer consisting of 27 antennas, each having
a diameter of 25 m. All antennas are located on three arms in a Y-shape. It was build in the
seventies close to the town of Socorro in New Mexico, USA. Starting around the year 2000, a
major upgrade of the receivers, correlator and all electronics took place, which was finished in
2012 with the renaming of the array to Karl G. Jansky Very Large Array. As the antennas are
movable on railway tracks, the array changes between four different configurations, approxim-
ately each half a year. The most compact configuration, called D-array, has a longest baseline
of ∼1 km. The more extended configurations, called C-array, B-array and A-array have con-
tinuously larger baselines up to ∼36 km in the A-array. The THOR project was observed in
the C-array. Different receivers (also called ‘bands’) allow observations from λ ∼ 6 mm (‘Q-
band’) up to λ ∼ 5 m (‘4-band’). Our observations were performed in the L-band between 1
and 2 GHz, corresponding to a wavelength of ∼15 to ∼30 cm.
1.4.3 Calibration
Details about the calibration can be found in Taylor et al. (1999) and the following sec-
tion provides a summary. The calibration consists of several steps and was done with the
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Figure 1.4: The left picture shows one arm of the VLA array including several an-
tennas. The right picture illustrates the different receivers within one dish allowing a
large coverage of different frequencies.
CASA (Common Astronomy Software Applications) package, provided by the NRAO (Na-
tional Radio Astronomical Observatory). We tested to calibrate the data manually by hand
or by using the VLA pipeline. The results were similar and we decided to use the VLA
pipeline as this allowed us to calibrate the large amount of data faster. For the first part
of the THOR survey, which is the data base of this thesis, we used the CASA version 4.1
and the VLA pipeline version 1.2. The second part of the THOR survey will be calibrated
with the newer CASA version 4.2 and VLA pipeline version 1.3, which was not available for
the first part. However, the differences between the two versions are minor and do not af-
fect the data significantly. The pipeline, including a detailed description, can be found under
https://science.nrao.edu/facilities/vla/data-processing/pipeline. In principle the VLA pipeline
is a collection of python and CASA commands to perform all necessary steps. First, the
pipeline performs some general flagging, that means it excludes data from the following cal-
ibration and analysis. This first flagging consists of shadowed antennas, data points that are
exactly zero (called ‘zeros’), pointing scans and the so called ‘quacking’, which means to flag
a certain amount of time after the slewing of the antennas to allow them to settle down. As the
sensitivity drops at the edge of the spectral bands, the pipeline also flags 5% of the channels on
each side of the spectral bands. The next step is to perform the flux calibration by comparing
the observed flux calibrator to a known model flux. After this step, the pipeline conducts an
initial phase and amplitude calibration (called ‘gain’) and bandpass calibration and applies this
to the calibrators. Using this first calibrated data, the pipeline performs automated flagging (so
called ‘RFlag’, see Sect. 3.3.3 for further details) on the calibrators, determines its spectral
index and corrects for this. After these corrections the final calibration solutions for the band-
pass and gain are determined and applied to the actual data. The last step of the pipeline is to
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Figure 1.5: Example of diagnostic plots used for the calibration verification. Both
plots show the imaginary part of the visibility as a function of the real part, which
is equal to the phase as a function of the amplitude. The plots represent the flux
calibrator 3C286 for the observation around galactic longitude l = 21◦ of the H i line.
The color code represents the first antenna of each baseline pair. On the left panel,
a deviation from the expected round shape is visible, which is due to problems of a
single antenna (in this example antenna ea17). The right panel shows the same data
after flagging this ‘bad antenna’.
create several diagnostic plots to check and control the pipeline. Optionally, the pipeline can
perform Henning smoothing, automated flagging on the actual target data or recalculating the
weights of the data. We did none of them at this stage, but performed automated flagging for
some spectral windows prior to the cleaning process later.
After the pipeline run, we carefully checked the diagnostic plots and looked for any ‘bad data’,
such as outlier antennas due to receiver or calibration problems or prominent Radio Frequency
Interference (RFI). To improve this procedure, we included additional diagnostic plots. Very
helpful were plots of the phase as a function of amplitude or plots of the amplitude as a func-
tion of time. Figure 1.5 shows an example of the phase as a function of the amplitude for the
gain calibrator. Since the calibrators are distant quasars, we see them as point sources and the
calibrated phase and amplitude should be constant and appear as a circular cloud as seen in the
right panel of Fig. 1.5. In the left panel of Fig. 1.5, the phase and amplitude measured with one
color-coded antenna are not constant. Such ‘bad data’ would influence our final results signific-
antly and we have to flag them prior to the cleaning process. In addition, it could also influence
the calibration itself. Hence, we run the pipeline again after flagging the ‘bad antenna’ to make
sure that it is not affecting any calibration processes. If the quality checks for the calibration
were appropriate, we continued with the cleaning process, which I will introduce in the next
section.








Figure 1.6: An example of the so called dirty beam. This is the the Fourier trans-
formation of the UV-plane shown in Fig.1.3.
1.4.4 Synthesized imaging
As described in Section 1.4.1, the advantage of a radio interferometer is the high angular resol-
ution. The observed intensity is reconstructed by a Fourier transformation of the data observed
in the UV-plane. However, we cannot fill the UV-plane completely as there are gaps between
the antennas. This can be seen in Fig. 1.3 as holes in the UV-plane. Hence, the Fourier trans-
formation of this UV-coverage, which is the spatial resolution element of the array, will not be
a simple 2D-Gaussian, but a more complex structure. It is called the ‘dirty beam’ and is shown
in Fig. 1.6. The intensity distribution of our target sources contains the same structure as the
dirty beam and is called the ‘dirty image’. The top left panel of Fig. 1.7 shows an example
of a dirty image. Around strong sources, we see artifacts which are called sidelobes. There
are several different methods to remove these sidelobes and the most common is the ‘clean
algorithm’. This is an iterative algorithm, containing several steps:
1. Locate the highest peak in the dirty image or in the residuals for subsequent steps.
2. Record the position and intensity of this peak in the ‘clean component’ image (top right
panel in Fig. 1.7).
3. Subtract a scaled dirty beam at this position from the dirty image. The scaling depends
on the recorded intensity of the source. The result is called the ‘residual image’ and the
final residual image is shown in the bottom left panel of Fig. 1.7.
4. Start the procedure again with the created ‘residual image’ and locate the next highest
peak.
The loop is run multiple times until a certain threshold is reached. This threshold has to be sev-
eral times larger than the expected noise in the image, otherwise the algorithm starts to clean
within the noise, which could introduce artifacts. After reaching this threshold, the residual
image should contain solely noise and the clean component image contains the position and
intensity of the actual sources. The final image is created by convolving the final clean com-
ponent image with the ‘clean beam’, which is a 2D-Gaussian fit to the main component of the
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Figure 1.7: Example of the clean process. The top left panel shows the ‘dirty image’,
prior to the clean process. Strong sidelobes are visible. The top right panel shows the
‘model image’, which contains the position and strength of the strongest sources, the
so called ’clean components’. As we are using multiscale clean, this can be single
pixels for point sources or more extended structures. The bottom left panel shows
the ‘residual image’, which is the dirty image after subtracting all clean components
convolved with the dirty beam (Fig. 1.6). The final ‘clean image’ is shown in the
bottom right panel. All data is taken from the THOR survey and shows the continuum
emission around 1.4 GHz, which is dominated by small extragalactic point sources in
this region. The color scale of the dirty image, residual image and clean image is the
same.
dirty beam. As a last step, the final residual image gets added to represent the noise properly
and the result is called the ‘clean image’ (bottom right panel of Fig. 1.7), which should not
contain strong sidelobes.
To avoid confusion, I want to stress that there are several different ‘beams’ for a radio interfer-
ometer. The ‘primary beam’ describes the beam of a single dish and hence is the field of view
of the interferometer. The ‘dirty beam’, is the Fourier transformation of the UV-plane, whereas
the ‘clean beam’ is a 2D-Gaussian fit to the main component of this dirty beam and hence the
resolution element of the observations.
We used also the CASA package to perform the clean task. Within CASA there are several im-
portant extensions of the classical clean algorithm. For the THOR project, the most important
is the ability to clean large mosaics, consisting of multiple pointings. For such a large mosaic,
non-coplanar baselines can introduce strong artifacts. Hence, we have to consider them, which
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is done in CASA with the ‘w-projection’ algorithm (Cornwell et al. 2008). Simply spoken, this
algorithm assumes, that the VLA antennas are on different planes and calculates corrections
for this effect. As the Galactic emission of the H i line and the continuum can be extended, it
is also important to recover extended structures during the clean process. The classical clean
algorithm searches only for point sources. However, the CASA package includes a ‘multiscale
algorithm’ (see Rich et al. (2008), Cornwell (2008) for details). This algorithm searches not
only for point sources, but also for extended structures and improves the clean result signific-
antly.
For the H i data cubes, we had to clean ∼150 channels separately, which requires an immense
computer power, especially for the random access memory (RAM). To overcome this problem,
we cleaned chunks of ten channels at the same time and added them at the end. The final clean
task for e.g. the continuum was:
clean(vis=vis_name, imagename=image_name , field=’*’,
spw=spw_number , mode=’mfs’, psfmode=’hogbom’,
imagermode=’mosaic’, ftmachine=’mosaic’, imsize=image_size ,
cell=[2.5,2.5] ,weighting=’briggs’, robust=0, niter=100000,
threshold=’5mJy/beam’, gain=0.1, phasecenter=phase_coordinate ,
wprojplanes=128, pbcor=True, multiscale=[0,4,12,25],
cyclefactor=4,gridmode=’widefield ’)
Further details about the exact cleaning process are given in each chapter.
1.4.5 Large scale structure, missing flux and noise
Figure 1.8: Simulated observations of the logo of the ‘International Max Planck Re-
search School’ (IMPRS). The left panel shows the input, the central panel the simu-
lated observations with the VLA in D-array and the right panel the VLA in A-array
considering only large baselines.






































































THOR and VGPS 60 arcsec
Figure 1.9: The comparison of different data sets. Each panel shows the H i emission
of a single channel at vLSR = 51.5 km s
−1 in color and the contours indicate the VGPS
data as reference. The top panel shows the low-resolution VGPS data at 60′′. The
lower panels show the THOR only or the combined data at different resolutions. The
corresponding resolution is given as a title for each panel.
As explained, a radio interferometer can achieve high angular resolutions due to long
baselines. However, the downside of each radio interferometer is the filtering of large scale
structure due to missing UV coverage in the center. Figure 1.8 illustrates this effect for the
VLA in different configurations for simulated observations of the IMPRS logo (‘International
Max Planck Research School’). The left panel presents the input for the simulated observa-
tions and it consists of a black background, a uniformly filled circle and the text. The middle
panel shows the logo observed with the smallest VLA configuration (D-array). For this config-
uration, we recover most of the extended emission of the circle, but the resolution is not good
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Table 1.1: Brightness sensitivity comparison.
Data Resolution Brightness Sensitivity
[arcsec] [K]




VGPS only 60 1.5
Noise measured for region around l = 35◦ in emission free channel
at vLSR = −85 km s−1.
enough to identify the text. The right panel represent the VLA in the most extended configur-
ation (A-array) and only considering long baselines. The resolution for this simulation is high
enough to identify the text, however, the large scale emission from the circle got filtered out.
This filtering effect is also present in the THOR data. To overcome it, we combine the H i
21cm line data with existing data from the VGPS survey (Stil et al. 2006). This survey used the
VLA in the D-array, including single dish data from the Robert C. Byrd Green Bank Telescope
(GBT), which has a diameter of 100-100 m. The software package CASA has several methods
to combine low-resolution with high-resolution data and we will discuss them in more detail
in Chapter 2.
Beside the filtering effect, another important aspect is the noise within the data. The point
source sensitivity of an interferometer does not depend on the configuration of the array, but
solely on the collecting area. For extended sources, the point source sensitivity is not crucial,
but the brightness sensitivity which is in units of Kelvin. The brightness sensitivity becomes
worse for more extended arrays, as the holes between the antennas become larger. Hence, we
expect a worse brightness sensitivity for the high-resolution THOR survey in comparison with
the low-resolution VGPS survey. Figure 1.9 shows a comparison of the H i data of the THOR
survey only, the combined data at different resolutions and the VGPS survey only. The top
panel shows the low resolution VGPS data, including single dish data. The Galactic H i emis-
sion is clearly visible for this data set, including self absorption features, which we will discuss
in more detail in Chapter 4. In contrast to this, the high-resolution THOR data without the
combination of the VGPS data (central left panel in Fig. 1.9) filters most of this emission. In
the combined data, the H i emission appears, however, with a higher noise pattern. Smoothing
this data to lower resolutions helps to improve the noise. The corresponding brightness sensit-
ivity is given in Table 1.1. Even though we do not see the large scale emission of the H i line in
the THOR data alone, this data set provides us excellent absorption spectra towards continuum
background sources, which are mostly not resolved.
With the THOR data and the VGPS data at hand, we can choose which resolution and sensitiv-
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ity we want for different science questions. For studies about large scale molecular clouds, the
VGPS data with low noise is sufficient, whereas absorption studies toward continuum sources
favor the high spatial resolution of the THOR data. Hence in the following chapters we will
use the THOR data for absorption studies (Chapter 2) and the continuum emission (Chapter 3)
and we will use the VGPS data for H i emission and self absorption studies (Chapter 4).
1.5 Research Projects
This thesis is split in three separate Chapters. Chapter 2 describes a study of the GMC complex
around W43. We use strong continuum sources to determine the optical depth of the H i line
and use this to correct the H i emission for optical depth effects and weak continuum emission.
Hence, we can measure a more accurate column density and mass of this cloud and compare
this result to the molecular content and test theoretical models. In Chapter 3 we extract a
catalog of continuum sources from the THOR survey. Even though this is not directly related
to molecular cloud studies, this is an important database for prospective absorption studies of
the H i line. Due to the broad bandpass between 1 and 2 GHz, we are able to determine the
spectral index for strong sources and hence identify the nature of the source. This allows us to
distinguish between Galactic and extragalactic sources, which is an important information for
absorption studies. Chapter 4 presents a study of H i self absorption of the long molecular fila-
ment GMF38.1-32.4. With this method, we can separate the cold H i component and compare
this directly to the molecular counterpart. We determine column density PDFs for the atomic
as well as the molecular phase, which are well represented by log-normal shapes, indicating
turbulent motion.
2The pilot study - H i observations of the giant
molecular cloud W43
This chapter is published in A&A (Bihr et al. 2015) and slightly adapted for this thesis.
2.1 Abstract
The THOR survey started with the pilot region around the giant molecular cloud (GMC) com-
plex W43 in 2012. In this chapter, we focus on the H i emission from this complex. Classic-
ally, the H i 21cm line is treated as optically thin with properties such as the column density
calculated under this assumption. This approach might yield reasonable results for regions of
low-mass star formation, however, it is not sufficient to describe GMCs. We analyzed strong
continuum sources to measure the optical depth along the line of sight, and thus correct the H i
21cm emission for optical depth effects and weak diffuse continuum emission. Hence, we are
able to measure the H i mass of this region more accurately and our analysis reveals a lower
limit for the H i mass of M = 6.6−1.8 × 106 M (vLSR = 60 − 120 km s−1), which is a factor
of 2.4 larger than the mass estimated with the assumption of optically thin emission. The H i
column densities are as high as NH i ∼ 150 M pc−2 ≈ 1.9 × 1022 cm−2, which is an order of
magnitude higher than for low-mass star formation regions. This result challenges theoretical
models that predict a threshold for the H i column density of ∼ 10 M pc−2, at which the form-
ation of molecular hydrogen should set in. By assuming an elliptical layered structure for W43,
we estimate the particle density profile. For the atomic gas particle density, we find a linear
decrease toward the center of W43 with values decreasing from nH i = 20 cm−3 near the cloud
edge to almost 0 cm−3 at its center. On the other hand, the molecular hydrogen, traced via dust
observations with the Herschel Space Observatory, shows an exponential increase toward the
center with densities increasing to nH2 > 200 cm
−3, averaged over a region of ∼10 pc. While
atomic and molecular hydrogen are well mixed at the cloud edge, the center of the cloud is
strongly dominated by H2 emission. We do not identify a sharp transition between hydrogen
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in atomic and molecular form. Our results, which challenge current theoretical models, are
an important characterization of the atomic to molecular hydrogen transition in an extreme
environment.
2.2 Introduction
It is well known that stars form in giant molecular clouds (GMCs; Mac Low & Klessen 2004;
McKee & Ostriker 2007; Dobbs et al. 2014; Offner et al. 2014), which primarily consist of
molecular hydrogen. Yet it is still under debate whether molecular hydrogen is actually ne-
cessary for star formation or whether molecular hydrogen and stars only form under the same
conditions side by side (Glover & Clark 2012). The density within these clouds is high enough
(particle density: n > 1−100 cm−3, column density: N > 1−100 M pc−2 ∼ 1020−1022 cm−2)
for molecular hydrogen to become self-shielded from the interstellar radiation field, which
would otherwise dissociate the H2 molecules (e.g., Dobbs et al. 2014). Hence, molecular
clouds form in the interior of large clouds of neutral hydrogen, which themselves are the en-
vironment of molecular clouds. Another open question is the fraction of neutral hydrogen
within molecular clouds and how this affects physical conditions (Krcˇo & Goldsmith 2010;
Goldsmith & Li 2005). Furthermore, the correlation between the transition between these two
fundamental states of hydrogen and the corresponding physical conditions is also still unclear.
As cold molecular hydrogen is challenging to observe directly, it is difficult to study its dis-
tribution in detail. Classically, the low-J rotational transitions of CO are used as a tracer for
H2, however, recent simulations and observations show that a large amount (∼ 40%) of H2 is
CO-dark and therefore not well traced by CO (Pineda et al. 2013; Smith et al. 2014). Another
approach to study molecular hydrogen is via observations of thermal dust emission or dust
extinction (Lada et al. 2007; Molinari et al. 2010; Kainulainen & Tan 2013; Kainulainen et al.
2013). In contrast, the 21cm spin-flip transition of hydrogen offers a well-known method to
measure the atomic gas content. Even though the 21cm line is well studied (e.g., Radhakrish-
nan et al. 1972; Gibson et al. 2000; Taylor et al. 2003; Gibson et al. 2005a; Heiles & Troland
2003a,b; Strasser & Taylor 2004; Goldsmith & Li 2005; Stil et al. 2006; Kalberla & Kerp 2009;
McClure-Griffiths et al. 2012; Roy et al. 2013a; Fukui et al. 2015; Murray et al. 2014; Motte
et al. 2014), it is difficult to disentangle the different contributions of the cold and warm H i in
emission and absorption for different spin temperatures and optical depths. In addition, radio
continuum emission at the frequency of the H i emission line can also suppress the intensity of
the observed H i emission, an effect that is especially significant for the Galactic plane.
To address cloud formation, H i to H2 formation as well as many other issues in ISM studies of
the Milky Way, we initiated the THOR project: The H i, OH, Recombination Line Survey of the
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Milky Way (Beuther et al. in prep.). The field chosen for the pilot study is around the massive
star-forming complex W43 (l = 29.2 − 31.5◦, |b| ≤ 1◦). This region is situated at the inter-
section of the Galactic bar and the first spiral arm (Scutum-Centaurus Galactic arm, Nguyen
Luong et al. 2011; Carlhoff et al. 2013), leading to complex kinematic structures and possibly
high star formation activity. The complex W43 is referred to as a Galactic mini-starburst re-
gion (Motte et al. 2003; Bally et al. 2010) and shows a star formation rate of ∼ 0.1 M yr−1
(Nguyen Luong et al. 2011) or 5-10% of the star formation rate in the entire Milky Way. Motte
et al. (2014) found velocity gradients in CO and H i 21cm emission. These velocity gradients
could indicate large scale velocity flows, which could cause vast star formation activity. Motte
et al. (2014) also do not find a threshold for the H i column density, which is proposed by
theoretical models (Krumholz et al. 2008, 2009). They argue that we see several transition
layers of H i and H2 along the line of sight and that the theoretical models are not suited to
describe complicated molecular cloud complexes such as W43. The center of W43 harbors a
large H ii region, which is fueled by a Wolf-Rayet and OB star cluster (Liszt et al. 1993; Lester
et al. 1985; Blum et al. 1999). Furthermore, W43 exhibits several high-mass starless molecular
clumps, which are still in an early stage of star formation (Beuther et al. 2012; Louvet et al.
2014). Some massive dense clumps can potentially form young massive clusters, progenitors
of globular clusters (Louvet et al. 2014; Nguyen-Lu’o’ng et al. 2013). The Bar and Spiral
Structure Legacy survey (BeSSeL; Brunthaler et al. 2011; Reid et al. 2014) determined the
distance to W43 to be 5.5±0.4 kpc from parallax measurements of methanol and water masers
(Zhang et al. 2014). This result has to be treated cautiously, as none of the four masers used
for the parallax measurements are spatially directly associated with W43-Main.
2.3 Observations and data reduction
2.3.1 VLA Observations
We mapped a 2◦ × 2◦ field around W43 (l = 29.2−31.5◦, |b| ≤ 1◦) during the 2012A semester
with the Karl G. Jansky Very Large Array (VLA) in New Mexico in C-configuration (Project
12A-161). As we used Nyquist sampling at 1.42 GHz with a primary beam size of 32’, we
needed 59 pointings to cover the 4 square degree mosaic. We chose a hexagonal geometry
for the mosaic, similar to the VGPS survey (Stil et al. 2006). This results in a smooth areal
sensitivity function with fluctuations of less than 1% in the inner region and a decreasing sens-
itivity toward the edges of our field. We observed each pointing for 4 × 2 min, which results
in an overall observation time of ten hours, including ∼2 hours overhead for flux, bandpass,
and complex gain calibration. The resulting uv-coverage for one pointing, after 4 × 2 min of
observing time, is shown in Fig. 2.1. We performed the observations in two blocks each with
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Figure 2.1: UV coverage of one pointing (centered at RA 18:47:54.125746, Dec
-03:28:42.90941, J2000) after 4 × 2 min observing time.
5 hours observing time in April 2012. We chose the quasar 3C286 as a flux and bandpass
calibrator and the quasar J1822-0938 as a complex gain calibrator, which was observed every
∼13 min. Observing at L-band and using the new WIDAR correlator, we were able to simul-
taneously observe the H i 21cm line, 4 OH lines (1612, 1665, 1667 and 1720 MHz) and 12
Hα RRL. For the pilot field, we had the spectral capability to observe 12 Hα RRL, however,
for the full THOR survey we were able to observe 19 Hα RRL. The continuum, consisting of
eight spectral windows between 1 and 2 GHz, was observed in full polarization. For the H i
21cm line, we used a bandwidth of 2 MHz with a channel width of 1.953 kHz. This results in
a velocity range of ±200 km s−1 and a channel spacing of ∆v ≈ 0.41 km s−1.
2.3.2 Calibration
To edit and calibrate the data, we use CASA (version 4.1.0) with a modified VLA pipeline
(version 1.2.0). The pipeline does automatic flagging for, e.g., zeros or shadowing of antennas.
We manually performed additional flagging for radio frequency interference (RFI) and bad
antennas. The pipeline also applies the bandpass, flux, and complex gain calibrator to the data.
We do not use Hanning smoothing and do not recalculate the data weights (’statwt’) at the end
of the pipeline. The implemented modifications help to improve the quality check, and we
do some flagging and editing by hand subsequently. A full description of our quality check
method will be presented in our forthcoming overview paper (Beuther et al., in prep).
a https://science.nrao.edu/facilities/vla/data-processing/pipeline
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2.3.3 Imaging and deconvolution
The H i emission and absorption covers a large range of angular scales, which is challenging
for data reduction as the VLA C-Array filters out most of the large scale structure. Therefore,
we combined our THOR data with the VGPS data (VLA D-Array and Green Bank Telescope
data, Stil et al. 2006) to overcome missing flux problems and to reconstruct the large scale
structure. We tested three different methods to combine the THOR and VGPS data. First, we
tried to combine the visibility of the VGPS and THOR data and clean them together. Second,
we tried the ’feather’ command in CASA and third, we used the images of the VGPS survey as
a starting model (parameter ’modelimage’) for the clean process in CASA. After testing these
three methods, we choose the third method, as this method provides the best results considering
noise, side lobes, and recovery of large scale structure. We compared point source peak fluxes
of the combined images to the VGPS data to check for consistency. The difference is at the
10% level. The clean process was stopped at the 5σ noise level.
We smoothed over three channels to reduce the noise, resulting in a velocity resolution of
1.24 km s−1. This was the best compromise between computational time, noise, and a sufficient
spectral resolution to distinguish absorption/emission features. The synthesized beam was set
to 20”, which is slightly larger than the best resolution achievable (∼16”). The weighting
parameter was set to robust = 0.5, which is a combination of natural and uniform weighting.
These methods result in an rms of ∼14 K (9mJy beam−1) for emission free channels and up
to a factor of 2 or 3 more in channels with strong emission due to systematic errors, such as
side lobes. The dynamical range of our data set is ∼100-200, depending on the region. In the
following, the H i absorption and small scale structure is based on the THOR data, whereas the
large scale emission is based on the VGPS data.
The 21cm continuum data are taken from the H i data cube for high and low velocities (-80 to
-50 and 135 to 155 km s−1), which are not affected by H i emission or absorption. Therefore
the data reduction and imaging for the 21cm continuum data is the same as for the H i data, and
we can avoid systematic errors due to different data reduction methods.
2.3.4 H2 column density
As we will compare the H i and H2 column density in Sect. 2.6.4, we need an estimate of
the H2 content. We use dust observations from the Herschel Space Observatory to assess the
H2 column density. These observations are based on the HiGal survey (Molinari et al. 2010).
The H2 column density map is taken from Fig. 9 of Nguyen-Lu’o’ng et al. (2013), which was
derived by SED fitting methods described by Hill et al. (2011). As the dust observations have
no velocity resolution, we see all the dust and thus gas along the line of sight. Carlhoff et al.
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(2013) showed that the Herschel dust data are similar within the uncertainties to the CO data
at the velocity range of W43 (vLSR = 60 − 120 km s−1). Hence, the Herschel dust observations
are dominated by the emission from W43 and the contributions of other regions along the line
of sight can be neglected. We refrain from using CO data to estimate the molecular content of
W43, as CO does not trace all molecular hydrogen (e.g., Smith et al. 2014) and CO becomes
optically thick for the dense interior of W43 (Carlhoff et al. 2013).
2.4 H i radiative transfer
In this section, we explain the methodology we used to determine the spin temperature, op-
tical depth and column density of the neutral hydrogen. Even though the H i 21cm line is a
well-known probe of these quantities, the arrangement of different H i components with dif-
ferent temperatures along the line of sight can complicate these measurements. First we ex-
plain the classical methods to determine the column density via optically thin emission and H i
continuum absorption (HICA). Subsequently, we outline the limitations of these methods and
describe our approach to correct for optical depth and weak continuum emission. Although the
basics of this approach are discussed in the literature (e.g., Wilson et al. 2010), we modified
the classical approach to account for the continuum emission and optical depth. Therefore, we
outline the calculations in more detail.
All following values are frequency dependent. To keep the equations and description simple,
we drop the frequency dependencies in the equations. We emphasize, however, that the fol-
lowing emission/absorption mechanisms only works for identical frequencies and, therefore,
identical velocities.
2.4.1 Column density
The classical approach to determine the H i column density is given by Wilson et al. (2010) as
NH
cm−2










where NH, TS and τ are the column density, the spin temperature, and the velocity dependent
opacity, respectively. The spin temperature TS describes the relative population of the spin
states of the hydrogen atom (Wilson et al. 2010). As TS is the equivalent of the excitation
temperature for molecules, it is only equal to the kinetic temperature in local thermodynamic
equilibrium (i.e., when there are enough collisions to thermalize the gas). We assume in the
following that the spin temperature TS does not vary significantly within one velocity channel.
In most cases, neither TS nor the optical depth are known. The simplest assumption is that the
H i emission is optically thin (see Sect. 2.4.2).
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2.4.2 Optically thin H i emission
Under the optically thin assumption, without background continuum emission, the expression
for the brightness temperature TB simplifies to the following:
TB = TS (1 − exp(−τ)) ≈ TS τ. (2.2)
This simplification provides a linear relation between the column density (equation 2.1) and the
brightness temperature. Hence, we can estimate the column density directly from the measured
brightness temperature TB. This method is used in several studies and is well described in the
literature (e.g., Lee et al. 2012; Motte et al. 2014; Wilson et al. 2010). Below, we discuss its
limitations and describe a procedure to overcome them.





Figure 2.2: Sketch of the arrangement of the H i cloud with spin temperature TS and
optical depth τ and the continuum source in the background. The on and off positions
are marked.
The H i continuum absorption method is the classical method to determine properties of the
cold neutral medium (Strasser & Taylor 2004; Heiles & Troland 2003a,b; Strasser et al. 2007).
This method is based on strong continuum sources (TB > 300 K), such as Galactic H ii regions,
active galactic nuclei (AGNs), or extragalactic jets. As the brightness temperature of these
continuum sources is larger than the typical spin temperature of the H i clouds (TS ∼ 100 K),
we observe the H i cloud in absorption. In addition, the absorption spectrum is dominated by
the cold neutral medium, as the H i absorption coefficient is proportional to T−1.
The classical observing strategy is the ‘on-off’ observation (see Fig. 2.2). The ‘on-source’
points toward the continuum source and reveals the absorption spectrum (Ton), whereas the
‘off-source’ points slightly offset from the continuum source and reveals the emission spec-
trum (Toff). During data reduction, the continuum is not subtracted from the H i spectrum.
Hence, we can measure Tcont for channels that are not affected by the H i line. The general
assumption is that the on-source and off-source spectra originate from the same cloud with the
same properties. Therefore, it is important to have these two positions as close together as
possible.
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Figure 2.3: Optical depth simplification. The simplified optical depth is calculated
by neglecting the spin temperature of the cloud. The solid and dashed lines represent
a spin temperature of 50 K with optical depths of 1 and 2, respectively. The dotted
and dash-dotted lines represent a spin temperature of 100 K with optical depths of 1
and 2, respectively.
The measured on-source and off-source brightness temperatures are
Ton = TS (1 − exp(−τ)) + Tcont exp(−τ),
Toff = TS (1 − exp(−τ)).
(2.3)







The spin temperature can then be determined from
TS =
Toff
1 − exp(−τ) . (2.5)
The advantage of the HICA method is the direct measurement of the optical depth and the spin
temperature. The challenge of the HICA method is the need for strong continuum sources.
Since most of the strong continuum sources are point sources, it is not possible to map the
entire Milky Way, but instead the result is an incomplete grid of measurements. This way, it is
not possible to map the intrinsic structure of individual clouds. Furthermore, the spin temper-
ature does not describe the actual temperature of the cloud, but is a mean of the cold and warm
component, weighted by their column densities (Strasser & Taylor 2004). Consequently, the
derived spin temperature is an upper limit for the cold component.
As some Galactic continuum sources, such as W43-Main, are extended, it is difficult to de-
termine a proper off position. Nevertheless, it is still possible to determine the optical depth.
As we use the VLA C+D array observations, including the continuum without the GBT data,
we filter out most smooth large scale structure. The VLA C+D array data show H i emission
of less than 30K. Therefore, we can neglect the emission of the H i cloud in equation 2.3 and
2.4. H i radiative transfer 31













Figure 2.4: The absolute uncertainty of the optical depth as a function of the optical
depth itself for three different continuum background sources. The dashed, dotted, and
solid line represent continuum sources with a brightness temperature of Tcont = 500K,
1000K and 2000K, respectively. The crosses on each line show the lower limit of the
optical depth that we can observe for the given continuum brightness temperature. For
larger optical depths, the absorption spectra saturates (see Sec. 2.5.1 for more detail).







Even without the effect of filtering out the H i emission due to the interferometer, this sim-
plification holds for strong continuum sources (Tcont > 500K). Figure 2.3 shows the relation
between the simplified and actual optical depth as a function of the continuum brightness tem-
perature, not taking the filtering of the interferometer into account. It clearly shows that even
for high spin temperatures (TS = 100 K) and high optical depth (τ = 2), we miss less than 10%
of the optical depth for a strong continuum source (Tcont ≈ 2500 K). Therefore, we are able
to measure the optical depth for the H ii region in the center of W43, even though we cannot
determine a proper off position.
We also consider the effect of optically thick clouds. For these optically thick clouds, the ab-
sorption spectra approaches zero. Due to the rms of the spectra, it is also possible that the
absorption spectra become negative, which is physically not meaningful. We set the optical
depth to a lower limit for all absorption values that are close to zero. If the absorption spectrum
Ton is smaller than 5 times the rms, we set the optical depth to






We find that the optical depth saturates for the main velocity range of W43-Main, which has
consequences for our interpretation and conclusions. The uncertainty of the optical depth
(equation 2.4) depends on Ton, Toff and Tcont. To estimate the uncertainty, we assume an un-
certainty of 20K for all three quantities. The uncertainty of the optical depth is shown in Fig.
32 Chapter 2. The pilot study - H i observations of the giant molecular cloud W43
2.4 as a function of the optical depth itself for three different continuum brightness values.
It shows that the uncertainty increases significantly for increasing optical depths. However,
we are not able to measure these high optical depths, as the absorption spectra saturates for
optically thick clouds, and we report lower limits (see equation 2.7). These lower limits are
marked with crosses in Fig. 2.4. Up to the lower limit of the optical depth the corresponding
uncertainty is ∼0.3 for the three different continuum brightness values. For strong continuum
sources, such as W43-Main, the uncertainty of the optical depth is ∼10% up to the lower limit
of ∼3.
2.4.4 Column density corrections
In addition to distinct, small continuum sources, such as H ii regions or extragalactic jets, we
also find weak diffuse continuum emission in the Galactic plane. This component has a strength
between 10 and 50 K. Therefore, it is not strong enough to induce absorption features (HICA),
but nevertheless it can influence the H i emission. To overcome this problem, the classical ap-
proach is to subtract this weak continuum emission during data reduction. Hence, we subtract
Tcont in equation 2.3, and we find
TB = TS(1 − exp(−τ)) + Tcont exp(−τ) − Tcont
= (TS − Tcont) (1 − exp(−τ)).
(2.8)
This shows that even if we subtract the continuum from our data, it can still influence the
measured brightness temperature. If we neglect the weak continuum emission, our measured
H i emission is suppressed and thus the calculated column density is underestimated. Therefore
it is important to investigate the influence of the weak diffuse continuum emission.
In the following, we assess the assumption of optically thin emission and the influence of weak
diffuse continuum emission on the determination of the measured column density for appro-
priate model clouds. We assume two model clouds, which have a spin temperature of 50 K
and 100 K, respectively. We use equation 2.1 to calculate the expected column density NH i for
different optical depths in one velocity channel (dv = 1.24 km s−1). Furthermore, we assume
the cloud to be optically thin and use Eq. 2.2 to calculate the brightness temperature of the
H i emission. Using this result, we can calculate the column density of the cloud, but this time
with the simplification of optically thin emission. Hence, we call it the observed column dens-
ity NH i(observed). The solid lines in Fig. 2.5 show the ratio of the expected and observed
column density for a range of optical depths. Obviously, for small optical depths (τ < 0.1),
our assumption of optically thin emission is sufficient and we observe more than 90% of the
expected column density. For larger optical depths (τ > 0.1), however, we miss a significant
fraction of the column density (>40%).
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Figure 2.5: Ratio of observed and expected column density for a model cloud with
spin temperatures of TS = 50 K and 100 K for the left and right panel, respectively.
The solid lines show the ratio for the assumption of optically thin emission. The
dashed and dotted lines show the ratio for the assumption of optically thin emission
and a diffuse continuum source with brightness 10 K and 30 K, respectively.
In addition, we add weak continuum emission in the background, which changes the bright-
ness temperature according to Eq. 2.8 and therefore suppresses the H i emission. Nevertheless,
if we still assume optically thin emission and do not consider the weak continuum emission,
we can calculate the observed column density. The dashed and dotted lines in Fig. 2.5 show
this case for continuum emission of 10 K and 30 K, respectively. Even for small optical depths
(τ < 0.1) we miss a significant fraction of the column density, which depends on the ratio of
the spin temperature and the continuum emission brightness temperature. In the worst case
(TS = 50 K and Tcont = 30 K), we observe only 40% of the expected column density, even for
small optical depths.
To summarize, we measure the brightness temperature of the H i emission TB, as well as the
brightness temperature for the continuum Tcont and combine this information with the optical
depth τ, which we measure toward strong continuum sources. This allows us to calculate the
corrected column density, by combining Eqs. 2.1 and 2.8, which yields
NH = 1.8224 × 1018
(
TB




where the column density NH is given in units cm−2, the brightness temperature TB and the
continuum brightness temperature Tcont are measured in K, and the velocity dv is given in
km s−1.
2.4.5 Continuum correction for strong point sources
For the H i continuum absorption (HICA) toward strong continuum sources, we also have
to consider weak diffuse continuum emission, which contributes to the on and off positions.
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Therefore we have to modify the equation for the on and off positions (Eq. 2.3) by adding
another term for the weak diffuse continuum emission, which we call Tcont,dif . This does not
change our result for the optical depth (equation 2.4), as the optical depth depends solely on
the difference between Ton and Toff . For the calculated spin temperature, however, we have to
modify Eq. 2.5 to the following:
TS =
Toff − Tcont,dif e−τ
1 − e−τ . (2.10)
The effect of the diffuse continuum correction is discussed in Sect. 2.6.2.
2.5 Results
2.5.1 Optical depths determined using compact continuum sources
As described in Sect. 2.4.3, we can use strong continuum sources in the background as light-
houses that shine through foreground H i clouds and create absorption spectra. Below we
characterize the continuum sources.
To determine the optical depth of the H i accurately, we need continuum sources in the back-
ground which are brighter than the typical H i spin temperature (see Sect. 2.4.3). We extract all
continuum sources in our field that have a brightness temperature Tcont > 400 K and a point-
like structure, which yields eight point sources. The analysis of extended sources follows in
Sect. 2.5.4. We use a two-dimensional Gaussian to fit the position and size of the continuum
source. To measure the continuum brightness temperature, we average over high- and low-
velocity channels in our H i data cubes (-80 to -50 and 135 to 155 km s−1) that are not affected
by the H i line. The results are shown in Table 2.1.
To determine the off spectrum (Toff), we average the emission spectrum around the continuum
source within an annulus with inner and outer radius of 60”and 120”, respectively. The upper
two panels of Fig. 2.6 show a typical emission and absorption spectrum. We use Eq. 2.4
to calculate the optical depth for each channel. To avoid unrealistic optical depths, we only
calculate the optical depth for those channels in which the emission/absorption is five times
larger than the corresponding noise. The gray shaded areas in the upper three panels in Fig.
2.6 and 2.7 show the 5 sigma level. The optical depth is set to zero for channels, where the
emission/absorption is below five times the corresponding noise.
As explained in Sec. 2.4.3, we have to consider the effect of optically thick clouds for which
we can determine only lower limits for the optical depth. The gray shaded areas in the third







































Figure 2.6: H i emission and absorption spectrum of the extragalactic continuum
point source G31.388−0.384. The emission spectrum is shown in the first panel and is
measured in an annulus around the point source with inner and outer radii of 60”and
120”, respectively (corresponds to 3 and 6 times the restoring beam). The second
panel presents the absorption spectrum toward the point source. The color shaded
areas represent the approximate velocities of the Milky Way spiral arms (Vallée 2008)
in blue, red, green, and yellow, the Scutum-Centaurus, Cygnus, Sagittarius, and
Perseus arm, respectively; the dashed black line in the first panel indicates the tan-
gential velocity. In the first two panels, the gray shaded area indicates the 5σ noise
level. The third panel shows the optical depth computed using Eq. 2.4 and the gray
shaded area indicates the saturated optical depth limit, computed using Eq. 2.7. In the
fourth panel, the spin temperature is presented, which is computed using Eq. 2.10.
2.5.2 H i spin temperature toward compact continuum sources
For each channel that allows for an optical depth measurement, we compute the spin temperat-
ure using Eq. 2.10. The spin temperature is shown in the fourth panel of Fig. 2.6 and 2.7. This
method reveals absorption features in 655 channels for all eight continuum sources. The me-
dian of the spin temperature is 97.5 K and the distribution of all absorption features is shown in
Fig. 2.8. For large optical depths, the spin temperature approaches the brightness temperature
of the off position, however, for large optical depths (τ & 2) we can only report lower limits
for τ. Hence, we overestimate the spin temperature in the optically thick regime. Nevertheless,
this overestimation is small, as for optical depths of τ = 2 the measured spin temperature is
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Table 2.1: Continuum point sources that were used for H i absorption studies.
Name RA.(2000) Dec.(J2000) MAJ x MIN Tcont Tcont,dif far Scutum spectral location
(h : m : s) (◦ :′:′′) (′′ x ′′) K K arm index
G31.388−0.384 18:49:59.1 -1.32.55.9 21.3 x 20.3 2055±24 20.2 yes -0.82 ext. gal
G31.411+0.307 18:47:34.1 -1.12.45.5 24.0 x 23.0 914±26 19.4 no 0.63 gal.
G30.234−0.138 18:47:00.4 -2.27.52.9 21.7 x 20.7 853±23 42.1 no 0.00 gal.
G30.534+0.021 18:46:59.3 -2.07.27.9 28.0 x 21.5a 653±21 35.9 no 0.21 gal.
G31.242−0.110 18:48:44.7 -1.33.13.7 25.1 x 21.2 573±22 30.1 no 0.58 gal.
G29.090+0.512 18:42:35.8 -3.11.04.7 20.0 x 10.0 571±44 20.5 yes -1.03 ext. gal
G30.744+1.008 18:43:51.4 -1.29.14.8 23.1 x 20.1 472±36 16.9 yes -0.90 ext. gal
G30.699−0.630 18:49:36.3 -2.16.27.2 22.3 x 19.6 403±18 23.4 yes -1.11 ext. gal
Continuum point sources in the observed field with brightness temperatures Tcont > 400 K. The names and spectral indexes
are based on work presented in Johnston et al. (in prep) and are preliminary results. Coordinates, major, and minor axes of
the 2D fit, maximum brightness temperature Tcont of the continuum point source and the diffuse weak continuum temperature
around the point source are given. The column ‘far Scutum arm’ indicates whether absorption features at vLSR ≈ −40 km s−1
are present in the H i spectra. The spectral index and the absorption of the far Scutum arm are used to determine the location of
the point sources, which is given in the last column.






































Figure 2.7: Same layout as Fig. 2.6, except for the Galactic continuum source
G31.411+0.307
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Figure 2.8: Distribution of the spin temperature for all absorption features (655) to-
ward point-like continuum sources. The median of the spin temperature is 97.5 K.
Tspin ≈ 1.16 · Toff (see equation 2.5). Therefore we overestimate Tspin by at most ∼ 15%. We
discuss these results in detail in Sect. 2.6.2.
2.5.3 Location of continuum sources
To characterize and understand the H i absorption spectrum toward the continuum point sources,
it is important to know the location of the continuum source. We can distinguish between ex-
tragalactic and Galactic point sources. The Galactic sources are mostly H ii regions, whereas
the extragalactic point sources are radio lobes from extragalactic jets or AGN. To distinguish
between them, we have two criteria: the spectral index and H i absorption of the far Scutum-
Centaurus arm. As we have to consider, e.g., primary beam effects or different spatial filtering
of the interferometer for different frequencies, it is very difficult to determine accurate spectral
indexes (e.g., Rau et al. 2014; Bhatnagar et al. 2011, 2013). For this analysis, we calculated the
spectral indices, using flux measurements in the two most separated spectral windows at 1.05
and 1.95 GHz and are based on work presented in Johnston et al. (in prep.).
Four sources in our sample have negative spectral indices (Table 2.1), which is typical of syn-
chrotron radiation from extragalactic jets or AGNs. The remaining four sources show flat or
positive spectral indices, which indicates free-free emission from potentially optically thick
H ii regions. These four free-free emission sources also show no H i absorption feature for
the far Scutum-Centaurus arm. Therefore, these sources reside in the Milky Way. Further-
more, we can study the H i absorption spectra and molecular emission spectra of the Galactic
point sources to estimate their distance and overcome the near-far distance ambiguity. This is
done by Anderson et al. (2014) and they find that, e.g., the source G31.411+0.307 has a near
distance of 6.6 kpc. For this source, we also see a sharp cutoff in the absorption spectra at
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vlsr ≈ 100 km s−1 (see Fig.2.7), which corresponds to the molecular line velocity reported in
Anderson et al. (2014).
Figure 2.6 shows an example of an extragalactic continuum source. The characteristic absorp-
tion of the far Scutum-Centaurus arm at vlsr ≈ −40 km s−1 is clearly observable. Furthermore,
the absorption and emission spectra show a similar cutoff for high velocities, when approach-
ing the tangential point of the near Scutum-Centaurus arm. On the other hand, the absorption
spectrum of Fig. 2.7 neither shows the absorption of the far Scutum-Centaurus arm, nor ap-
proaches zero at the velocity of the tangential point. This is typical for Galactic continuum
sources.









































Figure 2.9: Continuum emission of 1.4 GHz of W43-Main. The yellow star indicates
the position of the OB cluster (Lester et al. 1985) and the white crosses marks the
position of UCH ii regions observed by the CORNISH survey (Hoare et al. 2012;
Purcell et al. 2013)
Besides point-like continuum sources, our observed field contains three strong (T > 800 K)
extended continuum sources. The most prominent source is the well-known H ii region around
W43-Main (Lester et al. 1985), which is shown in Fig. 2.9. This region has an angular extent
of ∼ 300′′, which corresponds to ∼ 8 pc at a distance of 5.5 kpc. As our resolution is 20”,
we are able to resolve the internal structure well. It is known that the nebula is ionized by
an OB cluster and the observed continuum signal is the result of free-free emission. Figure
2.9 shows the continuum emission of W43-Main and the yellow star marks the position of
the OB cluster (J2000, 18h47m36s, -1◦ 56′ 33′′, Lester et al. 1985). Furthermore, several
UCH ii regions can be found in the CORNISH survey, which are marked with white crosses
(Hoare et al. 2012; Purcell et al. 2013). The maximum brightness temperature for this region
is Tcont ∼ 2200 K and, therefore, we are able to calculate the optical depth, even though we
2.5. Results 39
cannot determine a proper off position (see Sect. 2.4.3 for details). The H i absorption spectra
shows a cutoff at vlsr ∼ 100 km s−1 (see Fig. 2.10), which marks the velocity of the continuum
source. We measure radio recombination line emission at the same velocity (Johnston et al.
in prep, Anderson et al. 2011). Therefore, the continuum source W43-Main is situated at
vlsr ≈ 100 km s−1, which is close to the tangent point velocity of the Scutum-Centaurus arm
(Nguyen Luong et al. 2011).
Furthermore, the observed field contains two other extended continuum sources: W43-South
and the supernova remnant SNR G029.7-00.2 with continuum brightness temperatures of at
most Tcont ≈ 1840 K and Tcont ≈ 850 K, respectively.
2.5.5 Optical depth of W43-Main








Figure 2.10: Optical depth of W43-Main, calculated using equation 2.6. The gray
shaded area indicates the maximum measurable optical depth of τlower−limit = 2.7
calculated using Eq. 2.7.
In Sect. 2.4.3, we described that we can determine the optical depth for strong continuum
sources using the absorption spectrum. As the brightness of the continuum source W43-Main
is Tcont ∼ 2200 K, the uncertainty for the optical depth measurement is ∼ 10% (see Fig. 2.3).
Figure 2.10 shows the optical depth of W43-Main and the gray shaded area indicates the lower
limit of our measurement with τlower−limit = 2.7. The optical depth peak at vlsr ≈ 10 km s−1 can
be allocated to the near Sagittarius arm and therefore is not connected to the actual star-forming
region W43. In contrast, it is difficult to allocate the distinct absorption features between 50
and 80 km s−1 and it is not clear whether they are spatially connected to W43. The prominent
absorption feature of W43 is situated between 80 and 100 km s−1. In this region, our measure-
ment is saturated and, therefore, we can only report lower limits for the optical depth.
As we resolve the strong continuum source W43-Main spatially, we can determine the optical
40 Chapter 2. The pilot study - H i observations of the giant molecular cloud W43
depth along different lines of sight and thus investigate the spatial distribution of absorption
features as done in detail by Liszt et al. (1993). We refrain from this kind of study as we are
mostly interested in the velocity range of W43 (vlsr = 80− 110 km s−1) at which the absorption
features are mostly saturated preventing a detailed study of the spatial distribution. We instead
measured the optical depth toward the strongest continuum peak to estimate the maximum op-
tical depth possible (see Fig. 2.10), which is nevertheless a lower limit.
2.5.6 H i column density with optically thin assumption
In this section, we assess the H i column density and the H i mass of the GMC associated with
W43. These two quantities depend strongly on the chosen velocity range. Nguyen Luong et al.
(2011) defined for the ‘main’ and ‘complete’ velocity range of W43 values of vlsr(main) =
80−110 km s−1 and vlsr(complete) = 60−120 km s−1. In the following, we use the ‘complete’
velocity range, but we stress that a different velocity range can significantly change the column
density and mass.
As described in Sect. 2.4.2, we can determine the column density by assuming optically thin H i
emission. For this method, the column density is proportional to the observed H i brightness
temperature. The column density map assuming optically thin emission is shown in the top
right panel of Fig. 2.11. To estimate the mass, we integrate this column density over the
main region of W43 (l = 29.0 − 31.5◦, |b| ≤ 1◦). We mask all regions, where the emission
spectrum has negative values, and exclude them. Given a distance of 5.5 kpc (Zhang et al.
2014), our analysis finds an H i mass of M = 2.7 × 106 M (l = 29.0 − 31.5◦, |b| ≤ 1◦,
vlsr = 60 − 120 km s−1).
Weak diffuse continuum emission can influence the H i emission spectrum and therefore the
H i column density calculation needs to be modified according to Eq. 2.8 (Sect. 2.4.4). The
top right panel of Fig. 2.11 shows this effect clearly. The color represents the column density
determined by the optically thin assumption and the black contours indicate the weak diffuse
continuum emission. These two components show a clear anti-correlation. However, this anti-
correlation is the result of the expected observational effect in which H i emission is suppressed
by weak continuum emission (see Sec. 2.4.4). To overcome this problem, we have to consider
the optical depth, which we discuss in the next section.
2.5.7 H i column density with optical depth correction
With the measurement of the optical depth and the weak continuum emission, we can correct






















































































































































1.4GHz continuum emission HI column density - optically thin
HI column density - with optical depth correction








Figure 2.11: The top left panel shows the continuum emission at 21cm in Kelvin. The
top right and middle panels presents the H i column density for optically thin assump-
tion and optical depth corrections, respectively. The continuum and H i emission data
are based on VGPS, whereas the optical depth correction used in the middle panel is
based on the THOR data. The bottom panel shows the H2 column density from the
HiGAL data (Nguyen-Lu’o’ng et al. 2013). In all panels, the black and white/blue
contours present the continuum emission at 21cm (black contours show levels of 10,
30, and 70 K; white/blue contours show levels of 200, 400, 600, and 800 K). The black
ellipses in the middle and lower panel have an equivalent radius of r = 80 and 140 pc.
Several important objects are marked.
42 Chapter 2. The pilot study - H i observations of the giant molecular cloud W43
of the column density, which is shown in the middle panel of Fig. 2.11. We chose the ‘com-
plete’ velocity range of vlsr = 60 − 120 km s−1. As we correct for the optical depth, we are
able to observe a larger H i column density. We also correct for the weak continuum emission
around W43-Main. This correction removes the anti-correlation between the continuum emis-
sion and the H i column density. Hence, we determine the H i mass to be M = 6.1 × 106 M
(l = 29.0 − 31.5◦, |b| ≤ 1◦, vlsr = 60 − 104 km s−1).
The optical depth spectrum of W43-Main (Fig. 2.10) shows, that the absorption ends abruptly
at 100 km s−1, but the H i emission as well as CO emission (Nguyen Luong et al. 2011; Carl-
hoff et al. 2013) reveals features up to vlsr = 110 km s−1. The reason for the abrupt drop in
the absorption spectrum is not the absence of H i, but the location along the line of sight of the
continuum source at this velocity (see Sect. 2.5.3 for further details). As we do not see H i in
absorption for velocities larger than 100 km s−1, we are also not able to determine the corres-
ponding optical depth. Therefore we cannot apply our corrections to the H i column density
for velocities larger than 100 km s−1. Hence, the velocity range for the previously mentioned
H i mass is only vlsr = 60 − 104 km s−1. Nevertheless we can determine the H i mass for the
velocity range from vlsr = 104 − 120 km s−1 using the optically thin assumption. This re-
veals a H i mass of M = 0.5 × 106 M . Hence, the total H i mass for W43 in the velocity
range vlsr = 60 − 120 km s−1 is M = 6.6 × 106 M with the optical depth correction for the
velocity range vlsr = 60 − 104 km s−1 and optically thin assumption for the velocity range
vlsr = 104 − 120 km s−1. This is 2.4 times larger than the H i mass determined with the optic-
ally thin assumption.
The limitations and uncertainties of our determined H i column density and H i mass with the
optical depth corrections are discussed further in Sect. 2.6.3.
2.5.8 H i self absorption
The H i self absorption (HISA) method uses the diffuse broad H i emission background of the
Milky Way as illumination for colder foreground clouds (e.g., Gibson et al. 2000, 2005a,b;
Li & Goldsmith 2003; McClure-Griffiths et al. 2006). Dark regions on maps and narrow ab-
sorption features in spectra reveal these HISA features. The terminology ‘self absorption’ can
be misleading: the H i emission and absorption can occur in the same cloud or at the same
position, but does not have to. The advantage of this method is that it is possible to map en-
tire absorption clouds and study their intrinsic structure. In contrast, the disadvantage is that
a sufficient background emission with the same velocity as the absorbing cloud is necessary
to detect HISA features. Therefore this method misses a large portion of the cold H i clouds.
The differentiation between actual HISA features and the lack of H i emission can also be chal-
lenging. Gibson et al. (2005b), however, present an efficient method to detect HISA features
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automatically. Another disadvantage is that the optical depth and spin temperature can only be
measured together and further assumptions are needed to disentangle these two values.
As described in the previous section, we correct for the optical depth effects and weak con-
tinuum emission. This correction does not account for locally confined HISA features, as we
assume a uniform optical depth for the entire W43 region. The HISA features could have a
higher and spatially varying optical depth that we cannot measure. Furthermore, the weak and
diffuse continuum emission around W43 makes the search for HISA features even more com-
plicated. Hence, we refrain from searching and analyzing the possible HISA features around
W43. Therefore, we are likely missing some cold neutral hydrogen in our analysis. We will
discuss HISA features in more detail in Chapter 4 and present an example of a long filament
and study the corresponding HISA feature.
2.6 Discussion
2.6.1 Phases of the neutral atomic hydrogen
It is well known that the neutral atomic ISM has several phases that coexist side by side with
very different properties (e.g., Clark 1965; Wolfire et al. 1995; Heiles & Troland 2003b; Wolfire
et al. 2003). The main constituents are the cold neutral medium (CNM) and the warm neut-
ral medium (WNM) with spin temperatures on the order of <100K (Strasser et al. 2007) and
∼ 104K (Murray et al. 2014; Roy et al. 2013a), respectively. Furthermore, their density differs
by two order of magnitude (CNM: nH ∼ 50cm−3, WNM: nH ∼ 0.5cm−3, e.g., Stahler et al.
2005). Because of the different spin temperature and density of the CNM and WNM, their cor-
responding optical depths are significantly different with typical values of τWNM ∼ 10−3−10−4
(Murray et al. 2014) and τCNM & 0.1 (Strasser & Taylor 2004). This is important for our inter-
pretation.
Because of the low optical depth of the WNM, we see in absorption merely the CNM. Hence,
the optical depth shown in Fig. 2.10 is the optical depth of the CNM. As the absorption spectra
are strongly dominated by the CNM, we are not able to measure the optical depth of the WNM
and we assume the WNM is optically thin. In contrast, we see a combination of the CNM and
WNM for the H i emission. For the correction of the column density (see Sec. 2.5.7), we use
the optical depth information from the absorption study to correct the H i emission data. As we
do not distinguish between the two phases, we might combine two different quantities, namely
the optical depth of the CNM with the emission of the CNM and the WNM. This could lead to
an overestimation of the column density. In the following, we assess this effect.
If we assume a CNM cloud with varying Tspin(CNM)∼20-80K and varying optical depth
surrounded by a WNM with Tspin(WNM)∼7000K (Murray et al. 2014) and optical depth
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Figure 2.12: The ratio of the observed and actual column density as a function of the
CNM optical depth τ(CNM) for different CNM spin temperatures Tspin(CNM).
τ(WNM)∼5×10−3 , we can calculate the column density of each component separately (CNM
and WNM). Furthermore, we can calculate the brightness temperature that we would observe
and apply our correction method described in Sec. 2.4.4. Finally, we can compare the actual
column density of the CNM and WNM with the column density we would observe with our
correction method and investigate the overestimation of the actual column density. The res-
ult is shown in Fig. 2.12, which shows the ratio of the observed and actual column density
as a function of the optical depth of the CNM τ(CNM) for different CNM spin temperatures
Tspin(CNM). Fig. 2.12 shows that we measure the column density accurately for the optically
thin case and we overestimate the column density for larger optical depths. However, even for
the extreme case (Tspin(CNM)∼20K, τ(CNM)∼3), we overestimate the column density by at
most 1.35. This effect is smaller than the underestimation of the column density due to satur-
ated optical depths and therefore we only consider a single cold component in the following.
Similar results in simple simulations for different combination of CNM and WNM fraction and
a wide range of NH and τ were found by Chengalur et al. (2013) and Roy et al. (2013a,b).
2.6.2 H i spin temperature measurements toward point sources
The spin temperature is the best measure of the kinetic temperature of the H i gas along the line
of sight. Hence, it is a principal determinant of the physical processes that occur in the H i gas.
As described in Sect. 2.4.5, we corrected the H i spin temperature for diffuse weak continuum
emission. If we neglect this correction we would systematically overestimate the H i spin tem-
perature and our sample would have a median H i spin temperature of 110 K. That means the
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median value would be ∼ 12 K higher compared to our corrected value of 97.5 K (see Fig. 2.8).
Similar studies of the spin temperature with similar methods can be found in the literature. For
example, Strasser & Taylor (2004) report a median spin temperature of 120 K. This is ∼ 20 K
higher than our value of 97.5 K, but they do not consider the diffuse weak continuum emission
and therefore probably overestimate the spin temperature.
Heiles & Troland (2003a,b) developed an extensive method to fit Gaussian components to the
absorption and emission spectra. Spectral features shown in absorption and emission are as-
signed to the cold neutral medium (CNM), whereas emission-only features are assigned to the
warm neutral medium (WNM). Using this method, they are able to distinguish these two phases
and measure their properties, such as as the spin temperature, individually. However, they re-
port that it is difficult to use their method for sources close to the Galactic plane (|b| < 10 deg),
as multiple components can overlap and the Galactic rotation can broaden their profiles. Figure
2.6 and 2.7 illustrate this problem for our region and for these spectra it is impossible to find
unique Gaussian components. As Heiles & Troland (2003a,b) are able to fit individual com-
ponents, they find on average lower spin temperatures for the CNM in the range of ∼ 40−70 K.
Given that we can not distinguish between the CNM and the WNM, the measured spin tem-
perature is a column density weighted mean between these two components (Strasser & Taylor
2004). This could explain the increased spin temperature reported in Sec. 2.5.2. Another ex-
planation for the increased spin temperature could be the strong radiation field of W43.
Further complications in our sample are the Galactic continuum sources. As these only trace
the optical depth up to their location within the Milky Way, we miss the optical depth of the hy-
drogen behind the continuum source. On the other hand, the off-position measurement traces
all the hydrogen along the line of sight. As the kinematic distance is uncertain due to near
and far ambiguities, we cannot use the velocity to distinguish the distance of the emitting and
absorbing hydrogen. Hence we underestimate the optical depth for the Galactic continuum
sources and therefore overestimate the spin temperature. However, we do not see a significant
difference in the mean spin temperature for Galactic and extragalactic continuum sources and
we can neglect this effect.
2.6.3 Column density and mass estimate
In Sect. 2.5.7 we explained that we correct the H i column density for optical depth effects
as well as for the diffuse continuum emission. This leads to a more accurate estimate of the
column density and a more accurate mass estimate. Nevertheless these corrections have limit-
ations which we discuss in the following section.
As we need a strong continuum source in the background to determine the optical depth, we
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can measure the optical depth only toward certain locations. For our H i column density cor-
rection, we used the strong continuum source W43-Main. Furthermore we assumed that the
optical depth is the same for the entire cloud. This assumption might not hold, especially for
the outer parts of the cloud. To investigate this effect, we compared the optical depth measure-
ments for other sources at other positions. However, in the range of vlsr = 80 − 110 km s−1, we
find that the optical depth is mostly saturated and determined by the corresponding lower limit.
Two examples are given in the third panel of Fig. 2.6 and 2.7, which reveal a lower limit of
τlower−limit = 2.9 and τlower−limit = 1.9, respectively. Other continuum sources that have a lar-
ger separation from the Galactic mid-plane show similar results. For example, the continuum
source G30.699−0.630 has a Galactic latitude of b ≈ 0.6◦ and still shows a saturated optical
depth for the velocity range of W43 with a lower limit of τlower−limit = 1.5. If we use this
continuum source to correct for optical depth effects and the weak diffuse continuum emission,
we determine a mass of M = 4.8 × 106 M for the whole cloud (l = 29.0 − 31.5◦, |b| ≤ 1◦,
vlsr = 60 − 120 km s−1). Hence, by using W43-Main to correct the optical depth for the entire
cloud, we do not overestimate the mass in the outer parts significantly, but at most by a factor
of 1.4. We also use this mass estimate as a lower limit for the mass of W43.
The saturation of the optical depth is the second limitation we have to consider, especially for
the inner part of the cloud. In this region, we underestimate the opacity and, therefore, the
column density which would lead to a further underestimation of the mass. Estimating this
effect is difficult and, therefore, we report only lower limits for the column density and the
mass in the inner part of W43.
The third limitation is the distance of the continuum source that we use to determine the op-
tical depth. As explained in Sect. 2.5.3, the continuum source W43-Main is located close to
the tangential point of the Scutum-Centaurus arm at a distance of 5.5 kpc. Hence, we only
see H i absorption as far as this distance, and miss all the H i that is located behind the con-
tinuum source but still within the cloud. If we assume that the continuum source is at the
center of the cloud, we underestimate the column density by a factor of two. Another approach
to overcome this limitation is to look at other more distant continuum sources. The continuum
source G31.388−0.384 is extragalactic and has a comparable brightness temperature to W43-
Main. Hence, it is an ideal candidate for this test. We used the optical depth shown in the
third panel of Fig. 2.6 to correct the H i column density and measured the corrected mass for
the same area and velocity range, as in Sect. 2.5.7. The absoprtion spectrum of W43-Main
and G31.388−0.384 are similar, except for the velocity range vlsr = 100 − 120 km s−1, which
is missing in the W43-Main spectrum. We can also use the optical depth measurements of
G31.388−0.384 to correct the H i emission. However, as these absorption spectra are similar,
the corrected masses are the same within the uncertainties (M = 6.9 × 106 M for the correc-
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tion with the optical depth of G31.388−0.384).
Summing up, we might overestimate the mass in the outer part of W43, but underestimate
the mass in the inner part of W43. Because of the position of the continuum source, we
might underestimate the mass by a factor of two. As explained in Sect. 2.5.8, we also miss
some H i due to self-absorption. Hence we report the H i mass of W43 to be a lower limit of
M = 6.6−1.8 × 106 M .
Several H i mass estimates are given in the literature (Nguyen Luong et al. 2011; Motte et al.
2014). All of them are calculated with the assumption of optically thin emission.
Motte et al. (2014) measured the H i mass in the inner part of W43 (l = 29◦ .6 ∼ 31◦ .4 and
b = −0◦ .5 ∼ 0◦ .3) and for the velocity range (vlsr = 60 − 120 km s−1). The assumption of
optically thin emission reveals an H i mass of M = 0.9 × 106 M . If we use our corrected H i
column density to measure the mass in this area, we determine a H i mass of M = 2.2× 106 M
(this value is smaller than the value given in Sect. 2.5.7 as we only consider the inner part of
W43). As outlined above, we claim that this mass estimate is a lower limit and, therefore, the
mass determined with the optically thin emission is at least a factor of 2.4 too small. This has
implications for theoretical models, which we discuss in Sect. 2.6.6.
2.6.4 Spatial distribution of hydrogen
Beside the total H i mass, knowing the spatial distribution of the H i is crucial to understand the
formation of W43. As we have corrected the column density map for optical depth effects and
the weak diffuse continuum emission, we can use this corrected column density map (see Fig.
2.11) to investigate the H i spatial distribution in more detail, especially in the center.
Similar work was done by Motte et al. (2014). They measured the H i column density in rect-
angular annuli around the center of W43 (l = 30.5◦, b = 0◦) with an aspect ratio of 3:2 and
find an increasing H i column density inward from NH i ∼ 40 M pc−2 at a distance of 170 pc to
NH i ∼ 80 M pc−2 at a distance of 50 pc from the center (velocity range vlsr = 60−120 km s−1).
Since they assume optically thin H i emission, they underestimate the H i column density, es-
pecially in the central region (as discussed in Sect. 2.6.3).
To compensate for the approximate elliptical structure of W43, we choose elliptical annuli with
an aspect ratio of 3:2 for major and minor axis, which fits the large scale structure of W43 well
(see Fig. 2.11). As we focus on W43-Main, we choose the most massive submillimeter peak
W43-MM1 (l = 30.8175◦ and b = −0.0571◦, Motte et al. 2003) as the center for the ellipses.
The width of each annulus is 10 pc for the major axis and 6.6 pc for the minor axis. For each
elliptical annulus, we calculated the equivalent radius r =
√
ma jor · minor and assigned these
values as the distance to the center shown in Fig. 2.13.
The black squares in Fig. 2.13 represent the H i column density mean value and the corres-
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Figure 2.13: The column density of H i and H2 measured in elliptical annuli around
W43 MM1. The x-axis presents the equivalent radius of these elliptical annuli. The
black and green lines represent the fitted curves with the corresponding 1σ uncertain-
ties shown as a gray shaded area. The larger symbols (diamonds for H2, squares for
H i) present the averaged value of the elliptical annuli and their corresponding vari-
ations within the annuli. As the optical depth spectra saturates, we can only determine
lower limits for the H i column density. The blue dots and line show the H2 and H i
column density ratio of the data and the fitted curves, respectively.
ponding standard deviation of each elliptical annulus. We confirm the result of Motte et al.
(2014), which indicates that the H i column density rises inward. Our corrections allow us for
the first time to study the central region of W43 (r < 50 pc) and, within the uncertainties, we
report a flat column density distribution in this inner region. However, we mention that this
flatness could also be due to the underestimation of the column density in the central part, as
the optical depth saturates and therefore the column density is a lower limit.
Furthermore, the diamond symbols in Fig. 2.13 present the column density of the molecular
hydrogen. The H2 distribution is centrally concentrated and the column density rises steeply
toward the center, which is different from the H i profile. The large uncertainties in the center
are due to the clumpiness of the molecular hydrogen as the most prominent clumps, such as
W43-MM1, are located in the first two elliptical annuli. Beside W43-Main, the second most
prominent molecular clump is W43-South (see Fig. 2.11). However, in this analysis we focus
on W43-Main and, therefore, we choose W43-MM1 as the center for the ellipses. Further-
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more, we masked W43-South for this analysis, as it would introduce a large uncertainty at an
equivalent radius of r ∼ 50 pc.
We use a nonlinear least square method (’curvefit’ in the scipy package) to fit the mean values
of the thin elliptical annuli with their corresponding uncertainties. For the H i column density
we assume a quadratic radial distribution, i.e.,
NH i(r) = a · r2 + b · r + c, (2.11)
where NH i(r) describes the H i column density and r describes the equivalent radius. The
free parameters a, b and c have the fitted values of a = −3.9 ± 0.7 × 10−3 M pc−4, b =
0.089 ± 0.099 M pc−3 and c = 171 ± 3 M pc−2. For the H2 distribution we assume an
exponential function to fit the data as follows:
NH2 (r) = d · exp(−e · r) + f , (2.12)
where NH2 (r) describes the H2 column density and r describes the equivalent radius. The free
parameters d, e, and f have the fitted values of d = 458± 44 M pc−2, e = 0.022± 0.004 pc−1
and f = 97 ± 15 M pc−2.
The black and green lines in Fig. 2.13 present the column density fits and the gray shaded
areas represent their corresponding uncertainties. Both, the H i and H2 distributions are well
fit by the assumed functions. As the uncertainties for the innermost part of the H2 distribution
(r < 20 pc) are large, the fitted curve deviates from the data points and this area has to be
treated cautiously. We also tested different functions to fit the data, such as functions with only
two free parameters, or a Gaussian distribution for the H i distribution, but the results were
similar within the uncertainties. Finally, we chose the aforementioned functions as they could
reproduce well the ratio of the H2 and H i column density. This ratio is shown in blue in Fig.
2.13. The circles represent the ratio of the data points, whereas the solid line represents the
ratio of the fitted curves. The ratio stays fairly constant at NH2/NH i ≈ 1 for 140 pc > r > 60 pc.
For this region, the H i column density also rises to its maximum value of NH i ≈ 170 M pc−2.
Further inward (r < 60 pc), the H i column density stays constant at this maximum value,
whereas the H2 column density rises sharply. Hence, the H2/H i ratio also rises sharply to
values above three. Summing up, the column density measurements imply that we have a
mixture of H i and H2 in the outskirt of the cloud and a molecular dominated region in the
center. In the following, we investigate this structure for the particle density.
As mentioned before, we find a flat column density for the H i distribution toward the center of
W43-Main, but what does this imply for the actual density in the center? If we assume that W43
has an elliptical shape, we can decompose the cloud into different layers, similar to an onion.
Furthermore, we assign the appropriate column density to each layer with the information given
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Figure 2.14: The density of H i and H2 as a function of the distance toward the center
of W43 (equivalent radius). The diamonds and the dashed line represent the molecular
hydrogen, whereas squares and the solid line represent the atomic hydrogen. The
corresponding 3σ uncertainties from the fit introduced in equation 2.14 are shown as
gray shaded areas.
in Fig. 2.13. As the column density is additive, the appropriate column density of each layer is
the measured column density at the position of the considered layer minus the column density
of all layers further outside. Hence, a flat H i column density distribution toward the center
(see Fig. 2.13) means that the layers in the center have no or a very small column density and
therefore also a very small particle density. In the following section, we use the concept of a
elliptical layered structure to determine the actual particle density and show that indeed the H i
particle density drops toward the center of W43 within this model.
2.6.5 Linking column density to particle density
While the column density neglects the third dimension, it does not necessarily reflect the actual
particle density. Hence, we have to estimate the third dimension. Using the elliptical, layered
structure for W43 previously described and the results presented in Fig. 2.13, we estimate the
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particle density in each layer, i.e.,
ni =
(Ni − Ni+1)
2 (ri+1 − ri) , (2.13)
where ni describes the particle density of layer i; Ni and Ni+1 describes the column density of
layer i and layer i+1, respectively; and ri and ri+1 describes the equivalent radius of layer i and
i+1. The factor of two accounts for the two layers of the elliptical annuli in the front and back
of the cloud. The result for this calculation is shown in Fig. 2.14 as squares and diamond data
points for the H i and H2 density, respectively. To increase the signal to noise ratio, we used
larger elliptical annuli with a major axis of 20 pc and a minor axis of 13.3 pc.
In addition, we can use the fitted curves of the column density to estimate the density as well,
by inserting equation 2.11 and 2.12 into equation 2.13. Hence, the radial distribution of the H i
and H2 densities are
nH i = −0.5 (a (ri + ri+1) − b),
nH2 =
d
2 (ri+1 − ri)
(
exp(−e · ri) − exp(−e · ri+1)) , (2.14)
where nH i and nH2 describes the particle density of H i and H2, respectively; ri describes the
equivalent radius of layer i; and a, b, c, and d are the free fit parameters introduced in equations
2.11 and 2.12. In Fig. 2.14, the calculated density distributions are shown as black lines with
the corresponding uncertainties as a gray shaded areas. We note that the density distributions
of H i and H2 are very distinct. While the H i distribution follows a simple linear relation, the
H2 distribution shows an exponential increase toward the center. The particle density shows
a mixture of the atomic and molecular hydrogen in the outskirts of W43 (r > 100 pc) and a
molecular dominated interior similar to the measurements of the column density. However, the
particle density of the atomic hydrogen drops to almost zero toward the center, which results
in the observed constant column density.
Another way to present our results is shown in Fig. 2.15. This figure shows the particle density
of H i and H2 introduced in Eq. 2.14 as a function of the total column density (NH i + NH2).
High column density regions, i.e., the central region of W43, are dominated by molecular
hydrogen. On the other hand, we find an equivalent mixture of atomic and molecular hydrogen
for low column density regions, which represent the envelope of W43.
In addition, we study the correlation between the H i and H2 density. To do so, we replace the
equivalent radius in Fig. 2.14 and plot the H2 density as a function of the H i density. Figure
2.16 shows the corresponding plot with the uncertainties for the H2 density. The statistical
and systematical uncertainties for this plot are relatively large, but nevertheless we see an anti-
correlation between the H i and H2 density. This can be explained with a simple model that H2
forms out of H i in the innermost part of W43. However, we do not detect a sharp transition
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Figure 2.15: The particle density of H i and H2 as a function of the total column
density (NH i + NH2 ). The diamonds and the dashed line represents the molecular
hydrogen, whereas squares the solid line represents the atomic hydrogen. The corres-
ponding 3σ uncertainties from the fit introduced in equations 2.11 and 2.12 are shown
as gray shaded areas.
between H2 and H i predicted by Krumholz et al. (2008, 2009). In the following section, we
discuss possible implications.
2.6.6 Column density threshold for atomic hydrogen
A fundamental question of molecular cloud formation is how does molecular hydrogen form
out of neutral atomic hydrogen and what are the corresponding conditions (Dobbs et al. 2014).
It is well known that the density must be high enough to shield the molecular hydrogen from the
interstellar radiation field, to avoid dissociation back to its atomic form (Hollenbach & Tielens
1997; McKee & Ostriker 2007; Krumholz et al. 2008, 2009; Mac Low & Glover 2012).
To describe this transition, Krumholz et al. (2008, 2009) suggest an analytic model, which is
based on the assumption of a spherical cloud that is embedded in an isotropic external radi-
ation field. They approximate that the transition between H i in the envelope and H2 in the
center occurs in an infinitely thin shell. An important result is that an H i column density of
∼ 10 M pc−2 is necessary to shield the molecular hydrogen from the interstellar radiation
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Figure 2.16: The particle density of molecular hydrogen as a function of the atomic
hydrogen. The black curve represents the best-fit curves from Fig. 2.14 and the gray
shaded area shows the 3σ uncertainty for the H2 fit.
field. If the cloud reaches this critical H i column density the formation of molecular hydrogen
is efficient enough that most of the hydrogen goes into molecular form and the column density
of H i remains relatively constant at this level. Therefore we should not expect to observe H i
column densities larger than ∼ 10 M pc−2, contradicting our results presented in Fig. 2.13.
Furthermore, they show that this H i column density threshold is independent of the external
radiation field, but has a weak dependence on the metallicity of the gas.
This model has three free parameters. First, the ratio of the measured CNM density nCNM to
the minimal CNM density nmin , i.e.,
nCNM = φCNM · nmin. (2.15)
The minimal CNM density is determined by the pressure balance with the warm neutral me-
dium (WNM) and has a typical value of nmin ≈ 7 − 8cm−3. As the range of pressure bal-
ance between the CNM and the WNM is limited, the maximum CNM density can be at most
∼ 10 ·nmin. Hence, φCNM can vary between 1 and 10. Krumholz et al. (2009) assume φCNM ≈ 3
for their fiducial value. The second free parameter is the ratio of the CNM density nCNM to the
molecular density nmol , i.e.,
nmol = φmol · nCNM. (2.16)
Krumholz et al. (2009) suggests that this ratio is φmol ≈ 10 and should not vary significantly.
The last free parameter is the metallicity Z . This model is supported by extragalactic obser-
vations (Krumholz et al. 2009) as well as observations in the Perseus molecular cloud by Lee
et al. (2012). They find a uniform H i column density of NH i ∼ 6 − 8 M pc−2 for H2 column
densities up to NH2 ∼ 80 M pc−2. To fit their data to the model of Krumholz et al. (2009),
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Figure 2.17: The column density of the atomic hydrogen (vlsr = 60 − 120 km s−1)
as a function of the total hydrogen column density (NH i + NH2 ). The column density
for the envelope (r > 140pc, NH i = 107 ± 20 M pc−2, NH2 = 116 ± 18 M pc−2)
is subtracted. The solid and dashed lines describe the theoretical model of Krumholz
et al. (2008, 2009) for solar values (G0 = 1, Z = 1) and for more realistic values of
W43 (G0 = 5, Z = 1.4), respectively. The blue and black colors represent the model
parameters at different equivalent radii of r = 40 and 140 pc, respectively. The black
dotted line shows the fitted curve of the elliptical annuli analysis introduced in Sect.
2.6.3.
they fixed φmol = 10 and Z = 1.0 Z and fitted φCNM, which reveals values of φCNM ≈ 6 − 10.
The complex W43 is a more extreme test case for this theory as we have a much larger mass
reservoir as well as an OB cluster that acts as a strong radiation source in the center. For
this analysis, we extracted the column density of H i and H2 for each pixel. As a basis for
the H i column density, we chose the optical depth corrected version with a velocity range of
vlsr = 60 − 120 km s−1. For the H2 column density, we again use the HiGal data (see Sect.
2.3.4). Even though the data base is the same as that used in Sect. 2.6.5, we stress that the
method is different. Here we conduct a pixel by pixel comparison, whereas in Sect. 2.6.5 we
averaged the column density over elliptical annuli. In addition, we focus merely on the inner
part of W43 with r < 140 pc and, therefore, we have to subtract the column density of the
envelope. We assess the column density at r = 140 pc as the envelope column density and sub-
tract this value. The column density for the H i and H2 envelopes are NH i = 107±20 M pc−2 =
1.3 ± 0.3 × 1022 cm−2 and NH2 = 116 ± 18 M pc−2 = 7.3 ± 1.1 × 1021 cm−2, respectively.
Figure 2.17 shows the result of the pixel by pixel comparison of the H i and H2 column density.
Since we subtracted the column density of the envelope for this analysis, the values are smaller
than in Fig. 2.13. For better readability, we do not show each single pixel comparison, but we
performed a pixel binning. We do not observe the predicted threshold for the H i column dens-
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ity of ∼ 10 M pc−2, instead our data show high H i column density values, peaking between
NH i = 50 − 80 M pc−2. Nevertheless we will try to fit the analytic model of Krumholz et al.
(2009) to our data.
As described in Sec. 2.6.5, we use elliptical annuli to estimate the particle density. We can use
this information (Fig. 2.14) to determine the model parameters φCNM and φmol using equations
2.15 and 2.16, respectively. Given that the H i and H2 densities vary as a function of equivalent
radius, the model parameters φCNM and φmol also vary. We calculate the model parameters for
three different distances r = 40, 80, and 140 pc, which characterize the molecular dominated
interior, the transition region, and the well-mixed outer area. To calculate φCNM , we have to
know nmin , which is given by Krumholz et al. (2009) as
nmin ≈ 31 G01 + 3.1 Z0.365 cm
−3, (2.17)
where G0 and Z are the far-ultraviolet radiation intensity (in units of the Habing field) and
the total metallicity, both normalized to their values in the solar neighborhood. For W43, we
have a slightly higher metallicity of Z = 1.4Z (Motte et al. 2014) and a large radiation field,
which could be up to > 100G0 (Beuther et al. 2014) in the central region. We assume a more
moderate radiation field for the outer regions of W43 with values around 5 − 10G0. In Table
2.2, we present the H i and H2 density as well as the model parameters for different distances.
The parameter φCNM is calculated for solar values (G0 = 1, Z = 1) and for more realistic values
of W43 (G0 = 5, Z = 1.4) that results in nmin = 7.5cm−3 and nmin = 34.4cm−3, respectively.
The solid blue and black lines in Fig. 2.17 show the theoretical column density for solar
values and for the equivalent radius of r = 40 and 140 pc, respectively, whereas the dashed
lines represent the more realistic values of W43 (G0 = 5, Z = 1.4). The dashed black line,
which represents the outer area of W43 (r = 140 pc) with a moderate radiation field (G0 = 5,
Z = 1.4) might fit the data. However, the model parameters might have unrealistically low
values of φCNM = 0.58 and φmol = 0.85. Using a stronger radiation field increases nmin and
therefore decreases φCNM to even lower values. Hence, values with smaller distances and/or
higher radiation fields predict column densities that are too high.
We do not have a conclusive answer as to why the model suggested by Krumholz et al.
(2008, 2009) does not describe W43, but we suggest that the strong UV radiation produced
by the central OB cluster (Blum et al. 1999) and several further clusters in the environment
are responsible for the dissociation of the molecular hydrogen. Another explanation was given
by Motte et al. (2014), They performed a similar analysis and their conclusion was that the
analytical model by Krumholz et al. (2008, 2009) cannot describe a complicated molecular
cloud complex, as we see several transition layers between H i and H2 along a single line of
sight and the assumption of a simple spherical cloud, without internal radiation sources breaks
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Table 2.2: Densities and model parameter.
r nHI nH2 φmol φCNM φCNM
[pc] [cm−3] [cm−3] (G0 = 1) (G0 = 5)
140 20±4 17±5 0.85 2.7 0.58
80 11±3 49±5 4.4 1.5 0.32
40 5±2 101±8 20.2 0.7 0.14
H i and H2 particle density for different equivalent radii with correspond-
ing 1σ uncertainty, extracted using the information given in Fig. 2.14 and
using equation 2.14. The given uncertainties are the statistical uncertain-
ties, but do not take the systematical uncertainties due to the saturation
of the optical depth spectra into account. The model parameters φmol and
φCNM are calculated using Eq. 2.16 and 2.15, respectively. The parameter
φCNM is calculated for solar values (G0 = 1, Z = 1) and for more realistic
values of W43 (G0 = 5, Z = 1.4).
down.
2.7 Conclusions
The H i, OH, Recombination Line Survey of the Milky Way (THOR) is a Galactic plane survey
covering a large portion of the Galactic disk (l = 15 − 67◦, |b| ≤ 1◦). We use the VLA to
observe the 21cm H i line, 4 OH lines, 19 Hα recombination lines and the continuum from
1-2 GHz. We present the H i data of the pilot field centered on the GMC associated with W43
(l = 29.2 − 31.5◦, |b| ≤ 1◦). The main results can be summarized as:
1. We measured the average spin temperature of the neutral hydrogen gas along the line of
sight toward eight strong continuum sources. Half of them are Galactic and half of them
are extragalactic. We find a median value of TS = 95.7 K, which is in agreement with
other studies.
2. We can estimate the optical depth for the H i line toward strong continuum sources at
various locations in W43. The measured optical depth saturates at the main velocity
component of W43 (vlsr = 80 − 100 km s−1) with lower limits of τ ∼ 2.7 in the center.
Hence, the derived H i masses based on optically thin emission strongly underestimates
the hydrogen content. Employing further corrections for the weak and diffuse continuum
emission, we obtain a lower limit for the H i mass of M = 6.6−1.8×106 M for a velocity
range of vlsr = 60 − 120 km s−1 and an area of l = 29.0 − 31.5◦ and |b| ≤ 1◦. This is
a factor of ∼2.4 larger than the H i mass estimates with the assumption of optically thin
emission.
3. The measured H i column density exceeds values of NH i ∼ 150 M pc−2 over much of
the inner region with r < 80 pc. This is an order of magnitude larger than for low-mass
star-forming regions such as Perseus.
2.7. Conclusions 57
4. As we corrected the H i column density for optical depth effects and the weak continuum
emission, we are able to study the H i distribution spatially even in the innermost part
of W43. We assumed an elliptical layered structure for the GMC associated with W43.
This allows us to reconstruct the particle density of H i and we find a linearly decreasing
H i density toward the center of W43 with values from nH i = 20 to almost 0 cm−3.
Furthermore, we compared our results to the density of molecular hydrogen based on
Herschel continuum data. The density of molecular hydrogen shows an exponential
increase toward the center of W43 with values rising from nH2 = 15 to 200 cm
−3. For
smaller clumps, the density of H2 can rise to even higher values.
5. We compared our measurements to the analytic model suggested by Krumholz et al.
(2008, 2009). Our data does not show a sharp transition between H i and H2, and nor
do we find the predicted threshold for the H i column density of ∼ 10 M pc−2. Based
on these models, larger H i column densities should not exist, as molecular hydrogen
should form for such high H i column densities. To fit the model, we have to assume low
model parameters, which may indicate that the model is not applicable in a region with
such a high radiation field. We suggest that the addition of an internal radiation field
from a central cluster may be required to describe the observations. Thus, this work has
shown that the H i content of W43 and its relation to H2 challenges current models of H2
formation.

3Continuum sources from the THOR survey
between 1 and 2GHz
This chapter is published in A&A (Bihr et al. 2016) and slightly adapted for this thesis.
3.1 Abstract
In this chapter we present a catalog of the continuum sources in the first half of the survey
(l = 14.0−37.9◦ and l = 47.1−51.2◦, |b| ≤ 1.1◦) at a spatial resolution of 10−25′′, depending
on the frequency and sky position with a spatially varying noise level of ∼0.3 − 1 mJy beam−1.
The catalog contains ∼4400 sources. Around 1200 of these are spatially resolved, and ∼1000
are possible artifacts, given their low signal-to-noise ratios. Since the spatial distribution of the
unresolved objects is evenly distributed and not confined to the Galactic plane, most of them are
extragalactic. Thanks to the broad bandwidth of the observations from 1 to 2 GHz, we are able
to determine a reliable spectral index for ∼1800 sources. The spectral index distribution reveals
a double-peaked profile with maxima at spectral indices of α ≈ −1 and α ≈ 0, corresponding
to steep declining and flat spectra, respectively. This allows us to distinguish between thermal
and non-thermal emission, which can be used to determine the nature of each source. We
examine the spectral index of ∼300 known H ii regions, for which we find thermal emission
with spectral indices around α ≈ 0. In contrast, supernova remnants (SNR) show non-thermal
emission with α ≈ −0.5 and extragalactic objects generally have a steeper spectral index of
α ≈ −1. Using the spectral index information of the THOR survey, we investigate potential
SNR candidates. We classify the radiation of four SNR candidates as non-thermal, and for the
first time, we provide strong evidence for the SNR origin of these candidates.
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3.2 Introduction
At present, high resolution (<20”) Galactic plane surveys are available for studying different
questions concerning star formation and the interstellar medium (ISM). Starting in 2012 with
a pilot study around the giant molecular cloud (GMC) associated with the W43 star formation
complex (Bihr et al. 2015; Walsh et al. 2016), we observed a large fraction of the Galactic plane
in the first quadrant of the Milky Way (l = 14 − 65◦, |b| ≤ 1.1◦) in consecutive semesters. In
this paper, we present the results of the continuum observations of the first half of the survey
(l = 14.0 − 37.9◦ and l = 47.1 − 51.2◦, |b| ≤ 1.1◦), covering ∼56 deg2, including a catalog of
the extracted sources. The full survey will be presented in a forthcoming paper by Beuther et
al. (in prep.).
The discrete continuum sources between 1 and 2 GHz are dominated by two distinct emission
classifications: thermal and non-thermal emission (Wilson et al. 2010). The thermal emission
is mostly due to free-free emission from electrons, whereas the non-thermal emission is due
to the synchrotron emission of relativistic electrons in magnetic fields. These different emis-
sion mechanisms can be distinguished by the spectral index α, which is defined as I (ν) ∝ να ,
where I (ν) is the frequency dependent intensity. The thermal free-free emission shows a flat
or positive spectral index, depending on the optical depth. The values can vary between 2
and -0.1 for the optically thick and thin regime, respectively (e.g., Mezger & Henderson 1967;
Keto 2003; Wilson et al. 2010). In contrast to this, synchrotron emission shows a negative
spectral index depending on the particle energy distribution. One usually finds spectral indices
below -0.5 (e.g., Rybicki & Lightman 1979; Meisenheimer 1999). Supernova remnants (SNR)
show a spatially varying spectral index around α = −0.5 (e.g., Bhatnagar et al. 2011; Green
2014; Reynoso & Walsh 2015; Dubner & Giacani 2015). The broad bandpass of our VLA
observations allows us to determine the spectral index for bright sources and therefore distin-
guish between the two radiation mechanisms. However, knowing the kind of radiation does
not directly disclose the source type. Thermal free-free emission can emerge from H ii regions
or planetary nebulae. Non-thermal synchrotron radiation can be produced by extragalactic jets
powered by an active galactic nucleus (AGN) or from Galactic SNR. Thermal radiation from
extragalactic sources is possible, but might be too weak to be detected in our observations.
As a result, thermal emission is most likely of Galactic origin, and the non-thermally emitting
sources could be extragalactic AGN or Galactic SNR. The ability to characterize continuum
sources and thus distinguish between Galactic and extragalactic emission is crucial for pro-
spective THOR H i and OH absorption studies.
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Figure 3.1: Normalized sensitivity pattern in color of the observed mosaic for the
spectral window with the highest frequency at 1.95 GHz. The sensitivity drops to-
ward the edge, and the variations within the mosaic are smaller than 4%. The circles
represent the primary beam at this frequency, which is ∼ 23′. The different colors of
the circles represent three different observing blocks.
We used the VLA in New Mexico in C configuration to map the continuum in the L band
from 1 to 2 GHz simultaneously with the H i 21 cm line, 4 OH lines, and 19 Hα recombination
lines. For the VLA in C-configuration, the baselines range from 35 to 3400 m. The correspond-
ing primary beam changes with frequency from ∼45′ at 1 GHz to ∼23′ at 2 GHz and therefore
the actual size of the mosaics changes as well. The data presented in this chapter were observed
in two campaigns. The first campaign was the THOR pilot observations (l = 29.2 − 31.5◦,
|b| ≤ 1.1◦) during the 2012A semester (Project 12A-161, see also Bihr et al. 2015). We used
a hexagonal geometry for the mosaic for this 2◦ × 2◦ field at 17.9’spacing, which results in 59
pointings. Each pointing was observed 4 × 2 min, which results in an overall integration time
of ten hours for the pilot field, including around two hours overhead for flux, bandpass, and
complex gain calibration. The second campaign covered a large section of the first quadrant of
the Milky Way (l = 14.0−29.2◦ and l = 31.5−37.9◦ and l = 47.1−51.2◦, |b| ≤ 1.1◦) and was
observed during the 2013A semester (Project 13A-120). In contrast to the pilot field, we used
a rectangular grid for the mosaic (see Fig. 3.1) with a smaller spacing of 15’. The close spacing
meant that the sensitivity variations are at most 4% for the spectral window around 1.95 GHz
and less for smaller frequencies. The second campaign was split into 20 observing blocks,
each covering a field of ∆l = 1.25◦ and |b| ≤ 1.1◦ with 45 pointings each. Each pointing was
observed 3 × ∼2 min, which results in a total integration time of five hours for each observing
block, including ∼50 min overhead for flux, bandpass, and complex gain calibration. We chose
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Table 3.1: Summary of spectral windows
Frequency Lowest Highest
[MHz] resolution resolution
989 − 1117 24.4′′ × 15.1′′ 16.5′′ × 15.7′′
1244 − 1372 19.7′′ × 12.5′′ 13.1′′ × 12.3′′
1372 − 1500 18.1′′ × 11.1′′ 12.6′′ × 11.9′′
1628 − 1756 15.4′′ × 9.1′′ 10.5′′ × 9.9′′
1756 − 1884 14.5′′ × 8.9′′ 10.0′′ × 9.7′′
1884 − 2012 13.1′′ × 8.1′′ 9.0′′ × 8.3′′
Owing to the varying declination of different observing blocks,
we obtain different resolution elements.
the quasar 3C286 as a flux and bandpass calibrator for all fields. As complex gain calibrator,
we used the quasar J1822-0938 for all observing blocks between l = 14.0 − 37.9◦ (including
the pilot field) and the quasar J1925+2106 for all observing blocks between l = 47.1 − 51.2◦.
The achieved resolution depends on the frequency and the sky position and varies between 10
and 25′′ (see Table 3.1 for further details). By the date of publication of this thesis, the other
half of the survey will have been observed. However, since the calibration and imaging is an
enormous computing and person power effort, the data reduction of that second half is still
going on. The full survey will be presented in a future article.
We used the new WIDAR correlator and observed the continuum between 1 and 2 GHz us-
ing eight sub-bands, so-called spectral windows, each with a bandwidth of 128 MHz. Owing
to strong contamination of radio frequency interference (RFI), we could not use two spectral
windows. The frequencies of the six remaining spectral windows are given in Table 3.1. We
split each spectral window further into 64 channels with a channel width of 2 MHz. This setup
allows us to flag individual channels that might be contaminated by, for instance, RFI without
significantly losing sensitivity.
3.3.2 Calibration
We used the CASA package (version 4.1.0) in combination with a modified VLA pipelinea
(version 1.2.0) to edit and calibrate the data. Prior to the calibration, we manually flagged
strong RFI and bad antennas. The pipeline uses automated flagging algorithms such as RFlag
on the calibrator observations to improve the calibration solutions, but does not flag the target
fields. Subsequently, the pipeline applies the bandpass, flux, and gain calibration. At this
point, we neither used Hanning smoothing nor recalculated the data weights (CASA command
‘statwt’), since this could influence very bright continuum sources. We implemented some
modifications to the pipeline to improve the quality checking and performed further flagging
ahttps://science.nrao.edu/facilities/vla/data-processing/pipeline
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on the target fields with automated flagging algorithms (see Sect. 3.3.3 for further details) and
by hand after the pipeline run. A detailed description of our calibration procedure will be given
in the THOR survey overview paper (Beuther et al., in prep).
3.3.3 Automated flagging algorithm RFlag

























Figure 3.2: Observed amplitude of the bandpass/flux calibrator 3C286 as a function
of frequency prior to the calibration on the left side and after the calibration on the
right side. The color coding represents the eight spectral windows. The spectral
windows at 1.2 and 1.6 GHz were flagged because of RFI (see Sect. 3.3.3).
As shown in the lefthand panel of Fig. 3.2, some spectral windows in our data are affected
by RFI. The spectral windows around 1.2 and 1.6 GHz have the strongest contamination, and
we cannot use them. The spectral window around 1.6 GHz is severely affected by the GPS
satellites, which can be seen as outliers from the normal bandpass shape in the lefthand panel
of Fig. 3.2, and we are not even able to calibrate the data. The spectral window around 1.2 GHz
can be calibrated. However, the images show a consistently strong RFI contamination, which
cannot be removed by the automated flagging algorithm discussed below. Within the other
spectral windows, we found RFI contamination varying in frequency, sky position, and time.
Therefore it is very difficult and time-consuming to flag all data manually, so we explored the
possibility of automated flagging algorithms. CASA provides the so-called RFlag algorithm,
which was introduced previously to AIPS by E. Greisen in 2011. The RFlag algorithm iterates
the data in chunks of time and performs a time analysis for each channel, as well as a spectral
analysis, for each time step and flags outliers (see the CASA manualb for further details).
Using the standard threshold greatly improved the results as shown in Fig. 3.3. The RFlag
algorithm flags almost all RFI reliably. However, a useful automated flagging algorithm must
not only flag the RFI reliably, but also keep the actual scientific signal unchanged. We therefore
tested the effects of the RFlag algorithm on the thermal noise in our data, as well as the flux
bavailable on the CASA webpage: http://casa.nrao.edu
































Figure 3.3: Left panel: the imaged data for one spectral window around 1.3 GHz after
the calibration, without automated flagging. Strong RFI features are present. Right
panel: the same region after applying the automated flagging method RFlag.
densities of our sources. For these two tests, we investigated the spectral window at ∼1.4 GHz
of the field around l = 22◦. The frequency range around the H i 21 cm line is a protected
band and is indeed almost free of terrestrial RFI. Applying the RFlag algorithm on this spectral
window should not affect the thermal noise and the flux densities of our sources. We calibrated
and cleaned the data exactly the same way, but on one data set, we applied the RFlag algorithm
before cleaning, whereas we cleaned the other data set without automated flagging and used
this as a reference.
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Figure 3.4: Extracted flux density of sources with the RFlag method applied as a
function of the extracted flux density for the same sources without the RFlag method
applied. For this comparison we used the spectral window around 1.4 GHz and the
field around l = 22◦. The red line represents a one-to-one relation. Over a wide range
of flux densities, the RFlag method does not influence the actual source flux densities.
As a first test we compared the noise between the two data sets. Because the spectral win-
dow around 1.4 GHz is mostly free of RFI, we did not find different noise levels for the two data
sets. This shows that the RFlag algorithm does not flag good data, which would increase the
3.3. Observations and data reduction 65
noise level. For both data sets we extracted the continuum sources using the method described
in Sect. 3.4.3, cross-matched the two data sets, and compared the flux densities for each source.
Figure 3.4 shows the result of this comparison of the flux densities with and without the RFlag
algorithm applied. Over the full range of flux density values, we see no significant deviation for
unresolved and small sources (smaller than ∼100”). However, more extended sources might
be affected by the RFlag algorithm, and this effect will be discussed in Sect. 3.3.5.
In summary, the RFlag algorithm provides a reliable tool for removing RFI from the continuum
data. While the noise level and unresolved and small sources are not affected significantly by
the RFlag algorithm, large extended sources have to be treated more carefully. We discuss this
in more detail in Sect. 3.3.5.
3.3.4 Imaging and deconvolution
For the imaging and deconvolution, we used the task clean in the CASA package. Since we
cover a large area on the sky, we created mosaics consisting of several pointings. This is an
algorithmic, as well as a computational challenge, and we extensively tested different versions
of the mosaicking algorithm in the CASA package, including versions 4.2.2, 4.3, 4.4, and a
test version of 4.5. Our main focus was to obtain consistent flux density measurements, so we
compared flux density and intensity values of point sources in mosaics created with the above-
mentioned CASA versions with their corresponding values in individually cleaned pointings.
The clean and deconvolution algorithms for single pointings are simpler and well tested and
were therefore used as reference. In collaboration with the CASA developer team, we could
identify several problems in the mosaic algorithm of the CASA versions 4.3, 4.4, and a test
version of 4.5. Therefore we decided to use version 4.2.2 because this version provides flux
density values in the final mosaics that are within ten percent of the flux density values meas-
ured in single pointings.
Since we cover a wide range of frequency from 1 to 2 GHz, we cannot clean all spectral win-
dows together without considering the frequency dependence of the sources, as well as primary
beam effects. While the CASA package is able to clean wide-band images for single pointings
(using the parameter nterm), to date (up to version 4.4) this is not available for mosaics. We
could clean each observed channel separately, but this would reduce the signal-to-noise signi-
ficantly and requires immense computational resources. As a compromise, we cleaned each
128 MHz-wide spectral window separately, thus neglecting the frequency dependence inside
each spectral window. Thereafter, we compared the peak intensity between the spectral win-
dows to determine the spectral index (see Sect. 3.4.7 for further details). To suppress the
sidelobes and increase the resolution, we chose robust = 0 as a weighting parameter, which is
a compromise between uniform and natural weighting. As a pixel size, we chose 2.5”, which is
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sufficient to sample the smallest possible resolution element (synthesized beam width) of ∼8”.
To achieve a uniform noise between the separate observing blocks, we included the neighbor-
ing observing blocks in the clean process. Because the clean command in CASA works with
equatorial coordinates, we have to choose a large image size of 4600×4600 pixels to cover one
field, consisting of three observing blocks. We applied primary beam corrections to obtain re-
liable flux densities. Because the continuum emission covers a wide range of spatial scales, we
used the multiscale clean in CASA to recover the large scale structure. In this cleaning method
we selected four different scales: besides the point source, also 1, 3, and 6× of the resolution
element. We stopped the cleaning process at a threshold of 5 mJy beam−1 or 105 iterations,
whichever was reached first. As the noise in our data is dominated by the sidelobe noise, the
cleaning threshold is higher than the thermal noise level. The final resolution depends on the
frequency of each spectral window and the declination of the observed field. Table 3.1 provides
an overview of the highest and lowest resolution for each spectral window. The noise level of
the images are discussed in Sec.3.4.5.
3.3.5 Extended sources
Extended sources suffer from different filtering effects owing to both the interferometer and the
applied RFlag method. The first effect is due to the incomplete sampling in the uv plane. Each
interferometer suffers from this effect, and it depends to first order on the shortest available
baseline. Theoretically the VLA in C-configuration can observe all spatial scales up to 970”for
the L band (VLA-manual). However, this value is for a 12-hour observation near the zenith
and snapshot observations may recover scales diminished by a factor of two. However, this
rule-of-thumb estimate might be too optimistic, and more realistic observations are not able to
reach this value. To examine the insensitivity of the large spatial scales of the interferometer
in a more realistic environment, we performed simulated observations of artificial sources with
the THOR observation setup. We tested sources with a Gaussian intensity profile and varying
sizes. These tests showed that we are able to recover sources with sizes up to ∼120”reasonably
well (80% flux recovery) for all frequencies between 1 and 2 GHz. To achieve this result, the
use of the multiscale clean was crucial. However, Galactic sources do not show simple 2D
Gaussian profiles so that to quantify the filtering effect in detail is difficult. Nevertheless, these
simulations show that sources up to ∼120”are not severely affected by the insensitivity to large
spatial scales of the interferometer. Since this insensitivity depends on the frequency, this can
artificially change the spectral index of extended sources. However, our simulated observations
revealed that this only affects sources larger than ∼120”.
The second filtering effect for extended sources is due to the applied RFlag algorithm. Exten-
ded sources show high amplitudes for short uv distances (see Fig. 3.5). As the RFlag algorithm
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Figure 3.5: Amplitude as a function of uv distance for a single pointing close to
the spatially very extended SNR G021.8-00.6 (pointing center at J2000 18:32:52.2,
−10:03:32.3). The black points represent the data we used for the imaging whereas
the red points represent the data points flagged by the RFlag method.
searches for outliers in a frequency and time domain, it recognizes some of these high values as
outliers and flags them accordingly. Quantifying this effect is complicated because the flagging
depends on the source size, its intensity, and the internal intensity structure. However, similar
to our tests in Sect. 3.3.3, we used the spectral window around ∼1.4 GHz with and without
applied RFlag to examine the effects of the algorithm on the large scale structure. Figure 3.5
shows the amplitude as a function of uv distance for one pointing close to the extended SNR
G021.8-00.6. The red data points show the data points flagged by the RFlag algorithm. For
a uv distance smaller than 300λ the RFlag algorithm flags significantly more data (∼70%) in
comparison to larger uv distances (∼25%). In the simple approximation of θ = λ/D, where θ,
λ, and D are the angular scale, the wavelength, and the diameter or baseline length of the tele-
scope, respectively, the uv distance of 300λ describes an angular scale of ∼600′′. The flagging
of the data points for short uv distances removes part of the large scale structure of the source.
However, only large and bright sources are affected by this filtering. The SNR G021.8-00.6
has a spatial extent of ∼1200×400′′ and the RFlag algorithm flags ∼40% of the flux density.
Smaller sources on the order of ∼100 to 300′′ show lower values of ∼5 to 10% flux density
removal. Owing to these two filtering effects for largely extended (>400”) and bright (>1 Jy)
sources, we refrained from analyzing these sources in detail and the corresponding flux values
have to be treated cautiously. For the spectral index determination (see Sect. 3.4.7), we use
the peak intensity rather than the integrated flux density since the former is less affected by the
explained filtering effects.
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3.4 Source extraction
In this section, we explain the source extraction method using the BLOBCAT software as well
as the method of determining the spectral index. To achieve a higher signal-to-noise ratio
for the source extraction, we use the average of two spectral windows to detect the sources.
Thereafter we extract the peak intensity for each source in each spectral window separately to
subsequently fit the spectral index.
3.4.1 Averaging spectral windows
The extraction algorithm and method can influence the resulting catalog, and several differ-
ent methods are common (e.g., Williams et al. 1994; Hancock et al. 2012; Berry 2015). For
our data we must solve several challenges: we want to achieve the best signal-to-noise ra-
tio, but avoid picking up artifacts in the images caused by RFI or sidelobes. To get the best
signal-to-noise ratio, mosaicking the entire spectral range from 1 to 2 GHz would be prefer-
able; however, CASA is currently (up to version 4.4) not able to perform wide-band mosaics
(see Sect. 3.3.4), and several spectral windows are severely affected by RFI (see Sect. 3.3.3).
We therefore cleaned each spectral window separately. To achieve a higher signal-to-noise
ratio, we averaged the two spectral windows around 1.4 and 1.8 GHz, because these spectral
windows contain no significant RFI. Prior to the averaging process, we smoothed the spectral
window around 1.8 GHz to the lower resolution of the spectral window around 1.4 GHz. Av-
eraging over more than the two mentioned spectral windows does not increase the detection of
sources significantly, but increases the detection of artifacts due to RFI contamination in the
other spectral windows.
3.4.2 Noise estimate
Since our data are limited by the sidelobe noise, we have to consider strongly varying noise
within our observed region. Close to strong emission sources, the noise is dominated by the
sidelobes and can be an order of magnitude higher than in emission free regions (see Figs. 3.6
and 3.7). As a result, the main challenge is to consider this varying noise during the process of
source extraction. To create a reliable noise map, we followed the instructions given in Hales
et al. (2012). The described method determines the rms value for each pixel by determining
the median in a specified area (50×50 px) around the pixel in the residual image from the clean
process. Prior to the median estimate, the algorithm clips all peak values in the specified area
until all values are within ±3σ, where σ is the median in the specified area. This method
ensures that most real emission, which might still be present in the residual image is removed





































































Figure 3.6: Noise map of the first part of the THOR survey using the average of two



































Figure 3.7: Noise map of the region around l=49◦ of the THOR survey using the
average of two spectral windows 1.4 and 1.8 GHz (see Sect. 3.4.1).
from the noise image and the determined noise map consists of the thermal and sidelobe noise.
The noise maps are given in Figs. 3.6 and 3.7.
3.4.3 BLOBCAT
We used the BLOBCAT software (Hales et al. 2012) to extract the sources from the averaged
continuum images. This software is a flood-fill algorithm that considers locally varying noise.
BLOBCAT creates a signal-to-noise ratio map by dividing the actual input image by the given
noise map. This dimensionless map is used for the source extraction by searching for all pixels
above a given detection threshold, which we set to 5σ. Thereafter, BLOBCAT identifies all
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neighboring pixels around the peak pixel down to a given flooding threshold, which we set to
the standard value of 2.6σ (Hales et al. 2012). These "islands" of pixels are labeled and writ-
ten to a table. BLOBCAT also performs several corrections for pixellation errors, peak, and
integrated surface brightness biases (see Hales et al. (2012) for further details). Using BLOB-
CAT, we extracted in total 4772 sources, however, this includes artifacts that we subsequently





























Figure 3.8: Example of an obvious artifact. A strong emission source, which is
located in the bottom left part, creates sidelobes that were identified by the extraction
software as actual sources. The black contours show the area of extracted sources
identified by the BLOBCAT software.
Even though we have considered the spatially varying noise during the source extraction
process, strong artifacts, especially sidelobes, can be picked up by the BLOBCAT extraction
software. Especially problematic is sidelobe contamination from strong sources located just
outside our survey boundaries, which cannot be removed by the algorithm. We therefore in-
spected each source visually and removed obvious artifacts by hand. Figure 3.8 shows an
example of an obvious sidelobe, which was picked up by the extraction software. We iden-
tified 349 sources as obvious artifacts and removed them from the catalog. This leaves 4422
sources in the catalog. Besides the obvious artifacts, it can be difficult to distinguish between
artifacts and actual sources for certain extracted sources. We classified these sources as "pos-
sible artifacts" and labeled them accordingly in the catalog. Besides visually inspected pos-
sible artifacts, we classified and labeled all sources with a signal-to-noise ratio lower than 7σ
as "possible artifacts". Out of the 4772 extracted sources, we classified 1057 as "possible
artifacts", 349 as artifacts, and therefore 3366 sources remain as reliable detections. The fol-
lowing analysis is based on the reliable detections; however, in the catalog, we also present the
"possible artifacts".
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3.4.5 Completeness
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Figure 3.9: Percentage of detected sources as a function of peak intensity of the added
artificial sources in units of the noise level σ.
As our noise is spatially varying, it is difficult to estimate the completeness of our cata-
log. In the vicinity of strong extended Galactic sources, it is not possible to detect weak
extragalactic sources. Our survey is therefore incomplete in these regions. However, we per-
formed several tests to verify our source extraction method. We chose a region of 0.5◦ × 0.5◦
with a constant noise level and added artificial 2D Gaussian sources that have the size of the
resolution element and different peak intensities. Using the source extraction method described
in Sect. 3.4.3, we extracted these artificial sources and estimated the completeness. The res-
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Figure 3.10: Cumulative percentage of the map area as a function of the corres-
ponding noise level 7σ in mJy beam−1. 50% of the survey area has a noise level of
7σ ∼ 3 mJy beam−1 or better.
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ult is shown in Fig. 3.9. Above the chosen threshold of 7σ for reliable sources, we detected
95% of all sources. Furthermore, we determined the fraction of the area that covers a cer-
tain noise level, which is shown in Fig. 3.10. The lowest noise level in our survey of 7σ =
1−2 mJy beam−1, which is dominated by the thermal noise, is achieved in only a small fraction
(∼10%) of the survey area. About half the survey area has a noise level of 7σ < 3 mJy beam−1,
and only 10% of the survey area shows a noise level of 7σ > 8 mJy beam−1. Using this in-
formation, we can create completeness maps for different sources intensities, which are shown
in the appendix in Figs. A.3 to A.10.































Figure 3.11: Example of an hourglass-shaped source (G48.561-0.364) that consists
of two unresolved sources close together. The white contours represent the area
of the source extracted by BLOBCAT. The black contours show observations from
CORNISH (see Sect. 3.6.4) at 5 GHz with a resolution of 1.5”at levels of 2, 5, and
10 mJy beam−1.
As a first classification of the sources, we divide them in two groups: resolved and unre-
solved sources. The BLOBCAT software provides the number of pixels as an output, but this is
not a good measurement to distinguish between resolved and unresolved sources. Because the
BLOBCAT software uses a fixed threshold of 2.6σ to flood-fill the neighboring pixels around
the peak pixel, the number of pixels of a source depends on the corresponding peak intensity.
If we use a simple cut based on the number of pixels, we would, on the one hand, misclassify
strong unresolved sources as resolved, and on the other, we would misclassify weak but closely
resolved sources as unresolved. Therefore we use a comparison of the peak intensity and the
flux density to distinguish between resolved and unresolved sources. The peak intensity and
flux density have the same value for unresolved sources, whereas resolved sources show a
higher flux density value in comparison to the peak intensity value. However, we have to con-
sider the uncertainties in the peak intensity as well as in the flux density, so we use a less strict
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condition and classify all sources as unresolved sources that have Sν < 1.2 × Iν , where Sν and
Iν are the flux density in Jy and peak intensity in Jy beam−1, respectively. In our full catalog
we classify 3184 sources in total as unresolved and 1238 sources (28%) as resolved. For the
sources with the flag "possible artifacts" (see Sect. 3.4.4), the ratio of unresolved and resolved
sources is similar with 76% of the sources being unresolved.
This classification scheme classifies two overlapping, but unresolved sources as resolved. For
unresolved sources that are randomly distributed in the sky, this arrangement is unlikely, how-
ever for extragalactic radio lobes, this overlap can occur frequently. Figure 3.11 shows an
example of two radio lobes that are close together. Even though each radio lobe is unresolved,
we extracted them as one source and hence the flux density is larger than the peak intensity
and we classify them as resolved. This affects the classification of extragalactic and Galactic
sources. However, in many cases (e.g., Fig 3.11), the spectral index helps to resolve this prob-
lem.
The flux density of unresolved sources can be affected in several ways and therefore has to be
treated cautiously. We find for the ratio of Sν/Iν values less than one, which means that the flux
density is lower than the peak intensity. For unresolved sources, this ratio should be one. We
could identify three reasons for this low ratio. First, the source extraction software BLOBCAT
does not fit enough pixels for weak sources, which lowers the flux density. In extreme cases,
the fitted area of BLOBCAT can be smaller than the resolution element. Second, unresolved
sources can be situated in slightly negative sidelobes from nearby strong extended sources,
which affects the flux density, as well as the peak intensity, and this can change the ratio.
Third, weak sources (Iν . 5 mJy beam−1) are not cleaned properly because these sources are
below our cleaning threshold, which lowers the measured flux density and changes the ratio of
Sν/Iν to values below one. We therefore suggest using peak intensities for unresolved sources
for further analysis, and we indicate the corresponding flux densities within our catalog with
brackets.
3.4.7 Spectral index determination
As our observations cover a wide bandwidth from 1 to 2 GHz, we are able to determine spec-
tral indices by extracting the peak intensity of each source within each spectral window and
perform a fit of the spectral index α with the form I (ν) ∝ να . As explained in Sect. 3.3.5,
we use the peak intensity instead of the integrated flux density to determine the spectral index,
since the peak intensity is less affected by filtering effects for extended sources. For unresolved
sources, both quantities reveal the same result. To overcome problems due to different resol-
utions, we smooth all spectral windows to a common resolution of 25′′ prior to extracting the
peak intensity. Furthermore, we use the same technique as described in Sect. 3.4.2 to determ-
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Figure 3.12: Example of the extracted peak intensity as a function of frequency.
Each spectral window is represented by one data point including the 3σ uncertainty.
G27.702+0.705 is represented by the solid line and has a spectral index of α = 0.29±
0.03, whereas G28.108-1.017 is represented by the dashed line and has a spectral
index of α = −0.72 ± 0.02.
ine the spatially varying noise and to estimate the noise within each spectral window. Because
we smooth two spectral windows to perform the source extraction, the signal-to-noise ratio is
higher for the source extraction in comparison to the intensity extraction within each spectral
window separately. We therefore use a less rigid threshold for the intensity extraction of 3
sigma in comparison to 5 sigma for the source extraction. The extracted peak intensities for
each spectral window are given in the catalog presented in this paper. Figure 3.12 shows an
example for the extracted intensities, including the fit of the spectral index for two different
sources. Fig. 3.13 presents an example source showing the images of all spectral windows that
are included in the spectral index fit. In the appendix in Figs. A.1 to A.2, two more examples
are given. We use the scipy function "curve_fit" to fit the data points and use the uncertainty of
the fit as the uncertainty for the spectral index. With this method, we can determine a spectral
index for 3625 sources.
For some sources, we are not able to extract the peak intensity for all six spectral windows,
owing to higher noise or contamination by RFI, for example. In such cases, we determine
the spectral slope from the remaining data points. Naturally, this leads to larger uncertain-
ties. As a result, we introduce the label "reliable spectral index" for all sources that have a
reliable intensity for all six spectral windows, hence a reliable spectral index fit. The catalog
contains 1840 sources that fulfill this criterion, which is about 50% of the sources where it is
possible to determine a spectral index. Figure 3.14 shows the distribution of the uncertainty
of the determined spectral index for all sources and for the sources with the label "reliable
spectral index". The labeled sources show a significantly smaller uncertainty with a mean of





















































































α = −0.32± 0.01
1.05 GHz 1.31 GHz 1.44 GHz 1.69 GHz
1.82 GHz
1.95 GHz
Figure 3.13: Example image of the THOR source G31.869+0.064, which corres-
ponds to the known SNR G31.9+00.0 (Green 2014). The large image represents an
averaged image of the two spectral windows around 1.4 and 1.8 GHz, which we used
for the source extraction (see Sects. 3.4.1 and 3.4.3). The white contours show the
extent of the source determined by the BLOBCAT algorithm. The black cross marks
the peak position, which we used to determine the spectral index. The small images
show each spectral window separately, and the top panel presents the peak intensity
for each spectral window and the corresponding spectral index fit. In each image the
synthesized beam is given in the lower left corner.
∆α = 0.18, whereas all sources show a mean uncertainty of the spectral index of ∆α = 0.62.
In the following, we concentrate our analysis of the spectral index on the sources with reliable
spectral indices.
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Figure 3.14: Histogram of the uncertainty of the determined spectral index. The
black line includes all sources for which we are able to determine a spectral index,
whereas the gray shaded area represents the sources for which we have an intens-
ity measurement in all six spectral windows and therefore a reliable spectral index
measurement.
3.5 Catalog
The published catalog contains 27 entries for each source. Table 3.3 describes each entry in
detail. As explained, we use a smaller beam for the source extraction than for the intensity
extraction. This makes the published values for the corresponding peak intensities different.
Table A.1 shows an example, and Fig. 3.13 presents an example sources showing all the differ-
ent data we used, including the spectral index fit. Further examples can be found in Figs. A.1 -
A.2.
Table 3.2: Statistics of the catalog
Description Number Percentage
All 4422 100%
Unresolved sources 3184 72%
Resolved sources 1238 28%
Possible artifacts 1057 24%
Reliable alpha 1840 41%
Table 3.2 summarizes the number of extracted sources, including the introduced labels.
The exact numbers have to be treated cautiously. Compact sources superimposed on large
regions of extended emission are missed in the catalog. In contrast to this, large, extended
sources, such as SNRs, can be split up in different sources and therefore create multiple entries
in our catalog, even though the emission occurs most likely from the same object. The majority
(72%) of the extracted sources are not resolved. Most of them might be extragalactic in origin
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Table 3.3: Description of the catalog entries.
Col. Name Unit Description
1 Gal. ID Name of the source the form G‘Gal. long’±‘Gal. latitude’1.
2 RA deg RA in J2000 of the peak position.
3 Dec deg Dec in J2000 of the peak position.
4 S_p 2 Jy beam−1 Peak intensity of aver. image used for source extraction (see Sect. 3.4.1).
5 SNR Signal-to-noise ratio in the averaged image.
6 S_int Jy Integrated flux density of the averaged image (see Sect. 3.4.3).
7 BMAJ arcsec Major axis of the resolution element used for the source extraction.
8 BMIN arcsec Minor axis of the resolution element used for the source extraction.
9 BPA deg Rotation angle of the resolution element used for the source extraction.
10 n_pix Number of pixels flooded by BLOBCAT (see Sect. 3.4.3).
11 resolved_source Resolved source label (see Sec 3.4.6). 1 = True, 0 = False.
12 possible_artifact Label for possible artifacts and/or SNR<7. 1 = True, 0 = False.
13 S_p(spw-1060) 3 Jy beam−1 Peak intensity around 1.06 GHz used for spectral index (see Sect. 3.4.7).
14 delta_S_p(spw-1060) 3 Jy beam−1 Uncertainty of peak intensity around 1.06 GHz.
15 S_p(spw-1310) 3 Jy beam−1 Peak intensity around 1.31 GHz used for spectral index (see Sect. 3.4.7).
16 delta_S_p(spw-1310) 3 Jy beam−1 Uncertainty of peak intensity around 1.31 GHz.
17 S_p(spw-1440) 3 Jy beam−1 Peak intensity around 1.44 GHz used for spectral index (see Sect. 3.4.7).
18 delta_S_p(spw-1440) 3 Jy beam−1 Uncertainty of peak intensity around 1.44 GHz.
19 S_p(spw-1690) 3 Jy beam−1 Peak intensity around 1.69 GHz used for spectral index (see Sect. 3.4.7).
20 delta_S_p(spw-1690) 3 Jy beam−1 Uncertainty of peak intensity around 1.69 GHz.
21 S_p(spw-1820) 3 Jy beam−1 Peak intensity around 1.82 GHz used for spectral index (see Sect. 3.4.7).
22 delta_S_p(spw-1820) 3 Jy beam−1 Uncertainty of peak intensity around 1.82 GHz.
23 S_p(spw-1950) 3 Jy beam−1 Peak intensity around 1.95 GHz used for spectral index (see Sect. 3.4.7).
24 delta_S_p(spw-1950) 3 Jy beam−1 Uncertainty of peak intensity around 1.95 GHz.
25 alpha Spectral index of source using all available data points (see Sect.3.4.7).
26 delta_alpha Uncertainty of spectral index.
27 reliable_alpha Label for reliable spectral index (see Sect. 3.4.7). 1 = True, 0 = False.
1 Indicating the peak position.
2 Synthesized beam is different for different fields and is given in rows 7-9.
3 Synthesized beam is smoothed to 25”×25”.
since their spectral indices are negative (see Sect. 3.6.5). About 28% of the extracted sources
are classified as resolved, but as explained in Sect. 3.4.6, some of them might be two closely
separated sources. The distribution of resolved and unresolved sources as a function of Galactic
latitude is shown in Fig. 3.15. This reveals an over-density of resolved sources close to the





















Figure 3.15: Histogram for the number of sources as a function of Galactic latitude.
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Galactic midplane, whereas unresolved sources are equally distributed. The distribution drops
for |b| > 1◦ as the noise increases at the survey edges. The distribution of the unresolved
sources also indicates a slight drop toward the Galactic plane (b ∼ 0◦) because we miss weak
extragalactic sources in the close vicinity of strong Galactic sources, which are mostly located
along the Galactic plane. Similar results can be found in Helfand et al. (2006). This shows
that a large number of the sources in our catalog are not confined to the Galactic plane and
therefore have an extragalactic origin.
3.6 Discussion
3.6.1 Comparison with other surveys
Since the THOR survey is not the first cm-continuum survey in the Galactic plane, we com-
pare our results to previous surveys to check for consistency in the flux density, intensity, and
position. We focus our comparison on three major surveys: the Multi-Array Galactic Plane
Imaging Survey (MAGPIS, Helfand et al. 2006), The NRAO VLA Sky Survey (NVSS, Con-
don et al. 1998), and the Co-Ordinated Radio ‘N’ Infrared Survey for High-mass star formation
(CORNISH, Hoare et al. 2012; Purcell et al. 2013).
3.6.2 MAGPIS
The MAGPIS survey (Helfand et al. 2006) used the VLA in D, C, and B configurations to
map the Galactic plane in the region 5◦ < l < 48◦ and |b| < 0.8◦ with two continuum bands
at 1365 and 1435 MHz, achieving a resolution of ∼6′′ and a sensitivity limit of 1-2 mJy, de-
pending on neighboring bright extended emission. They cataloged 3000 discrete sources in the
region 5◦ < l < 32◦ with diameters less than 30′′ and 400 diffuse sources. Within the overlap
region of the THOR survey (14.2◦ < l < 32◦, |b| < 0.8◦), the MAGPIS catalog contains 2256
discrete and 290 extended sources. The THOR continuum catalog contains 1848 sources in the
same area, including possible artifacts and therefore fewer sources than the MAGPIS catalog.
Using a best match method and a circular matching threshold of 20”, we match 1568 sources
in total. Choosing a smaller matching threshold of 5′′ does not change the result significantly.
Owing to different spatial filtering of the THOR and MAGPIS data, the determined area for
extended sources is different within the two surveys. This effect accounts for the majority of
the non-matches. Merely matching the point sources of the THOR survey reveals a matching
rate of ∼92%, including possible artifacts. If we do not consider the possible artifacts, the
matching rate is even higher with ∼97% and the matching rate considering only the possible
artifacts is ∼78%. This shows that almost all reliable sources within the THOR catalog have a
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Figure 3.16: Histogram for the number of sources as a function of the difference in
Galactic coordinates of the peak position for the matched sources with the MAGPIS
and CORNISH catalogs in red and blue, respectively. The black histogram represents
the actual data, whereas the colored lines show the corresponding fits.
counterpart in the MAGPIS catalog, and therefore the number of false positives due to artifacts
or sidelobes is low within our catalog. Since the matching rate for possible artifacts is still
high, the majority of these sources will also be real detections.
Because the matching with the MAGPIS survey worked well, we used the matched sources to
verify the positions, as well as the flux density. For these comparisons we employed the MAG-
PIS discrete source catalog and neglected the diffuse sources because they suffer from different
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Figure 3.17: Ratio of the MAGPIS and THOR flux density as a function of the THOR
flux density. The red and blue points represent the unresolved and resolved sources,
respectively, as defined in Sect. 3.4.6. The dashed black line represents a one-to-one
relation.
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spatial filtering, which makes the comparison inaccurate. Figure 3.16 shows the histogram of
the difference in Galactic coordinates for the peak position, along with the corresponding fits.
We used a Gaussian function to fit the distribution and find a shift of -0.2′′ and a FWHM for
the distributions of 2.5′′, which is the size of one pixel. The comparison of the flux density is
shown in Fig. 3.17. Similar to the NVSS sources, the unresolved sources show a tight correl-
ation. In contrast to this, the resolved sources show higher flux density values in the MAGPIS
data, owing to less filtering. These tests show that our observation, calibration, and imaging
processes work well, and our work is consistent with previous observations.
3.6.3 NVSS






















Figure 3.18: Flux density comparison with the NVSS data. The ratio of NVSS and
THOR flux density is shown as a function of the THOR flux density for all matched
sources with a matching threshold of 5”for the peak positions. The black dashed line
represents a one-to-one relation.
The NVSS (Condon et al. 1998) is a continuum survey at 1.4 GHz with the VLA in D
and DnC configuration covering the northern sky for J2000 δ > −40◦. The catalog contains
∼ 2×106 sources with a sensitivity limit of ∼2.5 mJy and a resolution of 45”. Within the region
of the THOR continuum catalog, the NVSS catalog contains 7587 sources and therefore almost
twice as many sources as our catalog. We find a match of 1351 sources for a circular matching
threshold of 20′′ and only 657 for a circular matching threshold of 5”for the peak position.
Further analysis of the NVSS images showed that the NVSS catalog is severely contaminated
with obvious false detections due to strong sidelobes from sources close to the Galactic plane
or due to ghost artifacts (Grobler et al. 2014). Therefore the matching process is not reliable for
large matching radius as we match THOR sources with false positives in the NVSS catalog. To
overcome this problem, we only compare the measured flux densities for all matched sources
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with a tight matching radius of 5”. The result is shown in Fig. 3.18. For these tightly matched
sources, the flux density comparison shows a good correlation over three orders of magnitude,
with a slight bias. As shown in Fig. 3.18, the THOR flux density values are slightly higher than
the NVSS flux density values. This bias is visible for resolved and unresolved sources so is not
a filtering effect. We do not have a good explanation for this bias. However, the THOR and
MAGPIS flux densities are consistent (see Sect. 3.6.2), and we report a slight inconsistency
with the NVSS flux densities. Since the matching with the NVSS catalog is difficult due to
artifacts in the NVSS images, we refrain from comparing the peak positions of the sources, but
we perform this comparison with MAGPIS and CORNISH.
3.6.4 CORNISH
CORNISH (Hoare et al. 2012; Purcell et al. 2013) is a Galactic plane survey from 10◦ <
l < 65◦ and |b| < 1◦ using the VLA in B and BnA configuration at a frequency of 5 GHz.
Therefore, the resulting resolution of 1.5′′ is higher than the THOR observations, but objects
larger than ∼14′′ are filtered out. The mean noise level is ∼0.4 mJy beam−1 and 3062 sources
are detected above a 7σ limit. Within the THOR region, CORNISH includes 1367 reliable
sources. We used all THOR sources, which we classify as unresolved to match the CORNISH
sources, and we find a best match of 834 sources using a circular matching threshold of 20′′
for the peak position. As the frequency and filtering is different, we refrained from comparing
the flux densities, but we verified the peak positions. Figure 3.16 shows the difference in
Galactic coordinates for the matched sources. Similar to the comparison with the MAGPIS
survey (see Sect. 3.6.2), we do not detect a significant shift or offset in the distribution, and
the corresponding Gaussian fit has a shift of 0.07′′ and a FWHM of 2.3′′. The small position
offset between the sources in the MAGPIS and CORNISH surveys with the THOR survey show
that our data do not suffer significantly from systematical uncertainties for the position and the
uncertainty of the position depends on the synthesized beam and the signal-to-noise ratio for
each source and is better than 2′′.
3.6.5 Spectral index
As outlined in the introduction, the spectral index allows us to distinguish various physical
processes. In Sect. 3.4.7, we determine a reliable spectral index for ∼1800 sources. This
information helps to distinguish between thermal and non-thermal radiation, showing positive
and negative spectral indices, respectively. Figure 3.19 shows the distribution for the spectral
index. Considering all sources (black line in Fig. 3.19), we find a prominent peak around
α ∼ −1 and a second weaker peak around α ∼ 0. Considering only the unresolved sources
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Figure 3.19: Histogram of the spectral index for all sources with a reliable spectral
index measurement (∼1800 sources). The black histogram represents all sources,
whereas the red and blue histogram represents unresolved and resolved sources. The
green histogram shows the spectral index of all sources that are larger than 500 pixels.
(red line in Fig. 3.19), we recover the strong peak around α ∼ −1, whereas the second peak
around α ∼ 0 decreases. As a result, most of the unresolved sources show a negative spectral
index that indicates non-thermal synchrotron radiation. Therefore, we classify the unresolved
sources with a negative spectral index of α < −0.2 as extragalactic sources. In contrast to the
unresolved sources, the resolved sources (blue line in Fig. 3.19) show two peaks at α ∼ −1 and
α ∼ 0. Most of the resolved sources with a flat spectral index can be matched with Galactic
H ii regions (see Sect. 3.6.6). The resolved sources with negative spectral index are mainly
radio lobes from extragalactic jets that were classified as resolved sources, but might be two
overlapping unresolved sources (see Sect. 3.4.6). If we consider only the largest sources in our
sample with more than 500 pixels, which corresponds to an effective radius of ∼ 32′′ (green
line in Fig. 3.19), we find a broad distribution from α ∼ −1 to 0.5. The sources with flat
spectral index can be classified as H ii region, and the sources with negative spectral index
can be SNR. We explore the H ii regions and SNR in more detail in Sects. 3.6.6 and 3.6.7,
respectively.
3.6.6 H ii regions
Since H ii regions are formed by OB stars, they are ideal objects to locate high-mass star form-
ation. Anderson et al. (2014) present the most complete catalog of these objects, using mid-
infrared observations from the Wide-Field Infrared Survey Explorer (WISE) satellite (Wright
et al. 2010). They detected ∼8000 sources within the Milky Way. Approximately 2000 of
these sources are H ii regions with measured velocities from ionized gas spectroscopy, whereas
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Figure 3.20: Histogram of the spectral index determined with the THOR data as ex-
plained in Sect.3.4.7. The red and black lines represent the matched WISE H ii sources
and all THOR continuum sources that reveal a reliable spectral index, respectively.
the remaining 6000 are H ii region candidates that either show (∼2000 objects) or do not show
(∼4000 objects) radio continuum emission. The mid-infrared sizes range from 10′′ to more
than 20′ with a mean of ∼100′′ for all previously known H ii regions. The wide range of sizes
for the H ii regions makes it challenging to match them with our continuum catalog. Within
a single large H ii region, we usually detect several extragalactic background sources, which
are not related to the H ii region. A visual inspection of all sources is very time consuming.
However, we visually inspected 6 deg2 (∼10%) of the THOR region and used this result to
test several automated matching methods. For the automated matching, the best result was
achieved if we exclude large H ii regions from WISE with r > 150′′ and use only the reliable
THOR continuum sources. As a matching threshold, we used the size of the H ii region. This
method could recover over 90% of the visually inspected sources with less than 10% false
detections. Within the THOR region, the WISE H ii region catalog (Anderson et al. 2014) con-
tains 791 sources that show radio emission and are smaller than r < 150′′, including known
H ii regions, as well as H ii region candidates. Using the described matching threshold, we
match 388 sources.
As H ii regions exhibit thermal radio emission, we expect a flat or positive spectral index, de-
pending on the optical depth. Out of the 388 matched sources, 326 show a reliable spectral in-
dex. Figure 3.20 presents the distribution of the reliable spectral index for all matched sources
(red histogram) in comparison to the entire THOR continuum catalog (black histogram). As
expected, we find a single peak around zero, which confirms the thermal origin of the radiation
for these sources. About 80% of the matched WISE H ii regions are resolved, which is a sig-
nificantly larger percentage than for the entire set of THOR continuum sources (∼30%). For
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Figure 3.21: Radius of the H ii regions measured by the THOR data compared to the
mid-infrared WISE data given by Anderson et al. (2014). The red line represents a
Gaussian fit.
the resolved sources, we can compare the sizes of the H ii regions measured in mid-infrared
emission by the size measured in the radio emission. For the THOR sources we can estim-
ate an effective radius for the area determined with the BLOBCAT extraction algorithm. The
mid-infrared emission at 12 —m traces the photo-dissociation region at the outer edge of the
H ii regions, whereas the radio emission traces the enclosed ionized gas in the interior of the
H ii regions. This can be seen for several H ii regions presented by Watson et al. (2008). We
therefore expect that the ratio of the THOR radius divided by the WISE radius is less than one.
The result of this comparison is shown in Fig. 3.21. We find a close correlation around 0.5.
This close correlation has to be treated cautiously, as the comparison suffers from systematic
uncertainties due to the different methods of the size determination. The radius for the WISE
H ii regions is determined visually with circles, whereas the radius of the THOR sources is an
effective radius of the extracted source area.
3.6.7 Supernova remnants
To date the most complete catalog of Galactic SNR contains 294 sources (Green 2014). Most
of them are discovered or confirmed in the radio continuum. The size distribution and intens-
ity of these SNR varies over several orders of magnitude, making them difficult to observe.
Within the THOR region, the SNR catalog by Green (2014) contains 43 sources. Out of these
43 sources, we identify 26 sources within our catalog. Since the SNR can be very clumpy,
several sources within the THOR continuum catalog can be matched with a single SNR from
the catalog by Green (2014). Table A.2 shows the sources that are matched visually. Seventeen
SNR from the catalog by Green (2014) are below the threshold for our THOR continuum cata-
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Table 3.4: MAGPIS SNR candidates in comparison with THOR sources, Green SNR
and WISE H ii regions.
SNR candidate THOR source Green SNR WISE H ii diam. distance α ∆α
[’] [kpc]
G16.358−0.183 G016.352-00.179 2.8 – –
G17.017-0.033 G17.030-0.069 G017.0-00.0 G017.032-00.0522 4.0 -0.193 0.64
G17.336-0.139 G17.335-0.139 G017.336-00.146 1.8 0.09 0.29
G18.150-0.1721 G18.193-0.174 G018.1-00.1 G018.195-00.1712 7.0 6.3±0.5 -0.37 0.10
G18.171-0.213 – -0.68 0.25
G18.107-0.134 – -0.72 0.25
G18.254-0.3081 G18.270-0.289 G018.253-00.298 3.5 4.3±0.6 -0.46 0.05
G18.638-0.292 G18.610-0.316 G018.6-00.2 4.0 4.6±0.6 0.17 0.22
G18.758-0.0741 G18.760-0.072 1.6 4.9±0.6 -0.35 0.08
G19.461+0.1441 G19.492+0.135 G019.489+00.1352 6.0 6.8-17.5 0.15 0.02
G19.475+0.173 – -0.30 0.12
G19.580-0.2401 G19.610-0.235 G019.554-00.2482 3.2 6.3±0.5 0.95 0.01
G19.555-0.230 – -0.14 0.28
G19.592+0.0251 G19.592+0.028 G019.594+00.024 0.8 -0.41 0.19
G19.610-0.1201 G19.614-0.133 G019.629-00.095 4.5 11.6±0.5 -0.45 0.11
G19.660-0.2201 G19.610-0.235 G019.675-00.2262 4.5 0.95 0.01
G19.691-0.204 – -0.41 0.28
G20.467+0.150 G20.502+0.155 G020.4+00.1 5.5 -0.54 0.33
G21.557-0.103 G021.5-00.1 G021.560-00.108 4.0 – –
G21.642+0.000 G21.632-0.007 G021.634-00.003 2.8 -0.28 0.49
G22.383+0.100 G22.360+0.064 G022.357+00.0642 7.0 -0.72 0.18
G22.758-0.4921 G22.760-0.478 G022.761-00.492 3.8 5.1±0.6 -0.04 0.04
G22.992-0.358 G22.980-0.370 G022.988-00.3602 3.8 5.0±0.5 -0.51 0.18
G22.974-0.345 – -0.123 0.60
G23.567-0.033 G23.541-0.039 G023.572-00.0202 9.5 6.4±0.7 -0.033 0.14
G23.585+0.030 – 0.36 0.14
G23.645-0.028 – 0.633 0.46
G24.180+0.217 G24.200+0.192 G024.185+00.2112 5.2 0.133 0.41
G24.197+0.243 – -0.093 0.15
G24.166+0.251 – -0.03 0.22
G25.222+0.292 G25.220+0.286 G025.220+00.289 2.0 -0.00 0.24
G27.133+0.0331 G27.158+0.063 11.0 6.1-16.2 -0.63 0.28
G27.119-0.027 – -0.39 0.21
G28.375+0.203 G028.376+00.2082 10.0 – –
G28.517+0.133 14.0 6.2-15.9 – –
G28.558-0.0081 G28.569+0.020 3.0 6.5-15.9 -0.15 0.09
G28.767-0.425 9.5 – –
G29.067-0.675 G029.088-00.675 8.0 – –
G29.078+0.4541 G29.079+0.458 0.7 -0.19 0.08
G29.367+0.1001 G29.372+0.104 9.0 5.8-15.8 -0.40 0.14
G30.849+0.1331 G30.854+0.151 G030.847+00.140 2.2 6.7-15.6 -0.11 0.04
G30.866+0.114 – 0.71 0.06
G30.839+0.117 – -1.09 0.19
G31.058+0.4831 G31.057+0.497 G031.054+00.4912 4.5 6.6-15.5 -0.08 0.10
G31.034+0.459 – -0.34 0.19
G31.610+0.3351 G31.598+0.330 G031.610+00.335 3.1 6.6-15.5 0.19 0.19
G31.821-0.122 G31.823-0.117 G031.806-00.115 1.8 -0.10 0.24
The SNR candidates are given in Helfand et al. (2006). Since the SNR candidates can be clumpy, several THOR
sources can be found within one MAGPIS SNR candidate so we list all corresponding THOR sources. The asso-
ciated SNR names taken from Green (2014) are given, as well as associated WISE H ii regions given in Anderson
et al. (2014). The given H ii regions can be associated with the SNR, but they can also be foreground or background
objects. Figure 3.23 shows the size for each H ii region. The diameter of the MAGPIS SNR candidates is taken
from Helfand et al. (2006), and the distance is determined via H i absorption and taken from Johanson & Kerton
(2009). The spectral index α is measured for the peak position of the THOR source (see Sect. 3.4.7) and can vary
significantly within the source (see Fig. 3.23).
1 Spectral index map is shown in Fig. 3.23.
2 Multiple H ii regions can be found within the region.
3 Determination of the spectral index is uncertain, since the source is not detected in all spectral windows.




























Figure 3.22: Spectral index α of the SNR G018.8+00.3 (THOR source
G18.761+0.287). The black contours represent the continuum emission in steps of
10, 20, 30, and 40 mJy beam−1.
log and are not extracted. These SNR are either too weak, not visible in the radio continuum,
or too diffuse, and we filter them out with the VLA C-Array configuration. However, we visu-
ally inspected the missing 17 SNR and could find traces of at least nine SNR, below the used
extraction threshold of 5σ.
The spectral index for SNR peaks around α ∼ −0.5 (Green 2014; Dubner & Giacani 2015).
The spectral index can vary spatially for the same SNR from α ∼ 0 to -1 (e.g., Bhatnagar et al.
2011; Reynoso & Walsh 2015). Here we highlight one example to demonstrate the capability
of this data set and show the spectral index map of the well known SNR G018.8+00.3 in Fig.
3.22. Furthermore, we use this technique to examine several SNR candidates proposed in the
MAGPIS survey.
MAGPIS (Helfand et al. 2006) provides 49 new SNR candidates, which are only partly in-
cluded in the SNR catalog by Green (2014). Their criteria for a SNR candidate is that they
have: 1.) a high ratio between 20 cm continuum and 21 µm flux density, 2.) a counterpart at
90 cm continuum emission, and 3.) a distinctive SNR morphology, e.g., shell-type or filled-
center (Dubner & Giacani 2015). Followup observations for these candidates to determine
the distance using H i absorption are presented in Johanson & Kerton (2009). Since MAGPIS
has higher spatial resolution, it is more sensitive at detecting the mentioned SNR morphology.
However, the THOR survey can help to characterize the radiation and distinguish between
thermal and non-thermal radiation. Within the THOR region, we find 33 MAGPIS SNR can-
didates, which are listed in Table 3.4. Only five of them are included in the SNR catalog
presented by Green (2014). In contrast to this, 24 of these MAGPIS SNR candidates have
at least one counterpart in the WISE H ii region catalog presented by Anderson et al. (2014).
However, thanks to the high density of H ii regions within the Galactic plane, these can be
chance alignments along the line of sight.
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Figure 3.23: Spectral index maps of extended MAGPIS SNR candidates. The color
scale represents the spectral index α from -1.5 to 0.5, the black contours show the
continuum emission in steps of 5, 10, 15, 20, 40, and 100 mJy beam−1. The red and
white circles indicate the sizes of the SNR candidates given in Helfand et al. (2006)
and the sizes of the H ii regions given in Anderson et al. (2014), respectively. In each
panel the synthesized beam is shown in the bottom left corner.
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As explained, we can use the spectral index to distinguish between thermal and non-thermal
radiation. We present spectral index maps for 16 extended MAGPIS SNR candidates in Fig.
3.23. Similar to the example of the well known SNR G018.8+00.3 (Fig. 3.22), we find strongly
varying spectral index maps. On the one hand, several sources clearly indicate a flat spectral
index (e.g., G31.610+0.335), which is characteristic for an H ii region. On the other hand, sev-
eral sources (e.g., G18.150-0.172) show clear signatures of a negative spectral index around
-0.5, which is typical of SNR. However, for some sources the classification as thermal or non-
thermal radiation is difficult as the spectral index shows both positive and negative values.
The source G19.580-0.240 is a good example for such a behavior. This can be explained by
several different sources along the line of sight. Our goal is to use this information to clas-
sify sources as potential SNR or as H ii regions. As explained in Sect. 3.3.5, we have to
be cautious with the spectral index for extended sources due to different filtering at differ-
ent wavelengths. The spectral index maps of the MAGPIS SNR candidates G18.150-0.172,
G18.758-0.074, G27.133+0.033, G28.558-0.008, G29.367+0.100 show negative values, and
they are not directly correlated with any known H ii region. Therefore, these five sources are
excellent candidates for SNR. However, only one of them (G18.150-0.172) is listed in the
SNR catalog by Green (2014). The morphology of the five proposed SNR differs widely.
We find two examples of shell-type SNR (G18.150-0.172, G28.558-0.008), one small filled-
center (G18.758-0.074) and two that may be part of a larger shell or a more filamentary SNR
(G27.133+0.033, G29.367+0.100).
Beside these proposed SNR without any correlation to known H ii regions, we find one source
(G18.254-0.308) that is a well known H ii region (Anderson et al. 2014) showing the same
morphology in the infrared, but the spectral index map shows mostly negative values down to
α = −1. This is an indicator of non-thermal radiation, which contradicts the expected radi-
ation coming from an H ii region. Owing to the different spatial filtering in our data (see Sect.
3.4.7), we cannot exclude a systematic shift of the spectral index. However, the source is strong
(∼30σ) and not very extended, which minimizes the filtering effects. Further analysis will be
needed to reveal the nature of this source.
3.6.8 Special source G48.384+0.789
In this section, we introduce a special source, which has a remarkably high positive spectral
index. The THOR source G48.384+0.789 is unresolved and bright (30-100 mJy beam−1) and
shows a positive spectral index of α = 1.70 ± 0.02. Since this source is unresolved, the
spectral index determination does not suffer from spatial filtering due to the VLA C-array
configuration and is well constrained. Figure 3.24 shows the flux density measurements for
each spectral window, and the corresponding spectral index fit. This source has a counterpart
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α = 1.69± 0.02
G48.384+0.789
Figure 3.24: Spectrum of the THOR source G48.384+0.789. The data points between
1 and 2 GHz are taken from the THOR survey, and the dashed line represents the fitted
spectral index to these data points of α = 1.69 ± 0.02. The data point at 5 GHz (x-
shape) is taken from the CORNISH survey (Purcell et al. 2013), and the data points at
4.85, 10.45, and 32 GHz (circles) are taken from Vollmer et al. (2008). For each data
point, a 5σ uncertainty is shown.
in CORNISH (G048.3841+00.7889, Purcell et al. 2013) at 5 GHz. The corresponding flux
density measurement at 5 GHz is also given in Fig. 3.24, but we do not consider this data point
for the spectral index determination. Within CORNISH, this source is classified as "IR-quiet"
and even with the high resolution of CORNISH of 1.5”, this source is unresolved. Further
observations at 4.85, 10.45, and 32 GHz using the Effelsberg 100m telescope presented by
Vollmer et al. (2008) show a flat spectrum for higher frequencies (see Fig. 3.24). We do not find
any counterpart in sub-mm emission (ATLASGAL) or in CO emission (GRS). However, Very
Long Baseline Array (VLBA) observations presented by Immer et al. (2011) reveal a detection,
and they classified this source as compact ("compactness B"). This does not translate trivially
to an actual size of the object because VLBA observations suffer from severe filtering effects.
But this detection shows that the object has a very compact component typical of extragalactic
sources, such as AGNs. The spectral index could also be explained by an AGN as similar
spectral shapes are found in the literature (e.g., Brunthaler et al. 2005).
3.7 Conclusions
The THOR survey, which is the H i, OH, recombination line survey of the Milky Way is a
Galactic plane survey covering a large portion of the first Galactic quadrant (l = 14 − 67◦,
|b| ≤ 1.1◦) using the VLA in the C-Array configuration, achieving a spatial resolution of ∼10-
25”. In this paper, we present a catalog of continuum sources within the first half of the survey
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(l = 14.0 − 37.9◦ and l = 47.1 − 51.2◦, |b| ≤ 1.1◦). We summarize our work and the main
results below.
1. With the BLOBCAT extraction software, we extracted 4422 sources. We used a spatially
varying noise map, as well as automated RFI flagging methods (RFlag) to decrease the
number of false detections. Furthermore, we visually inspected each source for obvious
artifacts. About 75% (3366 sources) of the extracted sources are reliable detections
above 7σ. The catalog is complete up to 95% above the 7σ detection limit, whereas
the noise is spatially varying. Half of the observed area has a noise level of 7σ <
3 mJy beam−1.
2. We cross-matched the THOR catalog with the NVSS, MAGPIS, and CORNISH cata-
logs to validate the position and flux density. The position comparison with MAGPIS
and CORNISH reveals no significant shift, and we reported a position uncertainty that
depends on the strength of the source but is smaller than 2”. The flux density and peak
intensity comparison with MAGPIS shows a one-to-one relation; however, we find a
slight bias in comparison with the NVSS survey.
3. Thanks to the broad bandpass between 1 and 2 GHz, we were able to determine reli-
able spectral indices for 1840 sources. We extracted the peak intensity of six different
spectral windows and used a linear fit to describe the spectral index α with the form
I (ν) ∝ να . The spectral index distributions reveals two peaks at α = −1 and α = 0,
highlighting two groups of sources, which are dominated by thermal and non-thermal
radiation, respectively.
4. We used the spectral index information to investigate the spectrum of H ii regions. We
cross-matched the THOR catalog with the WISE H ii region catalog and found an overlap
of 388 sources. For about 326 of these sources, we were able to determine a reliable
spectral index. The distribution reveals a single peak around α = 0, indicating thermal
free-free emission.
5. The spectral index can also be used to confirm potential SNR candidates because they ex-
hibit a typical spectral index of α = −0.5. We investigated the MAGPIS SNR candidate
catalog and determined spectral index maps for 16 SNR candidates. Owing to potential
line-of-sight contamination with H ii regions, the differentiation between thermal and
non-thermal radiation is difficult. However, we confirmed five SNR candidates, showing
non-thermal radiation and no correlation with H ii regions. Four of them are not listed in
the SNR catalog presented by Green (2014).
4Studying atomic hydrogen during cloud
formation by means of HISAs: Kinematics
and probability distribution functions
4.1 Abstract
Probability density functions (PDFs) of the column density or volume density of hydrogen are
a common tool to examine molecular clouds. Due to turbulent motion, the initial PDFs have a
log-normal shape and evolve into a power-law tail at high column densities due to collapse and
gravitational forces. To date, these studies are mostly limited to the molecular content of the
cloud. In this chapter, we will study the cold atomic content of the giant molecular filament
GMF38.1-32.4, calculate column density PDFs and study the corresponding kinematics. We
extracted a long H i self absorption (HISA) feature, which correlates partly with CO emission.
The peak velocity of the HISA and CO shows a close correlation on one side of the filament,
whereas a velocity step is visible on the other side. The column density of the cold absorbing
H i is on the order of 1020-1021 cm−2. In contrast to this, the column density of the molecu-
lar hydrogen, traced with CO, is an order of magnitude higher. The shape of the atomic and
molecular column density PDF reveal mostly log-normal shapes, indicating turbulent motion
as the main driver. This interpretation is supported by the measured linewidth of ∆vFWHM =
6-8 km s−1 for the HISA. We speculate that we observe different evolutionary stages within the
filament. The left sub-region seems to be forming a molecular cloud out of the atmoic envir-
onment, whereas the right sub-region already shows high column density peaks and active star
formation. Such studies are an important characterization of the transition between the atomic
and molecular phase and influence simulations as well as theoretical studies.
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4.2 Introduction
With the high sensitivity and resolution of the Herschel space telescope, filamentary structures
at different scales were found everywhere within our Milky Way (e.g., André et al. 2014).
These filaments play an important role for star formation as they provide a channel to gather
mass. In numerical simulations, filaments are created by many processes, such as turbulent
motions, converging flows or colliding sheets. The longest of these structures are molecular
filaments, such as the famous ‘Nessie’ cloud (Jackson et al. 2010). This cloud is situated paral-
lel to the Galactic plane within a spiral arm. Hence, it is also called a ‘bone of the Milky Way’
(Goodman et al. 2014). The length of Nessie is still under debate and between 80 and ∼400 pc
long (Goodman et al. 2014).
To study large filaments similar to ‘Nessie’ in a statistical manner, Ragan et al. (2014) com-
piled a catalog of long molecular filaments. They used near-infrared (NIR) and mid-infrared
(MIR) observations from the Spitzer Galactic Plane survey (GLIMPSE, Benjamin et al. 2003)
to detect long (>1◦) elongated absorption features. This ‘by-eye’ search revealed a sample
of 12 long absorbing filaments. To confirm that these absorbing features belong to the same
structure, they examined the velocity structure, using CO emission from the Galactic Ring Sur-
vey (GRS, Jackson et al. 2006). This resulted in a sample of seven velocity coherent filaments
called ‘giant molecular filament’ (GMF). Their length and mass ranges from 60 to 200 pc and
0.5 to 7 × 105 M , respectively. In contrast to the ‘Nessie’ cloud, the giant molecular filaments
presented by Ragan et al. (2014) are not just confined to Galactic spiral arms, but are also loc-
ated in the inter-arm region. Hence, some of them might be so called spurs, which are observed
in nearby galaxies (e.g., in M51, Schinnerer et al. 2013). However, this explanation has to be
treated cautiously due to large uncertainties for the model of the Galactic spiral arms. Another
survey of large filaments is presented by Wang et al. (2015), employing Herschel data.
A common tool to study molecular clouds are the probability distribution functions (PDFs) of
the column density or the volume density (e.g., Kainulainen et al. 2009, 2014; Sadavoy et al.
2014; Stutz & Kainulainen 2015; Schneider et al. 2015a). The observed shape of these PDFs
depends on the physical processes acting within the cloud. In the early evolution of a molecular
cloud, the PDF reveals a log-normal shape which is due to turbulent motions within the cloud
and determines the width of the log-normal shape. More evolved clouds develop a high-density
power-law tail, which indicates that gravity becomes the dominant driver (Kainulainen et al.
2009). These evolved clouds can be related to evolutionary stages by measuring the slope of
their power-law, whereas shallower slopes might indicate earlier evolutionary stages (Stutz &
Kainulainen 2015). High-mass star-forming regions reveal even multiple power-laws, having
a shallower slope for the highest density regions. This indicates a slower collapse for such re-
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gions (Schneider et al. 2015a). Lombardi et al. (2015) presents a controversial work, reporting
that all PDFs have a power-law shape and the log-normal shape could be an observational bias.
Theoretical work and simulations of molecular clouds also reproduce PDFs in different forms
(e.g., Vazquez-Semadeni 1994; Federrath et al. 2010). Numerical simulations and analytic cal-
culations also show the evolution of the column density PDF from a pure log-normal shape for
early stages and the development of a power-law tail for more evolved regions (Ballesteros-
Paredes et al. 2011; Girichidis et al. 2014). These studies are mainly focused on the molecular
hydrogen for the star-forming clouds and to our knowledge only one publication determined
column density PDFs for the atomic content. Burkhart et al. (2015) presents a study of H i ob-
servations of the Perseus molecular cloud. They used data from the GALFA-H i survey (Peek
et al. 2011), which was observed with the Arecibo Observatory. The H i column density was
calculated by correcting the H i emission for optical depth effects (Lee et al. 2012, 2015), sim-
ilar to the data presented in Chapter 2. The presented H i column density PDF shows a pure
log-normal shape, without any power-law tail (Burkhart et al. 2015).
Even though the 21cm H i line offers a direct measurement to study the atomic hydrogen, it is
difficult to measure its properties. The main challenge is the coexistence of the warm neutral
medium (WNM) and the cold neutral medium (CNM) in pressure equilibrium side by side
(Wolfire et al. 2003). However, studies of H i self absorption (HISA) overcome this problem,
as they solely trace the CNM. HISA features occur if cold, dense H i is in front of an emission
background. Within the Milky Way, HISA features are found basically everywhere (Gibson
et al. 2005a; Kavars et al. 2005). Their spin temperature ranges from ∼10-50 K, (e.g. Gibson
et al. 2000; Kavars et al. 2005; McClure-Griffiths et al. 2006). A special case of the HISA
features are so called H i narrow self absorption (HINSA) features, revealing small linewidths
on the order of ∼1 km s−1 (Li & Goldsmith 2003; Krcˇo & Goldsmith 2010).
To investigate the transition of atomic to molecular hydrogen in more detail, we initiated a pro-
ject to examine the hydrogen content in detail of one giant molecular filament found by Ragan
et al. (2014). The goal is to study the kinematics of one long filament in the molecular and
atomic hydrogen traced by CO emission and H i self absorption, respectively. Furthermore, we
will analyze column density PDFs for the atomic and molecular hydrogen and compare their
properties.
4.3 Observational Methods
4.3.1 H i self absorption
In Chapter 2 we examined the H i emission of the star forming complex W43 and corrected
for optical depth effects by measuring the H i optical depth towards strong continuum sources.
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Figure 4.1: A sketch of the arrangement of the different components. The cold ab-
sorbing cloud (HISA) is surrounded by emitting clouds with temperature Tfg and Tbg.
Behind the H i clouds, several continuum sources can be situated, either diffuse or
discrete.
As explained, this is the H i continuum absorption (HICA) method. Beside the absorption of
background continuum sources, we can also measure the absorption of cold H i in front of an
emitting H i cloud. This is called the H i self absorption (HISA). The terminology ‘H i self
absorption’ can be misleading, as the emission and absorption processes can occur in the same
cloud, but must not. It is possible, that the H i emission stems from a distant background cloud,
which has the same velocity with respect to the local standard of rest vLSR than the absorbing
foreground cloud. This is feasible due to the rotation curve of the Milky Way.
Since we observe several different components along the line of sight, the equations become
more complicated than the simple HICA description given in Chapter 2 and shown in Fig. 2.2.
A comprehensive discussion about the radiative transfer of HISA features can be found in Gib-
son et al. (2000), Kavars et al. (2003) and Li & Goldsmith (2003). Figure 4.1 illustrates the
discussed arrangement of clouds. In general, we observe an emitting foreground and back-
ground H i cloud, which have spin temperatures Tfg and Tbg, respectively. Between these two
emitting clouds, a cold absorbing H i cloud can be situated, having the spin temperature THISA.
Furthermore, we observe 1.4 GHz continuum emission, which can be a diffuse Galactic com-
ponent or discrete strong sources. These continuum sources were discussed in detail in Chapter
3. For simplicity, we assume that the continuum emission is situated in the background. How-
ever, this assumption will not be fulfilled generally. In the following section, we will exclude
the presence of strong, discrete continuum sources and consider solely a weak diffuse con-
tinuum background. In Sec. 4.5.2, we will utilize strong continuum sources to determine the
optical depth. Following Eq. 1.9, we measure the on and off position as:
Toff = Tfg(1 − e−τfg ) + Tbg(1 − e−τbg )e−τfg + Tconte−(τfg+τbg) − Tcont
Ton = Tfg(1 − e−τfg ) + THISA(1 − e−τHISA )e−τfg+
Tbg(1 − e−τbg )e−(τfg+τHISA) + Tconte−(τfg+τHISA+τbg) − Tcont,
(4.1)
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Figure 4.2: Example spectrum showing a prominent HISA around vLSR ∼ 55 km s−1.
The actual H i spectra is shown in black (Ton) and the estimated background emission
using a second order polynomial (see Sect. 4.4.2) is shown in blue (Toff).
where τfg, τbg, τHISA are the corresponding optical depths of each component shown in Fig. 4.1
and Tcont is the continuum brightness temperature. During the data reduction, we subtract the
continuum emission from the H i data, which is indicated by the last factor (−Tcont). An ex-
ample spectrum illustrating Ton and Toff is shown in Fig.4.2. Calculating the difference between
the on and off position, we find:
Ton − Toff = THISA(1 − e−τHISA )e−τfg − Tbg(1 − e−τbg )e−τfg (1 − e−τHISA )
− Tcont(1 − e−τHISA )e−(τfg+τbg)
=
(
THISA − Tbg(1 − e−τbg ) − Tconte−τbg
)
× (1 − e−τHISA )e−τfg
(4.2)
This equation can be further simplified by introducing the dimensionless parameter p (e.g.,
Feldt 1993; Gibson et al. 2000):




As a last simplification, we assume that the foreground and background clouds are optically
thin and therefore τfg and τbg are small. This results in:
Ton − Toff = (THISA − p Toff − Tcont) × (1 − e−τHISA ). (4.4)
For the simplification of small τfg and τbg, the dimensionless parameter p (Eq. 4.3) describes the
fraction of the H i background emission. That means for p = 1, there is no foreground emission
and for p = 0.5, the amount of foreground and background emission is equal. Measuring
this parameter is difficult and we usually have to assume a certain value. The corresponding
uncertainty will be discussed in more detail in Sect.4.5.5.
Equation 4.4 connects the properties of the HISA, such as the cloud spin temperature THISA
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Figure 4.3: The optical depth τ as a function of the spin temperature calculated using
Eq. 4.4 and assuming typical values for an HISA feature (Toff = 120 K, Ton = 70 K,
Tcont = 20 K). The different color represent different values of p (Eq. 4.3) from 0.3 to 1.
The black vertical line indicates the temperature of the cosmic microwave background
of 2.7 K, which is a lower limit for the spin temperature.
and the optical depth τHISA, with the observable quantities Ton, Toff and Tcont. However, this
equation alone does not allow us to disentangle the spin temperature and the optical depth and
further assumptions or measurements are necessary.
To study this relation in more detail, we can plot the optical depth as a function of the spin
temperature which is shown in Figure 4.3 for assumed values of Toff = 120 K, Ton = 70 K and
Tcont = 20 K. These are realistic values, which can be found for H i self absorption features
(e.g., Gibson et al. 2000). The different colors represent different values of p from 0.3 to 1.
The black vertical line indicates a lower limit of the spin temperature of T = 2.7 K, which is
the temperature of the cosmic microwave background. The general interpretation of the curves
is that a higher optical depth is necessary to induce the assumed absorption feature for higher
spin temperatures. This dependence becomes very steep at a certain point, depending on p.
As we need a high brightness sensitivity to extract the HISA feature, we use the VGPS data
Stil et al. (2006) in the following (see Sect. 1.4.5 for further details). This data has an angular
resolution of Θ = 60′′ and a velocity resolution of ∆v = 0.82 km s−1.
4.3.2 H2 mass estimate via 13CO observations
We want to compare the cold H i component with the molecular content of the filament. How-
ever, cold molecular hydrogen is not directly observable and we have to use tracers or indirect
measurements to estimate it. In Chap. 2 we used dust emission measured with the Herschel
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telescope to estimate the molecular content. In this chapter, we are using the CO molecule to
trace the molecular content, because we are not only interested in the column density, but also
in the kinematics of the molecular filament. Furthermore, with the CO data we can directly as-
sociated the molecular and atomic hydrogen kinematically and hence avoid contributions from
other spiral arms. Dust emission measurements do not provide these kinematical information.
As a molecular tracer, we use the 13CO, J = 1→ 0 data from the Galactic Ring Survey (GRS,
Jackson et al. 2006). This data has an angular resolution of Θ = 44′′ and a velocity resolution
of ∆v = 0.21 km s−1, which is superior to the used H i data and we have to smooth the CO data
accordingly to Θ = 60′′ and ∆v = 0.82 km s−1.
To estimate the column density of the CO molecule, we assume that the 13CO, J = 1 → 0
emission is optically thin and use the equation (Wilson et al. 2010):
N (13CO) = 3.0 × 1014
∫
TMB(v) dv
1 − exp(−5.3/Tex) , (4.5)
where N (13CO) is the column density of the 13CO in units of cm−2, dv is the velocity in
km s−1 and TMB is the main beam brightness temperature and Tex is the excitation temperature,
both in K. We do not have a direct measurement for the excitation temperature, but we can
assume that excitation temperature from the 12CO and 13CO emission is equal. Roman-Duval
et al. (2010) derived the 12CO excitation temperature for 580 molecular clouds within the GRS
survey assuming that the 12CO line is optically thick. The determined mean value for the
excitation temperature is ∼6 K. We will use this value to calculate the column density. Using
larger values of Tex will increase the column density uniformly, but not change the structure.
To obtain finally the H2 column density, we have to follow two steps: First estimate the CO
column density from the 13CO column density and then estimate the H2 column density from
the CO column density. To estimate the ratio of CO to 13CO we use Eq. 3 in Milam et al.
(2005), which depends on the distance from the Galactic center Rgal. For the Galactocentric
distance of 6 kpc for GMF38.1-32.4, this results in a ratio of N (CO)/N(13CO) ∼ 51. Following
the original calculations about the GMF38.1-32.4 presented in Ragan et al. (2014), we use a
constant ratio of N (CO)/N(H2) = 1.1 × 10−4 (Pineda et al. 2010). This results in a final ratio
of N (H2)/N(13CO) ∼ 4.6 × 105. Since these ratios have large uncertainties, the calculated
molecular column density has an uncertainty of at least a factor of two. On top of that we
have uncertainties due to the assumption of optical thin emission and the assumption of the
excitation temperature. It is also known that CO does not trace all H2, which is called ‘CO-
dark-H2’. Simulations and observations showed that this can make up a significant fraction up
to 42% (Pineda et al. 2013; Smith et al. 2014).
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4.4 Results
4.4.1 Giant molecular filament GMF38.1-32.4
The giant molecular filament GMF38.1-32.4 is the longest and most massive filament in the
sample presented by Ragan et al. (2014). Its angular length is 3.8◦, which reveals a physical
length of ∼230 pc at a distance of ∼3.5 kpc (Ragan et al. 2014). The coherent velocity range
is from vLSR = 50 − 60 km s−1. The top panel of Fig. 4.4 shows the integrated 13CO emission
from the GRS survey (Jackson et al. 2006). The CO emission covers almost the entire length
of the filament continuously, whereas the main emission peaks are situated on the right side.
The integrated H i emission is shown in the middle panel of Fig. 4.4 and reveals a more diffuse
emission covering a larger area than the CO emission. The strongest H i emission does not
coincide with CO emission, but almost an anti correlation of the H i and CO emission can be
observed. This is due to the H i self absorption, which we will study in detail in Sect. 4.4.3.
To understand the H i emission and absorption, it is crucial to consider the 1.4 GHz continuum
emission, which is shown in the lower panel of Sect. 4.4.3. Besides diffuse continuum emission
around the Galactic plane, several strong sources are apparent. The largest source is the SNR
G34.7-0.4, also known as W44. Another strong continuum source is close to the CO emission
peak and is an UCH ii region. Within the THOR catalog it has the name G34.256+0.146
(see Chapter 3, Bihr et al. 2016). We will use this source to measure the H i optical depth in
Sect. 4.5.2. In the central part of the filament around l = 35.6◦ the diffuse continuum emission
is high (Tcont ∼ 30 K), which makes the analysis of the H i line difficult.
4.4.2 Background estimate to measure Toff
To extract a reliable HISA feature, it is crucial to know the background emission. Differ-
ent methods can be found in the literature to perform this task. The first method is to use
absorption-free H i emission spectra, located close to the absorption feature (e.g., Gibson et al.
2000), called ‘off-position’. For this method, we have to assume that the H i background emis-
sion stays spatially constant over the absorption feature, which might be fulfilled for spatially
small HISA features. Even though we are studying a large HISA feature, spanning several
degrees on the sky, we tested this method and extracted H i spectra from five different re-
gions, which are labeled as ‘Off 1’ to ‘Off 5’ in Fig. 4.5. These off-positions were chosen as
regions without significant 1.4 GHz continuum emission and without CO emission. Further-
more, these regions did not show significant self absorption features at the velocity range of
vLSR = 50 − 60 km s−1. The corresponding spectra are presented in Fig. 4.6. These spectra
reveal large variations, which makes them difficult to use as a general off position.








































































































































Figure 4.4: The overview of the giant molecular filament GMF38.1-32.4. The top
panel shows the integrated 13CO emission from the GRS survey (Jackson et al. 2006)
from vLSR = 50 − 60 km s−1. The integrated H i emission for the same velocity range
is shown in the middle panel and taken from the VGPS survey (Stil et al. 2006). The
corresponding 1.4 GHz continuum emission from the VGPS survey is shown in the
bottom panel. The contours in each panel indicate the integrated CO emission at
levels of 5, 10 and 20 K km s−1.
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Figure 4.5: The H i integrated emission (moment zero) is presented in color and the
gray contours indicate the integrated CO emission at levels of 5, 10 and 20 K km s−1.
The black ellipses show the position of the ‘off-position’ shown in Fig. 4.6 and the
black ‘X’ show the position of the spectra shown in Fig. 4.7.





















Figure 4.6: Different H i emission spectra around the GMF38.1-32.4, which can be
used as ‘off-positions’. The area, which we used for the extraction is shown in Fig. 4.5.
The black line shows the mean spectra of all five off-spectra and the gray shaded area
indicates the velocity range of the HISA feature (vLSR = 50 − 60 km s−1).
actual fit and interpolate for the absorption feature. This method is used frequently, using
different functions to fit the H i emission, such as linear fits (e.g., Kavars et al. 2003; McClure-
Griffiths et al. 2006) or polynomials with different order (e.g. Li & Goldsmith 2003). We use
this method as well, testing different fit functions. Fig. 4.7 presents five different spectra from
different positions indicated in Fig. 4.5. We used a polynomial with second and fourth order and
fitted the spectra for the velocity range around the HISA (vLSR = 40 − 50 and 60 − 70 km s−1).
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A polynomial of third order gave very similar results as the polynomial of second order and
for clarity we do not show this here.
It is difficult to estimate which function is more suitable to fit the H i spectra. For regions
without absorption, we expect that the fitted spectra represents the actual spectra. Spectrum 3
in Fig. 4.7 shows such a region and both functions represent the H i spectra well. Spectra 1, 2
and 5 in Fig. 4.7 represents H i absorption features and the difference between the second and
forth order polynomial is small. In contrast to this, Spectrum 4 in Fig. 4.7 reveals a large dif-
ference between the fit functions. The fourth order polynomial fit is much higher (∼50 K) than
the second order polynomial. It is not obvious which function describes the H i spectra more
accurate. However, the fourth order polynomial might overestimate the actual spectra as steep
slopes within the fitted velocity range ‘push’ the fitted spectra to high values for the velocity
range of the absorption feature. These fitted values reach values of Toff ∼ 175 K, which is about
20 K higher than the maximum values we observe for the original H i emission. In contrast to
this, the second order polynomial might underestimate the H i emission for this spectra. Hence,
the fourth order polynomial might be an upper limit and the second order polynomial might be
a lower limit. We will use both functions in the following analysis to estimate the uncertainty
of Toff .
The mean spectrum of the five off-positions shown in Fig. 4.6 is shown in gray in Fig. 4.7 as
well. Depending on the location of the absorption spectra, this mean off-position represents the
H i spectra well (e.g., Spectrum 2 in Fig. 4.7), but in general it does not (e.g., Spectrum 1 or 3
in Fig. 4.7). Hence, we will use the fit method to extract the HISA feature rather than using a
mean off-spectrum.
4.4.3 HISA extraction
In Sect. 4.4.2, we discussed different methods to estimate Toff in Eq. 4.4. Using this inform-
ation, we can measure the depth of the absorption feature (Toff − Ton). This is shown as a
blue and red solid curve in Fig. 4.7. To analyze the absorption features, we use a Gaussian
curve to fit them. This allows us to study the exact depth of the absorption features and their
kinematics. The peak values of the fitted Gaussian curves are shown in Fig. 4.8 for different
Toff . The absorption depth of the HISA shows values between 30 and 70 K. Several absorption
features are visible for all three methods to estimate Toff , especially a prominent absorption
feature peaking at the position of spectrum 2. However, the different methods to estimate Toff
reveal also large difference for the peak value. The peak values using the spatially averaged off
positions (top panel in Fig. 4.8) show unrealistically large values at the edges. As the Galactic
H i emission drops at the edge, this method identifies the edge regions as absorption features.
Fitting the spectra for each pixel separately solves this problem (middle and bottom panel of
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Figure 4.7: Different H i emission spectra are shown in black. The position of each
spectrum is shown in Fig. 4.5. The gray spectra indicates the mean of the five off-
positions presented in Fig. 4.6. The blue and red dashed lines represent the fits of the
HISA spectrum for a polynomial of second and fourth order, respectively, using the
velocity range of vLSR = 40 − 50 and 60 − 70 km s−1 for the fit. The blue and red
solid line show the difference between fitted H i spectra and the measured H i spectra













































































































































HISA Gaussian Peak polynom-4
Figure 4.8: In color is shown the peak value of a Gaussian fit for the absorption
depth Toff − Ton for different methods of estimating Toff . The top panel represents
the method using a spatially averaged off spectrum shown in Fig. 4.6, whereas the
middle and bottom panel show the method using a polynomial fit with second and
forth order, respectively. The white contours represent the integrated CO emission
at levels of 5, 10 and 20 K km s−1 for reference. The spectra shown in Fig. 4.7 are
labeled and marked with red circles.
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Fig. 4.8). Another problem is the continuum emission in the background. For the method using
the spatially averaged off-positions, the structure of the continuum emission is clearly visible
(top panel in Fig. 4.8). Since the continuum emission creates strong absorption in the H i spec-
tra, this is also identified as absorption features using an averaged off-position. This problem
is also solved by fitting each H i spectra individually. Hence, the fitting method is more appro-
priate for our analysis and in the following we will focus on that.
As already mentioned in Sect. 4.4.2, we find for some regions large differences for Toff using a
polynomial of second or forth order. Fig. 4.8 reveals these regions and we observe the largest
differences close to the center of the filament around l = 35◦. Using a forth order polynomial
for the background estimate, we find signifacntly more absorption in this region. However, as
already explained, the forth order polynomial might overestimate the background emission and
hence also overestimate the absorption depth. In contrast to this, other regions are not affected
significantly by the choice of the fit function, e.g., the region around spectra 1 or 2. This will
also influence the column density of the absorption feature, which we discuss in Sect. 4.4.5.
4.4.4 Kinematics
In this section, we discuss the kinematical properties of the absorption feature. In contrast to
the absorption depth, the peak velocity is not affected significantly by the chosen fit function.
Therefore we present here only the velocity structure using a second order polynomial for the
determination of Toff . The velocity structure revealed by a fourth order polynomial is similar.
To compare the kinematic of the H i absorption feature with the CO data we use a Gaussian
fit for both data sets. The peak velocity map is presented in Fig. 4.9. The CO peak velocity
shows a coherent structure along the filament, which was a selection criteria for the catalog
by Ragan et al. (2014). A slight velocity step of ∼4 km s−1 can be seen for the right part of
the CO filament around l = 34◦ having a high velocity of ∼57-58 km s−1. For this region, the
peak velocity revealed by the HISA feature shows a different velocity of ∼54-55 km s−1, which
is about 3-4 km s−1 lower than the CO velocity. This can also be seen in the right panel of
Fig. 4.10, where we show a histogram of the H i and CO peak velocities. In contrast to this,
the left side of the filament around l = 36.5◦ shows a close correlation of the peak velocities,
which can also be seen in the left panel of Fig. 4.10. We will discuss this effect in Sect. 4.5.1.
Beside the peak velocity, the Gaussian fit also reveals the linewidth. All linewidth meas-
urements in the following will be given as a full width half maximum (FWHM). The result is
shown in Fig. 4.11. The linewidth for the 13CO emission shows extremely high values above
10 km s−1 for the central region of the filament around l = 35◦. However, these values have
to be treated cautiously as the CO emission exhibits multiple lines in this region and we use





























































































HISA Gaussian peak velocity, polynom-2
Figure 4.9: In color is shown the peak velocity of the Gaussian fit of the 13CO data
and the HISA data in the top and bottom panel, respectively. The H i absorption
feature is extracted by using a second order polynomial to estimate the background
emission. The black contours indicate the integrated 13CO emission at levels of 5, 10
and 20 K km s−1 for reference.























































Figure 4.10: The histogram of the peak velocity of the H i and CO emission in black
and blue, respectively. The left and right panel show all extracted pixel within the
marked left (l = 36.5◦) and right (l = 34◦) polygon in Fig. 4.9.
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1 ]HISA Gaussian FWHM, polynom-2
Figure 4.11: In color is shown the full width half maximum linewidth of the 13CO
emission and the H i absorption feature in the top and bottom panel, respectively. The
linewidth is determined by using a single Gaussian fit. The contours indicate the
integrated CO emission at levels of 5, 10 and 20 K km s−1 for reference.
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Figure 4.12: The histogram of the linewidth is shown in the left and right panel for all
pixels within the left and right polygon indicated in Fig. 4.11, respectively. The black
and blue curve represents the linewidth of the H i and CO emission, respectively.
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this effect in Sect. 4.5.1. On the left side of the filament around l = 36.5◦ we find mostly single
components for the CO emission and the linewidth is ∆v ∼ 3 km s−1. The linewidth of the H i
absorption feature shows values between ∆v ∼ 4 − 7 km s−1. This can also be seen in the left
panel of Fig. 4.12, where a histogram of the line widths is shown. The linewidth of the CO
emission is systematically higher in the right region of the filament, whereas the linewidth of
the HISA feature is similar to the left region. This result has to be treated cautiously as we see
multiple components for the CO line within the right region, which increases the linewidth.
We will discuss the relation between the linewidth in detail in Sect. 4.5.1.
Assuming a certain spin or excitation temperature, we can estimate the thermal linewidth for
the H i absorption feature and the CO emission, respectively. The thermal linewidth is given as
(Stahler et al. 2005):
∆vFWHM (therm.) =
√(




where T describes the spin or excitation temperature and m describes the mass of the neutral
hydrogen or the 13CO molecule. For the H i absorption feature, this reveals a thermal linewidth
between ∆v(therm.) = 1 − 1.5 km s−1 assuming a spin temperature of TS = 20 − 50 K. As the
measured linewidth is significantly larger (∆v & 4 km s−1), we can conclude that the linewidth
broadening is not due to thermal motion, but other mechanism such as turbulent motion must
drive the linewidth broadening. To determine the thermal linewidth of the CO, we have to
consider the kinetic temperature, which might be higher than the excitation temperature. As-
suming a kinetic temperature of Tkin. = 6 − 50 K, the thermal linewidth of the 13CO emission
line is ∆v(therm.) = 0.1 − 0.3 km s−1. Hence, the linewidth broadening of the 13CO emission
line is also not due to thermal broadening, even for high kinetic temperatures.
4.4.5 Column density
Beside the kinematics, the column density of the H i and H2 are a crucial point to study. As ex-
plained in Sect. 4.3.2 we can use the 13CO emission to estimate the column density and hence
the mass. We assume that the 13CO emission is optically thin and Tex = 6 K (Roman-Duval
et al. 2010). To estimate the column density of the HISA feature we can use Eq. 1.29, which
calculates the column density of the H i using the spin temperature and the optical depth. How-
ever, as mentionied in Sect. 4.3.1 we can solely measure the spin temperature and the optical
depth together and disentangling them is difficult. Hence we assume that the spin temperat-
ure is constant over the cloud and calculate the optical depth using Eq. 4.4. Furthermore, we
have to assume the ratio between background and foreground emission, parameterized with
the factor p. As can be seen in Fig. 4.3, a larger p value reveals a smaller optical depth for the
same spin temperature and hence a smaller column density. As we have no measurement for p,
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Figure 4.13: The column density of the molecular and atomic hydrogen is shown
in the top and bottom panel, respectively. For the H2 column density we used 13CO
as a tracer and assumed optically thin emission and Tex = 6 K (see Sect. 4.3.2). The
column density for the atomic hydrogen is estimated by extracting a HISA feature
and assuming TS = 20 K, p = 0.7 and using a second order polynomial to estim-
ate the background temperature Toff . The contours indicate ‘closed contours’ (see
Sect. 4.5.4). For the H2 and H i they have levels of 1 × 1021 cm−2 and 7 × 1019 cm−2,
respectively. The white, yellow and black polygons indicate the regions for the mass
estimates and the column density PDF measurements shown in Figs. 4.19 and 4.20.
this value is difficult to estimate. Figure 4.3 shows that values of p below ∼0.3 are not possible
as the spin temperature would become smaller than the temperature of the cosmic microwave
background. In the following we will assume a value of p = 0.7 and discuss the corresponding
uncertainties in Sect. 4.5.5. The chosen method to estimate the background temperature Toff
influences the column density as well and this effect will also be discussed in Sect. 4.5.5
The result of the column density calculation is given in Fig. 4.13, assuming for the HISA fea-
ture a spin temperature TS = 20 K, p = 0.7 and using a second order polynomial to estimate
the background temperature Toff . Larger spin temperatures do not change the structure of the
column density map significantly, but will increase it uniformly. It is striking that the column
density peaks in the H2 do not coincide with the column density peaks for the atomic hydro-
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gen. As shown in Fig. 4.4, the highest peak in the CO (around l = 34◦) coincides with a strong
continuum source and hence makes the determination of the HISA feature difficult. However,
we can use this continuum source to measure the optical depth, which we present in Sect. 4.5.2.
The highest column density peak for the atomic hydrogen can be found in the left area of the
filament (l = 36.5◦). In this region, the H2 column density is diffuse and low. Another H i
column density peak can be found in the center of the filament around l = 35.5◦, b = +0.3◦.
This H i feature has almost a round shape and only a very weak counterpart in the CO.
4.4.6 Mass estimate
Table 4.1: Mass estimates of the cloud.
Region M(H2) M(H i) M(H i) M(H2) / M(H i) M(H2) / M(H i)
(TS=20 K) (TS=40 K) (TS=20 K) (TS=40 K)
[M] [M] [M]
Full filament 2.7×105 3.7×103 1.2×104 73 23
Left region 2.9×104 6.4×102 2.3×103 45 13
Right region 6.3×104 1.2×103 3.7×103 53 17
As we know the column density and the distance to the cloud (∼3.5 kpc, Ragan et al. 2014),
we can directly estimate the mass. We estimated the mass for three different regions. The ‘full
filament’, which is marked as a white box in Fig. 4.13. In addition, we measure the mass for
two smaller regions, called ‘left region’ and ‘right region’, which are also marked in Fig. 4.13.
Table 4.1 summarizes the mass measurements. The molecular mass for the entire filament
is ∼2.7×105 M and the H i mass is significantly less, showing values of 3.7-12×103 M ,
depending on the spin temperature.
Furthermore, we studied the molecular to atomic mass ratio M(H2) / M(H i). For the entire
filament, this value is between 23 and 73. However this value has to be treated cautiously. As
explained in Sect. 4.4.1 the HISA extraction method does not work reliably in the center of the
filament due to strong continuum emission and we might miss some H i mass. The mass ratio
for the smaller regions show slightly smaller values (13-53). However, the left and right region
have similar values, which was not directly expected from the column density map presented
in Fig. 4.13. The H2 column density shows significantly higher values for the right region in
comparison to the left region. In contrast to this, the H i column density reveals a prominent
peak on the left side and hence we would expect different ratios for the right and left region.
Since the H i column density covers also a larger area in the right region, the ratio stays similar.
Since we determine the mass of the HISA feature, we solely measure the mass of the cold
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H i. However, it is very likely that this component is surrounded or even mixed with a warm
component. Estimating the mass of the warm component can be done by assuming that the
fitted background emission (Toff) is optically thin. Assuming a polynomial of second order to
fit the background reveals a mass of ∼1.8×105 M for the full filament. This is about a factor
of ten larger than the mass estimated for the cold HISA feature. However, this value has to be
treated cautiously as we use the diffuse emission to measure the mass of the warm component,
which must not be correlated with the cold component or the H2 filament, but could also occur
from background or foreground clouds. On the scale of the entire Milky Way, it is known that
the mass of the CNM and the WNM is approximately the same (Stahler et al. 2005).
4.5 Discussion
4.5.1 Kinematics
For nearby galaxies, the ratios of the CO to H i linewidth reveals values around σH i/σCO =
1 − 1.4 (Caldú-Primo et al. 2013; Mogotsi et al. 2016). The linewidth values found in these
studies are approximately σ ∼ 6 − 12 km s−1, which corresponds to ∆vFWHM ∼ 14 − 28 km s−1
for the H i and CO lines. These measurement are done for the CO and H i emission over large
regions (∼0.5 kpc), which can increase the linewidth due to superposition of different velocity
components. Our Galactic measurements of the GMF38.1-32.4 show significantly smaller val-
ues for the linewidth of ∆vFWHM ∼ 2 − 8 km s−1. The reason is that we observe a much smaller
region and we are able to observe multiple components. Furthermore, we observe cold H i
absorption features instead of warm emission features. However, we already discussed that the
observed linewidth broadening is not thermal (see Sect. 4.4.4).
To study the linewidth ratio in detail, we determine this ratio for the left region, which is in-
dicated in Fig. 4.11. We use solely this region as it is not affected significantly by multiple line
spectra. The result is shown in Fig. 4.14. A histogram of the H i/CO ratio is shown in the left
panel and the right panel presents the CO linewidth as a function of the H i linewidth. Similar
to the mentioned extra galactic measurements, we find a H i/CO linewidth ratio around 1, even
though the linewidth values are significantly smaller. The mean value for the linewidths are
∆vFWHM (CO) = 4.0 km s
−1 and ∆vFWHM (H i) = 5.1 km s−1.
To examine the effect of averaging over a larger area, we average all spectra of the CO emis-
sion and H i absorption in the left region. A Gaussian function fits this averaged spectra well
and is shown in Fig. 4.15. The corresponding linewidth is ∆vFWHM (CO) = 4.8 km s
−1 and
∆vFWHM (H i) = 5.9 km s
−1. This results in a H i/CO linewidth ratio of 1.2. Even though the
linewidth ratio is not affected by the averaging process, the actual linewidth values are slightly
affected by the spectrum averaging process. Since we average over slightly shifted velocity
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Figure 4.14: The linewidth ratio of the left region indicated in Fig. 4.11. The left
panel shows a histogram of the ratio, whereas the left panel presents the CO linewidth
as a function of the H i linewidth.


















Figure 4.15: The averaged spectra of the left region indicated in Fig. 4.11 for the CO
and H i line in blue and red, respectively. The CO line is multiplied by 15 for better
readability.
components, the averaged linewidth is larger. This can also explain the large values observed
in extra galactic systems as these observations have a poor linear resolution and hence are av-
eraged over large areas (∼0.5 kpc).
4.5.2 Optical depth measurement toward a strong continuum source
Similar to the method used in Chapter 2, we can use strong continuum sources to estimate the
optical depth. The UCH ii region G34.256+0.146 (see Fig. 4.4) is an ideal candidate to perform
this task as it is very bright (Tcont(max) ∼ 2100 K) and slightly extended (d ∼ 70′′). We use the
THOR data to determine the absorption spectra. To increase the signal-to-noise ratio, we create
an averaged absorption spectra for this source and determine the optical depth using Eq. 2.6.
In the velocity range of the HISA feature, the absorption spectra saturates and the determined
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Figure 4.16: The H i optical depth spectra towards the UCH ii region G34.256+0.146
using the THOR data. For some channels, the absorption spectra saturates and the
measured optical depth is a lower limit of τ = 2.9, which is indicated by the dotted
line. The gray shaded area indicates the velocity range of the HISA feature (vLSR =
50 − 60 km s−1).
optical depth τ = 2.9 is a lower limit. The optical depth spectrum is shown in Fig. 4.16.
A problem for HISA studies is that there is a possibility of interpreting missing background
emission as an absorption feature. To avoid this, we can solely study very narrow absorption
features, so called ‘H i narrow self absorption’ (HINSA) (e.g., Li & Goldsmith 2003). The steep
absorption profile seen for these HINSA features can not be induced by two broad emission
profiles on each side of the absorption feature. However, we see broad HISA features, which
could be caused by two emission profiles. Fortunately, the optical depth information provided
by the strong continuum source helps to solve this problem. Since the optical depth is high
(τ > 2.9) for the velocity range of the HISA feature, we are confident that we actually observe
a cold absorbing HISA feature rather than missing H i emission. Furthermore, the correlation
of the HISA feature with the CO emission is another indicator for cold, dense H i.
As explained in Sect. 4.3.1, the general HISA extraction method measures the optical depth
together with the spin temperature and we are not able to disentangle them in general. However,
the additional information from the absorption spectra towards the strong continuum source
and the corresponding optical depth measurement allows us to overcome this problem. Figure
4.17 presents the optical depth as a function of the spin temperature for different values of p.
The lower limit of the optical depth measurement is shown at τ = 2.9 using a black horizontal
line. Assuming p = 0.7 reveals a spin temperature of TS ∼ 40 K. This is two times higher than
the assumed spin temperature for the column density determination presented in Fig.4.13 and
on the upper end of the assumed spin temperature for the mass estimate presented in Sect. 4.4.6.
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Figure 4.17: The optical depth as a function of the spin temperature following Eq. 4.4
for the region close to the strong continuum source G34.256+0.146. The optical depth
of τ = 2.9 is indicated with a black horizontal line. The Temperature of the CMB is
indicated at T = 2.7 K with a black vertical line. This Figure is similar to Fig. 4.3, but
here we represent actual measurements close to the continuum source G34.256+0.146
with Toff = 106 K, Ton = 60 K and Tcont = 18 K.
However, we will show in Sect. 4.5.3 that such a high spin temperature cannot be achieved in
other HISA regions.
4.5.3 Maximum spin temperature
As explained in Sec. 4.5.2, we can use strong continuum sources to measure the optical depth
and therefore disentangle the spin temperature and the optical depth. However, this is a special
case in the vicinity of a strong continuum source. In general we can solely give the spin
temperature as a function of the optical depth. Fig. 4.17 shows the relation and it is striking
that the function becomes very steep for a certain spin temperature. Hence, this Figure shows
that the maximum spin temperature will be reached for the case of large optical depth. This
can also be seen by solving Eq. 4.4 for TS:
TS =
Ton − Toff
1 − e−τ + p Toff + Tcont. (4.7)
Since Ton−Toff is always negative, TS reaches an upper limit if Ton−Toff1−e−τ becomes minimal, which
is the case for τ → ∞. This means the maximal TS is:
TS(max.) = Ton − Toff + p Toff + Tcont
= Ton + Tcont − (1 − p) Toff .
(4.8)
This equation depends on the assumption of the ratio of foreground and background emission,
which is described with the factor p. For p = 1, the upper limit of the spin temperature reaches
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Figure 4.18: In color is presented the maximum spin temperature (Eq. 4.8) of the
absorption features assuming p = 0.7. The black contours indicate the peak value
of the Gaussian fit of Toff − Ton and hence the depth of the H i self absorption. Re-
gions with strong continuum emission are not reliable, such as SNR G34.7-0.4 and
G34.256+0.146 (see Fig. 4.4).
a maximum. We can use this information to calculate the upper limit of the spin temperature
for each pixel in our map. However, we do not assume p = 1, but rather a more realistic
value of p = 0.7. The result is given in Fig.4.18. Regions with strong continuum emission
are not reliable for this calculation as we would observe H i continuum absorption (HICA)
towards these continuum sources, rather than H i self absorption (HISA). As expected, we see
a clear correlation of the upper limit for the spin temperature and the absorption depth of the
HISA feature. The lowest values are found for the compact HISA feature in the center around
l = 35.5◦ with values around TS(max.) ∼ 10 K. Similar values can be found for the left region
of the filament, whereas the right side of the filament shows in general higher values around
TS(max.) ∼ 10 K. As this is solely an upper limit for the spin temperature, we cannot conclude
directly the actual temperature. However, it is plausible that the H i spin temperature is higher
on the right side of the cloud due to star formation activity and feedback mechanisms, such as
the prominent UCH ii region. We will discuss this aspect further in Sect. 4.5.6.
For the H i column density determination in Sect. 4.4.5, we assumed a spin temperature of TS =
20 K. As seen in Fig. 4.18, this is higher than the upper limit of the spin temperature for certain
cold regions. Hence, the calculated optical depth would go to infinity and we cannot determine
a column density for these regions. To overcome this problem, we exclude these pixels from
our column density calculation. Since we observe only small regions with TS(max.) < 20 K
in only a few velocity channels, the column density calculation is not affected significantly.
However, assuming a larger value for the spin temperature increases this effect and larger
regions are affected, which makes the determined column density unreliable.
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4.5.4 Column density probability density function
The column density maps derived in Sect. 4.4.5 can be utilized to determine column density
probability distribution functions (PDFs). Fig. 4.19 presents the column density PDF for the
entire filament. For the HISA feature, we assumed two different spin temperatures of TS = 20
and 40 K and used a second order polynomial to estimate the background emission, which are
the same assumptions used to produce Fig. 4.13. For the H2 column density we assumed an
excitation temperature of Tex = 6 K (Roman-Duval et al. 2010). The shape of the PDF can also
be influenced by the chosen region, especially in the low column density regime (Lombardi
et al. 2015). To minimize this effect, we estimated the lowest contour for the column density
values, which is still fully contained within the observed region. These are called ‘closed
contours’ and are shown in Fig. 4.13. The corresponding value is also presented as a vertical
line in the column density PDF (Fig. 4.19). Values below this point have to be treated cautiously
as we miss data points for the PDF in these low column density regions.
As expected from the column density maps (Fig. 4.13) and mass estimates, the H i column
density PDFs peak at lower values than the H2 column density PDF. To describe the shape of
the column density PDF, we can either use a log-normal or power-law function. As can be seen
in Fig. 4.19, the log-normal function represents the H i and the H2 column density PDF well.
For comparison, we fit the high column density part with a power-law function. However, we
do not observe a high column density tail, which would require an extra power-law function.
Our data is well represented by a single log-normal shape function. This implies that turbulent
motions might be the main driver and gravitational collapse is not seen in our data on the scale
of the full filament.
Beside the overall structure of the long filament, we can study smaller sub-regions within the
filament. The column density PDFs for the left and right regions, indicated with polygons in
Fig. 4.13, are shown in Fig. 4.20. As already mentioned in Sect. 4.4.5, the left region reveals a
rather diffuse and low H2 column density and does not exhibit any prominent peaks. Hence,
the corresponding PDF shows a steep drop for the high column density regime. This can be
either described by a steep power-law or by a narrow log-normal function. The H i column
density reveals a broader column density distribution.
In contrast to this, the H2 column density PDF of the right region is poorly represented by a
single log-normal function, but shows a high column density power-law tail with a slope of
α = −2.1. Hence we witness gravitational collapse in this region of the molecular hydrogen,
which creates high column density peaks. The H i column density PDF does not show a high
column density power-law tail and can be represented well by a single log-normal function.
116
Chapter 4. Studying atomic hydrogen during cloud formation by means of HISAs:
Kinematics and probability distribution functions









HISA TS = 20K
HISA TS = 40K
GRS H2 Tex = 6K
Figure 4.19: The column density PDF of the atomic and molecular hydrogen for
the entire filament indicated with the white box in Fig. 4.13. The atomic hydrogen
is estimated for the HISA feature assuming a spin temperature of TS = 20 and 40 K
and using a polynomial fit of second order to estimate the background. The molecular
hydrogen is estimated using 13CO emission and assuming optically thin emission with
an excitation temperature of Tex = 6 K. The gray curves indicate the corresponding
log-normal shapes or power-law functions.
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HISA TS = 20K
HISA TS = 40K
GRS H2 Tex = 6K
Figure 4.20: Same as Fig. 4.19, but for sub-regions within the filament. The left and
right panel show the PDF of the left and right region, respectively, indicated with
polygons in Fig. 4.13.
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4.5.5 Uncertainties for the determined HISA properties
Several factors introduce uncertainties to the determined properties of the HISA features. In
the following we will discuss three factors: the ratio of foreground to background emission,
different methods to determine the background emission and the assumption of the spin tem-
perature.
The ratio of the foreground and background emission, parameterized with p, is difficult to es-
timate. Different assumptions can be found in the literature. For example, McClure-Griffiths
et al. (2006) assumes that p = 1 for the observed Riegel-Crutcher cloud, as the corresponding
distance is small (∼125 pc). Since the background and foreground H i emission occurs from
warm and diffuse H i clouds, we do not expect fluctuations of this emission on small scales.
Hence, the assumption of a constant p for the entire filament is reasonable. Furthermore, we
can constrain a lower limit for p. As shown in Fig. 4.17, low values of p . 0.3 are not feas-
ible, as the spin temperature would become smaller than the temperature of the CMB. Larger
values of p result in smaller values for the optical depth, assuming a constant spin temperat-
ure. Hence, the column density becomes smaller as well. Depending on the used p value, the
column density can change by at most a factor of 5. This is shown in Fig. 4.21 for the column
density PDF of the entire filament assuming four differnet values for p. However, the column
density structure stays constant, but the actual values are shifted for different p values.
As discussed in Sect. 4.4.2, the chosen method for the background estimate can influence the
absorption depth of the HISA feature and thus the column density. We showed that the best
method is a fit to the H i spectra and interpolate for the HISA feature. The difference for a
second or fourth order polynomial is negligible for most regions and we use a second order
polynomial.
The most important factor is the assumption of a constant spin temperature for the cloud. This
is obviously a poor assumption, but due to additional measurements we can constrain the range
of the spin temperature. The most important constrain is the upper limit for the spin temper-
ature introduced in Sect. 4.5.3. Using this information, we can constrain the spin temperature
to values of TS < 40 K for the majority of the HISA features. For the H i mass estimate given
in Sect. 4.4.6 we assumed a spin temperature of TS = 20 and 40 K. As seen in Fig. 4.19, the
column density distribution does not change significantly, but larger spin temperatures intro-
duce larger column densities and masses. In Sect. 4.4.6, we showed that the mass is about a
factor of three larger for TS = 40 K instead of 20 K.
Summarizing, it is difficult to quantify exactly the uncertainty of the H i column density and
mass. However, considering all assumptions, the H i mass will have an uncertainty of a factor
of 2-4, which is similar to the H2 mass uncertainty derived using 13CO. However, we could
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Figure 4.21: The column density PDF for the atomic hydrogen for different ratios of
foreground to background emission, paramterized with p. The PDF is measured over
the entire filament, indicated with a white polygon in Fig. 4.13, assuming a constant
spin temperature of TS = 20 K. The yellow and green vertical line presents the closed
contours shown in Fig. 4.13.
show that the shape of the column density PDF is robust.
4.5.6 Evolutionary stages?
As mentioned in Sect. 4.4.5, we observe a significant difference of the H2 column density for
the left and right sub-region of the filament. The left sub-region shows a more diffuse column
density, whereas the right sub-region reveals several high column density peaks. Hence, the
right sub-region reveals a high column density power-law tail in the H2 column density PDFs
shown in Fig. 4.20 and the left sub-region shows a log-normal shaped PDF. Furthermore, we
see a strong UCH ii region within the right sub-region, whereas the left sub-region does not
harbor significant continuum emission. Ragan et al. (2014) studied also high density tracers,
using the ATLASGAL survey (Schuller et al. 2009). Similar to the H2 column density, they
find several high density peaks in the right sub-region, whereas such peaks are absent in the
left sub-region. All these different tracers disclose an actively star-forming region on the right
side of the filament, while the left side shows no star formation activity. An intriguing question
is if we witness different evolutionary stages for these two regions in the filament and do we
see such signatures also for the atomic hydrogen?
The kinematics of the HISA do not exhibit significant differences between the left and right
sub-region and the linewidth discloses similar values. However, comparing the HISA and CO
kinematics shows an interesting difference. The left sub-region shows similar peak velocities
for the H i and CO, whereas the right sub-region reveals a difference of ∼4 km s−1. Studying
the H i column density, we found higher column density peaks on the left side in comparison
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to a more diffuse column density structure on the right side. The maximal spin temperature
also discloses smaller values on the left side. This might be an indication of a young, colder
and more dense H i cloud on the left side in comparison to a more evolved cloud on the right
side. It is possible that the dense H i cloud on the left side of the filament is about to become
a dense molecular cloud, forming high density peaks and subsequently form stars. However,
further observations or simulations are needed to support this statement.
Simulations of cloud formation and H i to H2 conversion so far do not give clear predictions
of the signatures one would find in the atomic or molecular tracers and whether they vary for
example in models of colliding or converging gas flows compared to less dynamic cloud con-
traction models. Here, we present observables, in particular the steepness of the column density
PDF and the variation in peak velocities between the molecular and atomic gas. While we have
to extend these studies to larger samples, theorists need to provide comparable parameters to
test the validity of their models in comparison to the data.
4.6 Conclusions
We study the atomic and molecular hydrogen within the molecular filament GMF38.1-32.4.
The molecular hydrogen is traced via observations of 13CO, whereas the cold H i is observed
via H i self absorption features. The main results can be summarized as:
1. We extracted H i self absorption features (HISA) by estimating the background emission
with different methods. For the observed large filament, a polynomial fit of second order
is the most reliable method to estimate the background emission.
2. The HISA features and the CO emission reveal a spatial correlation. However, the peak
velocity shows a step of ∼4 km s−1 for the right part of the filament, whereas the left part
shows also a close correlation in velocity space.
3. Assuming a spin temperature of TS = 20− 40 K for the H i and an excitation temperature
of Tex = 6 K for the CO, we are able to determine the column densities. The correspond-
ing peaks do not coincide and the H i column density shows in general a diffuse structure.
The H2 column density reveals prominent column density peaks on the right side of the
filament whereas the left side appears more diffuse.
4. Studying the column density probability distribution functions (PDFs), we are able to
determine the physical processes within the cloud. Both, the H i and H2 column density
PDFs are represented well by a log-normal function, which indicates turbulent motions
as the main driver. Only the H2 column density of the right sub-region within the filament
reveals a high column density power-law tail, which indicates star formation activity.
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5. We speculate that the left and right side of the filament represent different evolutionary
stages. The left side might represent an earlier stage, which forms currently a dense
molecular cloud out of the atomic reservoir. We do not observe high molecular column
density peaks, nor signs of active star formation for this sub-region, but the H i shows
low spin temperatures and high column densities. In contrast to this, the right side of
the filament shows high H2 column density peaks, sings of active star formation, such as
UCH ii regions and in general a warmer and less dense atomic counterpart. This provides
interesting observables for theoretical models and simulations.
5Summary, conclusions and outlook
5.1 Summary and Conclusions
This thesis is dedicated to the early formation mechanism of molecular cloud formation start-
ing in the atomic phase. In the context of the H i, OH, Recombination Line Survey of the Milky
Way (THOR), we do not just answer scientific questions but also tackle technical difficulties.
The THOR survey covers a large portion of the Galactic disk (l = 15 − 67◦, |b| ≤ 1◦) in the
21cm H i line, 4 OH lines, 19 Hα recombination lines and the continuum from 1-2 GHz using
the VLA in the C-array configuration. This results in about 4 TB raw data and the reduction of
such a massive data set is not a trivial undertaking.
Chapter 3 provides a catalog of 4422 continuum sources within the first half of the survey,
providing an insight into the data reduction and source extraction methods. Beside these tech-
nical details, we could extract spectral indices α with the form I (ν) ∝ να for 1840 sources.
The distribution of α reveals a double peaked profile, peaking at α = −1 and α = 0, which
indicates non-thermal and thermal radiation, respectively. Using the spectral index, we could
also classify and study super nova remnants (SNR), confirming four SNR candidates showing
a spectral index of α = −0.5. Even though such a continuum source catalog itself does not
answer fundamental questions about molecular cloud formation, it is a crucial database for
subsequent absorption studies of the HI line as well as the OH transitions.
The THOR survey started with the pilot study around the giant molecular cloud (GMC) as-
sociated with W43 (l = 29.2 − 31.5◦, |b| ≤ 1◦) which is presented in Chapter 2. We could
show that the assumption of optically thin emission is not sufficient to describe the mass or
column density of such a cloud. Using the strong continuum source W43-Main in the center,
we estimated the optical depth with a lower limit of τ ∼ 2.7. This information allowed us to
correct the column density and mass and we measured the HI mass of W43 with a lower limit
of M = 6.6−1.8 × 106 M , which is a factor of ∼2.4 larger than the mass assuming optically
thin emission. We used the corrected column density to study the spatial structure of the HI
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and assumed an elliptical structure for W43 and we found a linearly decreasing H i volume
density towards the center with values from nH i = 20 to almost 0 cm−3. In contrast to this,
the molecular hydrogen, traced via Herschel dust observations, increases exponentially from
nH2 = 15 to 200 cm
−3. For W43, we do not observe a clear transition zone from H i to H2,
neither do we observe column density thresholds for the atomic phase, at which the formation
of molecular hydrogen should set in. Such a threshold of NH i ∼ 10 M pc−2 was proposed
by analytic cloud formation models (Krumholz et al. 2008, 2009). However, we find values
up to NH i ∼ 150 M pc−2. Since W43 harbors a central cluster, its internal radiation field is
strong enough to dissociate large amount of the molecular hydrogen. We might also observe
several transition zones along the line of sight. This finding highlights the importance of the
environment on the formation of molecular hydrogen out of the atomic phase.
To disentangle the warm neutral medium (WNM) and the cold neutral medium (CNM) of the
atomic hydrogen, we extracted HI self absorption features (HISA) for the long molecular fil-
ament GMF38.1-32.4. Since the HISA traces only the cold HI component we could study its
interplay with the molecular hydrogen, which we traced via 13CO observations. The observed
linewidths are not thermal and broaden due to turbulent motion of superposition of different
velocity components. Furthermore, we studied column density probability distribution func-
tions (PDFs) for the atomic and molecular phase. The PDFs from the atomic hydrogen reveal
a log-normal shape, which indicates turbulent motions as the main driver. Most of the PDFs
from the molecular counterpart show the same structure. However, we find one sub-region,
which reveals a power law tail for high column densities, indicating gravitational collapse.
We speculate that two sub-regions within the filament represent different evolutionary stages,
whereas the left sub-region is in an early stage and currently forming a molecular cloud out
of the atomic phase. In contrast to this, the right sub-region is more evolved, containing high
column density peaks and showing signs of active star formation. These signatures provide
parameters, which can be used to validate or disprove current cloud formation models.
5.2 Outlook
In the following I will introduce two projects that I would like to do in the near future. Both
are a continuation of the presented work, either with existing data or upcoming datasets.
5.2.1 A statistical study of HISA features
In Chapter 4 we presented the HI self absorption along one long filament and determined
its properties, such as the spin temperature, column density or linewidth. Furthermore, we
compared our findings with molecular tracers and we chose 13CO to perform this. However,
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further molecular tracers are available at similar resolution and sensitivity. The obvious next
step will be the comparison to Herschel dust data, similar to the data presented in Chapter
2. Even though we cannot determine kinematical properties from the Herschel data, it will
provide us with a measurement of the entire gas content, including HI and H2. This will allow
us to compare the entire gas content to the corresponding CO and HI content and calibrate
the spin and excitation temperature. Furthermore, we can study the so called CO-dark-H2 gas
(Smith et al. 2014).
As a next step we will study further HISA features and apply the developed observing methods
on a larger sample including other long filaments from the sample of Ragan et al. (2014) and
from other surveys (e.g., Wang et al. 2015). We will study other HISA clouds and create a
consistent HISA catalog, similar to the work on the Canadian Galactic Plane Survey (CGPS)
presented by Gibson et al. (2005a,b). This will allow us to study HI clouds with different
properties, such as mass and temperature in different environments and compare our findings to
theoretical models or simulations of molecular cloud formation, such as the SILCC (SImulating
the LifeCycle of molecular Clouds) project (Walch et al. 2015).
5.2.2 Re-weighting the Milky Way
To date, most H i studies consider the 21cm emission to be optically thin and calculate prop-
erties such as the column density using this assumption. In Chapter 2, we could show that
this assumption underestimates the mass significantly by at least a factor of 2-3 for the GMC
associated with the W43 star-formation complex (Bihr et al. 2015). However, other studies
of low mass clouds such as Perseus showed that the assumption of optically thin H i emission
is reasonable (Lee et al. 2015). Milky Way studies also use the assumption of optically thin
emission to determine the H i mass of the Milky Way, which is ∼ 8× 109 M (Kalberla & Kerp
2009). However, we would like to answer the question: Is the assumption of optically thin H i
emission on a Galactic scale reasonable or do we miss a significant fraction of the H i mass?
The answer for this question will have various implications on different topics, such as rotation
curve studies of the Milky Way, including the dark matter content as well as theoretical studies
of the ISM in the spiral galaxies in general. The capability of the THOR survey will make
it possible to tackle this challenging question. We could use a large sample of H i absorption
and emission spectra toward extragalactic continuum sources to disentangle the different H i
phases and determine the optical depth as well as the spin temperature. This would allow us to
create an optical depth profile of the Milky Way and determine the correct mass. Initial studies
examining this topic showed an increasing optical depth toward the center of the Milky Way
around a Galactic radius of 4 to 8 kpc (Kolpak et al. 2002). However, this study is very limited
by the number of continuum sources (∼50) and therefore suffers of low sampling. Furthermore,
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the sensitivity (σfi = 0.2) of their observations is low and therefore a lot of absorption spectra
saturate. Hence, it cannot be used to determine an accurate H i mass on a Galactic scale.
Within the first half of the THOR survey field, we find over 100 sources, which are brighter than
200 K and hence suitable for absorption studies. This number will approximately double for the
entire survey field. About half of these sources reveal a negative spectral index, which indic-
ates that these sources are extragalactic. These extragalactic sources are ideal to do absorption
studies, because they are located behind the Milky Way and the absorption spectra reveal the
full spiral structure. Beside the extragalactic continuum sources, Galactic continuum sources,
such as H ii regions can also be used for such a study. Due to their position within the Galactic
plane, the interpretation of the absorption spectra can be challenging. However, they offer the
possibility to solve the near/far distance ambiguity. Furthermore, largely extended continuum
sources can be used to investigate H i absorption spatially. Using all this information will allow
us to elucidate the H i content of our own Galaxy and to re-weight the Milky Way.
However, there are also a few drawbacks. As we do not have a uniform coverage of background
sources, we have to develop a suitable method to interpolate between the different sources. This
becomes complicated if we include the Galactic continuum sources, as they trace the H i only
until their position in the Milky Way. Another major drawback is the saturation of the absorp-
tion spectra, which depends on the noise of the data and the strength of the continuum sources
(see Eq. 2.7). This means a bright background source can be used to give estimates of higher
optical depths than weaker sources. We also have to consider this effect when interpolating
between sources, which is not a trivial problem. Higher sensitivity will help to overcome this
problem, which we could achieve by spectral smoothing. For extended sources, we could also
use a spatially averaged spectra to achieve a higher signal-to-noise ratio.
To minimize the mentioned drawbacks further, additional observations would be needed. The
capability of the Australian Square Kilometre Array Pathfinder (ASKAP) telescope and the
associated ‘Galactic ASKAP Survey’ (GASKAP) (Dickey et al. 2013) will revolutionize our
view of the Milky Way. Having similar resolutions than the THOR survey, but about an order
of magnitude higher sensitivity and a larger survey area, will allow us to utilize ∼15000 con-
tinuum sources in the low latitude area of the Milky Way (|b| < 2.5◦) with an optical depth
sensitivity of σfi 6 0.05. This will improve the sampling dramatically and simplify the prob-
lem of the interpolation between the sources. The first observations of this survey might start
end of 2016.
A logical extension to this project would be to examine extragalactic systems. Strong con-
tinuum sources within the center of a galaxy provide us with a unique possibility to measure
the optical depth of the H i line and therefore to determine the correct column density. Galaxies
with different inclination angles would allow us to probe different regions within the disk and
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hence also get a better picture of our own Milky Way.
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α = 0.09± 0.02
1.05 GHz 1.31 GHz 1.44 GHz 1.69 GHz
1.82 GHz
1.95 GHz
Figure A.1: Example image of the THOR source G27.978+0.078, which corresponds to the WISE H ii region
G027.980+00.080 (Anderson et al. 2014). The large image represents an averaged image of the two spectral windows
around 1.4 and 1.8 GHz, which we used for the source extraction (see Sects. 3.4.1 and 3.4.3). The white contours shows
the extent of the source determined by the BLOBCAT algorithm. The black cross marks the peak position, which we used
to determine the spectral index. The small images show each spectral window separately and the top panel presents the
peak intensity for each spectral window and the corresponding spectral index fit. In each image the synthesized beam is
given in the lower left corner.
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α = −0.64± 0.03
1.05 GHz 1.31 GHz 1.44 GHz 1.69 GHz
1.82 GHz
1.95 GHz
Figure A.2: Example image of the THOR source G32.744+0.770, which is most
likely an extragalactic jet. The large image represents an averaged image of the two
spectral windows around 1.4 and 1.8 GHz, which we used for the source extraction
(see Sects. 3.4.1 and 3.4.3). The white contours shows the extent of the source determ-
ined by the BLOBCAT algorithm. The black cross marks the peak position, which we
used to determine the spectral index. The small images show each spectral window
separately, and the top panel presents the peak intensity for each spectral window and
the corresponding spectral index fit. In each image the synthesized beam is given in
the lower left corner.



































































































































































Figure A.4: Completeness map in percentage for sources with a peak intensity of
3 mJy beam−1.



































































































































































Figure A.6: Completeness map in percentage for sources with a peak intensity of
10 mJy beam−1.
A.3 Example Table


























































































































Figure A.9: Completeness map in percentage for sources with a peak intensity of
5 mJy beam−1.


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure A.10: Completeness map in percentage for sources with a peak intensity of
10 mJy beam−1.
A.4 SNR Green and THOR comparison
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Table A.2: Matching of SNR between the THOR catalog and the SNR catalog presen-
ted by Green (2014).
Galactic_ID art. npix res. α ∆α SNR name1 SNR α2
G15.913+0.183 0 2753 1 -0.78 0.07 G015.9+00.2 -0.63
G15.907+0.233 0 1303 1 -1.12 0.20 G015.9+00.2 -0.63
G16.742+0.088 0 9207 1 -0.17 0.10 G016.7+00.1 -0.60
G17.030-0.069 1 620 1 -0.19 0.64 G017.0-00.0 -0.50
G17.448-0.063 0 815 1 0.19 0.29 G017.4-00.1 -0.70
G18.107-0.134 0 760 1 -0.72 0.25 G018.1-00.1 -0.50
G18.193-0.174 0 6624 1 -0.37 0.10 G018.1-00.1 -0.50
G18.171-0.213 0 952 1 -0.68 0.25 G018.1-00.1 -0.50
G18.128-0.218 1 35 0 -0.36 1.37 G018.1-00.1 -0.50
G18.610-0.316 0 2784 1 0.17 0.22 G018.6-00.2 -0.40
G18.761+0.287 0 31818 1 -1.07 0.06 G018.8+00.3 -0.46
G18.908-0.922 1 1385 1 -0.85 0.27 G018.9-01.1 -0.39
G19.954-0.250 0 162 1 -1.12 0.34 G020.0-00.2 -0.10
G19.952-0.169 0 11499 1 -0.32 0.19 G020.0-00.2 -0.10
G20.075-0.181 0 913 1 -1.30 0.44 G020.0-00.2 -0.10
G20.502+0.155 0 1411 1 -0.54 0.33 G020.4+00.1 -0.10
G21.503-0.884 0 1713 1 -0.02 0.00 G021.6-00.8 -0.50
G21.765-0.631 0 49153 1 -0.77 0.04 G021.8-00.6 -0.56
G21.948-0.416 0 11333 1 -0.31 0.12 G021.8-00.6 -0.56
G23.124-0.199 0 6108 1 -1.13 0.11 G023.3-00.3 -0.50
G23.015-0.288 0 3619 1 -1.27 0.10 G023.3-00.3 -0.50
G23.105-0.411 0 10590 1 0.04 0.18 G023.3-00.3 -0.50
G23.062-0.376 0 935 1 -1.71 0.18 G023.3-00.3 -0.50
G23.539+0.268 0 9419 1 -0.26 0.39 G023.6+00.3 -0.30
G24.664+0.620 0 2798 1 -0.66 0.22 G024.7+00.6 -0.20
G24.689-0.589 0 7553 1 -0.73 0.17 G024.7-00.6 -0.50
G27.365+0.014 0 8048 1 -0.49 0.04 G027.4+00.0 -0.68
G28.610-0.142 0 2919 1 -0.79 0.04 G028.6-00.1 –
G28.672-0.108 0 2015 1 -0.64 0.04 G028.6-00.1 –
G29.567+0.094 0 468 1 -0.36 0.54 G029.6+00.1 -0.50
G29.689-0.242 0 5059 1 -0.64 0.01 G029.7-00.3 -0.63
G31.869+0.064 0 18727 1 -0.32 0.01 G031.9+00.0 –
G32.423+0.079 0 60 0 -0.74 0.44 G032.4+00.1 –
G32.415+0.076 1 37 1 0.00 0.00 G032.4+00.1 –
G32.929+0.021 0 5006 1 -0.74 0.24 G032.8-00.1 -0.20
G33.748+0.025 0 3496 1 -1.04 0.13 G033.6+00.1 -0.51
G33.651+0.051 0 6623 1 -0.82 0.10 G033.6+00.1 -0.51
G33.667+0.100 0 3002 1 -1.31 0.15 G033.6+00.1 -0.51
G33.607+0.089 0 2519 1 -0.55 0.19 G033.6+00.1 -0.51
G34.588-0.238 0 8050 1 -0.34 0.06 G034.7-00.4 -0.37
G34.568-0.630 0 11697 1 -1.01 0.07 G034.7-00.4 -0.37
G34.834-0.439 0 45702 1 -0.80 0.06 G034.7-00.4 -0.37
G34.681-0.635 0 3854 1 -1.06 0.09 G034.7-00.4 -0.37
G35.583-0.448 0 37 0 -3.09 1.18 G035.6-00.4 -0.50
G35.602-0.548 1 226 1 0.55 0.94 G035.6-00.4 -0.50
G49.016-0.731 0 4875 1 -1.05 0.12 G049.2-00.7 -0.30
G49.059-0.777 1 473 1 0.42 0.38 G049.2-00.7 -0.30
G49.190-0.801 0 5343 1 -1.00 0.21 G049.2-00.7 -0.30
Visually matched sources between the THOR catalog and the SNR catalog by Green
(2014). The first six columns are taken from the THOR continuum catalog, whereas
the last two columns are presented in Green (2014). As the SNR are very clumpy, we
find several THOR continuum sources, which overlap with the same SNR.
1 Following the naming in Green (2014).
2 Taken from Green (2014). The spectral index in Green (2014) is negatively defined,
and we adapt the values according to our definition of the spectral index.
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