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The goal of this thesis is the extension of a construction of a supercharacter theory
(first established for finite groups) to the context of infinite countable discrete groups,
namely, for amenable countable discrete algebra groups. By an algebra group we mean
a group of the form G = 1+A where A is an associative nil algebra over a field K, which
generalize the group Un(K) consisting of all unipotent uppertriangular n× n-matrices
over K.
We may think about a supercharacter theory for a finite group as an approximation of
the usual irreducible character theory, and it as been proved to provide a rich alternative
to deal with the group representation theory. The success of supercharacter theories for
finite groups motivates its generalization to infinite countable discrete groups, since there
is a well defined character theory for these groups.
We develop a standard supercharacter theory that simultaneously extends the stan-
dard finite supercharacter theory, and allows us to deal with different types of algebra
groups (depending on the the characteristic of K and on the K-dimension of A) for which
“typical” approaches do not work.
Our supercharacter theory translates into an ergodic framework, where supercharac-
ters are defined by certain ergodic measures on the Pontryagin dual group of the abelian
additive group A+. This identification makes possible to present, not only integral ex-
pressions (over orbital closures) for supercharacter values, but also canonical unitary rep-
resentations affording supercharacters.
We pay special attention to algebra groups realized as direct limits of finite alge-
bra groups, which are locally nilpotent groups. For these groups, there is an innermost
relationship with the finite standard supercharacter theory. Furthermore, our superchar-
acter theory establishes a link between the usual methods used when dealing either with
nilpotent discrete groups or direct limits of finite groups. This is exemplified with the
two infinite unitriangular groups of positive characteristic: the unitriangular group Un(F)
over an algebraic closed field of prime characteristic, and the locally finite unitriangular
group U∞(Fq) over a finite field.
Keywords: Unitary representation theory, discrete algebra group, positive definite func-
tion, character, supercharacter theory.
2010 AMS classification:Primary: 22D10, 43A35, 22D40; Secondary:43A15, 43A05.

Resumo
Esta tese pretende não só estender uma construção particular de uma teoria de super-
caracteres (definida originalmente para grupos finitos) para grupos discretos contáveis,
nomeadamente, para grupos álgebra discretos, contáveis e mediáveis. Grupos álgebra
são grupos da forma G = 1+A, onde A é uma álgebra nil sobre um corpo K, e podem
ser entendidos como uma generalizacção do grupo Un(K) das matrizes n×n triangulares
superiores e unipotentes sobre K.
Em geral, para um grupo discreto contável, o esquema tradicional da classificação
de classes de equivalência de representações unitárias por meio da classificação das
classes das representações irredutíveis não é possível. Tal deve-se à existência de rep-
resentações do tipo II e III, cuja decomposição (a menos de equivalência) em repre-
sentações irredutíveis não é única. Deste modo, a classificação é tipicamente feita via
quasi-equivalência e, neste contexto, os caracteres classificam representações do tipo I e
II. De certo modo, a teoria de caracteres generaliza a teoria de caracteres para grupos
finitos onde caracteres indecomponíveis substituem os caracteres irredutíveis.
Para um grupo finito, uma teoria de supercaracteres visa ser uma aproximação da
teoria de caracteres, já tendo sido provado serem uma alternativa viável para o estudo das
suas representações, quando a tabela de caracteres irredutíveis não é conhecida. Este facto
motiva, assim, a extensão da noção de uma teoria de supercaracteres a grupos topológicos
discretos contáveis.
Para a construção da teoria standard de supercaracteres para um grupo álgebra (amene-
jável, contável e discreto) G = 1 + A, adoptamos um ponto de vista essencialmente
ergódico. O grupo G = G×G actua em A por multiplicação à esquerda e à direita,
induzindo uma acção no grupo dual de Pontryagin A◦ para a qual as respectivas medi-
das ergódicas determinam os supercaracteres. A ligação entre supercaracteres e medidas
G-ergódicas em A◦ permite, não só, obter uma expressão integral (sobre fechos orbitais)
para os valores dos supercaracteres, mas também, definir, de um modo canónico, repre-
sentações unitárias que determinam supercaracteres.
Deste modo, a teoria standard de supercracteres possibilita o estudo da teoria da rep-
resentação de diferentes tipos de grupos álgebra G = 1+A (dependendo da característica
de K e da K-dimensão de A) para os quais os médodos “típicos” são difíceis (se não,
impossíveis) de aplicar.
Damos especial atenção a grupos álgebra obtidos como limite directo de grupos ál-
gebra finitos. Neste caso, a teoria de supercaracteres standard está intimamente ligada às
teorias de supercaracteres standard dos grupos finitos envolvidos; de facto, cada super-
carácter do grupo considerado pode ser aproximado por uma sequência de supercaracteres
dos grupos finitos correspondentes.
Limites directos de grupos álgebra finitos são localmente nilpotentes e a teoria de su-
percaracteres standard generaliza, simultaneamente, as abordagens usuais no estudo da
teoria da representação de grupos nilpotentes discretos e de limites directos de grupos
finitos. Tal é exemplificado com os dois tipos de grupos unitriangulares infinitos de car-
acterística prima: o grupo unitriangular Un(F) sobre um corpo algebricamente fechado
de característica prima, e o grupo unitriangular localmente finito U∞(Fq) sobre um corpo
finito.
Palavras-chave: Teoria de representações unitárias, grupo álgebra, função definida pos-
itiva, carácter, teoria de supercaracteres.
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This thesis is concerned with the unitary representation theory of infinite amenable countable
discrete algebra groups. An algebra group over a field K is a group of the form G = 1+A,
where A is an associative nil K-algebra, and the multiplication is defined as
(1+a)(1+b) = 1+a+b+ab a,b ∈ A.
The most prominent examples, and main prototypes, of algebra groups are the unitriangular
groups over K:
• the unitriangular group of degree n, Un(K) = 1n +un(K), where un(K) is the K-algebra
consisting of all n×n strictly upper triangular matrices over K and 1n stands for the n×n
identity matrix;
• the unitriangular group of locally finite degree, U∞(K) = 1+ u∞(K), where u∞(K) de-
notes the subalgebra of all infinite strictly upper triangular matrices over K consisting of
all matrices having only a finite number of non-zero entries, and where 1 is the infinite
identity matrix;
The representation theoretical object of our main focus are characters (which are defined as
positive definite complex functions on the group, constant on the conjugacy classes, and whose
value at the identity is 1) as they serve as analogues of the usual trace of finite dimensional
representations of compact groups. Moreover, the study of characters is motivated by the fact
that, for infinite discrete group, the usual scheme of classification of unitary representations via
the classification of irreducible representations no longer holds. In following paragraphs, we
clarify what we mean by this.
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Let G be an arbitrary topological group (that we assume to be locally compact, Hausdorff
and second countable) and let (π,H ) be a unitary representation of G. The von Neumman
algebra W generated by the unitary operators {π(g) : g ∈ G} admits a unique decomposition
W = WI ⊕WII ⊕WIII in which WI, WII and WIII are (possibly trivial) von Neumman alge-
bras of types I, II and III, respectively (for all details, we refer to [16, Proposition III.1.4.7]).
Such a decomposition translates into a decomposition of π as a direct sum of representations
πI ⊕ πII ⊕ πIII; if π coincides with either πI , πII or πIII , the representation is said to be type
I, II or III, respectively, and the group G is said to be tame if all of its representations are
type I, and wild otherwise. Any representation admits a decomposition as a direct integral
of irreducible representations and, for representations of type I, this decomposition is unique
(up to equivalence of representations); however, this is not the case in types II or III (see for
example [38, 71]).
As shown by Thoma in [89], infinite countable discrete groups are usually wild: a countable
discrete group is tame if and only if it has an abelian subgroup of finite index. For this reason,
it is customary to classify representations up to quasi-equivalence, where two representations
are quasi-equivalent if and only if the corresponding von Neumman algebras are isomorphic; in
this case a suitable decomposition theory can be obtained (for more details we refer to [38] and
references therein). Thus, the classification of quasi-equivalence classes is a central problem in
representation theory.
Representations of type I and II can be (essentially) classified, up to quasi-equivalence, by
means of characters which turns them quasi-invariant objects. The set of characters, denoted
by Char(G), forms a convex set; we denote by Ex(G) the set of its indecomposable (or ex-
treme) elements, that is, characters that cannot be decomposed as a non-trivial linear convex
combination of two characters. In the case where G is discrete, the set Char(G) is a a Choquet’s
simplex when equipped with the pointwise-convergence topology (another result due to Thoma
; see [88]), which means that, for every character ϕ ∈ Char(G), there is a unique probability




ξ (g) dµ(ξ ), g ∈ G.
In this fashion, the set Ex(G) can be understood as a quasi-dual object (for type I and II repre-
sentations). We notice that, sometimes, the set of primitive ideals of the C∗-group algebra of G
is considered as an alternative for a quasi-dual object; more details can be checked in [35].
In the case where G is a finite group (or more generally, a compact group), a character
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is simply the normalized trace of a finite dimensional representation, and an indecomposable
character is the normalized trace of an irreducible representation. For this reason, the character
theory of infinite discrete groups can be understood as an extension of the classical character
theory of finite groups.
The set of indecomposable characters has been characterized for some concrete examples
of discrete groups, mostly belonging to two classes: direct limits of finite groups [36, 46, 49,
50, 93], and groups arising from discrete finitely dimensional nilpotent Lie algebras of zero
characteristic [31, 52, 54, 86]. In the first case, the theory relies heavily on the knowledge of
the character theory of the finite groups that form the direct limit; in fact, the so-called Kerov-
Vershik ergodic method describes characters as pointwise limits of sequences of characters of
the corresponding finite groups (we refer to [25, 90, 93] for more details on the subject). In
the second case, the theory is usually carried out via an adaption of Kirillov’s orbit method
(Kirillov’s original work is concerned with nilpotent real Lie groups [63, 66]) which describes
characters in terms of coadjoint orbits on the dual space of the Lie algebra.
The class of discrete algebra groups includes both direct limits of finite groups, such as
U∞(Fq) (here, Fq denotes a finite field with q elements), and nilpotent groups, such as Un(K)
(for any arbitrary countable discrete field); however, the class is much bigger, having groups
that are none of the above: U∞(Q) is maybe the most blatant example. Consequently, one needs
a suitable approach encompassing a broader family of countable discrete algebra groups that
should, at least, include all countable discrete untriangular groups.
On the other hand, the set Ex(G) may be too large, or too difficult to describe, even if G
is finite; in fact, the unitriangular group Un(Fq) over a finite field is an example of such phe-
nomenon (we refer to [47] where it is explained the difficulties in the classification of conjugacy
classes of Un(Fq)). For this reason, it is of interest to consider a smaller and more manageable
class of characters, which however should be rich enough to provide a viable way to deal with
representation theoretical problems.
To address this questions, in the case of finite groups, Diaconis and Isaacs in [33] introduced
the concept of a supercharacter theory1 as an approximation of the usual irreducible character
theory. A supercharacter theory of a finite group G is a pair (K ,E ) in which K is a partition
of G, and E is a set of characters satisfying the following conditions:
1The terms supercharacter and super-representation often appear in the context of Lie superalgebras; however, we should
mention that these are different and unrelated objects.
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• |K |= |E |,
• every character χ ∈ E takes a constant value on each member K ∈K , and
• each irreducible character is a constituent of one of the characters χ ∈ E .
We refer to the members of K as superclasses and to the characters in E as supercharacters
of G. The main idea is that the relationship between the set Cl(G) of conjugacy classes of G
and the set Irr(G) of irreducible characters should be mimicked by K and E . In particular,
given an arbitrary supercharacter theory, superclasses are always union of conjugacy classes,
supercharacters are mutually orthogonal, and the regular character is decomposed uniquely as
an non negative integer linear combination of all supercharacters.
Furthermore, [33] provides the construction of a particular supercharacter theory for finite
algebra groups, usually called the standard supercharacter theory; in Diaconis and Isaacs own
words, it “is a cruder version of the Kirillov orbit method”, since in general (a version of)
Kirillov’s theory, presented in [65], does not provide all irreducible characters.
By now there is a quite extensive bibliography regarding supercharacter theories of finite
groups (more on this can be found in the next section), and some connection with other areas
of mathematics have been established, namely, with combinatorics [1, 11, 14] (to name a few
examples), random walks on finite groups [13], and number theory [28, 41, 42]. Moreover, the
finite unitriangular group Un(Fq) may be equipped with an “almost-standard” supercharacter
theory (which is simply a coarsening of the standard supercharacter theory) in a way that turns
it compatible with the supercharacter theory for Un−1(Fq); using this relationship, in [8], André,
Gomes and the author were able to define and characterize a supercharacter theory of the locally
finite unitriangular group U∞(Fq) (we note that, however, no formal definition of supercharacter
theory was given there).
The aim of this work it to extend the cosntruction of [33] to infinite countable discrete
algebra groups. However, the class of all countable discrete groups is still too large to fully
generalize the standard supercharacter theory given in [33]. For this reason, we must add the
additional hypothesis of amenability. Amenable groups enjoy nice properties (for the general
theory of amenable groups we refer to [80]), and amenability is very often assumed in the con-
text of dynamical systems induced by group actions (see [44, 95] for more details). A discrete
amenable group is a group that "is not too big" in the sense that it admits a Følner sequence: a
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where ∆ denotes the symmetric difference of sets. The class of amenable countable discrete
groups contains the finite, nilpotent and locally nilpotent algebra groups, and hence any unitri-
angular group is an amenable algebra group.
The construction of the supercharacter theory for amenable countable amenable discrete
groups presented here is based on the construction given in [33], and can be understood as a
generalization of this: its main properties have direct analogues in the finite group scenario.
For this reason, we call it the standard supercharacter theory (for amenable discrete countable
algebra groups).
Besides providing a general framework for the character theory analysis of a family of
different algebra groups (depending on the base field K or on the K-dimension of A), as far as
we know, this work is the first general incursion on supercharacter theories of infinite discrete
groups, and it extends both the character theory of discrete groups and supercharacter theory
of finite groups. On the other hand, our construction, albeit being based on [33], presents an
essential change of paradigm: our point of view is ergodic in its nature, which we believe could
be fruitful in other scenarios since it allows great generality. We next briefly summarize our
method.
Given an arbitrary (either finite, or infinite) amenable countable discrete algebra group G =
1+ A, the algebra A serves as a Lie algebra for G and the map ϑ : A→ G, defined by the
mapping a 7→ 1+a, is a surrogate of the classical exponential map (notice that the exponential
map may not be defined in positive characteristic). We consider the direct product G = G×G
acting on the left of A:
k·a = gah, k = (g,h) ∈G, a ∈ A.
Then, the superclass containing 1 + a, for a ∈ A, is defined to be the subset 1 +G·a of G
(in the finite group case, these are precisely the standard superclasses appearing in [33]); a
bounded function constant on superclasses is called a superclass function, and a character which
is constant on the superclasses is called a superclass character. The G-action on A induces the
contragradient action on A◦; throughout the thesis, A◦ denotes the set consisting of all characters
of the abelian additive group A+ (notice that A◦ is a compact space when equipped with the
pointwise convergence topology). The G-invariant finite complex measures on A◦ are in one-
5
Chapter 1. Introduction




λ (g−1) dµ(λ ), g ∈ G.
This correspondence between superclass functions and G-invariant measures induces an affine
homeomorphism between superclass characters (with the pointwise-convergence topology) and
G-invariant probability measures (with the weak*-convergence topology); in this way, the in-
decomposable superclass characters of G are in one-to-one correspondence with the indecom-
posable G-invariant measures, which are the G-ergodic measures on A◦.
For every λ ∈ A◦, let Oλ denote the closure of the orbit G·λ . The assumption of G being
amenable allows us to conclude that every G-ergodic measure is supported on a single orbit
closure, and that every orbit closure supports a unique G-ergodic measure. If ωλ denotes the
unique ergodic measure supported on Oλ , then the corresponding supercharacter, which we
denote by χλ , admits an expression analogous to the usual Kirillov character formula (see [66]






′(g−1) dωλ , g ∈ G;
furthermore, when G is finite, this formula coincides with the normalized version of the super-
character formula given in [33].
In terms of representations, for every G-ergodic measure ωλ on A◦, there exists a cyclic
representation (T λ ,L2(A◦,ωλ )) which affords the supercharacter χλ , and this gives us an ex-
plicit representation theoretical model of the supercharacters. In this sense, the description of
G-ergodic measures (and the corresponding orbit closures) yield a complete characterization of
the supercharacter theory.
The main obstruction is that G-ergodic measures might be difficult to understand. How-
ever, in the case where the group G is approximately finite (that is, if there is a family {Gn}n∈N
of finite algebra subgroups such that G = lim−→n∈NGn), there exists a representation (π
λ ,V λ ),
which is induced by a one-dimensional representation of some algebra subgroup, that is quasi-
equivalent to (T λ ,L2(A◦,ωλ )). Such induced representation provides a measure theoretical
free model of supercharacters, making possible a supercharacter analysis without the full knowl-
edge of G-ergodic measures. Moreover, using the fact that supercharacters are induced charac-
ters, it is sometimes possible to decide if a supercharacter is associated with a representation of
type I or II (this is accomplished in chapter 6 for the infinite unitriangular groups of positive
characteristic).
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Furthermore, there is an innermost relationship between the standard supercharacter theory
of G and the standard supercharacter theories of all subgroups Gn (n ∈N). Using the amenabil-
ity of G and the Lindenstrauss pointwise ergodic theorem [69], we can conclude that, for each
supercharacter χ of G, there is a sequence (χn)n∈N , where χn, for n ∈ N, is a standard (normal-
ized) supercharacter of Gn, that pointwise-converges to χ . This fact yields a natural extension
of the so-called asymptotic representation theory initiated by Kerov and Vershik in [90, 93].
Furthermore, the Kerov-Vershik ergodic method can be adapted to this setting and, as it will
turn out, it is essentially equivalent to our approach. In this way, for approximately finite alge-
bra groups, the standard supercharacter theory constructed in this thesis provides a link between
the Kirillov orbit method and the Kerov-Vershik ergodic method.
There is also another supercharacter theory available for the discrete countable unitriangu-
lar groups, which is a coarsening of the standard supercharacter theory ( and is obtained in a
similar way by considering the action on A of a group B distinct from G). In particular, such a
supercharacter theory for the unitriangular group U∞(Fq) allows us to consider the Kingman’s
graph (originally defined in the context of population genetics; see [62]) in a supercharacter the-
ory setting, providing a representation theoretical framework for some properties of that graph
which had been studied in the past (as, for example, in [20, 77]).
It is worth to mention that the main ingredients of our theory is the amenability of the algebra
group G = 1+A and the abelian structure of the discrete group A+ (namely, the duality between
the discreteness of A and the compactness of A◦). Thus, the standard supercharacter theory may
be considered verbatim in a slightly more general setting: one may consider groups of the form
1+A where A is an associative nil algebra over a countable discrete ring, provided that 1+A
is amenable (by the way of example, the groups Un(Z) and U∞(Z) which are generalizations
of the discrete Heisenberg group) . However, for the sake of simplicity, we will only deal with
algebra groups over a field.
Furthermore, it is possible to present a generalization of the definition of a supercharacter
theory for an arbitrary countable discrete group G (see Definition 3.1.2), however, it is not clear
if the standard supercharacter theory develloped here satisfies this definition.
While this chapter ends with an overview on the most relevant literature (Section 1.1 below),
the rest of this thesis is structured as follows.
In Chapter 2, we briefly summarize the main definitions and results of both Measure Theory
and Representation Theory which will be needed throughout the thesis.
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Chapter 3 begins with the reasoning behind a possible general definition of a supercharacter
theory (Definition 3.1.2); in Subsection 3.2 we provide a general method to obtain a superchar-
acter theory for an arbitrary discrete group G by means of an action (by automorphisms) of an
amenable group G .
We then define algebra groups in more detail (Definition 3.3.1) and flash out their main
properties and in the Subsection 3.4 presents our construction; we relate superclass functions
on G with G-invariant measures on A◦ (Proposition 3.4.4), and Proposition 3.4.6 establish the
correspondence between G-ergodic measures and orbit closures which allows us to derive the
orbit supercharacter formula in Proposition 3.4.7.
We end the chapter with Section 3.5, where we provide a brief study of the general properties
of supercharacters as a whole topological object.
In Chapter 4, we turn our attention to approximately finite algebra groups of the form
G = lim−→n∈NGn. The finite approximation property is established in Proposition 4.1.4, pro-
viding a way to approximate supercharacters of G by supercharacters of the finite subgroups
Gn (n ∈ N). A summary of the Kerov-Vershik ergodic method is given in Subsection 4.2.1,
and in Subsection 4.2.2 we apply this method in a supercharacter theory context and explain
how it is equivalent to our approach. In Section 4.3.3, supercharacters are realized as induced
characters using Mackey’s Imprimitivity Theorem. This induction property allows us to factor-
ize supercharacters as the product of some “simpler” supercharacters: in Corollary 4.3.5, we
prove that the factorization is essentially unique when the algebra A has finite dimension; on the
other hand, in the infinite dimensional case, Corollary 4.3.6 provides an asymptotic (in general
non-unique) factorization.
The purpose of Chapter 5 is to explain how other supercharacter theories can be obtained
with a similar method used for the standard supercharacter theory; namely, we explore some
merits and limitations of Kirillov’s orbit method for a general (amenable and countable) algebra
group.
Finally, in Chapter 6 we classify two (related) supercharacter theories for the two families
of infinite unitriangular groups of positive characteristic: Un(F) where F is the algebraic closure
of a finite field, and U∞(Fq) where Fq is a finite field with q elements. The goal of this chapter is
twofold: on one hand, it gives concrete examples of supercharacter theories, and on the other it
shows, not only the difference between different supercharacter theories on the same group, but
also it highlights the contrast of supercharacter theories behavior when groups have structural
8
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differences. For both groups, and both supercharacter theories, we present exact formulas for
the supercharacter values (depending on certain statistics defined through some matrix entries),
a characterization of supercharacters by their type (using the induction property), and a brief
discussion of the regular character.
1.1 A brief literature review
This section is meant to provide a short survey on the existing literature of both character theory
of infinite discrete groups and supercharacter theories of finite groups. The main purpose is to
give some historical context; while the existing literature is to vast to be all mentioned, in this
section we try to our best to provide key references in the development of the theory.
Character theory for infinite discrete groups
The first major breakthrough in the representation theory of infinite countable discrete groups
was the work of Thoma in the 1960’s [87–89] where he extensively used characters as a rep-
resentation theoretical object. In particular, a full description of the indecomposable characters
of the infinite symmetric group S∞ was achieved in [87], where each indecomposable char-
acter is parametrized by two decreasing sequences of real numbers α1 ≥ α2 ≥ ... ≥ 0 and
β1 ≥ β2 ≥ ...≥ 0 satisfying ∑i∈N(αi +βi)≤ 1.
However, regarding Thoma’s results on S∞, in the words of Borodin and Olshansky ( [25, In-
troduction]), they “looked too unusual and even exotic, and were largely away from the principal
routes of representation theory that formed the mainstream in the 1960’s and 1970’s.”. Indeed,
the 1960’s and 1970’s were prolific in respect to the representation theory of Lie groups, namely
with the works of Dixmier, Harish-Chandra and Kirillov2 (to name a few). Nonetheless, with
its character approach Thoma planted a seed that soon gave fruits.
Kirillov’s orbit method for nilpotent Lie groups was introduced in 1962 by Kirillov in [63],
and revealed to be an exceptional source of inspiration (for a wide array of real and p-adic
Lie groups, with various degree of success, c.f [53, 66]); in 1977 Howe in [54] pioneered the
first generalization of the orbit method for infinite algebraic nilpotent discrete groups over the
field of rational numbers Q, an approach also based on characters. However, there is a number
of hypothesis imposed on the class of groups in question but, as he mentions in his paper
2Curiously enough, in 1965 Kirillov explored the characters of GLn over a discrete field in [64].
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“[...]this again is a fairly special extension of what eventually should be a very far-reaching
theory[...]”, he was not wrong. In [52] Howe explored the orbit method for nilpotent locally
compact nilpotent groups, which can be applied, to some extent and limitations, to discrete
nilpotent groups.
In 1994 Corwin and Johnston, based on Howe’s ideas (presented in [54] and [52]), were able
to drop some hypothesis and in [31] they described a fairly general orbit method for nilpotent
groups over Q. Later, in 1997, Bagget, Kaniuth and Moran connected the Kirillov orbit method
for discrete nilpotent groups with both characters and primitive ideals on the group C∗-algebra,
presenting an analysis of several representation theoretical topics. Such works turned Kirillov’s
ideas an essential methodology when dealing with discrete nilpotent groups.
Back to Thoma and his characterization of indecomposable characters of S∞, in the early
80’s Kerov and Vershik in [93] revisited the character theory of the infinite symmetric group
using a different approach which relies on its direct limit structure. The group S∞ can be un-
derstood as the union of all finite symmetric groups
⋃
n∈N Sn and any character of S∞ is fully
determined by its restriction to all finite symmetric groups; using known properties of the re-
striction of irreducible characters from Sn+1 to Sn they were able to realize the indecomposable
characters of S∞ as the pointwise limit of certain ascending families of normalized irreducible
characters of the finite groups. To achieve this, a particular topological space is built from the
above mentioned restrictions and, adapting the classical Birkhof ergodic theorem, the result fol-
lows (in Chapter 4, Section 4.2.1 we provide some more details). The success of such method,
by now dubbed the Kerov-Vershik ergodic method, is twofold: in the first place it explains
the Thoma parameters of indecomposable characters as the asymptotic limit of the growth of
columns and rows of certain Young diagrams with n boxes as n goes to infinity (which has
lead to a recent rich combinatorial theory as exemplified in [19, 20, 25, 45, 57, 74]). On the
other hand, the Kerov-Vershik method can be applied to any group which can be realized as
the direct limit of compact groups (we refer to [25, 90] for more details), giving rise to what is
known as asymptotic representation theory. Moreover, the ergodic method allows to establish
connections with other areas of mathematics, such as Markov processes [23, 24, 60, 91] and
point processes [21, 22, 77]. The Kerov-Vershik ergodic method was applied to other groups
and corresponding character theories; some examples can be found in [36, 46, 49–51].
It is worth mention that other methods have been applied when dealing with such groups,
namely the semigroup approach due to Olshanski [75], which somehow generalizes the classical
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Gelfand pairs into an infinite dimensional scenario; in this setting, characters can be understood
as some sort of spherical functions. Such approach has been fruitful when dealing with the
harmonic analysis of the infinite symmetric group as shown in [61, 76].
A recent book by Borodin and Olshanski [25], published in 2016, can be viewed as the
main modern reference on the representation theory of the infinite symmetric group, reaching
a broad list of topics connected with S∞, including the link between symmetric functions on
commutative variables and character theory, the Kerov-Vershik ergodic method and harmonic
analysis.
Supercharacter Theory
Supercharacters first appeared, under the name of basic characters, in the early 1990’s in An-
dré’s attempt to deliver a manageable way to deal with the character theory of the finite uni-
triangular groups Un(Fq), [3–5]. His construction worked under the hypothesis that n < p (p
being the characteristic of Fq). Yan, in his Ph.D thesis [94] (2002), constructed a family of
characters for Un(Fq), for arbitrary n and p, using a more elementary approach, under the name
of transition characters; when n < p, Yan’s transition characters coincide with André’s basic
characters. Independently of Yan, André in 2002 was able to drop the assumption n < p and
in [6] he presented a general construction of his basic characters.
André’s “basic characters” were named “supercharacters” by Carter (in various oral com-
munications), and appeared in the literature for the first time in 2004 [13] where the theory saw
its first achievement: supercharacters where used as substitutes of irreducible characters in an
harmonic analysis context in order to bound the rate of convergence of a certain random walk
on the finite unitriangular group Un(Fq). Prompted by this success, in 2008 Diaconis and Isaacs
provided in [33] a general definition of a supercharacter theory for an arbitrary finite group,
and a general construction (based on Yan’s work) of a standard supercharacter theory for an
arbitrary finite algebra groups has been given.
From thereon, supercharacter theories soon began to grow. Supercharacter theories for con-
crete non-algebra groups were developed in works such as [10] (2008), [9, 34] (2009), [68]
(2018) and [84] (2019). General supercharacter theory constructions have been attempted for
example in [48] (2012), [12] (2016) and [2] (2017).
An important feature of the supercharacter theories for the unitriangular groups (and related
subgroups) are its connections with combinatorics, namely with Hopf algebras [1, 11, 14, 15].
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The paper [1] is of significant importance: for each unitriangular group Un(Fq), there is a par-
ticular supercharacter theory (slightly coarser than the standard), known as the uncolored super-
character theory, whose supercharacters are fully characterized by set partitions of {1, ...,n}.
Let SCn be the vector space consisting of all complex functions on Un(Fq) which are con-
stant on the “uncolored” superclasses; in [1] the vector space SC =
⊕
n∈N
SCn is equipped with
a Hopf algebra structure which is isomorphic to the Hopf algebra of symmetric functions in
non-commutative variables. These facts establish a parallel with the irreducible representa-
tion theory of the finite symmetric group: the set Irr(Sn), consisting of irreducible characters




〈Irr(Sn)〉C admits a Hopf algebra structure which is isomorphic to the Hopf algebra
of symmetric functions in commuting variables (fore more details see, for example, [43]). For
this reason, the uncolored supercharacter theory of Un(Fq) may not only be considered a non-
commuting version of the irreducible character theory of Sn, but it also seems to be the “correct”
way to address the (super)representation theory of Un(Fq).
In the context of asymptotic representation theory, De Stavola [32] (2018) was the first to
consider supercharacter-theoretic objects. Let En be the set consisting of all uncolored super-
characters of Un(Fq), and recall that the regular character of Un(Fq) can be uniquely written as
a non-negative integer linear combination of all the supercharacters in En. These coefficients
define a measure SPln on En, called the super-Plancherel measure (in direct analogy to the
Plancherel measure on the set of irreducible characters of Sn); inspired in [92], De Stavola ana-
lyzed the asymptotic behavior of SPln as n grows to infinity, and presented a limit shape for the
super-Plancherel measure. However, due to a lack of representation theoretical framework, his
result is somehow lacking of meaning in terms of character/supercharacter theory (see Section
6.3 for more details).
On the other hand, also in 2018, André, Gomes and the author, in [8] considered and char-
acterized indecomposable superclass characters of U∞(Fq); this was achieved by adapting in a
suitable way the Kerov-Vershik ergodic method, and using strongly the combinatorial relation-
ship between supercharacters all finite unitriangular groups (mostly from [1]). In this fashion,
some parallels between the symmetric group (finite and infinite) and the unitriangular group
(finite and infinite) were extended, providing a setting where further analogies may be found.
Notwithstanding its merits, such approach lacks of generality, being too dependent on explicit
properties of the supercharacter theory of Un(Fq) so that it justifies the need of a different and
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In this introductory chapter, we will do a brief incursion on Measure Theory, on the one hand,
and on Group Representation Theory, on the other. It is primarily intended to fix the main con-
cepts and terminology used throughout the thesis, and to provide the main background material;
references will be provided for most of the relevant details.
In what concerns to Measure Theory, only a fairly amount of knowledge is needed to have
a grasp on the approach used in this work; all results to be used are classical. For this reason,
standard definitions and results are adapted to the setting of our interest in detriment of a more
general setting. While we will try to retain the terminology used by most authors, here and
there we will make some simplifications; by the way of example, by a measure we will always
mean a finite complex-valued measure (because we will not deal with infinite measures and,
generally speaking, we will need to consider complex measures). We will not delve too much
into Lebesgue integration theory, and we will just explain the main idea.
The key results to have in mind are the Riesz-Markov-Kakutani representation theorem,
Radon-Nikodym theorem and the ergodic decomposition of invariant measures (under the action
of a countable discrete group), all heavily used in the main body of this work.
As for Group Representation Theory, all groups are assumed to be topological and we will
consider only unitary representations. The class of all topological groups is too vast to have a
reasonable representation theory; however, assuming mild topological conditions, the (classical)
representation theory is fairly well developed. In more detail, unless otherwise stated, any
topological group will be assumed to be Hausdorff, locally compact and second countable. It
is worth to mention that any discrete group is Hausdorff and locally compact; furthermore, it is
15
Chapter 2. Preliminaries
second countable if and only if it has a countable number of elements.
In this setting, there is a huge interplay with the theory of C∗-algebras and von Neumman
algebras and, although we will not make an explicit use of such connections, some familiarity
with the classical concepts is recommended to better understand the quirks and difficulties of
some representation theoretical issues arising when dealing with discrete groups. For this rea-
son, since a summary of the theory of C∗-algebras and von Neumman algebras is out of the
scope of this thesis, we will only state the main facts which we will be relevant for our purposes
(providing references as we go along). The interested reader may consult the classical treaty by
Dixmier [35], or the more modern reference by Blackadar [16].
2.1 Measure Theory
In this section, we recall the basic definitions and results about Measure Theory. Our main
references are Bogachev’s books [17, 18] (and the references therein) since they represent an
(essentially) self-contained and extensive exposition of the general theory.
Given an arbitrary set X a family A of subsets of X is called a σ -algebra if it contains
X and the empty set /0, and if it is closed under (at most countable) unions, intersections and
relative complements; a pair (X ,A ) is called a measurable space if A is a σ -algebra of subsets
of X , and we refer to the subsets in A as the measurable subsets (or, whenever necessary, as
the A -measurable subsets of X).
In what follows, we fix an arbitrary measurable space (X ,A ).
Definition 2.1.1. A function µ : A → C is called a measure if the following conditions are
satisfied:
• µ( /0) = 0;











(In a more general context, measures may have infinite values; however, such measures will
not be considered in the present work. Furthermore, most of the authors assume a measure to
have only positive values.)
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The measurable space (X ,A ) will be called a measure space if it is equipped with a measure
µ; if there is no warn of ambiguity, we will omit the σ -algebra A from the notation and simply
say that µ is a measure on X .
Given a measure µ on X , an important measure theoretical concept is the notion of µ-
almost-everywhere: a property on X is said to be true µ-almost-everywhere (abbreviated µ-a.e.)
if the subset where the property does not hold is measurable and has zero measure.
If X is a topological space, the smallest σ -algebra which contains all the open sets is called
the Borel σ -algebra of X , and its measurable sets are called the Borel subsets of X ; we denote by
B(X) the set consisting of all Borel subsets of X . Notice that, by the definition of a σ -algebra,
every closed set is measurable; indeed, the smallest σ -algebra containing all the closed sets
coincides with the Borel σ -algebra. Furthermore, given a measure µ on X , its support, which
we denote by supp(µ), is defined to be the set consisting of all points x ∈ X such that every
open neighbourhood of x has positive measure; equivalently, supp(µ) is the smallest closed set
C such that µ(X \C) = 0.
A measure µ on X has different names and properties depending on its range:
• if µ(A) ∈ R for all A ∈A , then µ is said to be a signed measure;
• if µ(A) ∈ R+0 , then µ is said to be a positive measure;
• if µ is a positive measure and µ(X) = 1, then µ is said to be a probability measure.
If µ is a complex-valued measure, then it is clear that µ admits a unique decomposition
µ = µ1 + iµ2 where i stands for the imaginary unit and µ1, µ2 are signed measures. On the
other hand, if µ is a signed measure, then µ can be decomposed as a difference of two positive
measures µ = µ+−µ− where, for every measurable set A ∈A ,
µ
+(A) = sup{µ(B) : B ∈A , B⊆ A} and µ−(A) = sup{−µ(B) : B ∈A , B⊆ A};
furthermore, there are disjoint measurable sets X+,X− ∈ A such that X = X+ ∪ X− and
µ+(X−) = µ−(X+) = 0 ( [17, Theorem 3.11], its corollary and following remarks). The de-
composition µ = µ+−µ− is known as the Hann-Jordan decomposition of µ .
Definition 2.1.2. The total variation of a measure µ on X is a positive measure on X , which we








where the supremum is taken over all measurable partitions P of A (that is, partitions of X whose
parts are measurable sets). The value ‖µ‖= |µ|(X) is called the total variation norm of µ .
Notice that, if µ is a signed measure, then ‖µ‖= µ+(X)+µ−(X) (see [17, Definition 3.1.4]
and ensuing remarks); on the other hand, if µ is positive, then |µ|= µ .
Definition 2.1.3. If µ and ν are two positive measures on X , we say that:
• µ is absolutely continuous with respect to ν , and write µ ν , if for any every measurable
set A, ν(A) = 0 ⇒ µ(A) = 0;
• µ and ν are equivalent if µ  ν  µ;
• µ and ν are orthogonal, or singular (with respect to one another), and write µ ⊥ ν , if
there are disjoint measurable sets A and B such that A∪B = X and µ(A) = ν(B) = 0.
If (Y,B) is another measurable space, then a function f : X →Y is said to be measurable if
f−1(B) ∈A for all B ∈B. In particular, if X and Y are topological spaces, each equipped with
its own Borel σ -algebra, then every continuous function f : X → Y is measurable.
For every measurable set A ∈A , we denote by IA be the characteristic function of A; hence
IA(x) = 1 if x ∈ A, and IA(x) = 0 if x ∈ X \A. If C is considered with its Borel σ -algebra, then
IA is clearly a measurable function; we say that a function f0 : X → C is simple if there are a






and we define the integral of f0 with respect to µ , which we denote by
∫








if there is no warn of ambiguity, we simplify the notation and write
∫
X f0 dµ instead of
∫
X f0(x) dµ(x).
A sequence ( fn)n∈N of simple functions is said to be fundamental in the mean if, for every
ε > 0, there is an order n such that∫
X
| fi− f j| dµ < ε, for all i, j ≥ n.
For every measurable function f : X →C, there is a family ( fn)n∈N of simple functions that
converges pointwise to f ( [17, Lemma 2.1.8]). We say that f is µ-integrable if the sequence
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( fn)n∈N is fundamental in the mean; if this is the case, then we define the integral of f with
respect to µ as ∫
X





As shown in [17, Lemma 2.4.2], this limit does not depend on the choice of the sequence
fundamental in the mean, and [17, Lemma 2.3.4] ensures it is indeed finite.
As it turns out, absolutely continuous measures are related by a measurable function.
Theorem 2.1.4 (Radon-Nikodym theorem). If µ and ν are positive measures on X, then µ ν
if and only if there is a unique (up to a set of measure zero) ν-integrable function f : X → R





(For a proof, see [17, Theorem 3.2.2].) In the above notation, the function f is usually
denoted by dµdν , and is called the Radon-Nikodym derivative. The uniqueness of the Radon-
Nikodym derivative ensures that, if µ and ν are two equivalent measures, then the Radon-









An important scenario occurs when X is a topological compact Hausdorff space equipped
with its Borel σ -algebra; we denote by C(X) the set of all continuous functions equipped with
the usual uniform norm ‖.‖
∞






The uniform norm induces a topology on C(X), and we denote by C(X)∗ the corresponding
topological linear dual, that is, the set consisting of all continuous linear functionals on C(X).
Recall that a linear functional ϕ ∈C(X)∗ is continuous if and only if it is bounded, that is, there
is a constant c > 0 such that |ϕ( f )| ≤ c‖ f‖
∞
, for all f ∈ C(X); this fact allow us to consider
the operator norm ‖.‖op on C(X)∗ which may be defined in two equivalent ways: for every
ϕ ∈C(X)∗
‖ϕ‖op = inf{c > 0: |ϕ( f )| ≤ c‖ f‖∞}= sup{|ϕ( f )| : ‖ f‖∞ = 1},
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for the equivalence of the definitions we refer to [29]. The following result will be heavily used
throughout the thesis (a proof can be found in [82, Theorem 6.19]); it relates linear functionals
in C(X)∗ with regular measures: a measure µ is said to be regular if, for every Borel set A∈A ,
|µ|(A) = sup{|µ|(F) : F ⊆ A, F is closed}= inf{|µ|(G) : A⊆ G, G is open}.
Theorem 2.1.5 (Riesz-Markov-Kakutani representation theorem). If X is a topological compact
Hausdorff space, then there is a bijection between regular measures on X and linear functionals
in C(X)∗ given by:
• If µ is a regular Borel measure on X, then the mapping f 7→
∫
X f dµ (for f ∈ C(X))
defines a linear function ϕ(µ) ∈C(X)∗;
• For every ϕ ∈C(X)∗, there exists a unique regular Borel measure µ on X such that
ϕ( f ) =
∫
X
f dµ, f ∈C(X).
(hence ϕ = ϕ(µ)).
Furthermore, for every regular Borel measure µ on X,
‖ϕ(µ)‖op = ‖µ‖= |µ|(X).
We observe that, in the case where X is metric space, every Borel measure is regular; for a
proof see [40, Theorem 7.17].
A paramount concept in what follows is that of weak*-convergence of measures: we say
that a sequence of Borel measures (µn)n∈N on a topological space X weak*-converges to a








f dµ, f ∈C(X).
Notice that the convergence with respect to the total-variation norm is stronger than the
weak*-convergence, in the sense that the former implies the latter. The following simple exam-
ple shows that the topologies are in fact different: let (µn)n∈N be the sequence of measures on





(−1)iδi/n, n ∈ N,
where δi/n denotes the Dirac measure on i/n, that is, δi/n(X) = 1 if i/n ∈ X , and δi/n(X) = 0 if
i/n /∈ X ; then, µn→ 0 in the weak*-topology while ‖µn‖= 1 for all n ∈ N.
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Whenever X is a topological space, we denote M (X) and M+(X) the set of regular Borel
measures and of regular probability Borel measures on X , respectively. The set M+(X) lies
inside the unit ball of the topological linear dual C(X)∗ of C(X), and thus, when equipped with
the weak*-topology, it is compact and metrizable (see [39, Proposition 3.101]).
Let X be a compact metric space, and let G a countable discrete group acting on the left of
X ; by a left action of G on X we mean a function G ×X → X , (g,x) 7→ g·x, satisfying
(gh)·x = g·(h·x), g,h ∈ G , x ∈ X .
A Borel measure µ on X is said to be G -invariant if
µ(g·A) = µ(A), g ∈ G , A ∈B(X).
A G -invariant probability measure µ on X is said to be G -ergodic if, for every G -invariant
Borel set A, either µ(A) = 0, or µ(A) = 1; equivalently, a function defined on X is G -invariant
if and only if it it is constant µ-almost everywhere.
The proposition below allows us to decompose any G -invariant measure in terms of G -
ergodic ones. We recall that in an arbitrary convex set V , an indecomposable (or extreme)
element is one that cannot be written as a non-trivial linear convex combination of two other
elements. If V is a compact metrizable convex subspace of a locally convex space E, then
Choquet’s theorem (see [79, Section 3] for a proof) states that, for every v0 ∈ V , there is a





we say that µ is the representing measure of v0. The set V is said to be a Choquet simplex if for
every element of V the corresponding representing measure is unique.
Proposition 2.1.6 (Ergodic decomposition). Let X be a compact metric space, and let G be
countable group acting on X. Then, the set of G -invariant measures is a Choquet simplex whose
indecomposable elements are the ergodic measures. In other words, if ErgG (X) denotes the set
consisting of all G -ergodic measures on X, then for every G -invariant probability measure µ















for all A ∈B(X) and all f ∈C(X).
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Such an integral decomposition of any G -invariant measure is usually referred to as the G -
ergodic decomposition. A proof can be found in [79, Section 12]; we should mention that the
theorem there is stated in terms of Baire measures; however, on a metric space, Baire measures
and Borel measures coincide (see [18, Corollary 6.3.5]).
2.2 Representation Theory
A topological group G is a group equipped with a topology for which the functions G×G→G,
(g,h) 7→ gh, and G→ G, g 7→ g−1, are continuous. In what follows, unless otherwise stated,
any group is assumed to be locally compact and second countable; we also consider G equipped
with its Borel σ -algebra. A (Borel) measure µ on G is said to be left G-invariant (or invariant
under left translations ) if
µ(gB) = µ(B), g ∈ G, B ∈B(G).
An important feature of topological groups is the existence of a G-invariant measure.
Theorem 2.2.1 (Haar). Every topological group G admits a left G-invariant measure η . Fur-
thermore, the measure η is essentially unique, in the sense that, if η ′ is any other G-invariant
measure, then there is a positive constant c such that
η(B) = cη ′(B), B ∈B(G).
If G is a compact topological group, then there is a unique left G-invariant probability measure.
For a proof we refer to [73, Chapter II, section 4, Theorem 1]; as it is customary, we refer to
a left G-invariant measure on G as a left Haar measure on G. We now fix a left Haar measure η
on G, and for every g ∈ G we define the measure ηg by
ηg(B) = η(Bg), B ∈B(G).
The measure ηg (for g ∈ G) is also a left Haar measure, and thus there exists a constant ∆(g)
such that ∆(g)η = ηg; the mapping g 7→ ∆(G) defines a function ∆ : G→ R+ which is called
the modular function of G. The group G is said to be unimodular if ∆(g) = 1 for all g ∈ G. We
observe that, when the group G is countable and discrete, the counting measure d on G (that




If G is a topological group, then by a unitary representation of G we mean a pair (π,H )
where H is a separable Hilbert space and π : G→ U(H ) is a group homomorphism from
G to the group U(H ) consisting of all bounded linear unitary operators on H , such that for
every v ∈H the mapping g 7→ π(g)v defines a norm continuous map G→H . Except when
explicitly stated, all representations are assumed to be unitary; moreover, when the context is
clear, we sometimes omit the space H and refer simply to the representation π .
Example 2.2.2. Let G be a topological group, fix a left Haar measure η , and consider the Hilbert
space L2(G,η). For every f ∈ L2(G,η) and every g ∈G, let π(g) : L2(G,η)→ L2(G,η) be the
map defined by
π(g) f (h) = f (g−1h), h ∈ G.
Then, the pair (π,L2(G,η)) is a unitary representation to which we refer to as the (left) regular
representation of G.
If (π,H ) is a representation of G and H ′ is a π(G)-invariant closed subspace of H , then
π defines naturally a group homomorphism π : G→ U(H ′), so that the pair (π,H ′) becomes
a representation of G; in this situation, we refer to (π,H ′) as a subrepresentation of (π,H ).
As it is usual, a representation (π,H ) is said to be irreducible if it does not admit non-trivial
subrepresentations; in other words, if 0 and H are the only closed π(G)-invariant subspaces of
H .
Given an arbitrary representation (π,H ) of G, we may consider the von Neumman algebra
W π generated by the set {π(g) : g ∈G}. The von Neumman algebra W π decomposes uniquely
as a direct sum of von Neumman algebras W πI ⊕W πII ⊕W πIII , where W πI , W πII and W πIII are, pos-
sibly trivial, von Neumman algebras of types I, II or III (we follow the classical Murray-von
Neumman terminology; for more details see [16, III.1.4.7]); accordingly, we say that the repre-
sentation (π,H ) is of type I, II, III, or mixture of types, depending on the decomposition of
W π .
The group G is said to be tame if every representation is type I, and wild otherwise. This
terminology is justified by the fact that representations of type II and III exhibit a pathological
behavior: if π is a type II or III representation, then every subrepresentation is a multiple
of a proper subrepresentation (see [16, III.5.1.9]), and therefore they do not admit irreducible
subrepresentations.
There are various classes which are known to be tame: for example, abelian groups, compact
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groups, connected semisimple or nilpotent Lie groups and linear algebraic groups are tame
(see [67, Chapter A Short Historical Sketch and a Guide to the Literature]). On the other hand,
infinite discrete groups tend to be wild; in fact, it was shown by Thoma in [89] that a countable
infinite discrete group is tame if and only if it has a commutative subgroup of finite index (in
this fashion, a large family of interesting infinite discrete groups are excluded, as it is the case
of the infinite symmetric group S∞ =
⋃
n∈N
Sn consisting on all finite permutations of the natural
numbers N).
An intertwining operator between two representations (π1,H1) and (π2,H2) is a continu-
ous unitary linear operator Ψ : H1→H2 which commutes with the group action, that is,
Ψ◦π1(g) = π2(g)◦Ψ, g ∈ G.
We denote HomG(π1,π2) the vector space consisting of all intertwining operators between π1
and π2, and say that π1 and π2 are disjoint if HomG(π1,π2) = /0 and equivalent, denoted by
π1 ' π2, if there is an invertible element in HomG(π1,π2). On the other hand, π1 and π2 are
said to be quasi-equivalent, and write π1 ≈ π2, if no subrepresentation of π1 is disjoint from π2,
and conversely no subrepresentation of π2 is disjoint from π1; equivalently, π1 ≈ π2 if and only
if the von Neumman algebras W π1 and W π2 are isomorphic (for a proof of the two equivalences
we refer to [35, proposition 5.3.1]).
We note that, quasi-equivalence preserve the representation type (if π1 ≈ π2, then π1 is
of type I, II, III, or a mixture of types, if and only of π2 is type I, II, III, or a mixture of
types); furthermore, two irreducible unitary representations are quasi-equivalent if and only if
they are equivalent. (Despite its name, the quasi-equivalent relation is indeed a true equivalence
relation.)
Given two representations (π1,H1) and (π2,H2) of G, their sum (π1,H1)⊕ (π2,H2) is
defined in the natural way as the operator π1⊕π2 acting on the direct sum H1⊕H2 of Hilbert
spaces. The tensor product of unitary representations can also be defined. Given two Hilbert
spaces H1 and H2 equipped with norms p1 and p2, respectively, we consider the usual tensor
product H1⊗H2 of vector spaces, and define a norm p on H1⊗H2 via
p(v1⊗ v2) = p1(v1)p2(v2), v1 ∈H1, v2 ∈H2;
the completion of H1⊗H2 with respect to p, denoted by H1 ⊗H2, is a Hilbert space. Now,
if (π1,H1) and (π2,H2) are two unitary representations of G, then for every g ∈ G the map
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= π1(g)v1⊗π2(g)v2, v1 ∈H1, v2 ∈H2,
extends to a unitary operator of H1 ⊗H2, and the pair (π⊗π2,H1 ⊗H2) is a unitary repre-
sentation of G.
Both the sum and product of any finite number of unitary representations is well defined;
furthermore, the notion of sum of representations can be extended in order to define a contin-
uous sum of an infinite (possibly uncountable) number of representations. Let (X ,A ,µ) be an
arbitrary measure space, and let {(πx,Hx); x ∈ X} be a family of unitary representations of
G. We recall the definition of the direct integral of Hilbert spaces. Let Γ be a set consisting
of vector functions of f : X → ∏
x∈X
Hx (that is, a function such that f (x) ∈Hx for all x ∈ X)
satisfying:
• For every f1, f2 ∈ Γ, the mapping x 7→ 〈 f1(x) | f2(x)〉 defines a measurable function;
• For every x ∈ X , the C-linear span of the set { f (x) : f ∈ Γ} is dense in Hx;
A vector function f : X → ∏
x∈X
Hx is said to be measurable if for every f ′ ∈ Γ the mapping
x 7→ 〈 f (x)| f ′(x)〉 defines a measurable function. If we denote by H 0 the C-linear span of such










〈 f1(x)| f2(x)〉 dµ(x), f1, f2 ∈Hµ .
Accordingly, for every g ∈ G we define the map π µ(g) : Hµ →Hµ by
(π µ(g) f )(y) = πy(g) f (y), f ∈Hµ , y ∈ X ;
we sometimes write π µ =
∫⊗
x∈X πx dµ . Then, (π ,Hµ) is a unitary representation of G to which
we refer as the direct integral of the representations (πx,Hx), x ∈ X ; for more details, we refer
to [35, 67].
Every unitary representation of G admits a decomposition as a direct integral of irreducible
unitary representations (see [67, Chapter 8, Corollary to Theorem 2]), and we may think of
the set of equivalence classes of representations as a dual space (by a dual space we mean an
object whose elements are enough to describe all representations); however, uniqueness (up to
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equivalent representations) is in general lacking (see [71, Theorem 11] where it is presented an
example of a Type II unitary representation which does not admit uniqueness). In this fashion,
irreducible representations are not reasonable invariants (as they lead to a poor decomposition
theory), and thus we need to consider a different dual space capable of a unique decomposition.
In [38], a general decomposition theory is achieved using factor representations: a factor
representation (π,H ) is one whose corresponding von Neumman algebra W π is a factor, equiv-
alently, any subrepresentation is quasi-equivalent to (π,H ) ( [35, Proposition 5.2.5]); however,
from the representation theoretical point of view, type III representations are, in a sense, too
large and ill behaved. In particular, representations of type III do not admit any kind of trace
(nevertheless, with the so called Tomita-Takesaki theory, one can understand the nature of type
III von Neumann algebras). On the other hand, representations of type I and II admit a unique
trace (up to quasi-equivalence), and this allows us to recover much of the character theory of
finite (or, more generally, compact) groups.
Definition 2.2.3. A continuous function ϕ : G→ C is called a character of G if it satisfies the
following properties:
• ϕ is normalized, that is, ϕ(1) = 1;
• ϕ is central, that is, ϕ(h−1gh) = ϕ(g) for all g,h ∈ G;




ziz jϕ(gig−1j )≥ 0.
We denote by Char(G) the set consisting of all characters of G, and equip it with the topol-
ogy of uniform convergence on compact sets, so that Char(G) becomes a compact topological
space (see [35, Proposition 17.3.5]). It is clear that Char(G) is a convex set, and thus we may
consider the subset Ex(G) consisting of all indecomposable of G; we recall that, in any convex
set, an element is called indecomposable (or, extreme) if it cannot be written as a non-trivial
linear convex combination of any other two elements. (Some authors refer to characters as
Thoma characters while others (such as Dixmier) reserve the term character to denominate an
indecomposable character. However, we prefer to use the definition above in order to maintain
the similarity with the classical character theory of finite groups.)
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Let ϕ be a character of a group G. Since ϕ is positive definite, for every g ∈ G the matrix ϕ(1) ϕ(g)
ϕ(g−1) ϕ(1)

must be positive and hermitian, and this implies that
|ϕ(g)| ≤ ϕ(1) = 1 and ϕ(g−1) = ϕ(g).
Let (π,H ) be a unitary representation of G, and let v ∈H a normalized vector. Then, the
function χ : G→ C defined as
χ(g) = 〈π(g)v|v〉, g ∈ G,
is a character. A representation (π,H ) of G is said to be a cyclic representation if there is a
normalized vector v ∈H such that the C-linear span of {π(g)v : v ∈H } is dense in H ; if
this is the case, then we say that the character associated with v (as above) is the character of G
afforded by (π,H ).
As it turns out, every character is obtained in this fashion; in order to understand how, we
need to consider the C∗-algebra of the group. We fix a left Haar measure η for G, and consider
the involutive algebra L1(G,η). By a representation of L1(G,η) we mean a pair (π,H ) where
H is a Hilbert space and π is a homomorphism from L1(G) to the involutive algebra consisting
of all bounded linear operators on H . A representation (π,H ) of L1(G,η) is said to be non-
degenerate if for every v ∈H there is an element f ∈ L1(G,η) such that π( f )v 6= 0.
Now, let (π,H ) be a unitary representation of G. For every f ∈ L1(G,η), the linear operator




f (g)π(g)v dη(g), v ∈H ,
determines a unique non-degenerate representation of L1(G,η); furthermore, this correspon-
dence defines a bijection between unitary representations of G and non-degenerate representa-
tions of L1(G,η) (we refer to [35, Proposition 13.3.1] for a proof).
On the other hand, consider the norm of L1(G,η) given by
‖ f‖= sup
π
‖π( f )‖ , f ∈ L1(G,η),
where the supremum is taken over all non-degenerate representations of L1(G,η). The comple-
tion of L1(G,η) with respect to such norm yields a C∗-algebra, denoted by C∗(G) and called the
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group C∗-algebra of G. As it turns out, any non-degenerate representation of L1(G,η) admits
a unique extension to a non-degenerate representation of C∗(G). (We notice that, if G is finite,
then C∗(G) is the usual group algebra C[G].)
Every character ϕ of G admits a unique extension to a positive linear functional on C∗(G)
which we will also denote by ϕ , and the Gelfand-Naimark-Segal construction allows us to
construct a cyclic representation (πϕ ,Hϕ) of G which affords the character ϕ (for all details we
refer to [16, II.6.4]). Let
Nϕ = {x ∈C∗(G) : ϕ(xx∗) = 0}.
Nϕ is a closed left ideal of C∗(G), and so we may define a inner product 〈·|·〉ϕ on the quotient
C∗(G)/Nϕ by
〈x|y〉ϕ = ϕ(xy∗), x,y ∈C∗(G)/Nϕ .
The completion of C∗(G)/Nϕ with respect to 〈·|·〉ϕ yields a Hilbert space, denoted by Hϕ .
Finally, we use continuous extension to define the representation (πϕ ,Hϕ) of G such that
πϕ(x)(y+Nϕ) = xy+Nϕ x ∈C∗(G), y+Nϕ ∈C∗(G)/Nϕ .
Furthermore, we note that there is a cyclic vector vϕ ∈Hϕ such that
ϕ(x) = 〈πϕ(x)vϕ |vϕ〉ϕ , x ∈C∗(G);
if G is discrete, then vϕ is the image in Hϕ of the group identity 1 ∈ G.
Using the Gelfand-Naimark-Segal construction, it is fairly easy to check that two cyclic
representations having the same character are unitarily equivalent. In this fashion, there is a
bijective correspondence between characters of G and cyclic representations of G. Further-
more, there is a natural bijection between Char(G) and the set of quasi-equivalence classes
of representations of type I and II (see [35, Proposition 17.3.4]), and hence the classification
of representations of types I and II (up to quasi-equivalence) may be only concerned with the
cyclic representations.
Example 2.2.4. Let G be a discrete group, so that the discrete measure (or, counting measure)
d on G (that is, d(g) = 1 for all g ∈ G) serves as a (left) Haar measure. For every g ∈ G, let δg
be the Dirac function on g (that is, for every h ∈ G δg(h) = 1 if g = h, and δg(h) = 0 if g 6= h);
notice that the C-linear span of {δg : g ∈ G} is dense in L2(G,d).
Consider the (left) regular representation (π,L2(G,d)), and note that πgδh = δgh for all
g,h ∈G; consequently, δ1 is a cyclic vector and (π,L2(G,d)) affords a character ρ such that for
28
2.2. Representation Theory
all g ∈ G
ρ(g) = 〈πgδ1|δ1〉= ∑
h∈G
δg(h)δ1(h) =
1, if g = 1,0, otherwise.
The character ρ is called the (left) regular character of G.
In the case where G is a discrete countable group, Thoma showed in [88] that Char(G)
is a Choquet simplex. This means that Char(G) is fully determined by its indecomposable





ξ (g) dµ(ξ ), g ∈ G.
We will refer to such a decomposition as the Choquet integral decomposition (sometimes also
called the spectral decomposition) of ϕ , and we will refer to µ as the Choquet measure associ-
ated with ϕ .
By the way of example, let G be a finite group. Then, G is a tame group, and hence ev-
ery finite-dimensional representation admits a character: indeed, the set Char(G) consists of all
normalized traces of finite-dimensional representations, and the indecomposable characters are
nothing more than the normalized traces of the irreducible representations (note that an irre-
ducible representation of a finite group is always finite-dimensional). If we denote by Irr(G) the
set consisting of all irreducible characters of G, then Irr(G) is a finite set, and every character





where, for every ξ ∈ Irr(G), the coefficient m(ξ ,ϕ) is a non-negative integer, to which we refer
as the multiplicity of ξ in ϕ (notice that we are allowing zero multiplicities). In order to interpret
the Choquet decomposition of characters in this case, we consider the set
Ex(G) =
{
ξ̂ = ξ/ξ (1) : ξ ∈ Irr(G)
}
consisting of all normalized irreducible characters of G. For an arbitrary character ϕ ∈Char(G),








and we define the normalized multiplicity of ξ̂ in ϕ̂ to be




Since ϕ(1) = ∑
ξ∈Irr(G)
m(ξ ,ϕ)ξ (1), we conclude that
0≤ m̂(ξ̂ , ϕ̂)≤ 1 and ∑
ξ̂∈Ex(G)
m̂(ξ̂ , ϕ̂) = 1
and thus, the values {m̂(ξ̂ , ϕ̂)}





ξ̂ dµ = ∑
ξ̂∈Ex(G)
m̂(ξ̂ , ϕ̂)ξ̂ .
Consequently, the Choquet integral decomposition is equivalent to the ordinary decompo-
sition of characters as an integer linear combination of irreducible characters, and it is in this
sense that the character theory of infinite discrete groups generalize the usual character theory
of finite groups. For this reason, the set Ex(G) is considered a quasi-dual space.
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Supercharacter Theories and Algebra
Groups
For an arbitrary group G, the set Ex(G) of indecomposable characters may be too large or even
too complicated to describe. Nonetheless, it may be possible to consider a smaller and more
tractable family of characters which could be used as an “approximation” of Ex(G). Just as in
the finite group case, this may be accomplished by considering supercharacter theories of the
given group; a prototype example is the finite unitriangular group which is known to have an
intractable character theory.
The following section describes a possible way to generalize the definition of a superchar-
acter theory for an arbitrary countable discrete algebra group, which we present in Definition
3.1.2. Also we provide a general way to construct a supercharacter theory in the sense of Defi-
nition 3.1.2.
The Section 3.3 introduces the class of algebra groups and in 3.4 we generalize the super-
character theory given in [33] for finite algebra groups. We mention that it is not clear if such
a construction obeys the axioms of Definition 3.1.2, however it coincides with the standard su-
percharacter theory of [33] when the algebra group is finite, for this reason we shall refer it as
the standard supercharacter theory.
3.1 On the definition of a supercharacter theory
Let G be an arbitrary finite group. For the moment, by a (complex) character of G we mean the
usual (non-normalized) trace of a finite-dimensional complex representation of G. The notion
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of a supercharacter theory of G was introduced by Diaconis and Isaacs in [33] to generalize
an approach used by André (e.g. [4–6]) and Yan [94] to study the irreducible characters of the
finite unitriangular groups. The basic idea is to coarsen the usual irreducible character theory
of a group by replacing irreducible characters with integer linear combinations of irreducible
characters that are constant on a set of clumped conjugacy classes. By a supercharacter theory
of G we mean a pair (K ,E ) where K is set partition of G and E an orthogonal set of characters
of G (not necessarily irreducible), satisfying the following properties:
• |K |= |E |,
• every character χ ∈ E takes a constant value on each member K ∈K , and
• each irreducible character is a constituent of one of the characters χ ∈ E .
We refer to the members of K as superclasses and to the characters in E as supercharacters
of G. We note that, as shown in [33, Theorem 2.2], the superclasses of G are always unions of
conjugacy classes; moreover, 1 forms a superclass and the principal character 1G is always a
supercharacter of G.
As a “trivial” example, the set Cl(G) of conjugacy classes G, together with the set Irr(G) of
irreducible characters, form a supercharacter theory (Cl(G), Irr(G)) of G. In general, given an
arbitrary supercharacter theory (K ,E ) of G, the set E induces a partition
XE = {Xχ : χ ∈ E }
of Irr(G) where, for every χ ∈ E , Xχ is the set of irreducible constituents of χ; in this fashion,
(K ,XE ) can be understood as a quotient of (Cl(G), Irr(G)), and thus we may think of a super-
character theory as an approximation of the (usual) irreducible character theory. As it turns out
(see [33, Lemma 2.1]), the partitions K of G and XE of Irr(G) uniquely determine each other.
Let X be a partition of Irr(G), and define the character
σX = ∑
ξ∈Irr(G)
ξ (1)ξ , X ∈X .
If there is a partition K of G such that {1} ∈K and |K | = |E |, and if each σX is constant
on the members of K , then the pair (K ,{σX : X ∈X }) forms a supercharacter theory of G;
indeed, the following is true.
Lemma 3.1.1 ( [33, Lemma 2.1]). Let K be a partition of a finite group G, let X be a partition
of Irr(G), and assume that E = {χX : X ∈X } is a family of characters which are constant on
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elements of K and such that, for every X ∈X , the irreducible characters of χX lie in X. If
|K |= |E |, then the following are equivalent:
• {1} ∈K ;
• Each irreducible character is a constituent of a unique element of E ;
• For every X ∈X , the character χX is a constant multiple of σX .
If we consider G as a topological group (equipped with the discrete topology) and normalize
characters in order to agree with the general definition of character given in Definition 2.2.3,
then every (non-normalized) supercharacter theory (K ,E ) yields a normalized supercharacter
theory which is uniquely determined by the corresponding partitions K and XE : if χX is the










In this context, a supercharacter theory for a finite group admits a slightly different charac-
terization. Let
Ex(G) = {ζ/ζ (1) : ζ ∈ Irr(G)},
and let ϕ be an arbitrary (normalized) character of G. Then, we say that ξ ∈ Ex(G) is a con-
stituent of ϕ if the normalized multiplicity m̂(ξ ,ϕ) is non-zero. If (K ,E ) is a (normalized)
supercharacter theory for G, then a character which is constant on the superclasses will be re-
ferred to as a superclass character; more generally, by a superclass function of G we mean
a complex-valued function defined on G which is constant on the superclasses of G (hence, a
superclass character is a superclass function which is also a character of G). We will denote
by SCl+K (G) the set consisting of all superclass characters of G. Then, SCl
+
K (G) is a convex
set, and E is precisely the set of indecomposable elements of SCl+K (G) (because |K | = |E |
and because every indecomposable character is a constituent of a unique supercharacter). Con-
sequently, a normalized supercharacter theory of G may be defined as a pair (K ,E ), where
K is partition of G and E is the set consisting of all indecomposable elements of SCl+K (G),
such that |K |= |E | and each indecomposable character ξ ∈ Ex(G) is a constituent of a unique
element in E ;
Now, let G be an approximately finite group, that is, there is a chain {Gn}n∈N of finite
33
Chapter 3. Supercharacter Theories and Algebra Groups







Furthermore, suppose that for each n∈N the subgroup Gn is endowed with a normalized super-
character theory (Kn,En). Then, if we assume mild compatibility conditions on the superchar-
acter theories (Kn,En) for n ∈ N, there is a natural way to extend the notion of supercharacter
theory to the group G.
On the one hand, suppose that, for every n ∈ N and every superclass Kn ∈Kn, there is a
unique superclass Kn+1 ∈Kn such that Kn ⊆ Kn+1. Then, the set K of superclasses of G is





where Kn ∈Kn and Kn ⊆ Kn+1. On the other hand, for every n ∈N and every Kn+1 ∈Kn+1, the
intersection Kn+1∩Gn must be a union of superclasses of Gn, and this implies that the restriction
of any supercharacter in En+1 to Gn must be a convex linear combination of supercharacters in
En. Consequently, for every n ∈ N, the restriction to Gn of every superclass character of G is a
superclass character of Gn, and this fact allows us to adapt the Kerov-Vershik ergodic method
(see [90] and also 4.2) in order to conclude that, for every indecomposable superclass character
χ of G, there is at least one sequence (χn)n∈N, where χn ∈ En for all n ∈ N, such that
lim
n→∞
χn(g) = χ(g), g ∈ G.
Such a finite approximation property extends the notion of a supercharacter in an asymptotic
fashion, and thus it is natural to define the set of supercharacters of G to be the set E consist-
ing of all indecomposable superclass characters of G. This definition of a supercharacter is





the resulting supercharacter theory is in fact a natural extension of the supercharacter theory
of Un(Fq) (in particular, it allows us to understand the paper [32] by De Stavola in a purely
1We notice that, in [8] superclass characters are called supercharacters and the indecomposable superclass characters are
called indecomposable supercharacters; we choose not to follow this terminology in order to be coherent with the finite group
case.
34
3.1. On the definition of a supercharacter theory
representation theoretical setting; this will be explained in detail in Section 7.3). These facts
suggest that the set E of indecomposable superclass characters are the right substitute for the
set of supercharacters, and that the pair (K ,E ) should be considered a supercharacter theory
for any approximately finite group G.
In the more general situation of an arbitrary countable discrete group G, there is no evidence
of which object should be considered as a supercharacter theory. A supercharacter theory for
G should be a pair (K ,E ), understood as an approximation of (Cl(G),Ex(G)), which gen-
eralizes the finite case definition in the same way that indecomposable characters generalize
the irreducible characters, that is, we should have “natural analogues” to fulfill the following
schematic diagram:
Finite groups Infinite groups
Irreducible characters Indecomposable characters
Supercharacters Supercharacters
Since, in general, the number of indecomposable characters of an infinite countable discrete
group is “bigger” than the number of conjugacy classes (for example, the indecomposable char-
acters of the abelian group of integer numbers is the unit circle), it does not seem reasonable to
request the number of superclasses to be equal to the number of supercharacters. Nevertheless,
any extension of the definition of a supercharacter theory (K ,E ) should coincide with the finite
group definition if, additionally, |K |= |E |.
The equality, in the case of finite groups, between the number of superclasses and super-
characters has important consequences that can be omitted in the definition of a supercharacter
theory; however, these consequences need to be part of the definition when one considers an
infinite countable group. The purpose of a supercharacter theory is to provide some sort of
approximation of the indecomposable character theory, where superclasses play the role of con-
jugacy classes and supercharacters are a substitute for indecomposable characters. Hence, in
order for a partition K of G to be a candidate for the set consisting on superclasses, we should
require any member K ∈K to be a union of conjugacy classes and that {1} ∈K ; if this is
case, then we shall say that K is a family of superclasses of G.
A naive attempt to define a supercharacter theory of G would be to choose a pair (K ,E )
where K is a family of superclasses, and where E is the subset consisting of all indecomposable
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elements of the convex set SCl+K (G) of all superclass characters (that is, characters which are
constant on each element of K ). However, this definition has an obvious obstruction: for
example, it does not agree with the (normalized) definition of [33] in the particular case where
G is a finite group (because the elements of E are not necessarily orthogonal nor induce a
partition of Irr(G)). For this reason, the definition of a supercharacter theory must be refined.
Although there are various similarities between the character theory of infinite discrete
groups and of finite groups, the analogy breaks down in two crucial relayed points: finiteness
and decomposition. For a finite group, there is only a finite number of irreducible characters,
and this implies that every character is uniquely decomposed as a sum of irreducible characters;
on the other hand, for an infinite discrete group, such a decomposition is carried out by means
of a measure (in general, non-discrete). In the former case, it makes sense to consider the ir-
reducible characters which appear in the decomposition of a given character, but in the latter
things are not that precise due to the fact that one has to deal with sets of zero measure, which
causes a significant hindrance in generalizing the notion of a supercharacter theory to infinite
groups.
Our way to avoid these (and other) difficulties is to look at the axioms of a supercharacter
theory of finite groups from a measure theoretical point of view. Let (K ,E ) be a normalized
supercharacter theory of a finite group G. For every supercharacter χ ∈E , let Mχ be the Choquet
measure on Ex(G) associated with χ that is,
Mχ(ξ ) = m̂(ξ ,χ), ξ ∈ Ex(G),
and let supp(Mχ) be its support. Then, the fact that every irreducible character is a constituent
of a unique supercharacter is equivalent to the following two conditions:





(We recall that two measures M and M′ on Ex(G) are mutually singular if there are two disjoint
Borel subsets E and E ′ such that E ∪E ′ = Ex(G) and M(E ′) = M′(E) = 0.) Having this in
mind, we define a supercharacter theory for an arbitrary countable discrete group as follows.
Definition 3.1.2. Let G be an arbitrary countable discrete group. By a supercharacter theory of
G we mean a pair (K ,E ) where K is a partition of G and E is a set of characters of G such
that
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• K is a superclass family, that is, {1} ∈K and every K ∈K is a union of conjugacy
classes;
• the characters of G which are constant on the elements of K form a Choquet simplex
whose indecomposable elements is E ;
• the Choquet measures on Ex(G) associated with the elements of E are mutually singular,
and Ex(G) equals the union of all the corresponding supports.
For simplicity, and in order to maintain some analogy with the finite group scenario, we will
say that two characters of G are orthogonal if the corresponding Choquet measures on Ex(G)
are mutually singular (we note however that this is not a standard terminology).
Every countable discrete group G admits at least one “trivial” supercharacter theory, namely
the pair (Cl(G),Ex(G)) where, as before, Cl(G) denotes the set of all conjugacy classes of G.
In this sense, a supercharacter theory generalizes the (usual) character theory; furthermore, if
(K ,E ) is a supercharacter theory (in the above sense) of a finite group G, then it is a super-
character theory in the sense of [33] provided that |K |= |E |.
At this point it is worth to mention that the aforementioned definition is not the only natural
extension of the concept of a supercharacter theory to an infinite countable discrete group.
In [48], Hendrickson showed that a supercharacter theory of a finite group is fully determined
by the set of superclasses, suggesting an alternative definition. Let G be a finite group, and let
C[G] denote the complex group algebra of G. Given a partition K of G, we associate with




and denote by SK the C-linear span of the set {K̂ : K ∈K }; this set SK is called a Schur ring
(associated with K ) if it is a subalgebra of C[G] and K is such that {1} ∈K and
K−1 = {g−1 : g ∈ K} ∈K , K ∈K .
If a Schur ring SK is a subalgebra of the centre Z(C[G]) of C[G] (that is, if SK is a central
Schur ring), and E denotes the set of indecomposable elements of SCl+K (G), then the pair
(K ,E ) is a supercharacter theory; conversely, every supercharacter theory (K ,E ) determines
a unique Schur ring SK which is a subalgebra of Z(C[G]). In this fashion, we may define a
supercharacter theory of a finite group G to be a pair (K ,E ) where SK is a central Schur ring
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and E is the set of indecomposable elements of SCl+K (G). The advantage of this definition
is that it does not directly rely on the equality between the number of superclasses and the
number of supercharacters; furthermore, properties of supercharacters are not straightforwardly
required.
Notice that, given any partition K of G, the product K̂K̂′ of two elements K,K′ ∈K is an
element in SK if and only if the set
KK′ = {gh : g ∈ K, h ∈ K′}
is a union of members in K ; moreover, SK is a subalgebra of Z(C[G]) if and only if every
K ∈K is a union of conjugacy classes. Consequently, given an arbitrary countable discrete
group G, we might be tempted to define a supercharacter theory of G to be a pair (K ,E )
where K is a superclass family such that K−1 ∈K for all K ∈K , and KK′ is a (possibly
infinite) union of superclasses for all K,K′ ∈K , and such that SCl+K (G) is a Choquet Simplex
whose indecomposable elements is E . The main issue is that, in general, it is not clear that this
definition would be equivalent to Definition 3.1.2.
We choose Definition 3.1.2 as the definition of supercharacter theory, mainly for two rea-
sons. On one hand, it (loosely) replicates the main feature of a supercharacter theory of a finite
group in the sense that we still have a notion of orthogonality between supercharacters; on the
other hand, we feel that the definition conveys (in a more or less straightforward sense) what
we mean by an approximation of indecomposable characters.
3.2 Supercharacter Theories defined by group actions
Let G be an arbitrary countable discrete group since, we shall explain how any countable
amenable group G acting on G via automorphism defines a supercharacter theory.
There are several equivalent definitions of discrete amenable groups (we refer to [80] for
more details on amenable groups); the most typical one is the presence of a Følner sequence: a
discrete countable group G is amenable if it admits a Følner sequence, that is, a family of finite






where ∆ denotes the symmetric difference of sets. However, for our purposes, the most useful
characterization of amenable groups is the fixed point property. Let K be a convex subset of a
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locally convex vector space E, we say that a locally compact Hausdorff group G acts affinely
and in a separately continuous way on K if for all t ∈ [0,1] and all x,y ∈ K
k·(tx+(1− t)y) = t(k·x)+(1− t)(k·y), k ∈ G ,
and the map G ×K → K, defined by the mapping (k,x) 7→ k·x, is separately continuous; the
group G is said to have the fixed point property over K if it acts affinely and in a separately
continuous way on K and the this action has a fixed point. The following theorem provides an
alternative definition of amenability (a proof can be found in [80, Theorem 5.4]):
Theorem 3.2.1 (Day’s fixed point theorem). A locally compact Hausdorff group G is amenable
if and only if G has the fixed point property over any convex subset K of a locally convex vector
space E.
Notice that since G acts on G via automorphisms, any element k ∈ G induces a permutation
of conjugacy classes, thus, the set KG = {G ·g : g ∈ G} is a superclass family. We denote by
SCl+G (G) the set of characters constant on elements in KG .
Now consider Char(G), the set consisting of all characters of G, since G acts via automor-
phism on G there is a natural corresponding action of G on Char(G), which is affinely and in a
separately continuous: for all k ∈ G and all ϕ ∈ Char(G)
k·ϕ(g) = ϕ(k−1·g), g ∈ G.
Moreover, G acts on Ex(G), indeed if ξ Ex(G) and k ∈ G , then, if t ∈]0,1[ and ϕ,ψ ∈ Char(G)
are such that k·ξ = tϕ +(1− t)ψ , then
ξ = tk−1·ψ +(1− t)k−1ψ;⇒ ϕ = ψ.
Since Char(G) is a Choquet simplex, any character ϕ ∈ Char(G) is fully determined by a
unique Borel probability measure on Ex(G), for this reason we identify Char(G) with M+(Ex(G))
(the set consisting of all Borel probability measures on Ex(G)) equipped with the weak*-
convergence topology. A measure M ∈M+(Ex(G)) is said to be G -invariant if for any k ∈ G
k·M(X) = M(k−1·X) = M(X), X ∈B(Ex(G)),
and we denote by M+G (Ex(G)) the set consisting of all G -invariant measures on Ex(G).
It is straight forward to check M+G (Ex(G)) is afinely homeomorphic to SCl
+
G (G), further-
more M+G (Ex(G)) is a Choquet simplex whose indecomposable elements are precisely the
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G -ergodic measures on Ex(G) (in virtue of proposition 2.1.6); we denote by EG the characters
in SCl+G (G) determined by the G -ergodic measures on Ex(G).
Proposition 3.2.2. The pair (KG ,EG ) forms a supercharacter theory for G.
Proof. Notice that for the pair (KG ,EG ) to be a supercharacter theory (in the sense of Definition
3.1.2) it only remains to show that elements in EG are orthogonal and that the union of the
support of all G -ergodic measures on Ex(G) is equal to Ex(G).
let M1 and M2 be G -ergodic probability measures on Ex(G). According to the Lebesgue’s
decomposition theorem (see, for example [17, Theorem 3.2.3]), the measure M1 decomposes as
a sum
M1 = Mc1 +M
d
1
where Mc1 and M
d
1 are two signed measures such that M
c
1 is absolutely continuous with respect to





singular with respect to each other, and thus there are two disjoint Borel sets B1,B2 ∈B(Ex(G))
such that
Ex(G) = B1∪B2 and Md1 (B1) = M2(B2) = 0.
This means that, for every Borel set X ∈B(Ex(G)) with X ⊆ B1, we have
0≤Mc1(X) = M1(X)≤ 1,
and hence Mc1 is a G -invariant positive measure; in its turn, this implies that M
d
1 is also a positive
G-invariant measure (because M1 is positive, M1 = Mc1 + Md1 , and Mc1 and Md1 are singular
measures).
If both Mc1 and M
d
1 are non-zero measures, then after normalizing them we can write M1
as a convex sum of two G -invariant probability measures, which contradicts the ergodicity of
M1. Consequently, either M1 = Mc1 (which implies that M1 = M2), or M1 = M
d
1 , and thus the
corresponding superclass characters are orthogonal.
For every ξ ∈ Ex(G), let Oξ denote the closure of the G -orbit G ·ξ ⊆ Ex(G). Since Oξ
is a closed subset of a compact Hausdorff space, it is also compact and Hausdorff. The set
M+(Oξ ), consisting of all probability measures on Oξ , is non-empty (because it can be iden-
tified with the topological linear dual of C(Oξ )) and the G-action on Oξ induces a natural
G -action on M+(Oξ ): for every M ∈M+(Oξ ) and every k ∈ G , we define k·M ∈M+(Oξ )
by
(k·M)(X) = M(k−1·X), X ∈B(Oξ ).
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Since G is amenable, there is at least one fixed point in M+(Oξ ) (in virtue of Day’s Theorem
3.2.1), that is, there is at least one G-invariant measure on Oξ .
Every G -invariant measure on Oξ admits a unique decomposition in terms of G -invariant
ergodic measures, and hence there must exist at least one G -invariant ergodic measure M0 on
Oξ . The fact that M0 is G -invariant implies that supp(M0) = Oξ ; furthermore, M0 admits an
extension to a measure M on Ex(G): for every Borel set B ∈B(Ex(G)) we set
M(B) = M0(B∩Oξ ).
Finally, note that, if B∈B(Ex(G)) is G -invariant set, then so is B∩Oξ , and thus either M(B) =
0 or M(B) = 1; consequently, we conclude that M is a G-ergodic measure on Ex(G) with






it follows that the union of the supports of all G-ergodic measures equals Ex(G), and therefore
the pair (KG ,EG ) is in fact a supercharacter theory of G.
3.3 Algebra Groups and Supercharacter Theories
Let K be a field and let A be an associative nil algebra over K (that is, an associative algebra
over K where every element is nilpotent). Throughout the thesis, we enlarge the ring A with an
identity element 1 (to be more rigorous, we naturally embed A as a subring of the direct sum
A = K⊕A), and consider the set 1+A consisting of all formal sums 1+a with a ∈ A. Then,
the set 1+A can be equipped with the product
(1+a)(1+b) = 1+a+b+ab, a,b ∈ A.
















Consequently, every element in 1 + A has an inverse; moreover, since A is associative, the
product of 1+A is also associative, and thus 1+A is a group (with identity 1).
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Definition 3.3.1. A group G is said to be an algebra group over a field K (or simply a K-
algebra group) if there is an associative nil algebra A over K such that G = 1+A. We refer to
K as the base field of G, and define the characteristic and dimension of G to be, respectively,
the characteristic of K and the dimension of A (as K-vector space). Following [55], we define
an algebra subgroup of G to be a subgroup H for which there is a subalgebra B of A such that
H = 1+ b; similarly, an ideal subgroup of G is a subgroup N for which there is a two-sided
ideal I of A such that N = 1+ I (notice that and ideal subgroup is a normal subgroup of G).
(We observe that if G = 1+A is an algebra group then G is the set of unipotent elements of
A =K⊕A.)
Now, suppose that K is a topological field. Then, being a vector space over K, A may
be equipped with the product topology induced by the topology of K (which in general is not
discrete), and we may use the obvious bijection ϑ : A→ 1+A (given by the mapping a 7→ 1+a)
to induce a topology on the group G = 1+A: a subset U ⊆ G is open if and only if ϑ−1(U) =
U − 1 is an open subset of A. Furthermore, it is well-known that (with respect to the product
topology), A is a topological vector space; in particular, if in addition the multiplication of A is
continuous, then the multiplication of G is also continuous, and hence G becomes a topological
group. Notice that A can be considered as a Lie algebra of G, and that the bijection ϑ : A→ G
may be viewed as a crude version of an “exponential map”; indeed, in the particular case where
G = 1+A is a finite dimensional algebra group over the real field R or over the complex field
C, then G is indeed a Lie group whose Lie algebra is A, and ϑ is the usual exponential map
truncated at the second term.
Our main focus is on discrete, locally compact and second countable algebra groups; for this
reason, we shall consider only countable discrete algebra groups which, in particular, are second
countable locally compact Hausdorff and unimodular groups (the assumption on the cardinality
of the group is to ensure second countability). We observe that, any countable discrete algebra
group G = 1+A must be defined over a countable discrete field K, and A must have countable
dimension (as a vector space over K).
Furthermore, we will often require algebra groups to be amenable, which is a somewhat
reasonable hypothesis since it does not seem to restrict too much the class of groups considered.
In fact, most interesting examples are either nilpotent or locally nilpotent groups, which are
amenable: on one hand, nilpotent groups are solvable, and solvable groups are amenable (for
a proof we refer to [80, Corollary 13.5]); on the other, an algebra group G = 1+A is locally
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nilpotent if and only if the algebra A is locally nilpotent, and since locally nilpotent algebras
can be realized as the direct limit of nilpotent algebras, the group G is a direct limit of nilpotent
groups, and thus amenable (for a proof that a direct limit of amenable groups is amenable, we
refer to [80, Proposition 13.6]).
An important subclass of countable discrete algebra groups that concern us consists of all
approximately finite (AF for short) algebra groups: an algebra group G = 1+A (over a field
K) is said to be approximately finite if there is a chain of subgroups {Gn}n∈N where, for every












Here, G is equipped with the direct limit topology which turns out to be the discrete topology
(because finite groups are assumed to be discrete); therefore, every AF-algebra group is indeed a
discrete group. Furthermore, finite groups are (trivially) amenable, and thus AF-algebra groups
are in fact amenable groups.
Since Gn is a finite algebra group, the base field Kn of Gn must be finite for all n ∈ N;
moreover, since Gn ⊆ Gn+1, it is also clear that Kn must be a subfield of Kn+1 for all n ∈ N. It





which implies that the base field of an AF-algebra group G is of positive characteristic.
Example 3.3.2 (Unitriangular groups). If K is a countable discrete field, then a unitriangular
group over K is one of the following:
• for every n ∈N, the unitriangular group Un(K) = 1n+un(K) consisting of all n×n upper
triangular matrices over K with all diagonal entries equal to 1∈K; here, 1n is the identity
matrix, and un(K) denotes the algebra over K consisting of all strictly upper triangular
matrices over K;
• The locally finite unitriangular group U∞(K) = 1+u∞(K) consisting of all infinite upper-
triangular square matrices over K with diagonal entries equal to 1∈K and such that every
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element has only a finite number of non-zero entries above the main diagonal: for every
n ∈N, the (finite dimensional) K-algebra un(K) may be identified with the subalgebra of
un+1(K) having the last column filled with zeros, so that we get a natural an inclusion







Notice that Un(K) is a nilpotent group and that U∞(K) is locally nilpotent; therefore. they
are both amenable groups.
Example 3.3.3 (McLain groups (or pattern groups)). Let (P,) be a countable poset (that is,
a partially ordered set). With all α,β ∈ P with α ≺ β , we associate a formal element eα,β , and
for all α,β ,γ,τ ∈ P with α ≺ β and γ ≺ τ , we define the product
eα,β eγ,τ =
eα,τ , if β = γ ,0, otherwise.
If K is a countable discrete field (as in the previous example), then the K-algebra A(P,)
linearly spanned over K by the set {eα,β : α,β ∈P, α ≺ β} is a nil associative K-algebra and
G(P,) = 1+A(P,)
is a discrete algebra group over K. By the way of example, if P = {1, ...,n} and  is the usual
linear order ≤, then the corresponding McLain group is the unitriangular group Un(K).
Notice that if (P,) is a finite poset, the algebra A(P,) is a nilpotent algebra, which
implies that G(P,) is a nilpotent group, hence amenable. On the other hand, if (P,) is
an infinite countable poset and we choose any numbering P = {α1, ...,αn, ...}, then the partial
order induces a partial order on Pn = {α1, ...,αn}, for all n∈N, and G(P,) can be realized




and thus it is an amenable group.
In the case where K is a finite field (P,) a finite poset, a supercharacter theory of the
group G(P,) has been constructed in [34]; in the infinite case, in [85] the representation
theory of G(P,) was studied via some sort of generalization of André’s work on the finite
unitriangular groups.
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Example 3.3.4 (Algebra groups of prime characteristic associated with augmentation ideals).
Let p be a prime number, let q = pe, e ∈ N, and denote by Fq the finite field with q elements;
given an arbitrary p-group P, we consider the group algebra Fq[P] and its augmentation ideal A
(that is, the Fq-vector space linearly spanned by the set {a−1: a ∈ P}). Then, A is a nil algebra
and we can form the algebra group G = 1+A.
3.4 Supercharacters and ergodic measures on A◦
In what follows, we fix an arbitrary amenable countable discrete algebra group G = 1+A over
a field K, and we present a family of superclasses K of G such that the characters of G which
are constant on the elements of K (to which we refer as superccharacters) form a Choquet
simplex.
This construction is strongly based on [33] and generalizes the standard supercharacter the-
ory for finite algebra groups given there; moreover, it is loosely based on Kirillov’s orbit method
(see [63] for the case of nilpotent real Lie groups) as we can think of A as a Lie algebra for G
where the map ϑ : A→ G plays the role of the exponential map. Our method yields a gener-
alization of the construction presented in [33], allowing us to exhibit a supercharacter formula,
quite reminiscent of Kirillov’s character formula, where supercharacters values are obtained
as an integral over the closure of certain orbits on the dual group of A (see also [31] for the
analogue version of Kirillov’s orbit method for discrete rational nilpotent groups). Similarly to
Proposition 3.2.2, supercharacters are in one-to-one correspondence with G-ergodic measures
on the dual group A◦ of the additive group A+.
Consider the additive group A+ of A, and its Pontryagin dual group A◦ of A; by definition,
A◦ consists on all continuous group homomorphisms from A to the complex unit circle S1, and
is equipped with the topology induced by convergence on compact sets (since A is discrete,
this is nothing but the pointwise-convergence topology). We observe that, since abelian groups
are tame, A◦ is in fact the set of indecomposable characters of A. As mentioned, A◦ admits a
structure of an abelian topological group (that we write additively) which is determined by the
pointwise product of functions: for every λ ,λ ′ ∈ A◦, the element λ +λ ′ ∈ A◦ is defined by
(λ +λ ′)(a) = λ (a)λ ′(a), a ∈ A,
and the identity element of A◦ is the trivial character 1A of A+ (we sometimes write 0 = 1A).
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Since A◦ is the set consisting of all indecomposable characters of A, it is a compact Haus-
dorff space (see for example [83, Proposition 1.2.5 (a)] for a proof not involving C∗-algebras).
We consider A◦ equipped with its Borel σ -algebra of measurable sets, and the set consisting of
all complex measures on A◦ will be denoted by M (A◦) (we assume that M (A◦) is equipped
with the weak*-convergence topology). The set C(A◦) consisting of all complex continuous
functions is equipped with its usual uniform norm, and we identify its topological dual space
with M (A◦) according to the Riesz-Markov-Kakutani theorem; consequently, any measure on
A◦ is fully determined by the integration of complex continuous functions.
For every g ∈ G, consider the function Tg : A◦→ C defined by
Tg(λ ) = λ (ϑ−1(g)) = λ (g−1), g ∈ G,
and denote by TG the C-linear span of the set {Tg : g ∈ G}.
Proposition 3.4.1. For all g ∈G, the function Tg is continuous. Furthermore, {Tg : g ∈G} is a
linearly independent set, and TG is a dense subalgebra of C(A◦).
Proof. According to Pontryagin duality theorem, the dual group (A◦)◦ of A◦ is canonically
isomorphic to A: for all a ∈ A, the function â : A◦→ C defined by
â(λ ) = λ (a), λ ∈ A◦,
is a character of A◦, and every character of A◦ is of this form (see [83, Theorem 1.7.2] for a
proof). On the other hand, ϑ−1 : G→ A is an homeomorphism and
Tg = ϑ̂−1(g), g ∈ G,
which allow us to conclude that Tg is continuous for all g ∈ G.
We now identify {Tg : g ∈G} with {â : a ∈ A}. This set is linearly independent if and only
if, for every mutually distinct elements a1, . . . ,an ∈ A, a complex linear combination
α1â1(λ )+ · · ·+αnân(λ ) = 0
holds for all λ ∈ A◦ only if α1 = ... = αn = 0. We argue that this is the case by induction on
n; the case n = 1 is trivial, hence we assume that a1, . . . ,an+1 ∈ A are mutually distinct and that
α1, . . . ,αn+1 ∈ C are such that
α1â1(λ )+ · · ·+αn+1ân+1(λ ) = 0, λ ∈ A◦.
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Let λ ′ ∈ A◦ be such that â1(λ ′) 6= ân+1(λ ′). Then, for every λ ∈ A◦ we have
0 = α1â1(λ ′+λ )+ · · ·+αn+1ân+1(λ ′+λ )
= α1â1(λ ′)â1(λ )+ ...+αn+1ân+1(λ ′)ân+1(λ );
on the other hand, we have




â1(λ ′)− ân+1(λ ′)
)
â1(λ )+ · · ·+αn
(
ân(λ ′)− ân+1(λ ′)
)
ân(λ ) = 0.
By induction, it follows that
αi(âi(λ ′)− ân+1(λ ′)) = 0, 1≤ i≤ n;
in particular, we conclude that α1 = 0, and this implies that α2 = . . . = αn+1 = 0 (again by
induction). Therefore, {â : a ∈ A}, and hence {Tg : g ∈ G}, is a linearly independent set.
Now, for every a,b ∈ A, we have
(T1+aT1+b)(λ ) = λ (a)λ (b) = λ (a+b) = T1+a+b(λ ), λ ∈ A◦,
which means that TgTh ∈ TG for all g,h ∈ G; on the other hand, for every a ∈ A, we see that
T1+a(λ ) = λ (a) = λ (−a) = T1−a(λ ), λ ∈ A◦,
and hence Tg ∈ TG for all g ∈G. It follows that TG is a subalgebra of C(A◦) (notice that T1 is the
identity).
The set TG separates elements of A◦, because for every λ ,λ ′ ∈ A◦, with λ 6= λ ′, there is
a ∈ A such that
T1+a(λ ) = λ (a) 6= λ ′(a) = T1+a(λ ′).
In virtue of the Stone-Weierstrass theorem, we conclude that the subalgebra TG is dense in
C(A◦), as stated.
The density of TG ensures that any measure on A◦ (equivalently, any linear continuous func-
tional on C(A◦)) is fully determined by the integration values of the functions Tg for g ∈ G.
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Indeed, let µ be a continuous linear functional defined on TG, and let ( fn)n∈N be a convergent
sequence of continuous functions with limit point f ∈C(A◦). The continuity of µ ensures that
|µ( fn)−µ( fm)| ≤ ‖µ‖op ‖ fn− fm‖∞ , n,m ∈ N;
since C(A◦) is a complete space, it follows that ( fn)n∈N is a Cauchy sequence. Therefore,
(µ( fn))n∈N is also a Cauchy sequence, and thus it is convergent. It follows that µ extends
naturally to a linear functional on C(A◦), and it is straightforward to show that this extension is
unique.
The group G induces a natural adjoint action (by automorphisms) on A, for all g ∈ G
g·a = g−1ag, a ∈ A.
Such action fully determines the conjugation action of G onto itself since
g−1(1+a)g = 1+(g−1ag), g ∈ G, a ∈ A.
The adjoint action induces a coadjoint action on A◦ = Ex(A), for all λ ∈ A◦
(g·λ )(a) = λ (gag−1), g ∈ G,a ∈ A.
Let ϕ ∈ Char(G), we define a continuous linear functional µ on C(A◦) (equivalently, a




Tg dµ = ϕ(g),
furthermore, it is straightforward to check that the measure µ must be G-invariant (beacause
ϕ is constant on conjugacy classes).
The first step towards the definition of a supercharacter theory of G is to exhibit a family of
superclasses. We consider the direct product G= G×G, and the natural action of G on the left
of A via left/right multiplication:
k·a = g−1ah, k = (g,h) ∈G, a ∈ A;
If we identify G with the diagonal group ∆(G) = {(g,g) : g ∈ G}, then we get the conjugation
by restriction of the action of G to ∆(G). Moreover, every G-orbit on A is a disjoint union of
conjugacy G-orbits; indeed, we have
G·a = ⋃
g∈G
∆(G)·(ag), a ∈ A.
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Definition 3.4.2. If G = 1+A is an arbitrary countable discrete algebra group and a ∈ A, then
we define the superclass of g = 1+a ∈ G to be the set
Kg = 1+G·a = 1+GaG,
and we denote by K = {Kg : g ∈ G} the set consisting of all superclasses of G.
Since K1 = {1} ∈K and every member K ∈K is a union of conjugacy classes, the set K
is in fact a superclass family. By a superclass function we mean a bounded complex function
on G which takes a constant value on each superclass in K ∈K , and as before a character of
G which is also a superclass function will be referred to as a superclass character. We denote
by SClK (G) and SCl+K (G) the sets consisting of all superclass functions and of all superclass
characters, respectively. The set SCl+K (G) is clearly a convex set, and we denote by EK (G)
(or, if there is no risk of confusion, simply by E ) the subset of SCl+K (G) consisting of all
indecomposable elements.
The G-action on A yields the natural continuous contragradient action on the left of the dual
group A◦: for every k ∈G and every λ ∈ A◦, we define k·λ ∈ A◦ by
(k·λ )(a) = λ (k−1·a), a ∈ A.
For simplicity, for every g ∈ G, we write
gλ = (g,1)·λ and λg = (1,g)·λ = λg,
and thus it makes sense to talk about the left/right action of G on A◦ and left/right G-orbits on
A◦.
On the other hand, we consider the sets MG(A◦) and M+G (A
◦) consisting of all G-invariant
measures and G-invariant probability measures on A◦, respectively, and equip both with the
weak*-convergence topology. Notice that both MG(A◦) and M+G (A
◦) are non-empty (because
the Dirac measure δ1A supported on the trivial character of A
+ is clearly a G-invariant probabil-
ity measure); furthermore, M+G (A
◦) is a Choquet Simplex (due to Proposition 2.1.6).






Th−1g dµ, g,h ∈ G.
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Proof. Let a,b ∈ A be arbitrary, and set g = 1+a and h = 1+b. Firstly, we claim that
Th(hλ ) = Th−1(λ ).
To see this, let b′ ∈ A be such that h−1 = 1+b′, and notice that b+b′b =−b′ (because h−1h =
1+b+b′+b′b = 1). Then,
Th(hλ ) = (hλ )(h−1) = λ (h−1(h−1)) = λ (1−h−1)
= λ (−b′) = λ (b′) = T1+b′(λ ) = Th−1(λ ).
Consequently,∫
A◦





λ ) dµ =
∫
A◦
Tg(hλ )Th−1(λ ) dµ
(the last equality because µ is G-invariant). Since
Tg(hλ )Th−1(λ ) = λ (h
−1a)λ (a′) = λ (h−1a+b′) = λ (a+b′a+b′)
and h−1g = 1+b′+a+b′a, we conclude that∫
A◦




and this completes the proof.
For every superclass function ϕ on G, we define a linear functional µϕ on C(A◦) (equiva-





Tg dµϕ = ϕ(g), g ∈ G.
Notice that, if ϕ 6= ϕ ′ are superclass functions on G, then there is g ∈ G such that
µ
ϕ(Tg) = ϕ(g) 6= ϕ ′(g) = µϕ
′
(Tg),
which means that the mapping ϕ 7→ µϕ defines an injective map. On the other hand, the fact
that ϕ is a superclass function ensures that µϕ is a G-invariant measure: indeed, for every k∈G
and every a ∈ A, we evaluate∫
A◦
T1+a(k−1·λ ) dµϕ =
∫
A◦




T1+a(λ ) dµϕ .
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Tg dµ, g ∈ G.












Therefore, the mapping µ 7→ ϕµ defines an injective map. Moreover, the fact that µ is G-
invariant implies that ϕµ is a superclass function on G; in fact, for every g∈G and every k∈G,
we have












Tg dµ = ϕµ(g)
where we use the fact that µ is G-invariant (in the third equality).
Keeping the notation as above, we now prove the following.
Proposition 3.4.4. The mapping ϕ 7→ µϕ defines an affine homeomorphism between SClK (G)
and MG(A◦) with inverse given by the mapping µ 7→ µϕ .
Furthermore, the measures in M+G (A
◦) are in one-to-one correspondence with the elements
of SCl+K (G) (and hence elements in E correspond to G-ergodic measures on A
◦).
Proof. The fact that the above correspondence is an affine homeomorphism is a matter of
straightforward calculations.
We now claim that the measure µ associated with a superclass character ϕ is a probability
measure. Let B ∈ B(A◦) be arbitrary, and let IB ∈ L2(A◦,µ) be the corresponding indicator













αiTgi and IB(λ ) = IB(λ )IB(λ ), λ ∈ A
◦,
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αiα jϕ(g−1j gi)≥ 0, n ∈ N,




T1 dµ = ϕ(1) = 1,
and so µ is a probability measure.
Conversely, in order to prove that every probability measure µ ∈M+G (A
◦) determines a
superclass character, we exhibit a cyclic representation which affords the character ϕµ . Let
H µ be the Hilbert space L2(A◦,µ), and for every f ∈H µ and every g∈G, define the operator
T µ(g) : H µ →H µ by
(T µ(g) f )(λ ) = Tg(λ ) f (g−1λ ), λ ∈ A◦.
We claim that T µ(g) is a unitary operator for all g ∈ G. Firstly, for every g ∈ G, we compute
the adjoint operator of T µ(g): for every f1, f2 ∈H µ , we evaluate
〈T µ(g) f1| f2〉=
∫
A◦
Tg(λ ) f1(g−1λ ) f2(λ ) dµ =
∫
A◦




f1(λ )Tg−1(λ ) f2(gλ ) dµ = 〈 f1|T µ(g−1) f2〉
(in the second equality, we took into account that µ is G-invariant), and thus the adjoint operator
of T µ(g) is T µ(g−1). On the other hand, we have
T µ(g)T µ(g−1) = T µ(g−1)T µ(g) = Id, g ∈ G,
where Id : H µ →H µ is the identity operator, and hence Tg is unitary for all g ∈ G. It is
easy to check that the map T µ : G→U(H µ) (defined by the mapping g 7→T µ(g)) is a group
homomorphism, and so it is a representation of G.
Since TG is a dense subalgebra in C(A◦), its image in H µ is also dense; moreover, we have
T µ(g)T1 = Tg, g ∈ G,
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Tg dµ = ϕµ(g), g ∈ G,
which implies that ϕµ is a superclass character of G, as required.
The rest of the statements follows from the fact that G-ergodic measures are the indecom-
posable elements of M+G (A
◦).
For an arbitrary G-invariant probability measure µ on A◦, the representation (T µ ,H µ)
will be referred to as the standard super-representation associated with µ , since it provides a
canonical model for representing the superclass character ϕµ .
On the other hand, elements in E are enough to describe any superclass function in the
following sense.





χ(g) dµ∗, g ∈ G.
Proof. Let ϕ ∈ SClK (G) with associated G-invariant measure µ = µ1 + iµ2 on A◦, where i
denotes the imaginary unit and µ1 and µ2 are real signed measures. Since µ is G-invariant, it
is clear that both µ1 and µ2 are also G-invariant. Let j = 1,2, and consider the Hann-Jordan
decomposition µ j = µ+j −µ
−
j of µ j; recall that for every X ∈B(A◦)
µ
+
j (X) = sup
Y⊆X
µ j(Y ) and µ−j =− infY⊆X µ j(Y ),
where the supremum and infimum are taken over all Borel sets Y ⊆ X , and hence both µ+j and
µ
−
















are G-invariant probability measures. Let ErgG(A◦) stand for the set consisting of all G-
invariant ergodic measures on A◦ (which are the indecomposable elements of the Choquet Sim-
plex M+G (A
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Consequently, if we define (µ±j )
∗ = α±j (ν
±
j )
∗ and µ∗j = (µ
+
j )




ω d(µ∗1 + iµ
∗
2 ),
the result follows (by setting µ∗ = µ∗1 + iµ
∗
2 ).
In this fashion, we can formulate superclass functions theoretical problems in terms of G-
invariant measures on A◦; since supercharacters allow us to describe all superclass functions,
the description of ergodic measures yields a description of the standard supercharacter theory
and the corresponding superclass functions.
If G is a finite algebra group, then the dual group A◦ is finite and equipped with the discrete
topology (that is, any subset is a Borel set). Therefore, it is clear that every G-orbit on A◦
supports a unique ergodic measure, and that any ergodic measure is of this form; in fact, for any
G-orbit G·λ ⊆ A◦ the corresponding ergodic measure, which we will denote by ωλ , is defined





|G·λ | , if λ ′ ∈G·λ ,
0, otherwise.
As it is expected, we recover the (normalized) supercharacter formula given in [33]: for every










′(g−1), g ∈ G.
However, in [33] this formula is achieved using purely representation theoretical arguments,
while in our proof, we rely heavily on ergodic theory (which allows a different point of view on
supercharacters in the finite group case).
For an arbitrary infinite countable algebra group, any G-orbit G·λ ⊆ A◦ is a discrete subset
of an infinite compact topological space, and thus it is closed if and only if it is finite. Conse-
quently, no infinite G-orbit can support a G-invariant measure. The way to bypass this issue, is
to consider orbit closures: for every λ ∈ A◦, we will denote by Oλ the closure in A◦ of G·λ .
Our next goal is to associate supercharacters with orbit closures.
Recall that, for every probability measure ω on A◦, its support supp(ω) consists of all
characters λ ∈ A◦ for which for every open neighborhood has positive measure; equivalently, it
is the smallest closed subset C of A◦ such that ω(A◦ \C) = 0.
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Proposition 3.4.6. For every G-invariant ergodic measure ω on A◦ there is at least one λ ∈ A◦
such that supp(ω) =Oλ . Conversely, every orbit closure supports a unique G-invariant ergodic
measure.
Proof. Let ω be a G-ergodic measure on A◦, and consider its support supp(ω) equipped with
the subspace topology. The group G acts on supp(ω), and ω can be though naturally as a G-
ergodic measure on supp(ω) having full support. Let us choose a topological basis {Un}n∈N for
supp(ω); thus, ω(Un) > 0 for all n ∈ N. Since G·Un is a G-invariant set of positive measure
and ω is ergodic, we must have ω(G·Un) = 1. Moreover, the family {G·Un}n∈N is also a





and note that, since V is an intersection of sets with measure 1, we also have ω(V ) = 1 and this
clearly implies that V is non-empty. Furthermore, V is G-invariant, and thus for every λ ∈ V ,
the G-orbit G·λ intersects every element of a topological basis of supp(ω). Consequently, G·λ
is dense in supp(ω), which means that its closure Oλ =G·λ equals supp(ω).
On the other hand, running a similar argument to the used in the proof of Proposition ??,
we conclude that the amenability of G implies that any orbit closure Oλ supports a unique
G-ergodic measure.
Let Ω = {Oλ : λ ∈ A◦} denote the orbit-closure space, and notice that the previous propo-
sition ensures that there is a one-to-one correspondence between Ω and the G-ergodic measures
on A◦ (and hence between Ω and the supercharacters of G). Henceforth, we fix the following no-
tation. For every O =Oλ ∈Ω, we denote by either ωO or ωλ the G-ergodic measure supported
on O , and by χO or χλ the corresponding supercharacter of G ; hence, E = {χO : O ∈ Ω};
furthermore, we denote either by (T O ,H O) or (T λ ,H λ ) the standard super-representation
associated with ωO = ωλ .
The correspondence between supercharacters and orbit closures, together with Proposition
3.4.4, allow us to establish the following supercharacter formula.
Proposition 3.4.7 (Orbit supercharacter formula). For every orbit closure O ∈ Ω with associ-





Tg(λ ) dωO =
∫
O
λ (g−1) dωO , g ∈ G.
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In this fashion, the representation theory of countable discrete algebra groups is brought
into an ergodic theoretical setting, where the description of the standard supercharacter theory
is equivalent to the description of G-orbit closures and the corresponding G-ergodic measures.
Although the correspondence between supercharacters and orbit closures establishes a parallel
with the finite group algebra scenario, infinite countable discrete algebra groups can exhibit a
different behavior depending on the nature of the G-action on A◦. Namely, there are examples,
such as U∞(Fq), where there exist a dense G-orbit; as we explain in the following section this is
the case if and only if the regular character of G is a supercharacter. (We observe that, being the
closure of a G-orbit, Oλ is G-invariant, and hence it is a union of G-orbits; therefore, it is not
so odd to have distinct G-orbits associated with the same supercharacter, contrary to the case of
finite algebra groups.)
3.4.1 The regular representation
The group G acts on itself via left multiplication, and this induces a left action of G on L2(G,d),
where d is the counting measure on G (which serves as a Haar measure for G): for every g ∈ G
and every f ∈ L2(G,d), we define π(g) f ∈ L2(G,d) by
π(g) f (x) = f (g−1x), x ∈ G.
It is a matter of straightforward calculations to show that the pair (π,L2(G,d)) is a unitary
representation of G, to which we refer as the (left) regular representation. (Since the regular
representation is defined via the group multiplication, this is the most natural representation that
one can consider.)
For every g ∈ G, let δg ∈ L2(G,d) be the Dirac function supported on g, that is, δg(g) = 1,
and δg(h) = 0 for all h ∈ G, h 6= g. The C-linear span of the set {δg : g ∈ G} is dense in
L2(G,d), and since π(g)δ1 = δg for all g ∈ G, we see that the function δ1 is a cyclic vector
for (π,L2(G,d)). Consequently, the regular representation affords a character, which we will
denote by ρ and refer to as the regular character of G; hence, for every g ∈ G
ρ(g) = 〈π(g)δ1|δ1〉=
1, if g = 1,0, otherwise.
The regular character is clearly a superclass character of G, and thus it is uniquely deter-
mined by a unique G-invariant measure on A◦. In what follows, we characterize the regular
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character in the context of the standard supercharacter theory by understanding the measure
which is associated with ρ; in particular, we provide a criterium in terms of the G-action on A◦,
for the regular character to be a supercharacter.
Let η denote the unique probability Haar measure on A◦ (recall that, being an abelian group,
A◦ is unimodular and the compactness of A◦ ensures uniqueness). For every k ∈ G, we define
the measure k·η on A◦ by
(k·η)(B) = η(k−1·B), B ∈B(A◦);
notice that (k·η)(A◦) = η(A◦) = 1, and hence k·η is a probability measure.
Lemma 3.4.8. The measure η is G-invariant.
Proof. Let k ∈G and λ ∈ A◦ be arbitrary. Then, since η is A◦-invariant, we deduce that
(k·η)(λ +B) = η(k−1·λ +k1·B) = η(k−1·B) = (k·η)(B), B ∈B(A◦),
that is, the measure k·η is A◦-invariant. Being a probability measure, the uniqueness of the
Haar measure ensures that k·η = η , and thus η is G-invariant.
Consequently, we can consider the corresponding standard super-representation (T η ,H η)
where H η = L2(A◦,η) and
(T η(g) f )(λ ) = Tg(λ ) f (g−1λ ), g ∈ G, f ∈H η ,λ ∈ A◦.
Our next goal is to show that (T η ,H η) is equivalent to the regular representation. In order to
do so, we recall some facts of the harmonic analysis of abelian groups (the details can be found
in [83]).
Since the group A is countable and discrete, we may consider the counting measure d0 as
its Haar measure. For every function F : A→ C with compact support (equivalently, with finite
support), the corresponding Fourier transform is the function F (F) : A◦→ C defined by
F (F)(λ ) = ∑
a∈A
F(a)λ (a), λ ∈ A◦.
Since F has finite support, its Fourier transform F (F) is continuous, and therefore measurable;
moreover, if supp(F) = {a1, . . . ,an}, then∫
A◦







|λ (ai)|2 dη < ∞,
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and hence F (F) ∈ L2(A◦,η). Due to the fact that functions with compact support form a
dense subset of L2(A,d0), the Fourier transform admits a unique extension to an operator F :
L2(A,d0)→ L2(A◦,η). Such an operator admits an inverse: the inverse Fourier transform of a
function f ∈ L2(A◦,η) is the function F−1( f ) ∈ L2(A,d0) defined by
F−1( f )(a) =
∫
A◦
f (λ )λ (a) dη , a ∈ A.
Furthermore, both F and F−1 are continuous unitary operators.
Proposition 3.4.9. Given a countable discrete algebra group G= 1+A (not necessarily amenable).
the linear operator L : H η → L2(G,d) given by
L ( f )(g) =
∫
A◦
f (λ )λ (g−1) dη , g ∈ G,
defines an invertible intertwining operator between the representations (T η ,H η) and (π,L2(G,d))
of G, whose inverse is defined on the functions with finite support F ∈Cc(G) by
L −1(F)(λ ) = ∑
g∈G
F(g)λ (g−1), λ ∈ A◦.
Proof. Firstly, we observe that the map ϑ−1 : G→ A ( defined by the mapping g 7→ g− 1)
induces a unitary isomorphism of Hilbert spaces θ ∗ : L2(G,d)→ L2(A,d0). Furthermore, we
have L = F−1 ◦θ ∗, and hence it only remains to show that L is an intertwining operator. To































f (λ )λ (g−1h−1) d
=
(




Consequently, the probability Haar measure η on A◦ fully determines the regular represen-
tation of G. Since supp(η) = A◦, Proposition 3.4.6 implies the following immediate corollary.
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Corollary 3.4.10. Let G be an amenable discrete countable algebra group. Then, the regular
character of G is a supercharacter if and only if there is a dense G-orbit in A◦.
Hence, the nature of the regular character, as a superclass character, is not intrinsic to the
class of amenable discrete countable algebra groups, but rather to the nature of the G-action. As
explained in Chapter 6, the regular character of the infinite unitriangular group Un(F) is not a
supercharacter; however, the regular character of the locally finite unitriangular group U∞(Fq) is
a supercharacter. Nevertheless, the operators L and L −1 always establish an isometry between
L2(G,d) and L2(A◦,η), which is to be understood as a Fourier transform for countable discrete
algebra groups (not necessarily amenable).
3.5 The super-dual space topology
The correspondence between supercharacters of G and G-ergodic measures on A◦ provides a
fairly good understanding of supercharacters at the individual level. In this section, we study
supercharacters as a single topological object.
For an arbitrary topological group G, its dual object is by definition the set consisting of
all equivalence classes of irreducible representations; however, for non-type I groups, due to
its poor decomposition theory in terms of irreducible representations, the set consisting of all
quasi-equivalence classes of factor representations, called the quasi-dual object, is considered
as dual space. In the context of supercharacters, when G is an amenable countable discrete
algebra group, equipped with its standard supercharacter theory (K ,E ), it is only reasonable
to consider E as a super-dual object, since every superclass character decomposes uniquely as
an integral over E . Since the decomposition of superclass characters is obtained via a Borel
measure on E , it seems to be relevant to understand the topology on E . However, the set E
reveals to have some limitations as a dual space; indeed, it may be used to decompose superclass
characters, but this decomposition does not translate into a decomposition of the corresponding
super-representations.
Let C(A◦)∗ denote the topological linear dual of C(A◦) equipped with the usual opera-
tor norm. Besides establishing a bijection between C(A◦)∗ and M (A◦), the Riesz-Markov-
Kakutani representation theorem also states that for every ψ ∈ C(A◦)∗, with corresponding
measure µ ∈M (A◦), the operator norm of ψ equals the total variation norm of µ . On the other
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hand, since A◦ is separable, the unit ball
B = {µ ∈M (A◦) : ‖µ‖ ≤ 1}
is Hausdorff and compact for the weak*-topology; thus, based on [39, Lemma 3.101], it is
possible to present an explicit metrization of SCl+K (G).
Proposition 3.5.1. Fix a numbering g1,g2, . . . ,gn, . . . of G, and define the function












|ϕ(gn)−ϕ ′(gn)|, ϕ,ϕ ′ ∈ SCl+K (G).
Then, d is a metric on SCl+K (G) which is compatible with the weak*-topology.
Proof. Let ϕ,ϕ ′ ∈ SCl+K (G) be arbitrary. It is clear that d(ϕ,ϕ
′) = 0 if and only if ϕ = ϕ ′. On




















which implies that d is in fact a metric on SCl+K (G).
Now, let (ϕi)i∈N be a convergent sequence of superclass characters with limit point ϕ; notice
that
|ϕi(g)−ϕ(g)| ≤ |ϕi(g)|+ |ϕ(g)| ≤ 1+1 = 2, g ∈ G, i ∈ N.





















d(ϕi,ϕ)< ε, i≥ i0,
and this means that the sequence (d(ϕi,ϕ))i∈N converges to zero.
Conversely, assume that (ϕi)i∈N is a sequence in SCl+K (G) such that the sequence (d(ϕi,ϕ))i∈N
converges to zero. Then, for every g ∈ G, the sequence (|ϕi(g)−ϕ(g)|)i∈N must converge to
zero, and thus (ϕi)i∈N converges pointwise to ϕ . The proof is complete.
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Hence, the following topological properties hold.
• SCl+K (G) is compact, Hausdorff and metrizable;
• SCl+K (G) is second countable (because it is a Hausdorff metric space);
• SCl+K (G) is separable (because it is second countable, and hence it contains a countable
dense subset);
• The space E is compact, metrizable, Hausdorff, second countable and separable (because
metrizability, second countability and compactness are hereditary properties).
Furthermore, the geometry of the measure space MG(A◦) allows us to use supercharacters
to approximate elements in SCl+K (G).
Proposition 3.5.2. The convex hull of E is dense in SCl+K (G). In particular, if E0 is any
countable dense subspace of E , then the C-linear span of E0 is dense in SCl+K (G).
Proof. Recall that a topological vector space is said to be locally convex if it has a topo-
logical basis consisting of open convex sets. According to [27, Proposition 3.12], for every
µ0 ∈MG(A◦), every finite family { f1, . . . , fn} ⊆C(A◦) and ε > 0, the set




∣∣∣∣< ε, 1≤ i≤ n}
is an open neighborhood of µ0, furthermore, the family consisting of all this sets is a topological
basis for MG(A◦).
Now, we fix µ0 ∈MG(A◦) and set V = Vµ0( f1, ..., fn;ε). Let µ1,µ2 ∈ V be arbitrary, let
t ∈ [0,1], and consider µ = tµ1 +(1− t)µ2. For every 1≤ i≤ n, we have∣∣∣∣∫A◦ fi d(µ1−µ0)
∣∣∣∣< ε and ∣∣∣∣∫A◦ fi d(µ2−µ0)
∣∣∣∣< ε.








∣∣∣∣∫A◦ fi d(tµ1− (1− t)µ2 + tµ0 +(1− t)µ0)
∣∣∣∣< ε.
Consequently, µ ∈ V , and so V is convex. Therefore, we conclude that MG(A◦) is locally
convex.
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Since SCl+K (G) 'M
+
G (A
◦) is a compact subset of MG(A◦), it follows from the Krein-
Milman theorem (see [39, Theorem 3.65] for a proof) that M+G (A
◦) is the closed convex hull of
E and that E is dense in SCl+K (G).
On the other hand, if µ ∈MG(A◦), then µ can be decomposed as







where µ±j , j = 1,2, are finite positive measures. After normalizing them, the density of the
convex hull of E implies that the C-span of E is dense, and the result follows because E0 is
dense in E .
For every superclass character ϕ of G, with associated G-invariant probability measure µ on
A◦, there is a unique probability measure µ∗ on the compact space E ' Ω that fully describes






















and consider the representation (π µ
∗
,Hµ∗) of G.
Lemma 3.5.3. Let ν and µ to be two G-invariant probability measures on A◦. If ν is absolutely
continuous with respect to µ , then ν∗ is absolutely continuous with respect to µ∗.
Proof. Let ν and µ to be two G-invariant probability measures on A◦. Assume that ν is ab-
solutely continuous with respect to µ , and let f : A◦ → R+0 denote the corresponding Radon-
Nikodym derivative; notice that, since ν and µ are G-invariant, the uniqueness of f ensures that
f is a G-invariant function.
Since f is G-invariant, the restriction f|Oλ of f to the orbit closure Oλ = G·λ , for any
λ ∈ A◦, must be constant ωλ -almost everywhere for every ergodic measure ωλ on Oλ ; let
f̂ (Oλ ) denote the ωλ -almost everywhere constant value of f|Oλ . We claim that the function
f̂ : Ω→R+0 defined by the mapping Oλ 7→ f̂ (Oλ ), is measurable . Indeed, for every B∈B(A◦),
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f̂ (Oλ ) ωλ (B) dµ
∗,
and hence, not only f̂ is measurable, but also this implies that ν∗ is absolutely continuous with
respect to µ∗ with f̂ as the corresponding Radon-Nikodym derivative.
Proposition 3.5.4. The representation (π µ∗ ,Hµ∗) contains a subrepresentation which is quasi-
equivalent to any super-representation associated with a measure ν which is equivalent to µ .
Proof. Let ϕ be a superclass character of G with associated G-invariant measure µ on A◦. For
every g ∈ G we define the vector function Tg : Ω→∏Oλ∈Ω H λ by
Tg(Oλ ) = Tg ∈H λ , λ ∈ A◦.
Let TG denote the C-linear span of the set {Tg : g ∈ G}.
Notice that the mapping Oλ 7→ 〈Tg(Oλ )|Th(Oλ )〉λ , for λ ∈ A◦, defines a measurable func-
tion; indeed, a continuous function because
〈Tg(Oλ )|Th(Oλ )〉λ =
∫
A◦
Th−1g dωλ = χ
λ (h−1g), g,h ∈ G.
Furthermore, the set {T(Oλ ) : T ∈ TG} is dense in H λ , and thus Hµ
∗
consists on all vec-
tor functions F : Ω→ ∏Oλ∈Ω H λ such that Oλ 7→ 〈F(Oλ )|T(Oλ )〉λ defines a measurable
function for all T ∈ TG, where two functions are identified up to a set of zero µ∗-measure.
Let Hµ
∗
0 be the Hilbert subspace of H
µ∗ generated by TG. Since π µ
∗
(g)T1 = Tg for all
g ∈ G, we see that T1 is a cyclic vector of Hµ
∗
0 , and thus H
µ∗
0 affords a character such that for










λ (g) dµ∗ = ϕ(g).
It follows that Hµ∗ contains a subrepresentation quasi-equivalent to (T µ ,H µ).
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On the other hand, if ν is a G-invariant measure equivalent to µ , then it is straightforward








defines an invertible intertwining operator Hν∗ → Hµ∗ , and so the representations (π ν∗,Hν∗)
and (π µ
∗
,Hµ∗) are equivalent. The result follows.
Such a phenomena justifies the claim that E cannot be used as a dual space for super-repre-
sentations. Furthermore, it shows how complex the direct integral decomposition of represen-
tations is (because it does not depend on a measure, but rather on the its class of absolutely
continuous measures), and how the relationship between characters and representations can
breakdown when it comes to decomposition.
The uniform topology
Since superclass functions are assumed to be bounded, we can consider SClK (G) equipped





|ϕ(g)|, ϕ ∈ SClK (G)
This norm induces a topology on SClK (G), which we naturally call the uniform topology:
notice that this topology is a stronger then the pointwise topology in the sense that convergence
with respect to the uniform norm implies pointwise convergence.
Proposition 3.5.5. By identifying SClK (G) with a subspace of the topological dual C(A◦)∗ (via
G-invariant measures and using the Riesz-Markov-Kakutani theorem), then the uniform norm
coincides with the usual operator-norm of linear operators.
Proof. Let ϕ ∈ SClK (G) be associated with the G-invariant measure µ on A◦, and recall that
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On the other hand, the operator norm is equivalently given by
‖µ‖op = inf{c > 0:
∣∣∣∣∫A◦ f dµ
∣∣∣∣≤ c‖ f‖∞ : for all f ∈C(A◦)}= |µ|(A◦).
Taking into account that
∥∥Tg∥∥= 1 for all g ∈ G, it follows that
‖µ‖op ≤ inf{c > 0: |µ(Tg)| ≤ c}= ‖ϕ‖∞ ,
and so ‖µ‖op = ‖ϕ‖∞ as stated.
If we restrict our attention to a superclass function associated with a signed measure µ with




(see [17, 3.14] for the details), and this allows us to have a fairly decent understanding of the
distance between two superclass characters of G.
Let ϕ1 and ϕ2 be two superclass characters with associated G-invariant measures µ1 and
µ2 on A◦, respectively; hence µ1 and µ2 are probability measures, and ν = µ1−µ2 is a signed
measure on A◦. Let ν = ν+−ν− be the Hann-Jordan decomposition of ν , and let X+ and X−
be two disjoint subsets of A◦ such that
X+∪X− = A◦ and ν+(X−) = ν−(X+) = 0.
Since ν(A◦) = 0, we see that
ν
+(X+) = ν+(A◦) = ν−(A◦) = ν−(X−),
and so
2|ν(X+)|= 2ν+(X+) = ν(X+)+ν(X−) = ν+(A◦)+ν−(A◦) = |ν |(A◦).
On the other hand, for every B⊆B(A◦) we have
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Proposition 3.5.6. If λ ,λ ′ ∈ A◦ are such that the supercharacters χλ and χλ ′ are distinct, then∥∥∥χλ −χλ ′∥∥∥
∞
= 2
Proof. Let λ ,λ ′ ∈ A◦ be such that the orbit closures Oλ and Oλ ′ are distinct. Since ωλ and ωλ ′
are mutually singular
2|ωλ (B)−ωλ ′(B)| ≤ 2max{ωλ (B),ωλ ′(B)}= 2, B ∈B(A◦).
On the other hand,
2|ωλ (Oλ )−ωλ ′(Oλ )|= 2ωλ (Oλ ) = 2
and this completes the proof.
In this fashion, with respect to the uniform norm, supercharacters are always far away from
each other, and for this reason the topology on E induced by the uniform norm is not very
interesting. In what concerns to viewing E as a topological space, we may use the bijection
between E and the space Ω (which is essentially the quotient space G A◦, and hence is equipped
with the quotient topology) to introduce a topology on E so that the aforementioned bijection
becomes an homeomorphism. However this would, in general, yield a ill-behaved topology
since the quotient topology may lack “good” topological features: for example, suppose that
there exists λ ∈ A◦ such that the G-orbit G·λ is dense in A◦; then, the only open set (for the
quotient topology) which contains Oλ is Ω itself, and thus not only Ω does not separate points,
but also every sequence (Oλn)n∈N in Ω converges to Oλ .
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AF-algebra groups and supercharacters
The class of AF-algebra groups is of particular interest as they represent the foremost general-
ization of finite algebra groups.
In what follows we fix a prime number p, and an AF-algebra group G = 1+A over a field







where {Gn}n∈N is a chain of subgroups such that, for every n∈N, Gn = 1+An is a finite algebra
group (over a finite field Kn) with Gn ⊆Gn+1 (and where the direct limit is taken with respect to
the inclusion maps). We recall that every AF-algebra group is an amenable countable discrete
group, and thus we may consider the standard supercharacter theory (K ,E ) of G. Furthermore,
we also consider each finite group Gn equipped with its standard supercharacter theory (Kn,En),
and for every n ∈ N we fix the following notation (which will will use throughout the chapter
without always recalling its meaning):
• Gn will denote the direct product Gn×Gn;
• SCln and SCl+n will stand for the sets consisting of all superclass functions and all super-
class characters of Gn, respectively;
• Ωn = {Gn·γ : γ ∈ (An)◦} will denote the space of Gn-orbits, and for every γ ∈ (An)◦ we
will write Oγ =G·γ;
• For every g ∈ Gn, we will set K(n)g = 1+Gn·g to denote the superclass K(n)g ∈Kn which
contains g, and for every O ∈ Ωn we will denote by χO the supercharacter which corre-
sponds to O; whenever convenient, we will also use the notation χγ for χO when γ ∈ O .
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The standard supercharacter theory of G is intimately connected with the corresponding
standard supercharacters theories of the subgroups Gn for all n∈N. Indeed, for every a∈ A, we
may choose the smallest n0 ∈ N such that a ∈ An0 , and then the superclass of G which contains








Therefore, for every n ∈N the restriction to the subgroup Gn of an arbitrary superclass function
ϕ ∈ SClK (G), which we will denote by ϕ|n, is a superclass function of Gn. Moreover, since
En is a C-basis of SCln, there are uniquely determined complex numbers m(χO ,ϕ|n) ∈ C, for




O , n ∈ N;
if it is non-zero, then the coefficient m(χO ,ϕ|n) is called the multiplicity of χO in ϕ|n (to be
accurate, these are the normalized supercharacter multiplicities and they should be denoted by
m̂(·, ·); however, we choose to avoid this heavy notation, mainly because in what follows we will
deal only with normalized multiplicities, and thus there is no risk of confusion). Notice that,
if ϕ is a superclass character, then so is ϕ|n and this implies that all its multiplicities are non-
negative rational numbers, for all n ∈ N. On the other hand, due to the fact that G =
⋃
n∈NGn,
a superclass function ϕ is uniquely determined by the family {ϕ|n}n∈N; for this reason it is
important to analyze the behavior of such restrictions, as we will do in the next section.
We will establish a connection between multiplicities and G-invariant measures (on A◦) by
understanding the topological nature of the dual group A◦. Furthermore, using an ergodic theo-
rem on amenable groups, it will be possible to derive a finite approximation of supercharacters
in E by finite supercharacters in En, for n ∈ N; this finite approximation property will allow us
not only to comprehend the nature of the multiplicities of supercharacters, but also to establish
an asymptotic formula for them.
On the other hand, for every AF-algebra group there is a graded graph associated with its
standard supercharacter theory, the so-called superbranching graph, which allows us to use the
theory of graded graphs developed by Kerov and Vershik (see for example [90]). The Kerov-
Vershik ergodic method relates superclass functions with measures on the set of paths of the
superbranching graph, making it possible to establish an asymptotic formula for supercharacters
via the Kerov-Vershik ergodic theorem. As it turns out, the Kerov-Vershik ergodic method is
equivalent to the ergodic approach that we developed in the previous chapter. For this reason, we
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will explain the Kerov-Vershik ergodic method, and establish the connection with G-invariant
measures on A◦.
Finally, the standard supercharacters of an AF-algebra group G enjoy additional properties
which are analogous to the case of finite groups. In fact, supercharacters may be seen as induced
characters in the following sense: for every λ ∈ A◦, there are an algebra subgroup Lλ of G
and a one-dimensional representation (λ̃ ,C) of Lλ (hence, λ̃ is a character of Lλ ) such that the
induced representation (in the sense of Mackey) from Lλ to G is quasi-equivalent to the standard
super-representation (T λ ,H λ ) (which is associated with the supercharacter χλ ∈ E ).
The induced model for super-representations is essentially free of measure theory, which
allows us to study super-representations without an explicit description of the corresponding G-
ergodic measures. Furthermore, by capitalizing on the algebraic nature of the induced model,
it is possible to present a factorization of supercharacters as a product of “elementary” super-
characters. Such a decomposition is finite and essentially unique in the case where G is finite-
dimensional; on the other hand, if this is not the case, then the factorization may be asymptotic
and in general not unique.
At this point it is worth to mention that, in concrete examples, using the main results of
[30] it may possible to use the induction property to determine whenever a supercharacter is
associated with a representation of type I or II. This is accomplished in Chapter 6 for the two
types of infinite unitriangular groups in positive characteristic.
4.1 G-invariant measures and multiplicities
The standard supercharacter theory of the AF-algebra group G = 1+A is determined by the
G-invariant Borel measures on A◦, and therefore the understanding of the topology on A◦ might











where the direct limit (taken with respect to the natural inclusions An ↪→ An+1) is considered in
the category of topological abelian groups. On the other hand, in this category, we clearly have
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A◦ = Hom(A,S1) where S1 denotes the complex unit circle. Since the restriction functor is the










where the inverse limit is taken with respect to the restriction maps Resn+1n : A◦n+1→ A◦n. There-
fore, for every n ∈ N, the n-projection Resn : A◦ → A◦n is simply the restriction of characters,
and the pointwise convergence topology on A◦ coincides with the inverse limit topology, which
implies that A◦ is a compact, totally disconnected Hausdorff space. For simplicity, we write
α|n = Resn+1n (α), α ∈ An+1
and similarly
λ|n = Resn(λ ), λ ∈ A;
moreover, we consider the topological basis of clopen subsets (that is, subsets which are both
open and closed) consisting of all cylinders: the cylinder associated with n ∈ N and γ ∈ (An)◦,
is the set
[γ]n = {λ ∈ A◦ : λ|n = γ}.
Lemma 4.1.1. Every Borel measure on A◦ is fully determined by its values on cylinders. Fur-
thermore, a sequence of measures (µm)m∈N weak*-converges to a measure µ if and only if, for
every n ∈ N,
lim
m→∞
µm([γ]n) = µ([γ]n), γ ∈ (An)◦, n ∈ N.
Proof. Since every cylinder [γ]n, for γ ∈ (An)◦ and n ∈ N, is a clopen set, the corresponding
indicator function I[γ]n is continuous; moreover, the set
{
I[γ]n : γ ∈ (An)
◦, n ∈ N
}
separates
points of A◦: if λ ,λ ′ ∈ A◦ are distinct, then there must exist n ∈ N such that λ|n 6= (λ ′)|n, and
consequently
I[λ|n]n(λ ) = 1 and I[λ|n]n(λ
′) = 0.
On the other hand, since cylinders are either disjoint or one is contained in the other, it is clear
that for every n,m ∈ N, every γ ∈ (An)◦, and every α ∈ (Am)◦
I[γ]nI[α]m =
I[α]m , if n < m and α|n = γ ,0, otherwise;
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consequently, the C-linear span of the set
{
I[γ]n : γ ∈ (An)
◦, n ∈N
}
is a unital C∗-subalgebra of
C(A◦) with unit I[0]1 , and in virtue of the Stone-Weierstrass theorem it is a dense subalgebra of
C(A◦).
To conclude the proof it is enough to identify the topological dual C(A◦)∗ with the space of
measures on A◦.
Let g ∈ G be arbitrary, and let n ∈ N be such that g ∈ Gn. Then, the function Tg can be




and thus for every measure µ on A◦∫
A◦
Tg dµ = ∑
γ∈(An)◦
γ(g−1)µ([γ]n).
In particular, if ϕ is a superclass function of G associated with a G-invariant measure µ , then
µ([γ]n) = µ([α]n), α ∈ Oγ , γ ∈ (An)◦
and so ∫
A◦










where Γn ⊆ (An)◦ is a complete set of representatives of Ωn (so that Ωn = {Oγ : γ ∈ Γ}). There-
fore, we get a relationship between multiplicities and G-invariant measures, namely,
m(χγ ,ϕ|n) = |Oγ |µ([γ]n), γ ∈ (An)◦.
(In this sense, the G-invariant measure µ encodes the multiplicities of the restrictions of ϕ to
the finite subgroups Gn, for n ∈ N, which “approximate” G.)
For every λ ∈ A◦ (and every n ∈ N) we define the set
(Sλ )n = {λ ′|n : λ
′ ∈G·λ},









Consequently, if λ ,λ ′ ∈ A◦ are such that G·λ 6=G·λ ′, then
Oλ = Oλ
′
⇐⇒ (Sλ )n = (Sλ
′
)n for all n ∈ N;
in this sense, if this condition holds, then we may say that the G-orbits G·λ and G·λ ′ are
“locally equal”. On the other hand, if λ ,λ ′ ∈ A◦ are such that Oλ 6= Oλ ′ , then there are n ∈ N
and γ ∈ (An)◦ such that, either γ ∈ (Sλ )n \ (Sλ
′
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Proposition 4.1.2. Let λ ∈ A◦, and let γ ∈ (An)◦ for n ∈ N. Then,
m(χγ ,(χλ )|n) 6= 0 ⇐⇒ Oλ ⊆ (Sλ )n.
Moreover, if λ ,λ ′ ∈ A◦ are such that Oλ 6= Oλ ′ , then there are n ∈ N and γ ∈ (An)◦ such that
one of the following exclusive conditions hold:
• m(χγ ,(χλ )|n) 6= 0 and m(χγ ,(χλ
′
)|n) = 0, or
• m(χγ ,(χλ )|n) = 0 and m(χγ ,(χλ
′
)|n) 6= 0.
Proof. It is clear that, if γ /∈ (Sλ )n, then ωλ ([γ]n) = 0. On the other hand, assume that γ ∈ (Sλ )n.




α ∈ (Am)◦ : α|n = γ
}










= Oλ \ [γ]n;
notice that Fm is a closed subset of A◦. If ωλ ([γ]n) = 0, then ωλ (Fm) = 1, and since Fm is closed
this means that
Oλ = supp(ωλ )⊆ Fm,
a contradiction. Therefore, ωλ ([γ]n) 6= 0, and thus the first assertion of the result is proved
(because m(χγ ,(χλ )|n) = |Oγ |ωλ ([γ]n) 6= 0).
For the second assertion, let λ ,λ ′ ∈A◦ be such that Oλ ′ 6=Oλ . Then, there is n∈ N such that




m(χγ ,(χλ )|n) 6= 0 and m(χγ ,(χλ
′
)|n) = 0,
which completes the proof.
For every λ ∈ A◦, the corresponding G-ergodic measure ωλ is, in a way, determined by the
sets (Sλ )n for n∈N; however, the relationship between the supercharacter χλ of G and the finite
groups Gn, n ∈ N, is deeper. Indeed, we can use supercharacters of these finite subgroups of G
to approximate χλ . In order to explain this, we need a pointwise ergodic theorem for amenable
groups.
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Recall that a countable discrete group G is amenable if it admits Følner sequence, that is, a





= 0, g ∈ G,
where ∆ denotes the symmetric difference of sets; a Følner sequence {Fn}n∈N is said to be
tempered if there is a constant C > 0 such that∣∣∣∣⋃
k≤n
F−1k Fn+1
∣∣∣∣≤C |Fn+1|, n ∈ N.
According to Lindenstrauss [69, Theorem 1.3], the following result holds.
Theorem 4.1.3 (Lindenstrauss pointwise ergodic theorem). Let G be a countable discrete
amenable group acting on a probability space (X ,µ), and suppose that the measure µ is G -
ergodic. If there is a tempered Følner sequence {Fn}n∈N, then for µ-almost every point x ∈ X













Since the group G admits the tempered Følner sequence {Gn}n∈N, Lindenstrauss’ pointwise
ergodic theorem, allows us to prove the following.
Proposition 4.1.4 (Finite approximation property). Let λ ∈A◦, and for every n∈N let χλ|n ∈ En




λ|n(g) = χλ (g), g ∈ G.









According to Lindenstrauss’ pointwise ergodic theorem, for every k ∈ G the set Xk has full





also as full ωλ -measure; without loss of generality, we may assume that λ ∈ X .
Let
Stabn = {k ∈Gn : k·λ|n = λ|n}
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be the stabilizer in Gn of λ|n ∈ (An)◦, so that |Gn|= |Stabn||Gn·λ|n|. Then,
1
|Gn| ∑k∈Gn
Tg(k−1·λ ) = 1|Stabn ||Gn·λ|n| ∑γ∈Gn·λ|n
∣∣{k ∈Gn : k·λ|n = γ}∣∣γ(g−1).













which completes the proof.
Notice that the approximation of the previous proposition does not depend on λ due to the
“local equality” of G-orbits with closure equal to Oλ , that is, if λ ′ ∈ A◦ is such that the closure




|Gn·λ ′|n| ∑γ∈Gn·λ ′|n
γ(g) = χλ (g), g ∈ G.
In this sense, the finite standard supercharacter theory of the finite groups Gn, for n ∈ N, de-
termine the nature of the supercharacters of G. Furthermore, the supercharacters of G can be
understood as asymptotic objects, and this makes it possible to establish an asymptotic expres-
sion for the multiplicities of supercharacters.
Lemma 4.1.5. For every α ∈ (An+1)◦ and every γ ∈ (An)◦, the multiplicity of χγ in the restric-









∣∣{β ∈ Oα : β|n = γ}∣∣.
Proof. Let us consider the set
Sγ = {β ∈ Oα : β|n = γ};
we note that k·Sγ = Sk·γ for all k ∈Gn, and thus we may write SO instead of Sγ where O ∈Ω

















recall that χO = χγ for all O ∈Ωn and all γ ∈ O . The proof is complete.
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As a consequence of Proposition 4.1.4 we obtain the following.
Corollary 4.1.6. Let λ ∈ A◦, and let γ ∈Ωn for some n ∈ N. Then, the multiplicity of χγ in the










∣∣{α ∈ Oλ|m : α|n = γ}∣∣.
To conclude this section, let λ ∈ A◦ be associated with the G-ergodic measure ωλ . As we
remarked before, for every γ ∈ (An)◦ we have
m(χγ ,(χλ )|n) = |Oγ |ωλ ([γ]n).
Consequently, in virtue of the previous corollary, we conclude that
ωλ ([γ]n) = limm→∞
|{α ∈ Oλ|m : α|n = γ}|
|Oλ|n|
,
and thus we may say that the value ωλ ([γ]n) is the “average” over all elements λ ′ ∈Oλ satisfy-
ing λ ′|n = γ .
4.2 The superbranching graph
One of the main features of AF-algebra groups is the existence of a canonical graded graph
associated with its standard supercharacter theory; this will be called the superbranching graph.
The works of Elliott [37] and Bratteli [26] allowed a combinatorial description of the struc-
ture of locally semisimple C∗-algebras through what is now known as Bratteli diagrams; later
Kerov and Vershik, in the context of the character theory of the infinite symmetric group S∞,
pioneered in [93] an ergodic-combinatorial approach by using Bratteli diagrams in order to
introduce the language of dynamical systems into the representation theoretical framework of
AF-groups.
In a more general context (see, for example, [25, 90]), if
G0 ⊆ G1 ⊆ ·· · ⊆ Gn ⊆ ·· ·
is a sequence of finite groups, then the restrictions of characters of Gn+1 to Gn determine a
graded graph, which is called the branching graph, and the Kerov-Vershik ergodic method al-
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in terms of invariant measures on the path space of the branching graph. In this setting, extreme
characters are in correspondence with Gibbs measures (which are ergodic in a certain sense; we
refer to [90] for more details and references therein).
A similar approach can be (to a certain extent) adapted to deal with the supercharacter theory
on a AF-algebra group. A particular supercharacter theory of the locally finite unitriangular
group Un(Fq) (known as the uncolored supercharacter theory), briefly described in Chapter 5,
was completely described in this manner by André, Gomes and the author in [8].
In what follows, we give a brief introduction on the subject with the purpose of connecting
the main concepts with our ergodic setting. Our main reference is the book [25] (Chapter 7)
since it presents a very concise and structured survey of the existent literature.
4.2.1 Graded graphs and Gibbs measures
Let Γ be a graph and denote by V and E the sets consisting of all vertices and all edges of Γ,
respectively. Following [25], we say that Γ is a graded graph if the following conditions are
satisfied:
• V is countable and is partitioned into levels Γn, for n∈N, in which Γ0 = { /0} is a singleton;
• There are edges only between consecutive levels and multiple edges are allowed;
• For every vertex v ∈ Γn with n≥ 1, the set of edges {(v,u) ∈ E : u ∈Vn+1} is non-empty
and finite.
Most of the times we shall identify a graded graph Γ with its set of vertices
⋃
n∈NΓn. Notice
that, if for all n ∈ N the set Γn is finite, then Γ is a Bratteli diagram; while we shall only deal
with Bratteli diagrams, we have chosen to refer to them as graded graphs to be coherent with
the language of [25].
Example 4.2.1. One of the most prominent graded graphs in representation theory is the Young
graph Y: for each n∈N the nth-level of vertices is Yn, the set consisting of Young tableaux with
n boxes, and there is a single vertex between λ ∈ Yn and µ ∈ Yn+1 if and only if µ is obtained
from λ by adding one box. The Young graph encodes the (non-normalized) multiplicities of the
restriction of irreducible characters of Sn+1 to Sn; for more details we refer to [25].
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We write v↗ u to denote that there is an edge between v ∈ Γn and u ∈ Γn+1, and by a
finite path of length n on Γ we mean a sequence of vertices v0 ↗ v1 ↗ ·· · ↗ vn such that
vi ∈ Γi for 0 ≤ i ≤ n; similarly, we define an infinite path on Γ to be an infinite sequence
v0 ↗ v1 ↗ ··· ↗ vn ↗ ··· such that vi ∈ Γi for all i ∈ N0. The set consisting of all paths of
length n will be denoted by Tn(Γ) and the set consisting of all infinite paths by T (Γ); if there is
no risk of confusion, we omit the graph Γ and simply write Tn and T to denote the sets of all
finite and infinite paths on Γ, respectively.
There are natural projections pn+1n : Tn+1 → Tn, for n ∈ N0, which are defined by simply





and that for every n ∈ N0 the canonical projection pn : T → Tn simply forgets all but the first
n-edges of the path. The set T is then equipped with the inverse limit topology whose cylinders
form a base of clopen sets; recall that for every u ∈ Tn, n ∈N0, the corresponding cylinder is the
set
[u]n = {t ∈ T : pn(t) = u}.
Similarly to Lemma 4.1.1, using the fact that cylinders are clopen sets and that the cor-
responding indicator functions span a dense subset of continuous functions, the following is
true.
Lemma 4.2.2. Any (Borel) measure on T is fully determined by its values on cylinders. More-
over, a sequence (Mm)m∈N of measures on T weak*-converges to a measure M if and only if for




A measure M on T is said to be a Gibbs measure ( Gibbs measures are called ergodic in
the works of Kerov and Vershik due to their connections with dynamical systems; see [90] for
more details) if for every two finite paths t = u1↗ ··· ↗ un and t ′ = u′1↗ ··· ↗ u′n ending at
the same point (that is, such that un = u′n)
M([t]n) = M([t ′]n).
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For every two vertices v ∈ Γn and u ∈ Γm, for some n,m ∈ N0 with n < m, we define the
relative dimension, denoted by dim(v,u), as the number of paths starting in v and ending in u;











and we say that a family of measures {Mn}n∈N, where Mn is a measure on Γn for all n ∈ N, is
a coherent system on Γ (in [25] the term coherent system is reserved for families of probability
measures; however, this restriction is not needed) if for every n ∈ N
Mn+1Λn+1n = Mn ⇐⇒ ∑
v∈Γn+1
Mn+1(v)Λn+1n (u,v) = Mn(u), u ∈ Γn.
The set consisting of all families of coherent systems of probability measures will be denoted
by M∞(Γ); it is a Choquet simplex and the corresponding set of extreme points is called the
boundary of Γ, and is denoted by ∂Γ.
Proposition 4.2.3. There is a correspondence between Gibbs measures on T and coherent
systems on Γ. In particular, there is a bijection between probability Gibbs measures on T and
probability measures on ∂Γ.
Proof. Let {Mn}n∈N be a coherent system, and for every path t = v0↗ ··· ↗ vn ∈ Tn, n ∈ N,





It is straightforward to check that M is a Gibbs measure on T . Conversely, for every Gibbs
measure M on T , we define a measure Mn on Γn, for n ∈ N, as follows: for every v ∈ Γn
Mn(v) = dim(v)M([t]n),
where t ∈ Tn is any path ending at v. One can check that {Mn}n∈N is a coherent system on Γ.
The rest of the assertion follows from the fact that ∂Γ is the set consisting of all indecom-
posable coherent systems of probability measures on Γ.
The cornerstone of the theory of Gibbs measures on graded graphs is the Kerov-Vershik
ergodic theorem (see [25, Theorem 7.17]).
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Theorem 4.2.4 (Kerov-Vershik ergodic theorem). Let {Mn}n∈N ∈ ∂Γ with corresponding Gibbs






An important application arises in the classification of indecomposable characters of the in-
finite symmetric group S∞: each probability Gibbs measure on the Young graph Y determines a
unique indecomposable character of S∞, and it follows from the Kerov-Vershik ergodic theorem
that for every indecomposable character ξ of S∞ there is at least one sequence (ξn)n∈N, where





= ξ (g), g ∈ S∞.
For all the details on the proof, we refer to [25, 93]. We also mention that an analogue result is
true for groups obtained as direct limits of finite groups; the formalism and proofs can be found
in [90].
4.2.2 The superbranching graph and multiplicities
For a fixed AF-algebra group
G = 1+A = lim−→
n∈N
Gn, Gn = 1+An, n ∈ N,
we define the superbranching graph Γ = Γ(G) as follows: for every n ∈N we set Γn = Ωn, and
there is an edge O ↗ O ′ whenever there is α ∈ O ′ such that α|n ∈ O; in particular, we have
• dim(O,O ′) =
∣∣{α ∈ O ′ : α|n ∈ O}∣∣ for all O ∈ Γn, all O ′ ∈ Γn+1 and all n ∈ N;
• dim(O) = |O| for all O ∈ Γn and all n ∈ N.
On the other hand, the operator Λn+1n , for n ∈ N, has a familiar form: for every O ∈Ωn and







∣∣{α ∈ O ′ : α|n ∈ O}∣∣= m(χO ,(χO ′)|n).
The relationship between the sequence {Λn+1n }n∈N and the the multiplicities of the restricted
supercharacters allows us to relate superclass characters of G and Gibbs measures on the path
space T = T (Γ) of Γ.
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Proposition 4.2.5. There is an affine homeomorphism between Gibbs measures on T and su-
perclass functions of G. Moreover, the set of probability Gibbs measures on T is affinely home-
omorphic to the space of superclass characters of G.
Proof. Let M be a Gibbs measure on T with corresponding coherent system {Mn}n∈ N . For

































Mn, n ∈ N.
On the other hand, if ϕ is any superclass character of G, then for every n ∈ N we define the
measure (Mϕ)n on Ωn by
(Mϕ)n(O) = m(χO ,ϕ|n), O ∈Ωn.












= m(χO ,ϕ|n) = (M
ϕ)n(O),
which means that {(Mϕ)n}n∈N is a coherent system on Γ; we denote by Mϕ the corresponding
Gibbs measure on T .
If ϕ and ϕ ′ are distinct superclass functions of G, then there is n∈N such that ϕ|n 6= ϕ ′|n, and
so there is χ ∈ En such that m(χ,ϕ|n) 6= m(χn,ϕ ′|n), which implies that the mapping ϕ 7→ M
ϕ
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defines an injective map. Furthermore, the mapping M 7→ ϕM clearly defines the inverse map,
and thus the superclass functions of G are in bijection with the Gibbs measures on T .
Let (ϕ(m))m∈N is a convergent sequence in SClK (G) with limit point ϕ ∈ SClK (G). For













Conversely, if (M(m))m∈N is a convergent sequence of Gibbs measures on T with limit point




m∈N is convergent with



















m∈N is convergent with limit ϕ
M. In this fashion, we conclude
that the set of superclass functions (with the pointwise convergence) is homeomorphic to the
set of Gibbs measures (with the weak* convergence).
Furthermore, it is clear that SCl+K (G) is mapped onto the set of probability Gibbs measures
on T and that the correspondence above defines an affine homeomorphism.
In conclusion, a Gibbs measure on T (or equivalently a coherent system on Γ) essentially
encodes the multiplicities of the various restrictions of the corresponding superclass functions
to the finite levels Gn.
Since Gibbs measures are “the same” as superclass functions, which in turn are “the same”
as G-invariant measures on A◦, we shall refer to an indecomposable probability Gibbs measure
as a G-ergodic Gibbs measure on T .
Let M be a G-ergodic Gibbs measure on T with corresponding coherent system {Mn}n∈N
and supercharacter χM. The Kerov-Vershik ergodic theorem states that for M-almost every path





∣∣{α ∈ Om : α|n ∈ O}∣∣= Mn(O);
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This is quite evocative of Proposition 4.1.4; indeed, it is the same phenomenon phrased in
different settings.
Now, let ϕ be a superclass function with corresponding G-invariant measure µ on A◦ and
Gibbs measure M on T . For every n ∈ N, every γ ∈ (An)◦ and every t = (O j)1≤ j≤n ∈ T n with








Finally, for every λ ∈ A◦, let Mλ denote the G-ergodic Gibbs measure on T which is asso-






= |Oγ |Mλ ([γ]n) 6= 0 ⇐⇒ γ ∈ (Sλ )n,
and therefore the set
T λ = {(On)n∈N ∈ T : On ⊆ (Sλ )n}
has full Mλ -measure. As consequence of Kerov-Vershik ergodic theorem, it follows that there




On = χλ .
It is obvious that we may choose a sequence (γn)n∈N such that γn ∈On and (γn+1)|n = γn for all
n ∈ N; thus, we see that this sequence is convergent and that its limit λ ′ = limn→∞ γn satisfies
Oλ
′
= Oλ . In conclusion, the Kerov-Vershik ergodic theorem is nothing more than the finite
approximation property established in Proposition 4.1.4.
4.3 Supercharacters as induced characters




we provide an induced representation which is quasi-equivalent the standard super-representation
(T λ ,H λ ), which should be understood as an analogue to [33, Theorem 5.4].
Let H ⊆ G be a subgroup (which is necessarily an open subgroup), consider the quotient
G/H equipped with the quotient topology it is a discrete countable topological space (in a more
general setting, the quotient of a second countable group by an open subgroup is always a
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countable discrete topological space). Let (τ,U ) be a unitary representation of H, following
[58], we define the induced representation from an open subgroup (in the sense of Mackey)
IndGH(τ,U ) = (τ
G,U G)
as follows:
• U G is the vector space consisting of all functions f : G→U satisfying




‖ f (g)‖2 < ∞;
• the inner product on U G is defined by
〈 f1| f2〉= ∑
gH∈G/H
f1(g) f2(g), f1, f2 ∈U G;
• the G-action on U G is given by
(τG(g) f )(x) = f (g−1x), g,x ∈ G, f ∈U G.
We observe that, if f : G→U is such that f (gh) = τ(h−1) f (g) for all g∈G and all h∈H, then
the sum ∑gH∈G/H ‖ f (g)‖2 is well defined: if g1,g2 ∈G are such that g1H = g2H, then g1 = g2h
for some h ∈ H, and thus
‖ f (g1)‖=
∥∥τ(h−1) f (g2)∥∥= ‖ f (g2)‖
because the linear operator τ(h−1) : U →U is unitary.
In what follows Mackey’s imprimitivity theorem (see, for example, [58, Proposition 3.17]
for a proof) is paramount.
Theorem 4.3.1 (Mackey’s imprimitivity theorem). Let (T ,H ) be a unitary representation of
G, and let H be a subgroup of G. Assume that there is a ∗-homomorphism ∆ : C0(G/H)→
B(H ) (that is, an algebra homomorphism such that ∆( f ∗) = (∆( f )∗), where C0(G/H) denotes
the complex vector space consisting of all continuous functions G/H → C with compact sup-
port, and B(H ) denotes the group consisting of all bounded linear operators of H , satisfying
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• T (g)∆( f )T (g−1) = ∆(g f ) for all g ∈ G and all f ∈ C0(G/H) (as usual, we define
g f ∈C0(G/H) by (g f )(x) = f (g−1x) for all x ∈ G/H);
• ∆(C0(G/H))H is dense in H .
Then, (T ,H ) is equivalent to the induced representation IndGH(σ ,U ), where
U = {∆(1)v : v ∈H } and σ(h)ξ = T (h)ξ , h ∈ H, ξ ∈U .
We observe that, in our situation, since G = 1+A is a discrete group any subgroup H is
an open subgroup, furthermore, C0(G/H) is simply the set consisting of all complex-valued
functions on G/H having finite support.
Now, we fix λ ∈ A◦, and define
Lλ = {g ∈ G : gλ = λ} and lλ = {a ∈ A : λ (ax) = 1 for all x ∈ A}.
Notice that lλ is a left ideal of A, and that Lλ = 1+ lλ ; in particular, we see that the map
λ̃ : Lλ → C given by
λ̃ (h) = λ (h−1), h ∈ Lλ ,
defines a one-dimensional unitary representation of Lλ (hence, a character of Lλ ); indeed, for
every a,b ∈ Lλ we evaluate
λ̃ ((1+a)(1+b)) = λ (a+b+ab) = λ (a)λ (b)λ (ab)
= λ (a)λ (b) = λ̃ (1+a)λ̃ (1+b).
Finally, we define (πλ ,V λ ) to be the induced representation
IndGLλ (λ̃ ,C);
our next goal is to show that the representations (T λ ,H λ ) and (πλ ,V λ ) are quasi-equivalent.
In order to achieve this, we need the following preliminary result.
Lemma 4.3.2. For every λ ∈ A◦, the closure λG of the right G-orbit λG ⊆ A◦ has non zero
ωλ -measure.
Proof. We fix λ ∈ A◦, and recall that
(Sλ )n = {µ|n : µ ∈G·λ}, n ∈ N.
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For every n ∈ N, let
























and so Oλ \λG is a closed set. Consequently, if ωλ (λG) = 0, then
supp(ωλ ) = O
λ \λG,
a contradiction.
Since ωλ (λG) 6= 0 and ωλ is a G-invariant measure, we conclude that for every g ∈ G the




has non zero ωλ -measure. Moreover, since
⋃
g∈G g(λG) is a G-invariant







Proposition 4.3.3. For every λ ∈ A◦, the representations (πλ ,V λ ) and (T λ ,H λ ) of G are
quasi-equivalent.
Proof. Let λ ∈ A◦ be arbitrary; for simplicity, we set L = Lλ and (T ,H ) = (T λ ,H λ ). For
every g0L ∈ G/L, we consider the Dirac function δg0L : G/L→ C; note that C0(G/L) is the
C-linear span of the set {δgL : gL ∈ G/L}. By linear extension, we may define the map ∆ :
C0(G/L)→ B(H ) by the rule
∆(δg0L)( f ) = Ig0λG f , g0L ∈ G/L, f ∈H ;
for simplicity, we write ∆g0L = ∆(δg0L) for g0L ∈ G/L. It is straightforward to check that ∆ is a
∗-homomorphism.
We next show that the set {∆g0L f : g0L ∈ G/L, f ∈H } is dense in H . Let g1, . . . ,gn, . . .
be a family of pairwise distinct elements of G such that
giλG 6= g jλG, i, j ∈ N, i 6= j.
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For every g ∈G, let T ′g denote the restriction of Tg to the union
⋃
i∈N giλG, and notice that since⋃
i∈N giλG has full ωλ -measure, the images of Tg and T ′g in H are equal. For every n ∈ N and




∣∣{1≤ j ≤ n : j 6= i, g jλG∩giλG 6= /0}∣∣.
For every g ∈ G, we define








IgiλG(µ) Tg(µ), µ ∈ A
◦;




n∈N is pointwise convergent with
lim
n→∞
T (n)g = T ′g.
On the other hand, we have
|T (n)g (µ)| ≤ 1, n ∈ N, µ ∈ A◦;
since the function constantly equal to one is measurable and ωλ -integrable, the dominated con-









T (n)g = Tg ∈H .
It follows that the closure of {∆g0L f : g0L ∈ G/L, f ∈H } contains a dense subset, and this
implies that {∆g0L f : g0L ∈ G/L, f ∈H } is dense in H .


























and thus, according to Mackey’s imprimitivity theorem,
(T ,H )' IndGL (σ ,U ),
where
U = {I
λG f : f ∈H } and (σ(g)ξ )(µ) = Tg(µ)ξ (g
−1
µ), g ∈ L, ξ ∈U , µ ∈ A◦.
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Finally, let ξ = I
λG f ∈U , f ∈H , and let g ∈ L. Since g
−1λ = λ , we see that
gµ = µ and µ(g−1) = λ (g−1), µ ∈ λG.
Therefore, for every µ ∈ A◦ we have
(σ(g)ξ )(µ) = Tg(µ)IλG(g
−1
µ) f (g−1µ) =
λ (g−1) f (µ), if x ∈ λG,0, otherwise.
It follows that σ(g)ξ = λ̃ (g)ξ , and hence the representations (λ̃ ,C) and (σ ,Cξ ) of Lλ are
equivalent. On the other hand, (σ ,U ) is a direct sum of cyclic representations (see [35, 2.2.7])
each one of them equivalent to (λ̃ ,C), and so (λ̃ ,C) is quasi-equivalent to (σ ,U ). Therefore,
(T λ ,H λ ) is equivalent to a direct sum of representations each one of them equivalent to
(πλ ,V λ ), and this implies that (T λ ,H λ ) is quasi-equivalent to (πλ ,V λ ), as stated.
In this fashion, we can think of the representation (πλ ,V λ ) as a linearization of the repre-
sentation (T λ ,Hλ ) of G, and since λ̃ is in fact a character of Lλ , the supercharacter χλ may be
understood as the resulting induced character. Moreover, the representation (πλ ,V λ ) does not
depend on the measure ωλ , and hence properties of the supercharacter χλ may be extrapolated
(at least in theory) without a description of the corresponding G-ergodic measure on A◦.
This induction property strengthens the claim that the standard supercharacter theory is a
cruder version of Kirillov’s orbit method, since in the case of nilpotent Lie groups (which are
tame), irreducible representations are induced from one-dimensional representations of suit-
able subgroups (see [63] for all details); we also observe that, just as in the case of nilpotent
groups arising from a rational Lie algebra, factor representations are also induced from linear
representations (we refer to [31]).
4.3.1 A factorization of supercharacters
Let G = 1+A be an AF-algebra group over a field K , and consider the unital K-algebra A =
K⊕A, so that we can naturally identify G with the subgroup of all unipotent elements of A .
Furthermore, the right G-action on A◦ admits a natural extension to a right A -action: for every
a = α +a ∈A , with α ∈K and a ∈ A, and every λ ∈ A◦, we define λa ∈ A◦ by
(λa)(x) = λ (αx+ xa), x ∈ A;
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hence, we may consider the right (cyclic) A -module λA . It is the algebraic nature of this right
A -module λA that determines the factorization of the supercharacter χλ as a product of other
supercharacters.
Recall that two idempotents e1,e2 ∈ EndA (λA ) are said to be orthogonal if e1e2 = e2e1 =
0.
Proposition 4.3.4. Let λ ∈ A◦ be arbitrary, and consider the right A -module λA . Assume that
there are two non-trivial orthogonal idempotents e1,e2 ∈ EndA (λA ) such that Id = e1 +e2. If
λ1 = e1(λ ) and λ2 = e2(λ ), then
χ
λ = χλ1 χλ2.
Proof. We first prove that λA = λ1A ⊕λ2A . Clearly, λ1A +λ2A = λA . On the other hand,
let a ∈ A be such that λa ∈ λ1A ∩λ2A , and let a1,a2 ∈ A be such that λa = λ1a1 = λ2a2.
Then,
λa = e1(λa)+ e2(λa) = e1(λ2a2)+ e2(λ1a1).
Since e1 and e2 are orthogonal, we have e1(λ2a2) = e1e2(λ )a2 = 0, and similarly e2(λ1a1) = 0.
It follows that λa = 0, and thus λ1A ∩λ2A = 0 proving the claim.
For every M ⊆ A and every N ⊆ A◦, we define
M⊥ = {γ ∈ A◦ : γ(m) = 1 for all m ∈M} and N⊥ = {a ∈ A : γ(a) = 1 for all γ ∈ N}.
Let i = 1,2, and let x ∈ (λiA )⊥. Then, λi(xa) = 1 for all a ∈ A, and so (λiA )⊥ ⊆ lλi . On the
other hand,
A = {0}⊥ = (λ1A ∩λ2A )⊥ = (λ1A )⊥+(λ2A )⊥ ⊆ lλ1 + lλ2 ⊆ A,
and thus lλ1 + lλ2 = A. Since both lλ1 and lλ2 are left ideals of A, it follows that
Lλ1Lλ2 = 1+ lλ1 + lλ2 = 1+A.
On the other hand, we clearly have Lλ = Lλ1 ∩Lλ2 and λ̃ = (λ̃1)|Lλ ⊗ (λ̃2)|Lλ . According
to [72, Theorem 7.2], we conclude that
(πλ ,V λ )' (πλ1,V λ1)⊗ (πλ2,V λ2),




Therefore, χλ = χλ1 χλ2 (see [35, Proposition 13.4.9]), as required.
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For every λ ∈ A◦, there are two non-trivial idempotents in EndA (λA ) which decompose
the identity if and only if the right A -module λA is decomposable; if this is not the case (that
is, if λA is indecomposable), then we shall say that the supercharacter χλ is elementary.
Corollary 4.3.5. Let λ ∈ A◦ be arbitrary. If the right A -module λA is completely decompos-
able, the supercharacter χλ admits a unique factorization as a product of supercharacters
χ
λ = χλ1 · · ·χλm
where λ1, . . . ,λn ∈ A◦ are such that λiA , for 1≤ i≤m, are indecomposable submodules of λA
and
λA = λ1A ⊕·· ·⊕λmA .
In particular, if G is finite dimensional (that is, dimK(A)<∞), then every supercharacter admits
an essentially unique factorization as a product of elementary supercharacters.
Proof. If the A -module λA is fully decomposable, then it can be written as a finite direct sum
λA = λ1A ⊕·· ·⊕λmA
of indecomposable submodules where λ1, . . . ,λn ∈ λA are such that λ = λ1 + · · ·+λm.
On the other hand, if G is finite dimensional then it is straightforward to check that the A -
module λA is both Artinian and Noetherian, and so, according to the Krull-Schmidt theorem,
the decomposition above is essentially unique. The result follows by the previous proposition
using an inductive argument on the dimension of A.
In this sense for a finite dimensional discrete algebra group there is a canonical factorization
of supercharacters as a finite product of elementary supercharacters. The infinite dimensional
case is much more sensitive: it may happen that a right A -module λA , for λ ∈ A◦, is not
completely decomposable, that is, the identity Id ∈ EndA (λA ) might be written as an infinite
sum of non-trivial pairwise orthogonal idempotents and, if any of the summands is not primi-
tive, then the decomposition can be refined and this will lead to an ill-behaved factorization of
supercharacters (it is asymptotic in nature and may not be unique).
Corollary 4.3.6. Let λ ∈ A◦ be arbitrary. If the right A -module λA is not completely decom-
posable, then there is at least one family (ei)i∈N of non-trivial pairwise orthogonal idempotents
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where λi = ei(λ ) for all i ∈ N.
Proof. If λA is not completely decomposable, then there are at least two non-trivial orthogo-
nal idempotents e1,e2 ∈ EndA (λA ) such that Id = e1 + e2, which implies that χλ = χλ1 χλ2
for λ1 = e1(λ ) and λ2 = e2(λ ). Since λA is not completely decomposable, at least one of
these idempotents is not primitive, and thus it can be decomposed as a sum of two non-trivial
orthogonal idempotents which will refine the previous factorization. The result follows by an
inductive argument.
This difference in behavior highlights how the algebraic anatomy of the algebra group influ-
ences the supercharacter structure. Heuristically, just as the regular representation, this shows
that properties of the standard supercharacter theory do not depend on the class of discrete
algebra groups, but rather on the algebraic structure of each individual group.
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Other supercharacter theories and
Kirillov functions
All the ideas (and proofs) presented so far can be adapted to a more general framework, making
it possible to consider different supercharacter theories and “special functions” on G.
In what follows , we briefly explain how this can be achieved; we pay special attention
to a particular family of functions to which Diaconis and Isaacs in [33] refer to as Kirillov
functions. While in general Kirillov functions are not characters, they constitute an important
family of class functions which is rich enough to (at least theoretically) describe every character.
Furthermore, we will prove that a supercharacter is an indecomposable character if and only if
it is a Kirillov function.
5.1 Special functions and other supercharacter theories
Let G = 1+A be a countable discrete algebra group, not necessarily amenable for the moment,
and assume that there is a discrete amenable group G acting on A (on the left). Then, there is
the natural corresponding contragradient action of G on A◦: for every λ ∈ A◦ and every g ∈ G ,
we define
(g·λ )(a) = λ (g−1·a), a ∈ A.
Then, the set
KG = {1+G ·a : a ∈ A}
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forms a partition of G, and the set consisting of all bounded functions defined on G which are
constant on the members of KG , equipped with the pointwise convergence topology, forms a
family of special functions to which we will refer to as G -functions on G.
By mimicking the previous proofs, it is possible to show that the G -functions on G are in
one-to-one correspondence with the G -invariant measures on A◦, and that every such measure
has an integral decomposition with respect to a (complex) measure on the set of ergodic G -
measures.
For every λ ∈ A◦, let OλG denote the closure in A
◦ of the G -orbit G ·λ , and let
ΩG = {OλG : λ ∈ A
◦}.
Then, the amenability of G assures that every orbit closure OλG , for λ ∈ A
◦, supports a single
G -ergodic measure. We shall identify ΩG with the set consisting of all G -functions: for every
O ∈Ω let ωO be the unique G -ergodic measure supported on O , the corresponding G -function,





Tg dωO , g ∈ G.
According to this identification, if we equip ΩG with the pointwise convergence topology, then
ΩG becomes a compact Hausdorff metrizable space whose C-linear span is dense in the set of
all G -functions.
If we assume that KG is a family of superclasses, then the set of consisting of all characters
which are constant on the elements of KG forms a Choquet simplex, and thus is fully determined
by the set EG consisting of all indecomposable elements. However, elements in EG might not be
in correspondence with the G -ergodic measures on A◦, nonetheless, every element of EG admits
a unique integral decomposition over ΩG with respect to a probability measure.
Let G1 ⊆ G2 be amenable discrete countable groups (with G1 being a subgroup of G2). Then,
if G2 acts on A, then G1 also acts on A. For every a ∈ A the G2-orbit G2·a is clearly G1-invariant,
and thus it must be a union of G1-orbits, which implies that every member of KG2 is a union of
members of KG1 . Furthermore, every G2-function on G can be decomposed in terms of inde-
composable G1-functions on G, and for this reason we say that the pair (KG2,ΩG2) is coarser
then (KG1,ΩG1) and write (KG2,ΩG2) (KG1,ΩG1) to indicate so. Notice that a similar relation
holds if we replace ΩG1 and ΩG2 by EG1 and EG2 , respectively.
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Example 5.1.1. Let G = 1+A be an amenable countable discrete group over K, and let K×
denote the multiplicative group of K (notice that, being an abelian group, K× is amenable).
Since K× acts naturally on both A and A◦, the direct product G = K××G acts on both A and
A◦, and these actions extend in the natural way the actions of G= G×G. Since the product of
amenable groups is amenable, the group G is amenable and it induces a supercharacter theory
of G. In this case, for every a ∈ A and every λ ∈ A◦ we have
G ·a = ⋃
α∈K×




Example 5.1.2 (The uncolored supercharacter theory of unitriangular groups). For n ∈ N, let
Gn = Un(K), and let Bn = Bn(K) the group of all invertible uppertriangular matrices over K,
it acts naturally on An = un(K) both on the left and the right (by multiplication), and thus
the direct product Bn = Bn×Bn (which is an amenable group) also acts on An. The resulting
supercharacter theory is known as the uncolored supercharacter theory of Un(K) (the reason
for this terminology will become clear in Section 6). Letting B∞ = lim−→n∈NBn, we may consider
the uncolored supercharacter theory of U∞(K) which arises from the action of the group B∞.
We remark that in [8] this uncolored supercharacter theory of U∞(Fq) was considered and
completely characterized.
5.2 Kirillov functions
Let G = 1+A be an amenable discrete countable algebra group. An important class of special
functions arise when we consider G = G acting on A and A◦ via conjugation, that is, for every
a ∈ A, every λ ∈ A◦ and every g ∈ G
g·a = gag−1 and (g·λ )(a) = λ (g−1ag).
In this situation, KG is simply the set consisting of all conjugacy classes of G, and the G-
functions are the class functions of G.
For every λ ∈ A◦, we denote by Oλ the orbit closure of G·λ , and by wλ the corresponding
G-ergodic measure on A◦ which is supported on Oλ . Furthermore, we refer to the class function
determined by wλ as the Kirillov function associated with Oλ ; this terminology is borrowed
from the finite group scenario (see for example [33, 78]).
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Let O = {Oλ : λ ∈ A◦} denote the space of orbit closures, which we identify with the
set consisting of all Kirillov functions of G; for every O ∈ O we denote by ψO the Kirillov
function of G which corresponds to O, or (when appropriated) by ψλ for any λ ∈ A◦ such that
O = Oλ = G·λ . For every (bounded) class function ϕ of G, there is a measure µ (in general





O(g) dµ, g ∈ G;
however, it is not always true that Kirillov functions are characters of G (for the relationship
between Kirillov and supercharacters of finite algebra groups we refer to [78]). By the way of
example, in the case of the finite unitriangular group Un(Fq), it is known that Kirillov functions
are not always characters (see [56]), and this implies that there are Kirillov functions of the
locally finite unitriangular group U∞(Fq) which are not characters. Therefore, in general the
set ΩG = O (as a set of class functions) is not equal to EG = Ex(G). Nonetheless, since every
character of G determines a unique G-invariant probability measure on A◦, and since every
Kirillov function is associated with a G-ergodic measure, if a Kirillov function is a character,
then it must be indecomposable.
For every indecomposable character ξ ∈Ex(G), let µξ denote the corresponding G-invariant
measure on A◦; furthermore, for every (standard) supercharacter χO of G, let MO ∈M+G (Ex(G))



















and thus supp(µξ )⊆O for MO -almost all ξ ∈ supp(MO). Moreover, the following is true; here,
we use the notation ψλ for the Kirillov function ψO
λ
.
Proposition 5.2.1. For every λ ∈ A◦, the supercharacter χλ of G is an indecomposable char-
acter if and only if Oλ = Oλ ; equivalently, if and only if χλ = ψλ .
Proof. Let λ ∈ A◦ be arbitrary, and notice that χλ = ψλ if and only if ωλ = wλ , which is the
case if and only if Oλ = Oλ . Moreover, it is clear that, if χλ = ψλ , then ψλ is a character of
G, and therefore it must be indecomposable.
Now, assume that χλ is an indecomposable character of G. Then, the standard super-
representation (T λ ,H λ ) is a factor representation of G, and thus all of its subrepresentations
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are quasi-equivalent to (T λ ,H λ ) (see [35, Proposition 5.2.5]). Let X be a G-invariant (under
conjugation) subset of Oλ . If ωλ (X) 6= 0, then we define the function f : A◦→ C by
f (λ ′) =
1
ωλ (X)1/2
IX(λ ′), λ ′ ∈ A◦,
and denote by H0 the Hilbert space generated by the set {T λ (g) f : g ∈ G}. It is clear that
the function f has norm one, and that it is a cyclic vector of the representation (T λ ,H0). On




T λ (g) f
)
(λ ′) f (λ ′) dωλ =
∫
A◦




Tg(λ ′) f (g−1λ ′) f (λ ′) dωλ = χ
λ (g).
Using the Gelfand-Naimark-Segal construction (see [16, Section II.6.4] for details), it is
possible to check that there is an invertible unitary intertwining operator Ψ : H λ →H0 such
that Ψ(T1) = f . Since Tg is a non-zero function, its image Ψ(Tg) is also non-zero for all g ∈ G;
furthermore,
Ψ(Tg) = Ψ(T λ (g)T1) = T λ (g) f
and
1 = 〈Tg|Tg〉H λ = 〈T














Consequently, due to the fact that ωλ (g−1X ∩X) 6= 0, the intersection g−1X ∩X is non-empty







Let h ∈ G be arbitrary and let X0 =
⋂











which means that X0 is a G-invariant set. Since ωλ is a G-ergodic measure and X0 as non-zero
ωλ -measure, we conclude that
1 = ωλ (X0)≤ ωλ (X)≤ 1.
95
Chapter 5. Other supercharacter theories and Kirillov functions
The above argument shows that, for an arbitrary G-invariant subset X of A◦, either ωλ (X) =
0 or ωλ (X) = 1. Therefore, ωλ is a G-ergodic measure, and thus we must have ωλ = wλ , which
completes the proof.
In a certain sense, the previous propositions shows that, in order for a supercharacter χλ of
G to be an indecomposable character, the orbit closure Oλ must be small enough.
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The infinite unitriangular groups in
positive characteristic
Having lay down a theoretical framework for supercharacter theories of amenable countable
discrete algebra groups, in this section we describe and explore both the standard and uncolored
supercharacter theories of the two types of infinite unitriangular groups in positive characteristic
p, Un(F) and U∞(Fq); these may be considered the main prototypes of infinite discrete groups in
non-zero characteristic. We should mention that Kirillov orbit method does not necessarily ap-
plies to these groups, and hence they present a relevant scenario for supercharacter theories; we
also mention that, after understanding these supercharacter theories, it is fairly easy to describe
the supercharacter theory of U∞(F).
Both Un(F) and U∞(Fq) are AF-algebra groups and, since there is an explicit description
of the supercharacter theory of the finite unitriangular group Un(Fq) (see for example [1, 6] for
details), our main tool is the finite approximation property (Proposition 4.1.4), which allows
us to take limits of (normalized) finite supercharacters to describe the required supercharacters.
Using the explicit formula for the two supercharacter theories, we can asymptotically derive the
corresponding formulas in the infinite scenario.
The different asymptotics are considered with respect to the field in the case of Un(F) =
lim−→m∈NUn(Fpm), and with respect to the dimension (of the algebra group) in the case of U∞(Fq)=
lim−→n∈NUn(Fq), giving rise to structural differences in the corresponding supercharacter theories.
The major difference is in the behavior of the regular character as a standard superclass charac-
ter: in the case of Un(F) it is not a supercharacter, contrary to the case of U∞(Fq) where it is a
supercharacter.
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We begin by providing a very brief characterization of the standard supercharacter theory
of the finite unitriangular group Un(Fq) (all details can be found in [6, 7]): we explain how
superclasses are encoded by Fq-colored set partitions of [n] = {1, ...,n}, while supercharacters
are parametrized by F ◦q -colored set partitions, where F ◦q denotes the dual group of the additive
group F+q . From this characterization it follows that the uncolored supercharacter theory is
parametrized simply by (uncolored) set partitions of [n].
As it should be expected, given the asymptotic nature of the standard/uncolored superchar-
acter theory of Un(F), the standard superclasses of Un(F) are described by F-colored set par-
titions and supercharacters are determined by F◦-colored set partitions; on the other hand, the
uncolored supercharacter theory is in one-to-one correspondence with set partitions of [n], yield-
ing a finite supercharacter theory.
As for the group U∞(Fq), supercharacters are dictated by the limit shape of either F ◦q -colored
or uncolored set partitions, which leads to new combinatorial objects: the (F ◦q -colored) aug-
mented set partitions. As a combinatorial object, augmented set partitions are somewhat unin-
teresting, however they provide a clear picture of the asymptotic nature of the supercharacters
of U∞(Fq).
For both groups, using the induced model for standard super-representations, we are able
to classify super-representations according to their type. This classification is achieved with
Corwin’s classification theorems [30, Theorems 5,6 and 7], which we now summarize. Let G
be a countable discrete group, let H be a subgroup of G, and let (σ ,H ) be a representation of
H; furthermore, let
• NH = {g ∈ G : gHg−1 = H, σg = σ} where σg(h) = σ(g−1hg) for all g ∈ G and all
h ∈ H;
• MH = {g ∈ NH : the NH-conjugates of g lie in finitely many H-cosets};
• M′H = [MH ,MH ], the commutator subgroup of MH .
Proposition 6.0.1 (Corwin’s classification theorem). With the notation as above, the induced
representation IndGH(σ ,H ) is type II if and only if one of the indexes |NH : MH | or |M′H :
H ∩M′H | is infinite.
(In a way, it is the size of certain subgroups that determine the type of the supercharacters.)
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6.1 The finite unitriangular group Un(Fq)
In this section, we consider the finite unitriangular group Un(Fq) = 1+ un(Fq) equipped with
its standard supercharacter theory (K ,E ); for simplicity, we let G = Un(Fq)×Un(Fq). In
what follows, we aim to explain how (K ,E ) can be fully parametrized by colorations of set
partitions of [n] = {1, ...,n} and present a supercharacter formula depending only on them.
We denote by SP(n) the set consisting of all set partitions of [n], and we write σ ∈ SP(n)
as a sequence σ = B1/B2/.../Bk where B1, . . . ,Bk are disjoint subsets of [n] such that [n] =
B1∪·· ·∪Bk; we refer to B1, . . . ,Bk as the blocks of σ . A pair (i, j) with 1≤ i < j ≤ n is said to
be an arc of σ ∈ SP(n) if i and j both lie in the same block of σ ; we denote by D(σ) the set of
arcs of σ .
For example, if σ = 1,4,7/2,3/6,8/5 is a set partition of [8], then its set of arcs is D(σ) =
{(1,4),(2,3),(4,7),(6,8)}; in pictorial terms we may represent σ as a graph:
1 2 3 4 5 6 7 8 .
If σ ∈ SP(n), then a map φ : D(σ)→ Fq \{0} is called a Fq-coloration of σ (to be rigorous,
we may assume that the color 0 ∈ Fq just deletes a possible arc). The set consisting of all
Fq-colorations of σ ∈ SP(n) will be denoted by ColFq(σ), and we let
Φn(Fq) = {(σ ,φ) : σ ∈ SP(n), φ ∈ ColFq(σ)}
stand for the set consisting of all Fq-colored set partitions of [n]. For every (σ ,φ) ∈Φn(Fq), we
define eσ ,φ ∈ un(Fq) to be the element
eσ ,φ := ∑
(i, j)∈D(σ)
φ(i, j)ei, j,
where as usual ei, j stands for the matrix having 1 in the (i, j)-th entry and 0 in all other entries.
It can be proven that for every superclass K ∈K there is a unique (σ ,φ) ∈ Φn(Fq) such that
1+ eσ ,φ ∈ K, thus establishing a bijection between the sets K and Φn(Fq); we denote by Kσ ,φ
the superclass associated with (σ ,φ) ∈Φn(Fq).
Let F ◦q denote the dual group of the additive group F+q (notice that as a group F ◦q is iso-
morphic to F+q ). We identify the dual group un(Fq)◦ of un(Fq) with the set un(F ◦q ) consisting
of all strictly uppertriangular n×n matrices with coefficients in F ◦q : on the one hand, for every
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ψ = (ψi, j) ∈ un(F ◦q ) we define ψ0 ∈ un(Fq)◦ by
ψ0(a) = ∏
1≤i< j≤n
ψi, j(ai, j), a = (ai, j) ∈ un(Fq);
on the other hand, for every λ ∈ un(Fq)◦ we define λ 0 = (λ 0i, j) ∈ un(F ◦q ) by
λ
0
i, j(α) = λ (αei, j), 1 < i < j < n, α ∈ Fq.
It is obvious that the correspondences ψ 7→ ψ0 and λ 7→ λ 0 are inverses of each other.
In order to understand the nature of the G-action on un(F ◦q ) = un(Fq)◦, it is useful to intro-
duce the following notation: for every τ ∈ F ◦q and every a ∈ un(Fq), we define τ ?a∗ ∈ un(F ◦q )
by
(τ ?a∗)(b) = τ(Tr(aᵀb)), b ∈ un(Fq);
we recall that (τ + τ ′)(a) = τ(a)τ ′(a) for all τ,τ ′ ∈ F ◦q and all a ∈ Fq. We observe that




λi, j ? e∗i, j, λ ∈ un(F ◦q ).
On the other hand, straightforward calculations show that








, (g,h) ∈G, λ ∈ un(F ◦q ),
where sup((g−ᵀei, jhᵀ)∗) denotes the uppertriangular matrix consisiting of all stricly uppertrian-
gular entries of (g−ᵀei, jhᵀ)∗.
For every π ∈ SP(n) a map ϕ : D(π)→ F ◦q \ {0} is called a F ◦q -coloration of π , and we
denote by Φn(F ◦q ) the set of all F ◦q -colored set partitions of [n]; if (π,ϕ) ∈Φn(F ◦q ), then we set
ϕ(i, j) = ϕi, j for 1≤ i < j ≤ n, and we define the element
e∗π,ϕ = ∑
(i, j)∈D(π)
ϕi, j ? e∗i, j ∈ un(F ◦q ).
According to the way we realize the G-action on un(F ◦q ) (and in the same spirit as for
superclasses), it can be shown that for every λ ∈ un(F ◦q ) there is a unique (π,ϕ)∈Φn(F ◦q ) such
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that e∗π,ϕ ∈Oλ =G·λ , thus establishing a bijection between the sets E and Φn(F ◦q ); we denote
by χπ,ϕ the supercharacter associated with (π,ϕ) ∈Φn(F ◦q ).
Let A = Fq1 + un(Fq). It is straightforward to check that for every τ ∈ F ◦q and every
1 ≤ i < j ≤ n the right A -submodule (τ ? e∗i, j)A of un(Fq)◦ is indecomposable; indeed, it
consists of all elements of the form
∑
i<t≤ j
(τt ? e∗i,t), τt ∈ F ◦q , i < t ≤ j.
Furthermore, for every F ◦q -colored set partition (π,ϕ), the A -submodule e∗π,ϕA of un(Fq)◦)




(ϕi, j ? e∗i, j)A .







In order to present a (normalized) supercharacter formula, we now define for every set
partition π ∈ SP(n) the sets
Sing(π) = {(i, l),(k, j) : (i, j) ∈ D(π), j < l, k < i}, and
Reg(π) = {(i, j) : 1≤ i < j ≤ n}\Sing(π);
moreover, for every 1≤ i < j ≤ n and every π,σ ∈ SP(n), we define the nesting numbers




Then, the (normalized) supercharacter values are fully determined; as follows see [6].
Proposition 6.1.1. Let (π,ϕ) ∈ Φn(F ◦q ) and (σ ,φ) ∈ Φn(Fq) be arbitrary. Then, the value
χπ,ϕ(Kσ ,φ ) of the (normalized) supercharacter χπ,ϕ ∈ E on the superclass Kσ ,φ ∈K is equal
to 0 unless D(σ) 6⊆ Sing(π), in which case it is given by the formula
χ
π,ϕ(Kσ ,φ ) =
1
qnestπ (σ) ∏(i, j)∈D(π)∩D(σ)
ϕi, j(φ(i, j)).
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In this fashion, the standard supercharacter theory of Un(Fq) is fully encoded by the set
partitions of [n] and by the corresponding Fq-colorations and F ◦q -colorations.
The uncolored supercharacter theory of Un(Fq) is a combinatorial simplification of the stan-
dard supercharacter theory, and as hinted by its name it is fully parametrized by the uncolored
set partitions.
Recall that B = B× B, where B = Bn(Fq) consists of all invertible upertriangular n× n
matrices over Fq, and that the uncolored supercharacter theory is obtained by considering the
B-action on un(Fq) and the corresponding contragradient action on un(Fq)◦.








on the other and, if for every x ∈ Tn(Fq) we define the Fq-coloration x·φ : D(σ)→ Fq \{0} by
(x·φ)(i, j) = xiφ(i, j), (i, j) ∈ D(σ),
then x·eσ ,φ = eσ ,x·φ . Furthermore, the action of Tn(Fq) on ColFq(σ) clearly permutes transi-





Consequently, the B-superclasses of Un(Fq) are parametrized by the set SP(n) of set partitions
of [n]; for every σ ∈ SP(n) we denote by Kσ the B-superclass of Un(Fq) associated with σ .
Now, let (π,ϕ) ∈ Φn(F ◦q ) be arbitrary, and for every x ∈ Tn(Fq) define the F ◦q -coloration
x·ϕ : D(π)→ F ◦q \{0} by






and since the Tn(Fq)-action on Coln(F ◦q ) is transitive we conclude that
B·e∗π,ϕ =
⋃
ϕ ′∈Coln(F ◦q )
G·e∗π,ϕ ′.
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Therefore, the B-orbits on un(Fq)◦ are also in bijection with the set SP(n); for every π ∈ SP(n)









which allows us to obtain a formula for the supercharacter values similar to the one above (for
details we refer to [7]).
Proposition 6.1.2. Let π,σ ∈ SP(n) be arbitrary. Then, the value χπ(Kσ ) of the (normalized)
uncolored supercharacter χπ on the superclass Kσ is equal to 0 unless D(σ) 6⊆ Sing(π), in










In this way, the uncolored supercharacter theory only depends on q and on the combina-
torics of set partitions. It is worth to mention that, contrary to the standard supercharacters, the
uncolored supercharacters only have rational values.
6.2 The group Un(F)
For every m ∈ N we set Fm = Fpm! where p is a prime number and m! is the usual factorial of
m; since (m+1)! = (m+1)m!, it follows that Fm is a subfield of Fm+1, and this clearly allows







is the algebraic closure of Fp, and the unitriangular group Un(F) may be naturally identified







Throughout the section, we consider each finite group Un(Fm), for m ∈ N, and the infinite
group Un(F) equipped with the corresponding standard supercharacter theories (Km,Em) and
(K ,E ), respectively. For every m ∈ N, we will also keep the notation Φn(Fm) for the Fm-
colored set partitions of [n], and will extend this notation to the field F, that is, we will denote by
Φn(F) the set consisting of all F-colored set partitions of [n]. We note that Φn(Fm)⊆Φn(Fm+1)
for all m ∈ N, and thus the superclass K(m)
σ ,φ ∈Km which is parametrized by (σ ,φ) ∈ Φn(Fm)
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is obviously contained in the superclass K(m+1)
σ ,φ ∈ Km+1 which is associated with (σ ,φ) ∈
Φn(Fm+1). Consequently, for every superclass K ∈K there is a unique F-colored set partition
(σ ,φ)∈Φn(F) such that 1+eσ ,φ ∈K, which means that, as in the case of the finite unitriangular
groups, the superclasses of Un(F) are parametrized by the set Φn(F); as before, we denote by
Kσ ,φ the superclass in K which is associated with (σ ,φ) ∈Φn(F).
For the characterization of E we use the finite approximation property (Proposition 4.1.4)
and the supercharacter formula for the finite unitriangular groups (Proposition 6.1.1). Firstly,
we mention that, similarly to the finite case, we may identify un(F)◦ with un(F◦), where F◦
denotes the dual group of F+; furthermore, we let Φn(F◦) stand for the set of all F◦-colored set
partitions of [n].
Proposition 6.2.1. The set E of supercharacters of Un(F) is in bijection with Φn(F◦). For
every (π,ϕ) ∈ Φn(F◦) and every (σ ,φ) ∈ Φn(F), the value χπ,ϕ(Kσ ,φ ) of the supercharacter
χπ,ϕ ∈ E on the superclass Kσ ,φ ∈K is given by
χ
π,ϕ(Kσ ,φ ) =

0, if D(σ)⊆ Sing(π) or nestπ(σ) 6= 0,
∏
(i, j)∈D(π)∩D(σ)






(i, j),ϕi, j .
Proof. Let λ ∈ un(F◦) be arbitrary, and let (πm,ϕm) ∈ Φn(F◦m) be the colored set partitions
associated with the restriction λ|m of λ to un(Fm); without loss of generality we may assume
that λ|m = e∗πm,ϕm .
If τ ∈ F◦ is non-trivial, then there is m0 ∈ N such that τ|m 6= 0 for all m ≥ m0, and conse-
quently there is M0 ∈ N such that for every m≥M0
λi, j 6= 0 =⇒ (λi, j)|m 6= 0.
Therefore, there is a set partition π ∈ SP(n) such that
π
m = πM0 = π, m≥M0.
According to Propositions 4.1.4 and 6.1.1, for every m ≥ M0, every (i, j) ∈ D(π) and every
α ∈ F, we have
χ
π,ϕm(1+αei, j) = ϕmi, j(α) and limm→∞ χ
π,ϕm(1+αei, j) = χλ (1+αei, j),
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and so the sequence (ϕmi, j)m∈N converges to some element ϕi, j ∈ F◦; moreover, the mapping
(i, j) 7→ ϕi, j defines an F◦-coloration ϕ : D(π)→ F◦ \{0} of π .
On the other hand, if D(σ) 6⊆ Sing(π), then according to Proposition 6.1.1,
χ
λ (Kσ ,ϕ) = lim
m→∞
χ
πm,ϕm(Kσ ,φ ) = limm→∞
1
(pm!)nestπ (σ) ∏(i, j)∈D(π)∩D(σ)
ϕi, j(φ(i, j)),
which establishes the desired formula.
Having a parametrization and a formula for supercharacters, we proceed to classify super-
characters using proposition 6.0.1. Let (π,ϕ)∈Φn(F◦) and λ = e∗π,ϕ ∈ un(F)◦ be arbitrary, and
recall that the super-representation associated with (π,ϕ) is induced by the Lλ -representation
(λ̃ ,C), where
Lλ = 1+ lλ = {g ∈Un(F) : ge∗π,ϕ = e∗π,ϕ}
and where λ̃ : Lλ → C× is defined by
λ̃ (g) = λ (g−1), g ∈ Lλ .
For simplicity, we introduce the following notation:
• Nλ = {g ∈Un(F) : gLλ g−1 = Lλ and λ̃ g = λ̃}, and
• Mλ = {g ∈ Nλ : the Nλ -conjugates of g lie in finitely many Lλ -cosets}.
Lemma 6.2.2. If λ = τ ? e∗i, j for τ ∈ F◦ \{0} and 1≤ i < j ≤ n, then
Lλ = {g ∈Un(F) : gi,t = 0, i < t < j}
and Nλ =Un(F).
Proof. Let g ∈ Lλ be arbitrary. Then, for every a ∈ un(F) we have
λ (g−1a) = λ (a) ⇐⇒ τ((g−1a)i, j) = τ(ai, j).
Moreover,
(g−1a)i, j = ∑
i≤t< j
(g−1)i,tat, j;
therefore, if i < t < j and a = et, j, then (g−1a)i, j = (g−1)i,t , and thus for every α ∈ F
λ (g−1αet, j) = λ (αet, j) = 1 ⇐⇒ τ((g−1αet, j)i, j) = τ(α(g−1)t, j) = 1,
105
Chapter 6. The infinite unitriangular groups in positive characteristic
which implies that (g−1)t, j = 0 for all i < t < j (because α ∈ F is arbitrary and τ ∈ F◦ is
non-trivial).
Conversely, if g ∈Un(F) is such that g−1t, j = 0 for all i < t < j, then
(g−1a)i, j = ∑
i≤t< j
(g−1)i,tat, j = ai, j,
and thus g ∈ Lλ .
Now, let k ∈Un(F) be arbitrary, let g ∈ Lλ and set l = g−1. Then,
(k−1lk)i, j = ∑
i≤r<s≤ j
(k−1)i,rlr,sks, j;
since g = 1+ l ∈ Lλ , for every i≤ r < s≤ j, the equality lr,s 6= 0 holds if and only if r = i and
s = j, and thus
λ̃ ((k−1gk)) = τ((k−1lk)i, j) = τ((k−1)i,ili, jk j j) = τ(li, j) = λ̃ (g(1+ l)).
Consequently, Nλ =Un(F) and the proof is complete.
This data, together with the fact that every supercharacter of Un(F) admits a unique finite
factorization as a product of elementary supercharacters, is enough to classify all supercharac-
ters.
Proposition 6.2.3. For every (π,ϕ) ∈Φn(F◦), the supercharacter χπ,ϕ is of type II if and only
if there is (i, j) ∈ D(π) with j > i+2; otherwise, χπ,ϕ is of type I.
Proof. Let λ = τ ? e∗i,i+1 where τ ∈ F◦ \{0} and 1≤ i≤ n−1. Since Lλ =Un(F) = Nλ = Mλ ,
it follows that |Nλ : Mλ | = |M′λ : M
′
λ
∩Lλ | = 1, and consequently χλ is type I (by Proposition
6.0.1). On the other hand, suppose that λ = τ ? e∗i,i+2 for τ ∈ F◦ \ {0} and 1 ≤ i ≤ n− 2. We
claim that
kgk−1Lλ = gLλ , k,g ∈Un(F)
(recall that Nλ = Un(F) by the previous lemma). Let k,g ∈ G be arbitrary. If g ∈ Lλ , then
kgk−1 ∈ Lλ (because Lλ is a normal subgroup of Un(F)). On the other hand, if g= 1+αei,i+1+ l
for some l ∈ lλ , then gLλ = (1+αei,i+1)Lλ , and similarly
kgk−1Lλ = k(1+αei,i+1)k
−1Lλ = (1+αei,i+1)Lλ
because k(1+αei,i+1)k−1 = 1+αei, j + l′ for some l′ ∈ lλ . Therefore, kgk−1Lλ = gLλ and this
implies that Un(F) = Nλ = Mλ . Moreover, since
Un(F)′ = {g ∈Un(F) : gi,i+1 = 0, 1≤ i≤ n−1},
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one can easily check that M′
λ
= Mλ ∩Un(F)′ and that M′λ ∩Lλ = M
′
λ





∩Lλ |= 1 which implies that χλ is type I (by Proposition 6.0.1).
Now, let λ = τ ? e∗i, j for τ ∈ F◦ \ {0} and 1 ≤ i < j ≤ n with j > i+ 2. Then, g = 1+
αei, j−2 /∈ Lλ for all α ∈ F\{0}. For every β ∈ F\{0} we set kβ = 1+βe j−2, j−1, and note that
k−1
β
= 1−βe j−2, j−1 and that
k−1
β
gkβ Lλ = (1+αei, j−2 +βei, j−1)Lλ .
Since F is infinite, it follows that 1+αei, j−2 /∈Mλ , and so |Nλ : Mλ |= |Un(F) : Mλ | is infinite.
Therefore, χλ is type II (again by Proposition 6.0.1).
Finally, since every supercharacter decomposes uniquely as a finite product of elementary
supercharacters, the result follows because the type of a finite product of characters is the highest
type of the factors (see, for example, [16, Proposition III.2.5.27]).
In this setting, if we identify E with Φn(F◦) (in the obvious way), then the topology of E
is fairly easy to describe: a sequence (πm,ϕm)m∈N converges to (π,ϕ) if and only if there is
m0 ∈ N such that
π
m = π, m≥ n0 and limm→∞ ϕ
m
i, j = ϕi, j, (i, j) ∈ D(π).
Moreover, the space E can be realized as a disjoint union of topological spaces: for every












Having this identification in mind, the Haar measure ν on F◦ induces a natural family of mea-
sures on E that we shall next describe; as it turns out, these measures will parametrize the
uncolored supercharacter theory of Un(F).
For every a ∈ F we consider the function â : F◦→ C given by
â(τ) := τ(a), τ ∈ F◦.
This function is continuous and the C-span of {â : a ∈ F} is dense in C(F◦); therefore, every
measure ν on F◦ is uniquely determined by the the integration of all such functions. Further-
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where the inverse limit is taken with respect to the restriction maps, and so we consider the
topological basis consisting of all cylinders: for every γ ∈ F ◦m, the corresponding cylinder
[γ]m = {τ ∈ F◦ : τ|m = γ}
has measure
ν([γ]m) = 1/|F ◦m|= 1/|Fm|= p−m!.












0, if a 6= 0,1, otherwise.





= 1pm!−1 , if γ ∈ Fm \{0},
0, if γ = 0,
and extend it to a measure ν̂m on F◦ by setting
ν̂m([α]m0) =

νm(γ), if m0 ≤ m and γ|m = α,
1
|{α ′∈F ◦m : α ′|m=γ}|
·νm(γ), if m < m0 and α|m = γ.
Lemma 6.2.4. In the notation as above, the sequence (ν̂m)m∈N weak*-converges to ν .











which converges to zero as m goes to infinity. On the other hand,∫
F◦m









â dν , a ∈ F.
The lemma follows.
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notice that, according to the previous lemma, the sequence (ηmπ )m∈N weak*-converges to ηπ .






























As we already mentioned, the uncolored supercharacter theory (KB,EB) of Un(F) is associ-
ated with the action of B= Tn(F)×G both on un(F) and on un(F)◦. The superclasses in KB are
in one-to-one correspondence with the set partitions of [n]: for every σ ∈ SP(n), the superclass





in particular, it contains the element 1+ eσ ,φ for all φ ∈ ColF(n). We are now able to describe
the set of supercharacters EB.
Proposition 6.2.5. The uncolored supercharacters of Un(K) are precisely the characters ζπ for
π ∈ SP(n).
Proof. The proof is simply a consequence of the finite approximation property. Let ΩB denote





Therefore, ΩB is in bijection with SP(n), and furthermore O is contained in the closure of the
uncolored orbit of the element
λ = ∑
(i, j)∈D(π)
e∗i, j ∈ un(F)◦.
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For every π ∈ SP(n) and every m ∈ N, the uncolored supercharacter of Un(Fm) associated






















which completes the proof.
For the uncolored supercharacter theory of Un(F), the number of superclasses is equal to the
number of supercharacters, which is finite. If we are to understand a supercharacter theory as
an approximation of the indecomposable character theory, the finiteness of the uncolored super-
character theory yields a “rough approximation”; moreover, the set of uncolored supercharacters
is homeomorphic to SP(n) equipped with the discrete topology. Nevertheless, we next present
an uncolored supercharacter formula, which is simply consequence of the finite approximation
property and of the uncolored supercharacter formula given in Proposition 6.1.2.
Proposition 6.2.6. Let π,σ ∈ SP(n) be arbitrary. Then, the value χπ(Kσ ) of the supercharacter
χπ on the superclass Kσ is 0 whenever D(σ) ⊆ Sing(π), nestπ(σ) 6= 0 or |D(π)∩D(σ)| 6= 0;
otherwise, we have χπ(Kσ ) = 1.
In a way, the uncolored supercharacters are measuring a particular kind of interaction be-
tween set partitions of [n]. For π,σ ∈SP(n), we shall say that π encompasses an arc of σ if there
are arcs (i, j)∈D(π) and (k, t)∈D(σ) such that i≤ k < t ≤ j, equivalently, if D(σ)⊆ Sing(π),
nestπ(σ) 6= 0, or |D(π)∩D(σ)| 6= 0. In this fashion, χπ(Kσ ) = 1 if and only if π does not
encompass any arc of σ .
Next we turn our attention to the regular character of Un(F). Its nature (as a superclass char-
acter) varies depending on which supercharacter theory is being considered: for the standard
supercharacter theory it is a decomposable superclass character, while for the uncolored one it





2 , if n is even,
n−1
2 , if n is odd,
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and denote by π0 ∈ SP(n) the (unique) set partition such that D(π0) = {(i,n− i+1) : 1 ≤ i ≤




Proposition 6.2.7. The regular character ρ of Un(F) decomposes as an integral over Ωπ0 with





π0,ϕ dηπ0 = ζπ0 .
In particular, ρ is an uncolored supercharacter of Un(F).
Proof. This is simply a consequence of the formula of the previous proposition. We remark that
for every non-trivial set partition σ ∈ SP(n) and every (k, t)∈D(σ) there is an arc (i, j)∈D(π0)
such that i ≤ k < t ≤ j, and thus χπ(Kσ ) = 0; since χπ0(1) = 1, we conclude that χπ0 is the
regular character.
In terms of orbit closures, this result means that, while there are no dense colored orbits, the







The behavior of the regular character provides a good example of how different phenomena
arises in the representation of big groups: in the finite group scenario, the regular character
is always a decomposable superclass character and it is a convex sum of all supercharacters;
on the other hand, for the group Un(F), the regular character is still a decomposable standard
superclass character, although it is only the “convex sum” of the supercharacters having the
shape π0, and as an uncolored superclass character it is indecomposable.
Nonetheless, we can still find a superclass character that is the “convex sum” of all super-






we refer to u as the uniform measure. It is a measure whose support is E , and the corresponding
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· |{π ∈ SP(n) : χπ(Kσ ) = 1}.






















Essentially, the value of χu(Kσ ) provides the average number of the set partitions that do not
encompass any arc of σ . One should think of χu as the “average” of all supercharacters, being
in this sense an analogue of the regular character.
6.3 The group U∞(Fq)







which consists of all locally finite unitriangular square matrices over Fq; hence, every g ∈
U∞(Fq) has only a finite number of non-zero entries above the diagonal. For every n ∈ N,
we consider Un(Fq) equipped with the corresponding standard supercharacter theory (Kn,En);
similarly, U∞(Fq) is also equipped with its standard supercharacter theory (K ,E ). We observe
that for every n ∈ N a superclass Kn ∈Kn is contained in a unique superclass Kn+1 ∈Kn+1;





then for every K ∈ K there is a unique (σ ,φ) ∈ Φ∞(Fq) such that 1 + eσ ,φ ∈ K, and this
provides a one-to-one correspondence between K and the set Φ∞(Fq).
On the other hand, the description of En, for n ∈ N, ensures that the inclusion Φn(F ◦q ) ⊆
Φn+1(F ◦q ) induces a (non-natural) inclusion En ⊆ En+1 where a supercharacter χπ,ϕ of Un(Fq),
for (π,ϕ)∈Φn(F ◦q ), corresponds to the supercharacter χπ,ϕ of Un+1(q), for (π,ϕ)∈Φn+1(F ◦q );
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and note that, not only E 0 ⊆ E , but also E 0 is a dense subset of E (according to Proposition
4.1.4).
The description of E is achieved by means of augmented set partitions of N; in analogy
with finite set partitions, for every π a set partition of N we denote by D(π) the corresponding
set of arcs. By an augmented set partition of N we mean a set partition π of N together with an
subset I ⊆ N satisfying
(i, j) ∈ D(π) =⇒ i /∈ I;
we denote by π t I this augmented set partition. For every augmented set partition π t I of N
we set
D(I) = {(i,∞) : i ∈ I},
and define the set of arcs of π t I as being the set
D(π t I) = D(π)∪D(I).
By the way of example, let π = 1,3,8/2,6 be a finite set partition of N and let I = {5,7,8},
then the augmented set partition π t I is represented diagrammatically as
1 2 3 4 5 6 7 8 9 ... ∞
We denote ASP the set of all augmented set partitions of N, and extend the definition of
the sets Sing(π) and Reg(π) to Sing(π t I) and Reg(π t I) in the most natural fashion; in a
similar way, we also define the nesting numbers nest(i, j)(πt I) and nest(πt I) of an augmented
set partition π t I. For every augmented set partition π t I of N, an F ◦q -coloration of π t I is
simply a F ◦q -coloration of π , that is, we assume that all “infinite arcs” in D(I) are uncolored;
we denote Φ∞(F ◦q ) the set consisting of all F ◦q -colored augmented set partitions (this should not
be confused with the union of all Φn(F ◦q )).
Proposition 6.3.1. The supercharacters of U∞(Fq) are in bijection with Φ∞(F ◦q ); for every
π t I ∈ Φ∞(F ◦q ) we denote by χπtI,ϕ the supercharacter of U∞(Fq) associated with (π t I,ϕ).
Moreover, for every (πt I,ϕ)∈Φ∞(F ◦q ) and every (σ ,φ)∈Φ∞(Fq), the value χπtI,ϕ(Kσ ,φ ) of
supercharacter χπtI,ϕ on the superclass Kσ ,φ ∈K is zero unless D(σ) 6⊆ Sing(πt I), in which
case it is given by
χ
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moreover, if λ ∈ un(F ◦q ) and (πn,ϕn)∈Φn(F ◦q ), for every n∈N, is the F ◦q -colored set partition
associated with λ|n, then
(i, j) ∈ D(πn) =⇒ (i, j) ∈ D(πn+1) or (i,n+1) ∈ D(πn+1).
Therefore, Propositions 4.1.4 and 6.1.1 imply the desired bijection and formula.
The nature of the supercharacter formula explain why infinite arcs are uncolored. An infinite
arc only contributes to the value of the supercharacter by means of the nesting number; in a way,
it is “too faraway” for its color to have any impact.
In this fashion, the set of supercharacters E of U∞(Fq) can be identified with the set Φ∞(F ◦q );
under the identification, the dense subset E 0 ⊆ E is identified with the union
Φ
0




which may be viewed as a dense subset of Φ∞(F ◦q ).
Next, we classify supercharacters according to their type, again using Proposition 6.0.1.
Proposition 6.3.2. For every (π t I,ϕ) ∈Φ∞(F ◦q ) the supercharacter χπtI,ϕ is of type I if and
only if χπtI,ϕ ∈ E 0 (that is, I = /0 and π ∈ SP(n) for some n ∈ N); otherwise, χπtI,ϕ is of type
II.
Proof. Let λ ∈ u∞(Fq)◦ and let (π t I,ϕ) ∈Φ∞(F;◦q ) be such that χλ = χπtI,ϕ . Similarly to the
case of Un(F), one can check that
Lλ = {g ∈U∞(Fq) : gi,s = 0, (i, j) ∈ D(π t I), i < s < j} and Nλ =U∞(Fq).











|< ∞ ⇐⇒ π ∈ SP(n) for some n ∈ N.
If I 6= /0, let i0 be the smallest element of I. Then,
1+ ei0,s ∈ Nλ \Mλ , s > i0.
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Furthermore, if i0 < s < t, then
(1+gei,sg−1)Lλ 6= (1+hei,th−1)Lλ , g,h ∈U∞(Fq),
and thus |Nλ : Mλ |= ∞. The result follows (by Proposition 6.0.1).
Now, consider the regular character ρ of U∞(Fq). Let
λ = ∑
1≤i< j<∞
e∗i, j ∈ u∞(Fq)◦;
this element as a dense U∞(Fq)×U∞(Fq)-orbit which means that ρ = χλ is a supercharacter,
and therefore it is associated with a unique element in Φ∞(F;◦q ). In virtue of Proposition 6.3.1,
one can check that ρ must be associated with /0tN where /0 denotes the unique partition of N
such that D( /0) = /0; diagrammatically, /0tN is represented as
1 2 ... n ... ∞
Indeed, D(σ) ⊆ Sing( /0tN) whenever σ ∈ SP(n), for any n ∈ N, is such that D(σ) 6= /0, and
thus
χ
/0tN(g) = 0, g ∈ G, g 6= 1.






(hence, T∞ is the group of all invertible infinite diagonal matrices over Fq), and we consider the
group B= T∞×G. Recall that uncolored supercharacter theory (KB,EB) of U∞(Fq) is the one
induced by the action of B on both u∞(Fq and u∞(Fq)◦; for every superclass K ∈KB there are
unique n ∈ N and σ ∈ SP(n) such that









For the description of the uncolored supercharacters of U∞(Fq) (using Propositions 4.1.4 and
6.1.2), one can easily prove the following result.
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Proposition 6.3.3. The uncolored supercharacters of U∞(Fq) are in bijection with the set ASP
of all augmented set partitions of N; for every π t I ∈ ASP we denote by χπtI the uncolored
supercharacter of U∞(Fq) which is associated with π t I. Moreover, for every π t I ∈ ASP and
every σ ∈ SP, the value χπtI(Kσ ) of the supercharacter χπtI on the superclass Kσ ∈KB is
zero unless D(σ) 6⊆ Sing(π t I), in which case it is given by
χ
πtI(Kσ ) = ∏
(i, j)∈D(πtI)
χ








Consequently, the set EB of uncolored supercharacters of U∞(Fq) can be identified with
ASP, and the supercharacter theory (KB,EB) is fully described by the combinatorics of all
“finite” set partitions and all the augmented set partitions of N.
Notice that the regular character ρ = χ /0tN of U∞(Fq) has the same description in both su-
percharacter theories, which becomes an interesting parametrization in the light of De Stavola’s
paper [32]. For every n ∈ N, let ρn denote the regular character of Un(Fq), and let SPln denote





Let M+(SP(n)) denote the set consisting of all probability measures on SP(n). De Stavola
defines an embedding of M+(SP(n)) into the set of sub-probability measures1 on the unit
square [0,1]× [0,1]; with respect to this inclusion, he has proved that the sequence (SPln)n∈N
weak*-converges to the uniform measure on the set {(x,1−x) : x∈ [0,1/2]}; the representation
theoretical interpretation of this is not clear. However, De Stavola argues that such measure
should be thought as the limit shape, as n goes to infinity, of the sequence of partitions (πn)n∈N
where πn has shape
1 · · · n




πn”. This statement admits a concrete meaning in terms of uncolored
supercharacters and augmented set partitions.The supercharacter of Un(Fq) associated with the
super-Plancherel measure SPln is precisely the regular character ρn, and the sequence (ρn)n∈N
converges pointwise to ρ . On the other hand, the sequence (χπn)n∈N also converges pointwise
to ρ . Therefore, in ASP, as n goes to ∞, the shapes
1A sub-probability measure is a measure with total weight less than or equal to 1.
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1 · · · n
converge to the shape
1 · · · n · · · ∞
At this point, we remark the similarity between the regular characters of Un(F) and U∞(Fq):
both are somehow associated with some limit of the shape , a phenomenon that
appears to be typical of the infinite versions of the unitriangular group.
6.3.1 The Kingman graph and supercharacters
The Kingman graph, whose boundary is called the Kingman simplex, appeared firstly in [62]
in the context of population genetics. Its n-th level of vertices is the set Yn of Young tableaux
with n boxes and, as mentioned in [59], it describes the branching rule of certain characters of
the finite symmetric groups Sn: with every integer partition λ = (λ1 ≥ λ2 ≥ ... ≥ λk > 0) of n
(equivalently, with every Young tableaux) we associated the Young subgroup
Sλ = Sλ1×Sλ2×·· ·×Sλk
of Sn, and denote by τλ the character of Sn obtain from the induction of the trivial character
of Sλ . For every λ ∈ Yn and every µ ∈ Yn+1, the dimension dim(λ ,µ) is defined to be the
multiplicity of τλ in the restriction (τµ)|Sn of τ
µ to Sn.
However, no representation theoretical interpretation of the Kingman simplex has been pre-
sented so far, albeit extensively studied by some authors in different contexts (essentially due
to its similarities with the Young graph) such as in [20, 59, 74]). In what follows, we interpret
the Kingman graph in the uncolored supercharacter theory context, namely, we identify the
Kingman simplex with a family of superclass characters of U∞(Fq) which is invariant under a
particular action of the infinite symmetric group S∞.
The action of the symmetric group Sn on [n] induces a natural action on SP(n), and we say
that two set partitions in SP(n) are Sn-equivalent if they lie in the same Sn-orbit. Notice that the
Sn-orbits on SP(n) are indexed by the Young tableaux Yn: for every π = B1/.../Bk ∈ SP(n), we
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may assume without any loss of generality that |B1| ≥ |B2| ≥ ...≥ |Bk|; since |B1|+ · · ·+ |Bk|=
n, we see that
λπ = (|B1|, |B2|..., |Bk|)
is an integer partition of n. It is straightforward to check that π,π ′ ∈ SP(n) are Sn-equivalent if
and only if λπ = λπ ′ , and for this reason we identify the Sn-orbits on SP(n) with Yn; moreover,
given λ ∈ Yn we shall denote by oλ the corresponding Sn-orbit.
Every set partition of [n+1] induces by restriction a set partition on [n], and thus for every
n ∈ N there is a well-defined map Pn+1n : SP(n+1)→ SP(n). In terms of arcs, the “projection”
Pn+1n (π) ∈ SP(n) of π ∈ SP(n+1) is uniquely determined by
D(Pn+1n (π)) = {(i, j) ∈ D(π) : j 6= n+1}.
For every σ ∈ SP(n+1) and every τ ∈ Sn, we have
Pn+1n (τ·σ) = τ·Pn+1n (σ),
and consequently
τ·((Pn+1n )−1(π)∩oµ) = (Pn+1n )−1(τ·π)∩oµ , π ∈ SP(n), µ ∈ Yn+1.
Therefore,
∣∣(Pn+1n )−1(π)∩oµ ∣∣= ∣∣(Pn+1n )−1(τ·π)∩oµ ∣∣, π ∈ SP(n), µ ∈ Yn+1, τ ∈ Sn.
The Kingman graph, which we will denote by K, is a graded graph such that the n-th level
of vertices is Yn and for every λ ∈Yn and every µ ∈Yn+1 the number of edges between λ and
µ is equal to
∣∣(Pn+1n )−1(π)∩oµ ∣∣ for any π ∈ oλ ; in other words,
dim(λ ,µ) =
∣∣(Pn+1n )−1(π)∩oµ ∣∣.
It is clear that
dim(λ ) = |oλ |, λ ∈ Yn;
moreover, it can be can be proved that for every λ = (λ1, ...,λl) ∈ Yn
dim(λ ) =
n!
λ1! · · ·λl!
(see for example [59]).
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(more details can be found in [59, 62, 74]). For every λ = (λ1 ≥ ·· · ≥ λl) ∈ Yn, we denote the








where the sum is taken over all subsets {i1, . . . , il} of N with size l. These monomial symmetric
functions are to be understood as polynomial functions mλ : ∆→ R; for the general definitions
and formalism of the ring of symmetric functions we refer to [70]. We consider λ = (λ1 ≥ λ2 ≥
·· · ≥ λl > 0) ∈ Yn in its exponential notation
λ = (1r1(λ ),2r2(λ ), . . . ,nrn(λ ))
where ri(λ ), for 1≤ i≤ n, denotes the number of occurrences of i in λ ; by the way of example,
if n = 11 and λ = (3,2,2,2,1,1), then r1(λ ) = 2, r2(λ ) = 3 and r3(λ ) = 1, and λ = (12,23,31).
Following [59], for every α ∈∆, with corresponding coherent system {Mαn }n∈N, for every n∈N
and every λ = (1r1,2r2, ...) ∈ Yn we have







Now, we consider the groups Un(Fq), for n ∈N, and U∞(Fq) equipped with the correspond-
ing uncolored supercharacter theories, and define
ESP = {χπ : π ∈ SP(N)},
which we naturally equip with the pointwise convergence topology. The projections {Pn+1n }n∈N




endowed with canonical projections {Pn}n∈N and equipped with the inverse limit topology, for
which the family of all cylinders is a topological basis of clopen sets; we observe that for every
π ∈ SP(N) and every n ∈ N the projection Pn(π) is defined to be the unique set partition of [n]
having
D(Pn(π)) = {(i, j) ∈ D(π) : 1≤ i < j ≤ n}
as its set of arcs.
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Proposition 6.3.4. The inverse limit SP(N) = lim←−n∈NSP(n) is homeomorphic to ESP.
Proof. Let (πm)m∈N be a convergent sequence in SP(N) with limit point π . According to the
uncolored supercharacter formula presented in Proposition 6.3.3, for every n ∈N the restriction
(χπ)|n is fully determined by the set of arcs
Dn(π) = {(i, j) ∈ D(π) : i≤ n};











Consequently, the sequence (χπ
m
)m∈N converges to χπ in ESP.
Conversely, let (χπ
m
)m∈N be a convergent sequence in ESP with limit point χπ , and let









and as a consequence of the uncolored supercharacter formula, we conclude that there is an
order m0 ∈ N such that (i, j) ∈ D(πm) for all m ≥ m0; hence, D(Pn(π)) ⊆ D(Pn(πm)) for all
m 0.
Finally, assume that for every m0 ∈ N there is m > m0 such that D(Pn(π)) 6= D(Pn(πm)).
Then, the finiteness of {(i, j) : 1 ≤ i < j ≤ n} allow us to choose a subsequence (πtm)m∈N of
(πm)m∈N such that
D(Pn(π)) 6= D(Pn(πtm)) = D(Pn(πtm+1)).
For every (i, j) ∈ D(Pn(πtm))\D(Pn(π)) we have
χ
π(K(i, j)) = limm→∞ χ




which implies that (i, j) ∈ D(Pn(π)), a contradiction. Therefore, we conclude that for every
n ∈N there is m0 ∈N such that Pn(πm) = Pn(π) for all m≥m0, which means that the sequence
(πm)m∈N converges to π in SP(N), and this establishes the desired homeomorphism.
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The action of the infinite symmetric group S∞ on N induces a natural action on SP(N)' ESP,
and thus we may consider the set MS∞(ESP) of S∞-invariant measures on ESP, equipped with
the weak*-convergence topology, and this defines a family of superclass functions of U∞(Fq).
Proposition 6.3.5. There is an homeomorphism between MS∞(ESP) and the Gibbs measures on
the Kingman graph K. Furthermore, this homeomorphism induces an affine homeomorphism
between S∞-invariant probability measures on ESP and probability Gibbs measures on K.
Proof. Let M be a S∞-invariant measure on ESP. Then, M is fully determined by its values on
cylinders; for every π ∈ SP(n) and every τ ∈ Sn ⊆ S∞ we have
M([π]n) = M(τ·[π]n) = M([τ·π]n)
and thus for every λ ∈ Yn, we may define
Mn(λ ) =
∣∣Sn·π∣∣M([π]n) = dim(λ )M([π]n), π ∈ oλ .
We claim that {Mn}n∈N is a coherent system for K: for every λ ∈ Yn and every π ∈ oλ we
evaluate
Mn(λ ) = dim(λ )M([π]n) = dim(λ ) ∑
σ∈(Pn+1n )−1(π)
M([σ ]n+1)



















Mn(λ ), if π ∈ oλ .
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and hence M is in fact a measure, and S∞-invariant by construction.
It is clear that the above maps {S∞-invariant measures} 7→ {coherent systems} and
{coherent systems} 7→ {S∞-invariant measures} are inverses of each other, and thus it only re-
mains to show that they are continuous.
Since ESP ' SP(N) is realized as an inverse limit, a sequence (Mm)m∈N of S∞-invariant
measures converges to M if and only if Mm([π]n)−→M([π]n) for all n ∈ N and all π ∈ SP(n).
For every m ∈ N, let {Mmn }n∈N be the coherent system with Gibbs measure Mm associated with
Mm, and let {Mn}n∈N be the coherent system with Gibbs measure M associated with M. For
every n ∈ N and every π ∈ SP(n) with π ∈ oλ we have
lim
m→∞
Mm([π]n) = M([π]n) ⇐⇒ lim
m→∞
(
dim(λ )Mmn (λ )
)
= dim(λ )Mn(λ ),
and thus (Mm)m∈N converges to M if and only if (Mm)m∈N converges to M, which means that
MS∞(ESP) is homeomorphic to the space of Gibbs measures on K.
The last assertion of the proposition is now clear.
In this fashion, the Kingman simplex ∆ can be identified with the indecomposable S∞-
invariant superclass characters in ESP. For every α ∈ ∆, with corresponding S∞-invariant mea-
sure Mα , the representation theoretical meaning of the values Mα([π]n) are not clear. Never-
theless, it is possible to get a glimpse of the behavior of the superclass function χα associated
with α . The superclass character χα is fully determined by its restrictions {(χα)|n}n∈N; on the











Therefore, we focus our attention to the values of the last integral.
Firstly, we define the set of rows of a set partition σ ∈ SP(N) to be the set
Iσ = {i ∈ N : (i, j) ∈ D(σ) for some ∈ N},
and we notice that the values of (χσ )|n are completely determined by the set
{(i, j) ∈ D(σ) : 1≤ i≤ n < j}.
Let π ∈ SP(n) be arbitrary, and define
SPπn = {σ ∈ SP(N) : (i, j) ∈ D(σ) ⇒ 1≤ i≤ n < j, i /∈ Iπ};
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accordingly, for every σ ∈ [π]n there is a unique σ0 ∈ SPπn such that
D(σ0)⊆ D(σ) and (χσ )|n = (χπ/σ0)|n,
where π/σ0 ∈ SP(N) is such that D(π/σ0) = D(π)∪D(σ0). In virtue of the factorization of
supercharacters, it follows that










For every σ ,σ ′ ∈ SPπn the equality Iσ = Iσ
′
holds if and only if (χσ )|n =(χσ
′
)|n. Let us consider
the equivalence relation on SPπn given by
σ ∼ σ ′ ⇐⇒ Iσ = Iσ
′
,
and let V π = SPπn/∼ denote the set of equivalence classes. For every v∈V π and every σ ∈ v we





















π(g)χv(g)Mα([σ ]nσ ), g ∈Un(Fq).
A brief note on some combinatorial aspects
Let NCSym denote the R-algebra of symmetric functions on an infinite number of non-commuting
variables X = {x1, ...,xn, ...}, that is, the algebra of formal power series over X which are invari-
ant under permutation of the variables (for more details see [81] and references therein). For
every π ∈ SP(n) the non-commuting symmetric monomial function mπ is defined as the sum of
all monomials of length n over X where the variables in each monomial are equal if and only if
the corresponding positions lie in the same block of π . The set of all such monomials is linearly
independent and NCSym is linearly spanned by {mπ : π ∈ SP(n), n ∈ N}.
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On the other hand, denote by En the uncolored supercharacters of Un(Fq) and by SCn the





for every π ∈ SP(n) let kπ : Un(Fq)→ R be the function defined for every g ∈Un(Fq by
kπ(g) =
1, if g ∈ Kπ ,0, otherwise. .
It is clear that {kπ : π ∈ SP(N)} forms a basis for SC. In [1] both SC and NCSym where
equipped with a Hopf algebra structure, and it was proved that the mapping kπ 7→mπ defines
an isomorphism of Hopf algebras (the exact Hopf algebra structure on both SC and NCSym is
not relevant in the discussion that follows).
The combinatorial relationship between SC and NCSym yields a parallel with the represen-
tation theory of the symmetric groups: let Irr(Sn) denote the set of irreducible characters of Sn,





can be equipped with a Hopf algebra structure which is isomorphic to the R-algebra Sym con-
sisting of all symmetric functions on infinitely countable commutative variables. For this rea-
son, the uncolored supercharacter theory fo Un(Fq) may be seen as a “non-commutative ver-
sion” of the irreducible character theory of Sn.
Furthermore, one can consider a different product on SC (related to the product of the Hopf
dual SC∗) and its relationship with the superbranching graph of U∞(Fq) (details can be found
in [8]) is an analogue of the relationship between Sym and the Young graph, which is the
branching graph of S∞ (for a detailed discussion on the subject we refer to [25]), stretching the
aforementioned analogy.
The most natural way to relate NCSym and Sym is via the projection map ρ : NCSym→
Sym which simply allow the variables to commute. While ρ is well understood in terms of
combinatorics (see [81]), its representation theoretical meaning is not clear.
However, if mλ is the monomial symmetric function on commutative variables associated
to λ ∈ Yn, [81, Theorem 2.1] implies that for every π ∈ oλ
ρ(mπ) = dim(λ )mλ ,
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which should, not only explain how S∞-invariant properties on the superbranching graph of
U∞(Fq) are translated into the Kingman graph, but also provide some more knowledge on the
representation theoretical nature of the map ρ .
This facts, together with the Hopf algebra isomorphism given by kπ 7→mπ suggest that, for
every α ∈ ∆, the values of the corresponding coherent system on cylinders describe the values
of the restriction of χα to Un(Fq) in terms of the basis {kπ : π ∈ SP(n)} rather than its values
on the uncolored supercharacter basis; further analysis is required.
We strongly believe that the understanding of such combinatorial aspects would bring a rich
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