Live cell imaging was carried out as described in (1). XTC cells transiently expressing EGFP-and mCherry-tagged proteins were trypsinized and allowed to spread on a poly-L-lysine (PLL)-coated glass coverslip in 70% L-15 medium without serum. Some cells were stimulated by addition of FCS, as indicated. The flow cell was then placed on the stage of Olympus BX51 microscope equipped with Cascade II:512 (Roper Scientific) or BX52 microscope equipped with CoolSNAP HQ (Roper Scientific). A restricted area near the cell edge was illuminated using a 75 W xenon illumination system. Imaging acquisition was carried out at 21-23 °C using the Metamorph software (Molecular Devices) and an Olympus oil objective, PlanApo 100× (NA 1.40). Under the experimental conditions described, most of cells form flat, well-spread lamellipodia and we chose cells without ruffles for analysis. The body of the cell did not move significantly during the analysis.
Measurements of Protrusion Rate and Intensity
The leading edges of cells expressing fluorescent proteins were tracked over time by modifying JFilament (2) . Active contours were fit to the intensity gradient between the interior and exterior of the cell at the leading edge. The software allowed for the semi-automated tracking of the leading edge by evolving the contour from the previous time point. Manual interaction allowed correction of tracking failures. We selected cells that were well-spread and near-circular in shape in order to convert the contours to polar coordinates at 1-degree intervals, see Fig. 1 E (3) . When only a fraction of a cell was visible, we estimated the position of the cell center. The normal leading edge velocity was calculated at each angle as the change in radial distance of the leading edge from the cell center. To measure the local intensity of fluorescent proteins along the cells' leading edges, we generated a ribbon of leading edge (see Fig. 1 F) . We integrated the intensity within the ribbon to get the total intensity as a function of angle.
Measurements of Retrograde Flow
To measure retrograde flow we performed fluorescent single molecule fluorescence microscopy experiments, sampling at 1 s intervals. Individual speckles were tracked using Speckle TrackerJ (4) . Measurements were reproducible by an independent user. The measurements produced x-and y-coordinates for each speckle over time (See. Fig. S1 A) . Speckle velocities were calculated by calculating the local line of best fit to both the x-and y-coordinates of the trajectories over 20 s intervals. In Fig. S1 , the average error in the x-and yvelocity of these fits was 2.7 nm/s, being smaller than 4 nm/s for 93% of the fits. The standard deviation of measured speckle position from lines of best fit were 0.06 pixels in the x-direction, and 0.08 pixels in the y-direction (1 pixel = 80 nm). This approaches the limit of our spatial resolution: when measuring immobile EGFP speckles stuck to the glass outside the cell we found standard deviations in the x-and y-positions over time of 0.02-0.13 pixels. Speckle lifetimes sample a large distribution (1, 5) . We did not calculate velocities for speckles with lifetimes less than 20 s.
To correlate retrograde flow with leading edge speed, the leading edge was tracked with JFilament. Since the leading edge is difficult to detect in cells expressing low levels of fluorescent labels, the movie that was tracked with JFilament was first time-averaged, so that each frame was a moving average of 20 frames (an interval smaller than the typical period of protrusion/retraction cycles). This averaging enhanced contrast at the leading edge. For the speckle data, we calculated the protrusion velocity of the leading edge using a moving average over 40 s. The intersection of a linear fit of the total speckle trajectory and the active contour at the leading edge identified the leading edge position to which the speckle corresponded.
Correlation Analysis
Cross-correlation coefficients between f (t,s) and g(t,s), c f*g , were calculated as a function of time interval t and arc-length distance s using:
where f and g are the quantities being correlated. N denotes the number of time points and M the number of positions. ̅ and ̅ are averages of the functions and and indicate standard deviations of f and g, respectively. Auto-correlation functions used identical f and g.
Computer Simulation
Simulations were run in one dimension along a line of size L (see table S1), representing the arc-length of the cell, with periodic boundary conditions. The model was solved by integrating the partial differential equations numerically, using a fourth order Runge-Kutta method. The value of the noise term was selected from a Gaussian probability distribution with zero mean and width
, where dt = 0.005 s is the integration time step. The lattice spacing is
. The system was relaxed for a minimum of 2000 s before data was taken.
Choice of Non-linear Terms and Dependence of System Behavior on Parameter Values.

Choice of Non-linear Terms
We modeled the negative feedback in Eqs. (1) and (4) using an exponential cutoff, . This term prevents F-actin from accumulating in amounts that far exceed . Excitations away from steady state are driven by the autocatalytic term (B)= in Eq. (4) . As explained below, we chose a quadratic form because it is a simple non-linear function that is adequate to reproduce the observed phenomena. During an excitation, the concentration of actin near the leading edge approximately doubles (see Fig. 1 and 4) . Given the rate constants of Table S1 and a period of ~150 s, we anticipate a change of similar magnitude in the concentration of free barbed ends. Now the term ( ) should have approximately the same value at both steady state, B = B * and F = F* and at the instant in time when the free barbed end concentration is at a maximum, B ≈ 2B * and F = F*. Since B and F are out of phase, we estimate 1.1 <  < 1.5. It is easy to show that, assuming a power law, (B) ~ B n , would require For the work presented here we chose the smallest integer exponent consistent with this requirement. We also include a constant term, r 0 in (B) to prevent unphysical fixed points with very small concentrations of free barbed ends.
Choice of Parameters and Linear Stability Analysis
We display model parameter values in Table S1 . In choosing model parameters, we used numbers from experiments when possible. For example, and were taken from experiment. This left four undetermined rate constants. We used four constraints to calculate their values. One of the constraints was that the resulting average concentration of F-actin is ~ 1000 µM (6) (7) (8) . The concentration of free barbed ends within a band of width d ~ 2 µm near the leading edge is approximately 1 µM (1). In the model, which does not distinguish distance from the leading edge, this corresponds to a barbed end concentration 1 µM × d/w = 0.4 µM, where w ~ 5 µm is the width of the lamellipodium. Thus, a second condition was that the average value of the barbed end concentration is ~ 0.4 µM. The third condition was that the system is in a region of parameter space in which relaxation to steady state occurs with underdamped oscillations. The fourth condition was that the period of the oscillations is ~ 130 sec, as observed experimentally. Finally, the diffusion coefficient of the activator was selected to match the width of the spatial correlation function in Fig. 2 B. In the following two subsections we describe how we selected parameters using the above constraints and linear stability analysis.
Linear Stability Analysis
In this section we perform stability analysis of the model described by Eq. (1) and (4) of the main text, without the noise term:
We used linear stability analysis to calculate the stability of the steady-state solutions. We show that parameters can be chosen such that the system is in a stable region, close to the boundary of an unstable region. The addition of a noise term in Eq. (S1) then transiently perturbs the stable state of the system, generating spontaneous excitations. 
While Eqs. (S4) and (S5) can have up to 3 fixed points, for parameter values near those of Table  1 , there is a single fixed point, see Fig. S6 .
, considering sufficiently small deviations from the fixed point, and Fourier transforming xq, we obtain from Eqs. (S1) and (S2):
, where
Here, J is the Jacobian matrix. The characteristic equation for this system is
. Solving this for λ we get two wave-number dependent eigenvalues of the form ).
We may use these eigenvalues to distinguish between parameter sets based on the type of behaviors they elicit within the model. We separate these into three distinct cases: (I) both eigenvalues real, (II) both eigenvalues complex with negative real part that give unstable solutions to the linearized equation, and (III) both eigenvalues complex with positive real part that generate stable solutions.
Case I. Two real eigenvalues occur when 0 
The real component of both eigenvalues is negative when TrJ < 0, or, equivalently
A system fulfilling (S10) and (S11) will have an unstable fixed point. However, because the system of equations (S1) and (S2) gives bounded solutions, this indicates that the solution would evolve into a limit cycle, in which the system would produce oscillatory behavior. The period of these oscillations, estimated from the linear stability analysis is ( ).
Case III. Here, condition in Eq. (S10) is fulfilled, but the real component of the eigenvalues is positive, or TrJ >0:
A system fulfilling Eq. (S10) and (S12) will have a stable solution at its fixed point. If perturbed, such a system will relax back to the stable solution in an oscillatory manner. The predicted period of the oscillations in this case is ( ). The relaxation rate is described by the dimensionless damping ratio √ (here > 1 is overdamped, < 1 is underdamped, and = 0 is undamped).
Selection of Parameter Values using Linear Stability Analysis
We used experimental values to estimate many of the rate constants in Table 1 . In selecting values for the four unknown rate constants r 2 and r 0 , F s , and , we required the system to satisfy the following four conditions (i) have a fixed point with B * ≈ 0.4 M, (ii) have a fixed point with F * ≈ 1500 M, (iii) the q = 0 case of the linear stability analysis lies in a type III region, but not far from a type II region such that the damping ratio is sufficiently small ≈ 0.25 (to get excitable behavior with only moderate damping), and (iv) the period is approximately 130 sec, as observed experimentally. Table 1 has period  ≈ 130 s, which was observed experimentally.
Finally, to select the value of the diffusion coefficient of the activator, D A, we required that the damping ratio (q) increases to ~ 1 at a wavenumber q ≈ 1 µm -1 . D A = 0.1 µm 2 /s fulfills this and reproduces a width for the spatial correlation function similar to that in Fig. 2 Fig. S8 . We find that increasing the value of q leads to shrinkage of the unstable region II (see Fig. S8 A and  B) . We also find that short wavelengths are more strongly damped compared to longer wavelengths. This is evident from the increase of the damping ratio with increase in wavenumber, shown in Fig. S8 C. For the parameters in Table 1 , we find that the system switches from an underdamped regime (Case III) to an overdamped case (Case I) at a wavenumber q = 0.97µm -1 (oscillatory solutions are not possible for wavenumbers above this value of q). This is further evidenced by examining the dependence of the period  on q (Fig. S8  D) . The period is approximately constant for low values of q but diverges as q→0.97 µm -1 , indicating that oscillatory solutions are not possible for smaller wavelengths.
Arp2/3 Complex as Indicator of Activator Mechanism
Here, we explore the relationship of Arp2/3 complex concentration with the concentration of barbed ends, B, and F-actin, F, in the model of Eqs. (1)- (4) of the main text. We specifically examine the expected behavior of the Arp2/3 complex concentration assuming that the Arp2/3 complex accumulates at a rate proportional to the activator concentration (i.e. the Arp2/3 complex is downstream of the assumed autocatalytic activation). In such a case, we argue that the spikes of the total Arp2/3 complex concentration would occur in between those of barbed ends (or activator) and those of F-actin. We find however that the simulated time delay between peaks of Arp2/3 complex concentration and F-actin concentration is shorter by ~ 14% of the oscillation period compared to the time delay measured experimentally in Fig. 4 D in the main text. This indicates that the Arp2/3 complex may have a more direct role in the proposed autocatalytic amplification mechanism.
If we assume that the activator A recruits the Arp2/3 complex, we describe the concentration of Arp2/3 complex within the actin network in a manner similar to Eq. (2) of the main text:
after using , see discussion preceding Eq. (4). Here P denotes the concentration of Arp2/3 complex associated with the actin meshwork and k P + and k P -govern the rates of branch nucleation and Arp2/3 complex dissociation by debranching, respectively.
Existing literature provides us with estimates of the the Arp2/3 complex rate constants. Measurement of lifetimes of single Arp2/3 complex subunits within the actin network indicated k P -= 0.048 s -1 (1) . The average Arp2/3 complex-mediated nucleation rate has been estimated to be 0.11µM s -1 (9) . Assuming, as in the main text, an average barbed end concentration of approximately 0.4 µM, we estimate
Given the above estimates of the rate constants, we used Eq. (S14) to calculate the timedepedent concentration of bound Arp2/3 complex concentration from the concentration of barbed ends calculated by the model of Eq. (1)-(4). We provide an example of the bound Arp2/3 complex concentration predicted by this model in Fig. S10 A. This figure shows that spikes of free barbed end concentration precede those of Arp2/3 complex, which in turn precede those of F-actin. To measure the relative timing of various concentration changes, auto-and crosscorrelation functions were calculated in Fig. S10 B, similarly to the curves in Fig. 3 F and 4 D in the main text. From these calculations we find that spikes in concentration of free barbed ends precede spikes in bound Arp2/3 complex by an average time  B-P = 10 s. We measure an average time delay between peaks in of Arp2/3 complex and spikes of F-actin concentration of  P-F = 8 s. This value of  P-F is smaller by 14% of the period compared to the time delay we would anticipate from experiment (the time delay  P-F in Fig. 4 D is 35 s for a cell with period 180 s; the period in the simulation was 130 s so the expected  P-F is ~ 25 s).
The time delays of the preceding paragraph depend mainly on . In Section 2 of the Supplementary Materials we showed that the system exhibits underdamped oscillatory response to sufficiently small perturbation for the parameter set from Table 1 . Thus, for small damping, the peaks in P will trail peaks in A by a phase difference φ:
Here ω denotes the angular frequency of the oscillations. Substituting in Eq. (S14), we find that the phase difference depends on the angular frequency and the debranching rate, but not on
From this an estimate of the phase offset can be calculated as a function of the off-rate
Simulations of the model are in agreement with the  P k -dependent phase difference in Eq. S17, which corresponds to the time delay  B-P . Fig. S10 C displays how  B-P and  P-F vary with the Arp2/3 complex off-rate, k P -. We find that increases in k P -lead to decreases in  B-P . As well, we find that increases in k P -result in increases in  P-F (the reason is that we assumed that the delay between peaks of free barbed end concentration and peaks of the F-actin concentration,  B-F , is independent of  P k and  B-F =  B-P + P-F ). likely, therefore, that Arp2/3 complex does not passively follow activator dynamics, as modeled in Eq. S10, but is itself part of the activation mechanism (based on the assumptions of our model).
Comparison to Previous Theoretical Studies
We focus on actin dynamics during protrusion and retraction in the lamellipodium, unlike other models of lamellipodia that looked at steady state properties (10) (11) (12) (13) (14) (15) (21) . Most of these models ascribe the propagation of the Factin structure to the diffusion of an actin nucleation promoting factor. The activator promotes individual actin filament growth and branching events. The resulting growth of the F-actin causes delayed inhibition and removal of the activator. Our model suggests that related mechanisms to those in actin waves may also play a role in lamellipodia.
Enculescu et al. (22) modeled the I and V protrusion and retraction patterns observed in PtK1, epithelial cells and MEFs adhered to a substrate. The protrusions and retractions of the XTC cell in Fig. 1 H are reminiscent of the V patterns, though the V shapes are less pronounced as compared to (23) . We modeled this pattern as a system with underdamped linear relaxation kinetics ( Fig. 3E that corresponds to Case III in Fig. S7 , see also Fig. S9 ). We found that systems with parameter values corresponding to undamped oscillations (Case II in Fig. S7 ) exhibit I state patterns, i.e. coherent oscillation across the cell circumference. These V to I transitions result from different underlying biological mechanisms compared to that in (22) . Enculescu et al. attributed protrusion and retraction to different fractions of filaments attached to the cell membrane while the concentration of barbed ends was constant. Our model, by contrast attributes importance to the changing number of barbed ends. Which of the two mechanisms dominates? The changing concentration of Arp2/3 complex (see Fig. 4 B) supports our model. Also, the mechanism in (22) suggests that the protrusion rate is approximately proportional to the polymerization rate (a relationship we did not explicitly model). However, polymerization rate and protrusion may be out of phase (see Discussion). We note that an extension of the model in (22) to include actin filament nucleation and capping (24) generates oscillations in both velocity and free barbed concentration. Future studies may help distinguish between the relative importance of membrane filament attachment and new barbed generation in protrusion and retraction dynamics.
Wolgemuth (25) proposed a coarse-grained mechanical model of leading edge protrusion and retraction, approximating the lamellipodial actin network as a 1-dimensional gel extending into the cell. He included stick-slip adhesion interactions with the substrate. In this model, lamellipodial growth during protrusion leads to rising stress. Contraction is triggered once a stress threshold is reached. This model does not require a self-recruiting activation process to galvanize F-actin assembly. While this model may capture the biophysics of the protrusion and retraction patterns that arise from changes in leading edge contraction (26) (27) (28) , in our system the rate of retrograde flow is approximately constant. We also provided evidence suggesting feedbacks involving changes in actin polymerization kinetics.
Other models accounting for the actin meshwork as a contractile fluid, have been developed by Alt and Dembo (29) and Kuusela and Alt (30) . In these models protrusion results from membrane disconnection from the actin meshwork followed by membrane expansion, driven by solvent flow. Protrusion ceases when the F-actin accumulates in the vicinity of the lamellipodium tip. This leads to F-actin accumulation following the initiation of protrusion events. This sequence of events could be consistent with our observations. Future experiments may be able to determine if the initial stages of protrusion are driven by actin polymerization, or by osmotic pressure, as suggested by Alt and co-workers.
Models by Gov and co-workers on cell-shape changes emphasize the role of curvaturesensing membrane-bound proteins (31) (32) (33) (34) . Gov and Gopinathan present a model in which membrane proteins diffuse along the membrane and locally activate actin polymerization (31) . An elastic cell membrane deforms in response to protrusive forces generated by the induced actin polymerization, and the resulting deformation may recruit more membrane proteins. This could be the origin of the autocatalytic mechanism assumed in our model. Proteins with negative spontaneous curvature generate static sinusoidal patterns along the membrane. Shlomovitz and Gov found that addition of myosin-induced contraction to the model of (31) leads to membrane protrusions that travel as waves along the membrane (32) . Thus, each point along the membrane undergoes rounds of protrusion and retraction. Here, we suggest a mechanism for that does not rely on periodic changes in myosin contraction (the latter should cause changes in retrograde flow rate). We also do not rely specifically on membrane curvature. The origin of the proposed feedback mechanisms may involve other components, in addition to curvature.
The role of signaling molecules in leading edge protrusion and retraction has not been considered extensively in modeling studies. Cirit et al. (35) proposed a model that included feedbacks between Rac-mediated membrane protrusion and rapid turnover of nascent adhesions, and myosin-dependent maturation of adhesions that inhibit protrusion. Simulations reproduced the extracellular matrix-dependent protrusions and retractions. Similarly to our model, protrusions and retractions were generated by a combination of feedback loops. This model focused on myosin and protrusion velocity as independent variables while here we emphasized actin dynamics. Despite these differences, the negative feedback by focal adhesions assumed in Cirit et al. (35) may correspond to our assumed actin-dependent inhibition and Rac may correspond to the activator in our model. is typical lamellipodium width. We note that single actin-GFP speckles in the lamellipodium disassemble at a rate ~ 0.03 s -1 (5). This faster rate likely includes remodeling processes within the lamellipodium that are not explicitly addressed in the present model. d Value chosen to be similar to typical diffusion coefficients of proteins in eukaryotic cell membrane, but fit specifically to match the width of the spatial correlation function in Fig. S3 B. e Length similar to arc length of membrane imaged experimentally. f Value chosen to reproduce noise-induced excitations with a rate similar to the experiments of Fig. 1 . Fig. 1 C, as a function of leading edge speed. We included velocity measurements for all speckles that could be tracked. The graph includes measurements of velocity for the same speckles over each frame for which velocity calculation was possible. Line of best fit, shown in red, has negative slope 0.016, indicating a less than 2% change in retrograde flow compared to leading edge speed, on average. Similar results were obtained by analysis of a 400 s movie at 0.5 frame/s. (D) Measurements of retrograde flow rates of EGFP-actin speckles, as in panel B, however speckles were selected from regions visibly protruding (blue) or retracting (green). The separation between the data points indicates that regions of the cell whose leading edge velocity differ by 30 nm/s present retrograde flow rates which differ by less than 5 nm/s. (E) Retrograde flow rates of EGFP-actin speckles from the cell in Fig. 1 C, as a function Table 1 , and with wave number q = 0. The exact point desccribed by Table 1 Table 1 , and with wave number q = 0. The exact point desccribed by Table 1 , at a single point (at 20 m) along the membrane for 1.5 s. Simulations were run with the parameters from Table S1, except the noise term, which was zero outside the region described above. Excitations spread from the region at which noise was applied with a speed of approximately 0.17 m/s. This is similar to the speed of protrusion propagation in Fig. 1 Data generated using the parameters in Table 1 . The concentration of Arp2/3 complex, P, was calculated from Eq.
(S10) with . Spikes of P (green) follow spikes in B, but precede spikes in F. (B) The correlation functions of the data from panel A, including the auto-correlation of P (green), crosscorrelation of P with B (red), and cross-correlation of P with F (blue). The relative offsets of the cross-correlation peak indicates that, on average, spikes in B precede spikes in P by  B-P = 10 s, while spikes in P precede spikes in F by  P-F = 8 s. (C) The fractional offsets  B-P / and  P-F / vary with changes in the P off-rate, Cross-correlation of p21-EGFP intensity with leading edge velocity for the cell in Fig. 4 A. The p21-EGFP intensity was measured in ribbons of width 1 µm at various distances from the leading edge of the cell. The maximum peaks of the cross-correlation functions occur at negative time delays, indicating that peaks in leading edge velocity precede peaks in Arp2/3 complex concentration. (B) The magnitude of the time delay calculated from the crosscorrelation peaks in panel A increases with distance from the leading edge, suggesting that Arp2/3 complex at the leading edge closely follows changes in leading edge velocity, while there is a longer delay to coordination within the interior of the lamellipodium. (C) Cross-correlation of LifeAct-mCherry intensity with leading edge velocity for the cell in Fig. 1 G. The LifeAct-mCherry intensity was measured in ribbons of width 1 µm at various distances from the leading edge of the cell. LifeAct within 1 m of the leading edge is less anticorrelated than the LifeAct in other regions. Unlike panel A for p21, we do not observe a clear trend for the time delay, likely because of many mechanisms that modify F-actin during a protrusion and retraction cycle.
