on X. This pair of matrices was introduced by J. H. Barrett [2] in order to study the behavior of the solutions of the second order selfadjoint matrix differential system (2) [P(x) ■ Y']'+ F(x) ■ Y = 0.
Also, W. T. Reid [5] used the solution pair of (1) More recently, the author [3] established that the pair {.S(;e), C(x)} has many of the properties of the sine and cosine functions. In particular, S(x) and C(x) satisfy identities on X which are the matrix analogues of the elementary trigonometric identities and, in the event Q(x) is positive definite on X, the pair {S(x), C(x)} has oscillatory behavior which is analogous to the oscillatory behavior of {sin Jlq(t)dt, cos flq(t)dt], where q(x) is a positive, continuous function on X. In this paper we establish that there exists a positive number p such that if Q(x) is positive definite on X, a is any nonnegative number and b, b>a, has the property/" tr Q(x)dx^p, then at least one of S(x) and C(x) has a singularity on a^x^b.
Note that, in the case n = l, p = w/2. This property, together with the results of [3, §l] , completes the analogy between the oscillatory behavior of the solution pair of (1), where Q(x) is positive definite on X, and the oscillatory behavior of the pair {sin Jlq(t)dt, cos flq(t)dt}, q(x)>0 on X. An application of this result is discussed in §3.
shown that the solution pair {S(x), C(x)} of (1) satisfies the following identities on X:
where (*) denotes the transpose of the indicated square matrix. We use these identities to establish the following "double angle"
formula.
Theorem 1.1. Let the pair of nXn matrices {_>(x), ^f(x)} denote the solution of the matrix differential system:
on X. Then, the following identities hold:
Moreover, each of _>(x) and ^(x) is symmetric on X.
Proof. Put G = 2SC* and H=CC*-SS*. Then, G' = 2S(C*)' + 2S'C* = -2SS*Q + 2QCC*.
But, since QCC* + QSS* = CC*Q + SS*Q, we have QCC*-SS*Q = CC*Q-QSS*. Thus C7' = QCC* -SS*Q + CC*Q -QSS* = QH + HQ.
Similarly, it is verified that H' = -QG -GQ. Since G(0)=0 and H(0)=E, it follows that G(x) = _>(x) and i_"(x)=*(x). Thus (7) is established. Identities (8) and (9) can be verified directly using (4) and (5). Finally, it is clear that <i>(x) and ^(x) are both symmetric.
2. Oscillatory behavior. In the case n = l, 5(x)=sin JlQ, C(x) = cos JX0Q, *(x) =sin 2JlQ and ^(x) =cos 2jx0Q, and if Q(x) >0 on X, then the oscillatory behavior of 5, C, _>, and M' is determined. Consequently, for w an arbitrary positive integer we assume, in the work which follows, that the continuous, symmetric nXn matrix Q(x) is positive definite on X. [December
Definition.
A solution Y(x) of either (1) or (6) is said to be oscillatory on X if for each nonnegative number b there is a number c, c>b, such that | Y(c) | =0. Y(x) is said to be nonoscillatory on X if it is not oscillatory.
Using Theorem 1.1 and the techniques and results of [3, §l] , the following oscillatory properties of <t>(x) and ^(x) are easily verified.
Theorem A. // b, b>0, is the first number such that \^(b)\ =0, then _>(x) is nonsingular on 0<x<b.
Theorem B. If a^x^b is a subinterval of X such that _>(x) is nonsingular for a^xtsb, then -'(x) has at most n singularities on this interval. Similarly, if ty(x) is nonsingular on c^x^d, then d>(x) has at most n singularities on c^x^d.
Theorem C. _>(x) and ^(x) cannot be identically singular on any subinterval of X. Moreover, the singularities of <&(x) and M'(x) cannot have a finite limit point.
// a and b are consecutive singularities of$(x), then ^(x) has at most n singularities on a^x^b. Similarly, if c and d are consecutive singularities of ty(x), then _>(x) has at most n singularities on c^x^d.
Theorem
E. // f0°° tr Q(x)dx = oo and a is any nonnegative number, then both <£(x) and ^(x) have infinitely many singularities on a^x< oo. Theorem F. A necessary and sufficient condition that _>(x) and ty(x) be nonoscillatory on X is /0" tr Q(x)dx < =c .
For each x on X, let Sj(x) and c,(x), j=l, 2, ■ ■ ■ , n, denote the n characteristic roots of _>(x) and ^(x) respectively. Since each of _>(x) and ^(x) is continuous and symmetric on X, the functions Sj(x) and Cj(x), j=l, 2, • ■ ■ , n, are real and continuous on X. We note that the zeros of these functions correspond to the singularities of 4>(x) and ^(x). Lemma 2.1. Fix any x on X. If s is a characteristic root of<$(x) with associated characteristic vector a, then a is also a characteristic vector of (x) and, if c is the characteristic root of ^(x) associated with a, then s2+c2 = l.
Proof. Fix x on X and let s and a be as described in the hypothesis. Clearly, s2+c2=l.
Let P(x) be the nXn matrix defined by the equation P(x) =^(x) +i$(x) on X, i2= -1 (cf. e,:c = cos x+i sin x).
Theorem 2.1. The matrix P(x) has the following properties on X: (a) P(x) is the solution of the matrix differential system
(h) P(x) is unitary, i.e., P(x)P*(x) =E, where P* denotes the conjugate transpose of P.
(c) \P(x)\=exp\2i-f0x tr Q(t)dt}. For each x on X, let p,(x), j=l, 2, ■ ■ ■ , n, denote the n characteristic roots of P(x). Since P(x) is continuous and unitary on X, the n functions pj(x) are continuous and, for each a; on A" and each integer j, 1 ^j^n, pj(x) is a complex number with norm 1. Now, using arguments similar to that of Atkinson [l, Appendix V] and the author [3] , we show that: Theorem 2.2. The characteristic roots of P(x) move around the unit circle in the positive direction as x increases on X.
Proof. Fix any x0 on X and let 6 be a constant such that eie is not a characteristic root of P(xo). Then, there is a positive number* such that e'e is not a characteristic root of P(x) for x on Xt: x0-e For notational convenience, put V = eieE -P. Now, ^4(x) can be written A =2ieaV~l-iE.
Calculating A', we have
But it is readily verified that PV-1=V~1P = -e-«(F*)"1. Thus
and, since Q(x) is positive definite, it follows that A' is positive definite on X(. Now for each x on Xt let a,(x), j = l, 2, • • • , n, denote the n real characteristic roots of ^4(x). Since /l(x) is differentiable and 4'(x) is positive definite, the functions aj(x) are continuous and increasing on Xe.
Fix any x on X, and let p be a characteristic root of P(x) with corresponding characteristic vector a. Then,
is a characteristic root of ^4(x) with corresponding characteristic vector a. Consider the mapping w = i(eiB-\-z)/(ei> -z). This mapping takes the positively described real axis into the positively described unit circle. Consequently, as w increases, z moves around the unit circle in the positive sense. Now, since the characteristic root functions o-j(x),j= 1,2, • • • ,n,oiA(x) are increasing on Xt, it follows that the characteristic root functions pj(x), j=l, 2, ■••,«, of P(x) move positively on the unit circle for x0 -e<x<x0+e.
Since xo was any point on X, it follows that the characteristic roots of P(x) move positively on the unit circle asx increases on Xand the theorem is established.
Since P(0)=E, pj(0) = l,j=l, 2, •••,«. For each positive integer j, l^j^n, and each x on X, let Wj(x) denote the argument of the complex number pj(x). Define Wj(0)=0,j=l, 2, ■ ■ ■ , n, and assume that the functions Wj(x) are continued as continuous functions as x increases on X. Since the characteristic roots of P(x) move in the positive direction on the unit circle as x increases, the continuous functions Wj(x) are increasing on X. Now, since the functions Wj(x) are positive, continuous and increasing on X, fab tr Q(t)dt^nw/2 implies that at least one of the functions Wi, w2, ■ ■ • , id., say Wj, increased by an amount greater than or equal to 7r on a^x^b.
But w,(x) is the argument of pj(x) and pj(x) can be written pj = c+i-s, where c and s are characteristic roots of (x) and $(x) respectively.
Since Wj(x) increased by an amount greater than or equal to it, each of s(x) and c(x) had at least one zero on a^x^b and, consequently, each of 4>(x) and ^(x) had at least one singularity on a^x^b. Corollary 2.3.1. // {.S(x), C(x)} is the solution of (1) with Q(x) positive definite on X, if a is any nonnegative number and if b, b>a, has the property fab tr Q(x)dx±z mr/2, then at least one of S(x) and C(x) has a singularity on a^x^b.
Proof. This corollary is a consequence of identity (7) and Theorem 2.3.
3. An application. Consider the second order matrix differential systems (2) , (3) In [l, Chapter 10] and [3] , it was necessary to explicitly calculate the characteristic roots of P(x), F(x), K(x) and G(x) in order to give estimates of oscillation of solutions. Now, as a consequence of Corollary 2.3.1, we can give estimates of oscillation of solutions of certain
