Abstract. The main result of the paper is a determinantal formula for the restriction to a torus fixed point of the equivariant class of a Schubert subvariety in the torus equivariant integral cohomology ring of the Grassmannian. As a corollary, we obtain an equivariant version of the Giambelli formula.
The (torus) equivariant cohomology rings of flag varieties in general and of the Grassmannian in particular have recently attracted much interest. Here we consider the equivariant integral cohomology ring of the Grassmannian. Just as the ordinary Schubert classes form a module basis over the ordinary cohomology ring of a point (namely the ring of integers) for the ordinary integral cohomology ring of the Grassmannian, so do the equivariant Schubert classes form a basis over the equivariant cohomology of a point (namely the ordinary cohomology ring of the classifying space of the torus) for the equivariant cohomology ring (this is true for any generalized flag variety of any type, not just the Grassmannian). Again as in the ordinary case, computing the structure constants of the multiplication with respect to this basis is an interesting problem that goes by the name of Schubert calculus. There is a forgetful functor from equivariant cohomology to ordinary cohomology so that results about the former specialize to those about the latter.
Knutson-Tao-Woodward [5] and Knutson-Tao [6] show that the structure constants, both ordinary and equivariant, count solutions to certain jigsaw puzzles, thereby showing that they are "manifestly" positive. In the present paper we take a very different route to computing the equivariant structure constants. Namely, we try to extend to the equivariant case the classical approach by means of the Pieri and Giambelli formulas. Recall, from [3, Eq.(10) , p.146] for example, that the Giambelli formula expresses an arbitrary Schubert class as a polynomial with integral coefficients in certain "special" Schubert classes-the Chern classes of the tautological quotient bundle-and that the Pieri formula expresses as a linear combination of the Schubert classes the product of a special Schubert class with an arbitrary Schubert class. Together they can be used to compute the structure constants.
We only partially succeed in our attempt: the first of the three theorems of this paper-see §2 below-is an equivariant Giambelli formula that specializes to the ordinary Giambelli formula as in [3, Eq.(10) , p.146], but we still do not have a satisfactory equivariant Pieri formula-see, however, §7 below. The derivation in Fulton [2, §14.3] of the Giambelli formula can perhaps be extended to the equivariant case, but this is not what we do. Instead, we deduce the Giambelli formula from our second theorem which gives a certain closed-form determinantal formula for the restriction to a torus fixed point of an equivariant Schubert class.
This "restriction formula" (Theorem 2 in §3 below) is the point of this papermore so than the Giambelli, for among other things it might also hold the key to the Pieri. It in turn is deduced from Theorem 3 which can be paraphrased thus: a Gröbner degeneration of an open piece around a torus fixed point of a torus stable subvariety computes the restriction to the fixed point of the equivariant cohomology class of the subvariety. Recall that a Gröbner degeneration comes from a Gröbner basis. It is a 1-parameter flat degeneration. See §6 for the precise meaning. Such Gröbner degenerations at torus fixed points of Schubert subvarieties in the Grassmannian have recently been obtained [9, 7, 8, 10] . Combining this result about degenerations with Theorem 3 yields a proof of Theorem 2.
As pointed out to us by the referee, Theorem 3 is well known. The precise references (as indicated by the referee) are given in §6. The passage from Theorem 3 plus the result about degenerations to the restriction formula involves only an elementary combinatorial inductive argument. (Is there an elegant LindstromGessel-Viennot type argument for this passage? We do not know.) The passage from the restriction formula to the Giambelli again involves only elementary matrix manipulations.
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The set up
Fix once and for all two positive integers d and n with d ≤ n. Let V be an n-dimensional complex vector space, and G d,n the Grassmannian of d-dimensional linear subspaces of V . The defining action of the general linear group GL(V ) on V induces an action on G d,n . We are interested in the T -equivariant integral cohomology ring H of G d,n , where T is a fixed maximal torus of GL(V ).
We refer to [6, §2] and the references in that paper for the details that we leave out in this section.
The natural map from G d,n to Spec(C) induces an S-algebra structure on H, where S := H * T (Spec(C)) is the T -equivariant integral cohomology ring of Spec(C) (namely the ordinary integral cohomology ring of the classifying space of T ). The S-algebra H is independent of the choice of T because any two maximal tori in GL(V ) are conjugate.
The choice of a maximal torus T amounts to the choice of an unordered vector space basis B of V : the elements of T are precisely those invertible linear transformations for which each element of B is an eigenvector. Each element b of B thus defines a character ǫ b of T that sends elements of T to their respective eigenvalues with respect to b. The collection {ǫ b | b ∈ B} forms an integral basis for the group X(T ) of characters of T . The ring S is graded isomorphic to the symmetric algebra of the abelian group X(T ) with X(T ) living in degree 2. We may therefore identify S with the polynomial ring Z[ǫ b | b ∈ B], where the ǫ b are variables in degree 2.
Since G d,n is a smooth variety on which T acts algebraically with finitely many fixed points, it follows that H is a free S-module with basis the (equivariant) classes of the Schubert subvarieties. These subvarieties are defined with respect to a fixed Borel subgroup B containing T : they are the closures of the B-orbits in G d,n . The formulas of this paper are independent of the choice of B because any two such Borel subgroups are conjugate by an element in the normalizer of T in GL(V ).
The choice of a Borel subgroup B containing T amounts to the choice of an ordering on the elements of the basis B. Let b 1 , . . . , b n be the elements of B thus ordered. We have S = Z[ǫ 1 , . . . , ǫ n ], where ǫ j := ǫ bj .
There is a one-to-one correspondence between the B-orbits and the T -fixed points in G d,n : each B-orbit contains one and only one T -fixed point. The T -fixed points are indexed by the subsets of cardinality d of B.
Denote by I(d, n) the set of subsets of cardinality d of {1, . . . , n}. We use u, v, w, . . . to denote elements of I(d, n). For u in I(d, n), we write u = (u 1 , . . . , u d ) where u 1 , . . . , u d are the elements of u arranged in increasing order:
denote by e u the T -fixed point of G d,n that is the span of {b u1 , . . . , b u d }, by X(u) the closure of the B-orbit containing e u , by [X(u)] the T -equivariant class in H of the Schubert subvariety X(u), and by [X(u)] cl the ordinary cohomology class of X(u).
For each T -fixed point e v , v in I(d, n), we have a natural "restriction" map
The direct product of these is an injection of rings:
For 
2. An equivariant Giambelli formula 
The ith entry on the main diagonal is [λ i ] and the index increases by 1 per column as we move rightwards in the same row. The subscript "cl" is to remind us that the classes are in ordinary cohomology. The theorem below gives an equivariant version of the above formula.
The proof of the equivariant version does not use the ordinary version of the formula. In fact, it gives another proof of the ordinary version by specialization.
Let
. . , ǫ ui )-here h k is the "complete symmetric polynomial," the sum of all monomials of degree k in the elements ǫ ui−j+1+k , . . . , ǫ ui of H * T (pt) = S. If u i − j + 1 + k ≤ 0, then c(u i , j, k) does not make sense, but this does not matter since This theorem will be deduced in §4 from the restriction formula (Theorem 2) and the injection (1).
A determinantal formula for the restriction
For integers p, k, r, set
where ǫ(j, p) := ǫ j − ǫ p . This is well-defined as an element of the polynomial ring S only when p, k, and r belong to the range 1, 2, . . . , n and k ≤ r, but it is convenient to extend the notation somewhat: if k = n + 1, the product, being over an empty index set, is taken to be 1.
The denominator in the above expression for [X(u)]| v is the Vandermonde determinant which equals
The proof of this theorem occupies sections 5 and 6.
Proof of the equivariant Giambelli
In this section, Theorem 1 is deduced from Theorem 2. Because of the injection (1), it is enough to show that, for an arbitrary
where
(V stands for Vandermonde) and N denotes the following matrix (see §2 for definition of µ
To prove (4), we substitute for the restrictions of the special classes on the right side of (2) the determinantal expressions given by Theorem 2:
where we have written Num( 
The above identity is the special case m = j − 1 of the following more general identity: for 0 ≤ m ≤ j − 1,
The proof of (6) is by induction on m. First note that it holds for m = 0. Now for the induction step: assuming that it is true for m, we show it holds for m + 1. Taking (−1) m+1 µ ui−j+m+3 n (v s ) common out of the two terms in the following
we need only show that
but this is just the sum of the following two elementary equalities:
Now that (4) is proved, we proceed with the proof of the theorem. If we delete the 1st row and sth column of N , the determinant of the resulting sub-matrix is
This follows since the determinant has degree 0 + 1 + . . . + d − 2 in the epsilons and is divisible by ǫ(v j , v i ) for 1 ≤ i, j ≤ n, i, j = s. For the determinant of N , expanding by the first row, we thus obtain
Observe that the right side is the product of the row matrix 
the determinant of the matrix on the right above is V(v)
d−1 . The matrix on the left-let us call it P -is the numerator in the formula for [X(u)]| v of Theorem 2. Taking determinants, we get
and so by Theorem 2
Proof of the restriction formula
In this section, Theorem 2 is proved. Theorem 3, which is stated and proved in §6, allows us to reduce the proof to combinatorics. More precisely, Theorem 3 tells us that if we have a Gröbner degeneration of an open piece of the Schubert variety X(u) around the T -fixed point e v , then we can compute the desired restriction [X(u)]| v . Such a Gröbner degeneration is described in [7] -indeed it was the goal of that paper to describe such a degeneration. We now recall this description.
We identify G d,n as the orbit space for the action on n × d matrices of rank d by the group of invertible d × d matrices by multiplication on the right. The subset consisting of those matrices in which the submatrix determined by the rows v 1 , . . . , v d is the identity matrix gives us an affine T -stable patch of G d,n around the point e v . This patch is an affine space which we denote A v . The coordinate function X(r, j) on A v determined by the entry of the matrix in position (r, j), r ∈ v, is an eigenvector for T with character −(ǫ r − ǫ vj ). Thus a natural way to index these coordinates on A v is by the pairs (r, c), 1 ≤ r, c ≤ n, such that c ∈ v and r ∈ {1, . . . , n} \ v-instead of X(r, j) we write X(r, v j ). Denote by R v the set of all such pairs.
The intersection Y (u) of X(u) with the affine patch A v of G d,n around e v is of course a closed subvariety in A v . As proved in [7, §5] , there exist term orders on the monomials in the variables X(r, c) with respect to which the initial ideal of the ideal of functions vanishing on Y (u) is the face ideal of a certain simplicial complex C v u with vertex set R v . We want to describe the maximal faces of this complex and thereby the complex itself.
But before we do that, a digression is necessary. In order that specializations to degenerate situations work smoothly, the correct definition of simplicial complex needs to be adopted. We do not insist, unlike in [12, Chapter II] and like in [11, Definition 1.4], on the axiom that singleton subsets are faces. More precisely, here are our definitions: A simplicial complex is a pair (V, F ) of a set V and a set F of subsets of V ; the elements of V are called vertices and those of F faces; the following axioms hold: (1) the empty subset of V is a face, and (2) a subset of a face is a face. Because of (2) we may replace (1) by (1'): F is non-empty.
Given a simplicial complex (V, F ), its (Stanley-Reisner) face ring R is defined as follows: consider the polynomial ring, over some implicit base, in a set of variables indexed by V -we abuse notation and let V itself denote the set of variables; the linear span of monomials whose support is not contained in any face forms an ideal-let us call it the face ideal (or should it be the non-face ideal ?); the quotient of the polynomial ring by the face ideal is R. It is readily seen that the face ideal is the intersection, over all maximal faces, of the ideal generated by the variables in the complement of that face.
The digression being over, we now start on the description of the simplicial complex C c 1 ) , . . . , (r k , c k )}, we have u = (v \ {c 1 , . . . , c k }) ∪ {r 1 , . . . , r k }. To define S Then
We draw-see Example 1 and Figure 1 below-a grid with the elements of N v being the lattice points-in the notation (r, c), the r is suggestive of row index and c of column index. The solid dots in the figure denote the points of S v u . From each solid dot β we draw a vertical line and a horizontal line. Let β(start) and β(finish) denote respectively the points where the vertical and the horizontal lines meet the boundary. In Figure 1 for example β(start) = (14, 11) and β(finish) = (16, 13) for β = (16, 11) .
A lattice path between a pair of such points β(start) and β(finish) is a sequence α 1 , . . . , α q of elements of N v with α 1 = β(start), α q = β(finish), and for j, 1 ≤ j ≤ q − 1, writing α j = (r, c), α j+1 is either (r ′ , c) or (r, c ′ ), where r ′ (respectively c ′ ) is the smallest integer not in v (respectively in v) and greater than r (respectively c). If β(start) = (r, c) and β(finish) = (R, C), then q = (R − r) + (C − c) + 1.
Let us write S v u = {β 1 , . . . , β p }. Consider the set of all p-tuples of paths Λ = (Λ 1 , . . . , Λ p ), where Λ j is a lattice path between β j (start) and β j (finish), and no two Λ j intersect. A particular such p-tuple is shown in Figure 1 . Such p-tuples form an indexing set for the maximal faces of the simplicial complex C Thus the proof of the restriction formula is reduced to the combinatorial problem of establishing
where E(u, v) stands for the expression (3). Whether this problem admits of an elegant solution by means of a Lindstrom-Gessel-Viennot type argument we do not know. What follows is an elementary argument based on induction. 
By the induction hypothesis, equality (7) applies to these smaller m f , so that we get an expression for m f in terms of E(u ′ , v ′ )-the precise expression is in (10) below. In the second part, we will algebraically manipulate the expression (3) for E(u, v) to express it in terms of E(u ′ , v ′ ). The resulting expression will turn out to be the same as that for m f obtained in the first part. This will finish the proof.
So first consider m f . Let r be the integer, 1 (14) can be found in any number of references under the heading of "equivariant Chow", or "multidegree", or "equivariant Hilbert polynomials", or "equivariant multiplicity." See, for example, [11, Notes to Chapter 8]; the fact that the "multidegrees" in the above reference are equivariant cohomology classes is asserted in Proposition 1.19 of [4] , where multidegrees are identified as being equivariant Chow classes. 2
Towards an equivariant Pieri formula
Recall, from [3, Eq. (9), p.146] for example, that the classical Pieri formula gives a beautiful expression, as an integral linear combination of general Schubert classes, for the product of a special Schubert class with a general Schubert class in the ordinary cohomology ring of the Grassmannian. It seems like there ought to be a similarly beautiful closed-form equivariant version that specializes to the ordinary one. Unfortunately, this we do not yet have.
All we want to do in this section is record an observation (see Proposition below) that is a formal consequence of the following basic and well-known facts: the injection of Equation (1); the restriction to a T -fixed point of an (equivariant) Schubert class vanishes if the fixed point is not contained in the Schubert variety; and the degree of a Schubert class equals the codimension of the Schubert variety. Being a formal consequence, the observation holds for any generalized flag variety, not just the Grassmannian. The point to note is that the right hand side of (15) is in terms of restrictions, which, thanks to Theorem 2, we know how to compute in the case of Grassmannians.
Let G be a complex semisimple algebraic group and Q a parabolic subgroup. Let T be a maximal torus and B a Borel subgroup of G such that T ⊆ B ⊆ Q. Let W denote the Weyl group of G with respect to T , and W Q the Weyl group of (the Levi part of) Q with respect to T . The Schubert varieties in G/Q are by definition the B-orbit closures for the action of B on G/Q by left multiplication. The proof of the following proposition is a straightforward induction argument and so we omit it.
