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LSM : Me´thode de Linear Sampling
LS : Formalisme Level-Set
DG : Me´thode de Descente de Gradient d’ordre 1
DG2 : Me´thode de Descente de Gradient d’ordre 2
DGLS : Me´thode de Descente de Gradient par Level-Set
GT : Me´thode de Gradient Topologique
LSM −DG : Couplage de la LSM et de la DG
Parame`tres
N : Dimension de l’espace (N = 2 principalement)
�vide : Permittivite´ e´lectrique du vide
µvide : Perme´abilite´ magne´tique du vide
�mi : Permittivite´ du milieu i








: Perme´abilite´ normalise´e du milieu i
k = ω
√
�videµvide : Nombre d’onde dans le vide
kr = k
√
�rµr : Nombre d’onde du milieu r ∈ N∗
uinc : Onde incidente d’e´clairage
umes∞ : Champ lointain mesure´
Ωcible : Forme de re´fe´rence a` approcher
0ptimisation
D ou D0 : Domaine de travail
M0 : Maillage du domaine D0
Ω ⊂ D : Forme dont on optimise le contour
Γ = ∂Ω : Contour de la forme a` optimiser
n : Normale exte´rieure unite´ a` Ω
H = div(n) : Courbure moyenne de Ω
θ : Champ de vecteurs de R2
φ : Fonction indicatrice Level-Set de´ﬁnissant Γ
J (Γ) = J (Ω) : Fonction objectif a` minimiser
L(Γ) = L(Ω) : Lagrangien du proble`me conside´re´
J �(Γ)(θ) : De´rive´e de J par rapport au bord Γ dans la direction θ
u : Solution du proble`me direct ou de l’e´quation d’e´tat




: De´rive´e normale de u
us : Onde diﬀracte´e
u∞ : Champ lointain de l’onde diﬀracte´ us
TR : Ope´rateur Dirichlet-to-Neumann
SR : Cercle de rayon R (S1 = S
1 cercle unite´)
χΩ : Fonction indicatrice du domaine Ω
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A l’ore´e des proble`mes inverses et de l’optimisation de forme, le proble`me inverse qui consiste
a` retrouver la forme d’un objet a` partir de mesures d’ondes diﬀracte´es est un proble`me classique.








Figure 1.1 – Illustration du proble`me inverse de de´termination de la forme d’un ob-
jet par mesures d’ondes diﬀracte´es. Les sources (en orange) e´clairent l’objet sonde´ a`
l’aide d’ondes planes, qui, apre`s diﬀraction par l’objet, seront mesure´es par des capteurs
(en rouge). La connaissance de ces ondes diﬀracte´es permettra, via un algorithme, de
reconstruire l’objet diﬀractant.
On le rencontre dans nombre d’applications pratiques et tre`s largement dans l’industrie. Par
exemple on l’utilise dans le controˆle non destructif des structures pratique´ par l’industrie auto-
mobile, pe´trolie`re, ae´ronautique ou encore par l’industrie spatiale. Il est aussi utilise´ en imagerie
d’infrastructures souterraines ou encore en imagerie biome´dicale par ultrason ou micro-ondes
(illustration en Figure 1.2).
Figure 1.2 – A Gauche : Syste`me de sondage du sol. A droite : un syste`me ultrasonique
Pocket UT de controˆle non destructif de structures.
Ce type de proble`me inverse s’ave`re diﬃcile a` re´soudre de par sa non line´arite´ et sa nature for-
tement mal pose´e : l’unicite´ et la continuite´ par rapport aux donne´es ne sont pas force´ment au
rendez-vous. Il existe des me´thodes largement utilise´es base´es sur la line´arisation du proble`me
comme les me´thodes se basant sur l’approximation de Kirchhoﬀ ou celle de Born, permettant
la construction d’un proble`me plus facile a` re´soudre. Mais ces me´thodes ne sont pas justiﬁables
lorsque le proble`me devient fortement non line´aire a` mesure que la fre´quence de l’onde e´mise
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s’approche de la plage de re´sonnance de l’objet sonde´ ou que le contraste entre l’objet sonde´ et
l’exterieur est grand. D’autres me´thodes, dites d’e´chantillonage [21, 34, 42, 60], plus adapte´es
a` ce manque de line´arite´ souﬀrent quant a` elles d’un manque de pre´cision notamment lorsque
les phe´nome`nes de multi-diﬀusion sont pre´sents. En particulier la Linear Sampling Method
(LSM), introduite par Colton et Kirsch dans [46], est une me´thode d’e´chantillonnage qui se
re´ve`le rapide (1 ite´ration peu couˆteuse), n’ayant pas besoin d’information a priori sur l’objet
sonde´ mais peu pre´cise dans les cas pre´cite´s. Des me´thodes ite´ratives issues de l’optimisation de
forme [6, 7, 11, 12, 57, 85, 86, 98, 106] peuvent combler ce manque de pre´cision mais souﬀrent
d’un couˆt de calcul e´leve´ de par la re´solution du proble`me direct a` chaque ite´ration et ne per-
mettent qu’une optimisation tre`s locale. On peut aussi parler des me´thodes d’optimisation de
forme d’ordre 2 pour ame´liorer d’avantage la convergence locale [1, 49, 50, 64, 91, 104, 105].
D’autres me´thodes d’optimisation de forme telle que le Gradient Topologique (GT) [9, 13, 19,
21, 26, 27, 28, 36, 68, 79, 107] permettent par contre une optimisation globale mais sont aussi
pe´nalise´es par leur couˆt de calcul.
On dispose donc de´ja` d’un arsenal de me´thodes : des me´thodes d’e´chantillonnages permet-
tant de retrouver la forme rapidement et sans information a priori sur l’objet sonde´ et des
me´thodes d’optimisation de forme permettant d’atteindre une bonne pre´cision et une certaine
robustesse de l’optimisation. Mais lorsque la fre´quence de l’onde e´mise se trouve dans la plage
de re´sonnance de l’objet sonde´, i.e. que la longueur d’onde λ de l’onde qui e´claire est de l’ordre
de la taille de l’objet sonde´ ou que le contraste entre l’objet sonde´ et l’exterieur est e´leve´, et
que des phe´nome`nes de multi-diﬀusion sont pre´sents, on he´rite alors d’un manque de pre´cision
et de la non line´arite´ du proble`me inverse compliquant ainsi la taˆche.
C’est ce qui a motive´ notre e´tude qui consiste a` inventer des couplages de me´thodes
d’e´chantillonnage et de me´thodes d’optimisation de forme plus eﬃcaces (rapport pre´cision/couˆt
de calcul grand) et plus robustes que ceux qui existent actuellement. Ces couplages nous permet-
trons d’identiﬁer, en deux dimensions, la forme d’un objet Ω ou d’identiﬁer ses caracte´ristiques
physiques (permittivite´ � et perme´abilite´ µ) a` partir de mesures d’ondes diﬀracte´es en champ
lointain (note´es umes∞ ). Cette forme est obtenue en minimisant une certaine fonction couˆt a`
partir de mesures d’ondes diﬀracte´es selon une certaine ouverture dans le cadre de l’e´quation
de Helmholtz avec des conducteurs parfaits ou des inclusions die´lectriques.
Plan de la the`se
La the`se se de´compose en 3 parties. La premie`re partie, apre`s avoir donne´ quelques mo-
tivations relatives au sujet, introduit l’optimisation de forme et les proble`mes dit inverses. Elle
introduit ensuite les notions ne´cessaires a` la compre´hension du reste telles que la notion de
de´rive´e de forme et une me´thode, la Linear Sampling Method (LSM), permettant de re´soudre
des proble`mes inverses. La seconde partie se focalise sur l’e´quation de Helmholtz dans le
cas de conducteurs parfaits en deux dimensions et la construction de couplages eﬃcaces pour
re´soudre le proble`me de diﬀraction inverse. La troisie`me partie traite de l’e´quation de Helm-
holtz dans le cadre d’inclusions die´lectriques en deux dimensions e´galement et la construction de
couplages toujours plus eﬃcaces. Regardons donc plus en de´tails ce que nous livre chaque partie.
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Partie I : On eﬀectue en pre´ambule (Ch. 2) quelques rappels et motivations autour de
l’e´quation de Helmholtz Δu + k2u = 0 qui peut se retrouver entre autres dans l’e´tude des
e´quations de Maxwell en e´letromagne´tisme ou des e´quations de la propagation des ondes so-
nores.
On de´crit ensuite le proble`me direct de Helmholtz dans le cadre des conducteurs parfaits
en dimension N = 2 ou 3. Soit Ω un ouvert borne´ re´gulier de RN , repre´sentant le conducteur
parfait, plonge´ dans le vide RN\Ω et k = ω√�videµvide ∈ R le nombre d’onde dans le vide. Le
proble`me direct consiste en la recherche du champ us, dit diﬀracte´, issu de la diﬀraction d’une
onde plane uinc = e
ikx.d (e´clairant dans la direction unitaire d) sur le bord Γ = ∂Ω (illustration
en Figure 1.3). Ainsi, chercher us revient a` chercher u = uinc + us tel que :

Δu+ k2u = 0 dans RN\Ω
u = uinc + us dans R
N\Ω





|∂rus − ikus|2ds = 0
(1.1)






Figure 1.3 – Conducteur parfait Ω (objet impe´ne´trable) plonge´ dans du vide RN\Ω
On de´crit aussi le proble`me direct de Helmholtz dans le cadre d’objets die´lectriques en
dimensionN = 2 ou 3. Soit Ω1 un objet die´lectrique ouvert borne´ re´gulier de R
N de perme´abilite´
µ1 et de permittivite´ �1 plonge´ dans Ω2 = R
N\Ω1 de perme´abilite´ et permittivite´ µ2 = 1 et
�2 = 1. On note Γ = ∂Ω1 l’interface se´parant les deux milieux die´lectriques (illustration en
Figure 1.4). Le proble`me direct consiste, de meˆme que dans le cadre des conducteurs parfaits,
en la recherche du champ us, issu de la diﬀraction d’une onde plane uinc = e
ik2x.d sur le bord




) + k2�u = 0 dans RN
u = u2 = uinc + us dans R
N\Ω1





|∂rus − ik2us|2ds = 0
(1.2)
avec des conditions de transmissions sur le bord Γ = ∂Ω1 assurant la continuite´ de la solution












Figure 1.4 – Objet die´lectrique Ω1 de permittivite´ �1 et perme´abilite´ µ1 plonge´ dans le
vide RN\Ω1 de permittivite´ �2 et perme´abilite´ µ2










avec xˆ = x|x| ∈ SN−1, SN−1 sphe`re unite´ en dimension N − 1. Ce champ lointain intervient
dans l’e´tablissement de la fonction couˆt J par la suite.
Enﬁn, on introduit des ge´ne´ralite´s sur les proble`mes d’optimisation de forme, sur les proble`mes
inverses dont les proble`mes de diﬀraction inverse et sur le caracte`re bien pose´ de tels proble`mes,
ainsi qu’une introduction a` la me´thode de Linear Sampling (LSM), une me´thode d’e´chantillonage.





u∞(xˆ, d)g(d)ds(d), xˆ ∈ SN−1, g ∈ L2(SN−1)
L’ide´e de la me´thode LSM est alors de re´soudre l’e´quation inte´grale du premier ordre suivante
appele´e e´quation de champ lointain :
Fgz = Φ∞(., z)
pour tous les points z ∈ R2 en utilisant une strate´gie de re´gularisation. La partie de droite
repre´sente le champ lointain cre´e´ par un point source Φ(., z) sans objet diﬀractant. La LSM
e´nonce que la norme de la solution approche´e gz de l’e´quation de champ lointain est un indi-
cateur pour reconnaitre l’objet e´claire´.
Partie II : L’objectif a e´te´, dans un premier temps (Ch. 3), apre`s rappel du proble`me direct
de diﬀraction par un conducteur parfait via l’e´quation de Helmholtz, de de´ﬁnir le proble`me
inverse comme la minimisation de la fonction couˆt J suivante :
J (Γ) = 1
2
� u∞(Γ)− umes∞ �2 (1.3)
ou` umes∞ de´signe le champ lointain mesure´ apre`s une diﬀraction sur l’objet sonde´ de bord
Γcible = ∂Ωcible et u∞(Γ) le champ lointain engendre´ par la diﬀraction de l’onde incidente
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uinc par le bord Γ, variable de notre optimisation (illustration en Figure 1.5). Aﬁn d’eﬀec-
tuer la minimisation de J via une me´thode de descente de gradient (aussi appele´e me´thode de













Figure 1.5 – Gauche : illustration de la diﬀraction par Γ = ∂Ω d’une onde plane uinc
issue d’une source (Orange). L’onde diﬀracte´e us, dont le comportement a` l’inﬁni est
mode´lise´ par u∞(Γ), est ensuite mesure´e (Rouge). Droite : meˆme chose mais avec l’objet
sonde´ de re´fe´rence Ωcible. On veut donc, via la fonction couˆt J , trouver le contour Γ tel
que u∞(Γ) soit proche de umes∞ (Γcible).
Pour calculer la de´rive´e de forme dans ce contexte, on a tout d’abord reformule´ le proble`me
(1.1) dans une boule BR de rayon R a` l’aide d’un ope´rateur Dirichlet-to-Neumann TR. Le




2us = 0 dans BR\Ω




= 0 sur SR
(1.4)
La de´rive´e de forme dans la direction θ que l’on obtient via un Lagrangien ou via la construction





ou` v est une fonction de´ﬁnie sur Γ et de´pendant de u et de p, solution du proble`me adjoint au
proble`me direct (1.4).
La de´marche a ensuite consiste´ (Ch. 4) a` e´tablir, imple´menter et tester un premier couplage
entre une me´thode de type e´chantillonnage, la LSM, et une me´thode d’optimisation de forme de
Descente de Gradient d’ordre 1 (DG), simple a` mettre en oeuvre, et plus eﬃcace que l’utilisation
de la LSM seule. Ainsi, l’ide´e du couplage LSM-DG a e´te´ de proﬁter de la bonne initialisation
fournie par la LSM, et d’ite´rer ensuite avec la DG en utilisant la valeur de v calcule´e sur Γ de
la fac¸on suivante :
xi+1,k = xi,k − hv(xk)n(xk,i)
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ou` les xi,k forment les k points du bord Γi a` l’e´tape i, les xi+1,k les k points du bord Γi+1,
v(xk,i) la vitesse en chaque point xk,i, n(xk,i) la normale vers l’exte´rieur en chaque point xk,i
et h le pas de descente choisi assez petit. On construit ainsi Γi+1 tel que J (Γi+1) < J (Γi).
Dans un second temps (Ch. 5) on a ame´liore´ ce premier couplage par l’utilisation du for-
malisme Level-Set [11, 92, 94, 102]. L’utilite´ du couplage LSM-DGLS re´side dans le formalisme
Level-Set (DGLS) permettant, comme les me´thodes d’e´chantillonnage, de repe´rer la frontie`re
Γ graˆce a` une fonction indicatrice φ calcule´e sur un maillage carte´sien de l’espace sonde´ et
solution de l’e´quation d’advection suivante :
∂φ
∂t
+ V | ∇φ |= 0
avec V = −v vitesse d’advection permettant d’e´tablir la direction de la descente de gradient.
Cette me´thode de Level-Set ge`re un certain type de changements topologiques (les cre´ations
de trous) et e´vite ainsi les chevauchements de maillage inhe´rents a` la me´thode de descente de
gradient.
Le dernier chapitre (Ch. 6) de cette partie est consacre´ a` un calcul the´orique de la de´rive´e
seconde de forme. Cette dernie`re pourrait permettre une ame´lioration signiﬁcative de la conver-
gence de notre algorithme d’optimisation de forme mais avec le risque d’un couˆt de calcul un
peu plus e´leve´.
Partie III : Aﬁn de ge´ne´raliser notre e´tude, on a ensuite conside´re´ (Ch. 7) le proble`me de
la recherche d’une forme optimale dans le cadre d’objets die´lectriques. On a eﬀectue´ un rappel
du proble`me direct (1.2) et de´ﬁni son proble`me adjoint pour la fonction couˆt J conside´re´e. On
a ensuite calcule´ la de´rive´e de forme de J avec l’utilisation d’un Lagrangien ou, formellement, a`
l’aide d’une me´thode dite de re´gularisation qui consiste a` supposer les parame`tres die´lectriques
� et µ, dans un premier temps, re´guliers et continus au passage de Γ.
Ce calcul de de´rive´e de forme dans le contexte d’un objet die´lectrique a alors permis (Ch.
8) d’e´tablir, imple´menter et tester le couplage LSM-DGLS, obtenu sur les objets conducteurs
parfaits, dans ce nouveau contexte die´lectrique. Bien que fonctionnel et plus eﬃcace que l’uti-
lisation de la LSM seule, ce couplage reste d’optimisation locale et pas assez robuste.
L’e´tape d’apre`s (Ch. 9) a alors consiste´ a` calculer une de´rive´e dite topologique pour pouvoir
utiliser la me´thode du Gradient Topologique (GT). Pour ce faire, on reformule tout d’abord la
fonction couˆt (1.3) sous une forme qui nous permettra un de´veloppement asymptotique de J
par l’ajout d’une boule ωρ de rayon ρ > 0 petit centre´e au point x0 ∈ RN\Ω1. On pose ainsi :
J (χ) = 1
2
� u∞(uχ)− umes∞ �2L2(SN−1) (1.5)
avec uχ := u1χ + u2(1 − χ) et ou` χ est la fonction caracte´ristique de Ω1 et χρ la fonction
caracte´ristique de Ω1∪ωρ. Similairement on note uχρ := u1χρ+u2(1−χρ). Ainsi, si la fonction
couˆt J e´value´e en χρ admet un de´veloppement asymptotique lorsque ρ → 0+ de la forme
suivante :
J (χρ) = J (χ) + ρNDJ(x0) + o(ρN )
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alors le nombre DJ(x0) est appele´ de´rive´e topologique de J au point x0 pour l’inclusion ω,
boule unite´ centre´e en 0 (illustration en Figure 1.6). La carte DJ ainsi obtenue est, de meˆme










Figure 1.6 – Ajout d’une boule ωρ de rayon ρ au point x0 a` l’objet die´lectrique Ω1 dans
le vide Ω2. La de´rivation topologique consiste a` e´tudier le comportement de la fonction
couˆt lors de l’ajout de telles boules.
Cette de´rive´e a alors permis de construire, imple´menter et tester un couplage LSM-DGLS-
GT permettant d’optimiser globalement et de fac¸on plus robuste que les pre´ce´dents couplages.
Puis (Ch. 10), aﬁn d’acce´le´rer la convergence de notre algorithme et de le rendre plus robuste
encore, on a construit une me´thode de seuillage, utilisable par la LSM et le GT, base´e sur la









dans le but d’approcher une image I0 (la carte de la LSM ou du GT) avec une fonction continue
par morceau I : D ⊂ R2 → R, dans le domaine de calcul D que l’on s’est ﬁxe´ (illustration en
Figure 1.7). La fonctionnelle (1.6) sera ensuite relaxe´e [2, 29] pour eˆtre minimise´e en utilisant
un algorithme de type Primal-Dual [97]. On obtient ainsi une me´thode de seuillage robuste
pour les cartes de la me´thode LSM et du GT.
On a ensuite calcule´ une approximation de type BFGS de la hessienne de la fonction couˆt J
que l’on a utilise´ avec une me´thode de Quasi-Newton aﬁn d’essayer de construire une me´thode
de descente de gradient d’ordre 2 (DGLS2). Ce couplage LSM-DGLS2-GT, d’optimisation glo-
bale et robuste, a ainsi e´te´ imple´mente´ et teste´.
Puis (Ch. 11) on a eﬀectue´ un calcul the´orique de la de´rive´e seconde de forme de la fonction
couˆt toujours dans le but d’acce´le´rer encore la convergence mais avec le risque d’un couˆt de
calcul e´leve´.
Pour ﬁnir (Ch. 12), les couplages obtenus montrant leurs limites, on a imagine´, imple´mente´
et teste´ de nouvelles me´thodes avec de nouvelles fonctions couˆts. En premier lieu, on e´tudie










Figure 1.7 – Approximation de la carte I0 avec une fonction continue par morceaux I
dans une boite D. I permet alors le recouvrement du bord Γ d’une forme Ω.





On de´ﬁnit alors une nouvelle fonction couˆt de la forme moindres carre´s plus une composante
de contrainte :
J (Γ, g) = 1
2
||u∞(g)− umes∞ (g)||2L2(SN−1) + α(||g||2L2(SN−1) − 1)2
ou` u∞(g) est le champ lointain issu du champ diﬀracte´ cre´e´ par la diﬀraction d’une onde
incidente de Herglotz vinc sur le bord Γ. Cette fonction couˆt de´pend donc de la forme de notre
objet et aussi du noyau de l’onde de Herglotz qui e´claire cet objet. On eﬀectue sur cette fonction






avec comme contrainte ||g||2
L2(SN−1)
= 1. On maximise selon le noyau pour trouver le meilleur
e´clairage donnant le plus fort contraste entre le milieu Ω1 et le milieu Ω2 = R
N\Ω1 permettant
de trouver la forme la plus proche possible de Γcible. Cette me´thode permet donc une optimisa-
tion rapide, car l’e´clairage n’est compose´ que d’une seule onde de Herglotz, mais moins pre´cise
que le couplage LSM-DGLS.
Ensuite, la me´thode dite de LSM ite´rative, consiste quant a` elle a` seuiller a` chaque ite´ration










ou` Ωi de´signe la forme obtenue a` l’ite´ration pre´ce´dente i, S
N−1 la sphe`re unite´, et gzα la solution
de :
(α+ F−1F )gzα(.) = F
−1Φ(., z) (1.7)
ou` α est le parame`tre de la re´gularisation de Tikhonov que constitue l’e´quation (1.7) et F
l’ope´rateur de champ lointain de´ﬁni pre´ce´demment. Les simulations nume´riques ont montre´ la
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non convergence de cette me´thode.
Annexe : On y trouvera un formulaire comprenant quelques formules qui ont e´te´ utilise´es
dans cette the`se.
1.2 Communications
Les travaux de ce pre´sent manuscrit ont fait l’objet de plusieurs communications dans les
congre`s ou se´minaires qui suivent :
– 2012 : Pre´sentation orale au CMAP lors de la journe´e du bilan de la chaire MMSN -
”Hybrid Methods For Inverse Scattering Problems”.
– 2011 : Pre´sentation orale a` Vancouver lors du congre`s ICIAM dans le cadre de la
confe´rence satellite WAVES 2011 - ”Coupling Linear Sampling, Level-Set and Topological
Method For Inverse Scattering Problems”
– 2010 et 2011 : Pre´sentation orale au CMAP lors du se´minaire des doctorants - ”Hybrid
Methods For Inverse Scattering Problems”
– 2010 : Poster au Forum DIGITEO (premier prix remporte´) - ”Coupling Linear Sampling,
Level-Set and Topological Method For Inverse Scattering Problems”
– 2010 : Poster Chaire MMSN : ”Coupling Level-set and Linear Sampling methods for
Inverse Scattering Problems”
Il a de plus e´te´ eﬀectue´ plusieurs communications de vulgarisation :
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2.1 Motivations physiques autour de l’e´quation de
Helmholtz
Dans cette the`se, une e´quation particulie`re sera constamment utilise´e, il s’agit de l’e´quation
de Helmholtz suivante :
Δu+ k2u = 0
Elle peut, entre autres, se retrouver dans l’e´tude des e´quations de Maxwell en e´letromagne´tisme
ou des e´quations de la propagation des ondes sonores. On de´crit dans les deux paragraphes ci-
dessous l’obtention de l’e´quation de Helmholtz dans ces deux domaines (voir [42] pour plus de
de´tail).
2.1.1 Acoustique
Conside´rons l’e´tude de la propagation des ondes sonores de faible amplitude dans un milieu
de R3 isotropique et homoge`ne. Soit v = v(x, t) le champ de vitesse et p = p(x, t), ρ = ρ(x, t)
et S = S(x, t) respectivement la pression, la densite´ et l’entropie du ﬂuide. Le mouvement du
ﬂuide est alors re´gi par les e´quations suivantes d’Euler : l’e´quation de quantite´ de mouvement
∂v
∂t
+ (v.∇)v + 1
ρ
∇p = 0
l’e´quation de continuite´ ou conservation de la masse
∂ρ
∂t
+ div(ρv) = 0
l’e´quation d’e´tat




+ v.∇S = 0
ou` f est une fonction de´pendant de la nature du ﬂuide. On suppose que v, p, ρ et S sont des
perturbations petites de l’e´tat statique v0 = 0, p0 constante, ρ0 constante et S0 constante. On







l’e´quation de continuite´ line´arise´e
∂ρ
∂t
+ ρ0div(v) = 0
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En prenant des ondes acoustiques harmoniques en temps de la forme suivante
U(x, t) = �(u(x)e−iωt)
avec une fre´quence ω > 0, on en de´duit que u satisfait l’e´quation des ondes re´duites (autrement
appele´e e´quation de Helmholtz) suivante
Δu+ k2u = 0 (2.1)
ou` le nombre d’onde k est donne´ par la constante positive k = ω
c
. Pour plus de de´tails sur les
ondes acoustiques line´aires on peut citer Morse et Ingard dans [82], Jones [67] et Werner [113].
2.1.2 Electromagne´tisme
On peut exprimer les e´quations de Maxwell sous la forme suivante :













avec ρe la densite´ de charge e´lectrique, D = �E l’induction e´le´ctrique, B = µH l’induction
magne´tique, E le champ e´lectrique et J = σE la densite´ de courant e´lectrique. Les deux
premie`res e´quations sont les e´quations de Maxwell Ampe`re et Faraday successivement. On sait
que l’on peut e´crire n’importe quel champ A de la fac¸on suivante :
A = ∇Φ+ rotψ
et que l’on a toujours :
rot(∇Φ) = 0
div(rot(Ψ)) = 0
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et
rot(rot(A)) = ∇(div(A)) −ΔA






le membre de gauche s’e´crivant aussi :
rot(rot(H)) = ∇(div(H)) −ΔH = ∇( 1
µ
div(B))−ΔH = −ΔH






















Ainsi, avec cette e´criture, E satisfait l’e´quation suivante :
ΔE = −iωσµE − ω2�µE = −k2E
avec k2 = ω2µ�(1 + σ
ω�
i). On note ici que le nombre d’onde k peut donc eˆtre complexe.
Remarque : on peut eﬀectuer les meˆmes calculs sur H.
Si l’on prend σ
ω�
tre`s grand devant 1 alors k2 aura une partie imaginaire dominante et l’e´quation
de Helmholtz repre´sentera alors une e´quation de diﬀusion. Si σ
ω�
est tre`s petit devant 1 alors
on sera en pre´sence d’une e´quation des ondes.
De plus, si σ >> ω�, on dit que l’on est en pre´sence d’un conducteur parfait, et on impose
usuellement que la partie tangentielle de E soit nulle sur la frontie`re du conducteur : E×n = 0.
Une condition de radiation a` l’inﬁni existe, appele´ condition de Silver Muller, assurant l’unicite´





µHs ∧−→r − r√�Es) = 0
Supposons ensuite que E et H ne de´pendent pas de z. On pose Ω = D×] −∞,+∞[ pour un
ensemble quelconque D ⊂ R2. L’e´quation, dite de polarisation TM (Transverse Magne´tique),




∇Ez) + k2�Ez = 0
Ez = 0 sur ∂D
(2.6)
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∇Hz) + k2µHz = 0
∂Hz
∂n
= 0 sur ∂D
(2.7)
Ainsi, l’e´quation de Helmholtz se retrouve donc aussi par une formulation des e´quations de
maxwell et certaines simpliﬁcations. Pour plus de de´tails on peut aussi se re´fe´rer a` Jones [67].
2.2 L’e´quation de Helmholtz avec conducteurs par-
faits et die´lectriques
2.2.1 Le cas conducteur parfait
Soit Ω un ouvert borne´ re´gulier de RN , N = 2 ou 3. On e´tudie en particulier le cas N = 2
dans cette the`se mais tous les re´sultats e´nonce´s en dimension N resteront valables. Certaines
preuves seront eﬀectue´es en dimension N = 3. L’e´quation de Helmholtz (appele´e proble`me
direct lorsqu’on e´voquera les proble`mes dits inverses) dans le cadre des conducteurs parfaits
s’exprime comme la recherche de u ∈ H2loc(RN\Ω) ∩H1loc(RN\Ω) tel que :

Δu+ k2u = 0 dans RN\Ω
u = uinc + us dans R
N\Ω





|∂rus − ikus|2ds = 0
(2.8)
avec uinc = e
ikx.d l’onde incidente acoustique plane e´clairant dans la direction d ∈ RN telle
que |d| = 1 et x ∈ RN\Ω, us l’onde dite diﬀracte´e, et k = ωc = ω
√
�videµvide le nombre d’onde
si on place l’objet Ω dans du vide (�vide et µvide de´signant respectivement la perme´abilite´ et
la permittivite´ du vide). Ce proble`me traduit la recherche de l’onde diﬀracte´e us issue de la
propagation d’une onde incidente uinc (connue) puis sa diﬀraction par l’objet impe´ne´trable
Ω place´ dans du vide, et ce dans RN . La condition u = 0 sur le bord Γ est la condition de
parfaite conduction de l’objet Ω et l’on note u la somme de l’onde incidente uinc et de l’onde
diﬀracte´e us. La condition a` l’inﬁni est la condition dite de radiation sortante de Sommerfeld
qui permet de distinguer les champs diﬀracte´s ayant un comportement sortant de ceux ayant
un comportement entrant (voir [96]). Cette condition de radiations’e´crit en dimension N ainsi :




, |x| → +∞ (2.9)
assurant l’unicite´ du proble`me direct (2.8).
The´ore`me 2.2.1. Le proble`me direct de Helmholtz (2.8) est un proble`me bien pose´, i.e. il
admet une solution u ∈ H2loc(RN\Ω)∩H1loc(RN\Ω), celle-ci est unique et de´pend continuement
des donne´es uinc avec les estimations suivantes :
||u||H2(K) ≤ c1(K)||uinc||H1/2(Γ) ∀K compact de RN\Ω
||u||H1(K) ≤ c2(K)||uinc||H1/2(Γ) ∀K compact de RN\Ω
(2.10)
(2.11)






Figure 2.1 – Conducteur parfait Ω (objet impe´ne´trable) plonge´ dans du vide RN\Ω
avec c1(K), c2(K) constantes strictement positives de´pendant de K.
Preuve : voir section 2.5 du livre de Ne´de´lec [88]. �
Expression du champ lointain u∞
On conside`rera dans la suite des mesures eﬀectue´es loin des objets. Cela veut dire que
l’on s’inte´resse au comportement asymptotique du champ diﬀracte´ us apre`s e´mission d’une
onde incidente uinc. Ainsi, toute onde u ve´riﬁant l’e´quation de Helmholtz homoge`ne (2.1) et
la condition de radiation de Sommerfeld (2.9) posse`de un comportement asymptotique qui est
analytique et ne de´pend que de la direction d’observation xˆ = x|x| , x ∈ RN (voir Colton et Kress
[42]). On de´ﬁnit ce comportement asymptotique via la de´ﬁnition 2.2.1 ci-dessous.
De´ﬁnition 2.2.1. On de´signe par champ lointain d’une fonction us solution de (2.1) et (2.9)
son comportement a` l’inﬁni dans les directions porte´es par la sphe`re SN−1 ⊂ RN . On note ce







u∞(xˆ) +O( 1|x| )
�
x ∈ RN , |x| → +∞ (2.12)




et γ3 = 4π.
Le champ lointain u∞ de´termine de manie`re unique le champ diﬀracte´. On re´sume cela dans le
Lemme 2.2.1 suivant.
Lemme 2.2.1. Soit u ∈ H2loc(RN\Ω)∩H1loc(RN\Ω) solution de (2.8). Si le champ lointain u∞
de us est nul, alors us ≡ 0 dans RN\Ω.
Preuve : voir pages 31-33 du livre de Colton et Kress [42]. �
Cherchons donc l’expression du champ lointain u∞, c’est-a`-dire le comportement de la solution
us du proble`me tre`s loin de l’objet diﬀractant Ω. On e´tudie ce comportement en champ lointain
lorsque le champ diﬀracte´ est issu d’une onde plane incidente uinc = uinc(x) = uinc(x, d) = e
ikx.d
dans la direction unitaire d ∈ RN et au point x ∈ RN . On notera ainsi, lorsque cela se
re´ve`lera utile, le champ diﬀracte´ us en fonction de cette direction d’e´clairage d. On aura ainsi
us = us(x, d), le champ total se notera u = u(x, d) et le champ lointain u∞ = u∞(xˆ) = u∞(xˆ, d).
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On de´signe tout d’abord par Φ(., y) la fonction de Green solution de :







|∂rΦ(., y)− ikΦ(., y)|2ds = 0
(2.13)
avec δy le dirac au point y ∈ RN . La fonction de Green s’e´crit pour N = 3 :
Φ(x, y) =
eik|x−y|
4π|x− y| , x �= y






0 (k|x− y|), x �= y
ou` H
(1)
0 est la fonction de Hankel de premie`re espe`ce d’ordre 0 (voir Colton et Kress [42]).
The´ore`me 2.2.2. (The´ore`me de repre´sentation) Supposons que k2 n’est pas une valeur
propre pour le proble`me de Dirichlet (2.8) dans Ω et que ce dernier est re´gulier. La solution du
proble`me (2.8) est donne´e par la repre´sentation suivante :






ds(y) x ∈ RN\Ω (2.14)
avec N = 2 ou 3.
Preuve : voir le livre de Colton et Kress [42]. �
Lemme 2.2.2. Soit u ∈ H2loc(RN\Ω) ∩H1loc(RN\Ω) solution du proble`me de Helmholtz (2.8).
On peut alors exprimer le champ lointain u∞(xˆ) de u issu de la diﬀraction d’une onde plane







ds(y), ∀xˆ ∈ SN−1
Preuve : On dispose de l’expression du champ diﬀracte´ par l’objet Ω graˆce au The´ore`me
2.2.2 pre´ce´dent. Cherchons maintenant a` obtenir l’expression du champ lointain u∞. On e´crit




(e−ikxˆ.y +O( 1|x| )) (2.15)
avec γN constante de´ﬁnie dans la de´ﬁnition 2.2.1, puis on de´ﬁnit le champ lointain de us de la






(u∞(xˆ) +O( 1|x| ))
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qui permet une e´criture simple du champ lointain, avec un certain ope´rateur que l’on de´ﬁnit
ci-dessous, ∀xˆ ∈ SN−1 :
u∞(xˆ) = −H∗(ϕ)(xˆ)
avec ϕ = ∂u
∂n
. �
De´ﬁnition 2.2.2. Soit Γ = ∂Ω le bord d’une forme Ω, ouvert borne´ de RN . On note l’ope´rateur
sur le bord Γ (ou ope´rateur de Herglotz) :
HΓ : L2(SN−1)→ L2(Γ)
ϕ→HΓ(ϕ)




eikxˆ.yϕ(xˆ)ds(xˆ) y ∈ Γ
son adjoint s’e´crit H∗Γ
H∗Γ : L2(Γ)→ L2(SN−1)
ψ →H∗Γ(ψ)




e−ikxˆ.yψ(y)ds(y) xˆ ∈ SN−1
L’ope´rateur HΓ est ici de´ﬁni sur le bord Γ. On peut de la meˆme fac¸on de´ﬁnir un ope´rateur HO1
pour tout ouvert borne´ O1 ⊂ RN . On notera H = HRN et H∗ = H∗RN , l’ope´rateur de Herglotz
de´ﬁni via ce qui pre´ce`de sur tout RN .
The´ore`me 2.2.3. Le champ lointain u∞ issu de la diﬀraction d’une onde plane incidente
uinc sur un objet conducteur parfait (mode´lise´ par l’e´quation de Helmholtz (2.8)) satisfait la
condition de re´ciprocite´ suivante :
u∞(xˆ, d) = u∞(−d,−xˆ) ∀xˆ, d ∈ SN−1 (2.16)
Preuve : voir le livre de Colton et Kress [42]. �
On introduit dans la section suivante quelques proprie´te´s d’un ope´rateur TR, dit ”Dirichlet-
to-Neumann”, qui nous servira dans toute la suite de cette the`se.
L’ope´rateur Dirichlet-to-Neumann TR
Nous allons de´ﬁnir un ope´rateur Dirichlet-to-Neumann (ou ope´rateur de Poincare´–Steklov)
fort utile qui nous permettra d’e´crire les proble`mes de Helmholtz du type (2.8) dans une boule
BR de rayon R. Pour plus de de´tails sur ce genre d’ope´rateur le lecteur pourra consulter [42]
entre autres ainsi que la litte´rature abondante sur le sujet.
De´ﬁnition 2.2.3. Soit Λ ∈ R et soit l’ope´rateur TΛR , dit ope´rateur ”Dirichlet-to-Neumann”,
suivant :
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TΛR : H
1
2 (SR) −→ H−
1
2 (SR)




avec v ∈ H2loc(RN\BR) solution du proble`me suivant :

Δv + k2v = 0 dans RN\BR





|∂rv − ikv|2ds = 0 (2.18)
Dans le cas d’objet conducteur parfait, on utilisera la notation TR := T
1
R, prise avec Λ = 1
On expose dans le Lemme 2.2.3 suivant quelques proprie´te´s de TR qui vont nous servir dans
toute la suite de la the`se.
Lemme 2.2.3. Soit TR l’ope´rateur Dirichlet-to-Neumann de´ﬁni par (2.17) et (2.18). De plus,






TR(αR) = TR(αR) (2.20)








avec TR(f(x, .)) ∈ H− 12 (SR).Puis, ∀λ ∈ C :
TR(λαR) = λTR(αR) (2.22)
Remarquons que toutes ces proprie´te´s sont encore vraies pour l’ope´rateur plus ge´ne´ral TΛR .
Preuve : De´montrons seulement la proprie´te´ (2.19), le reste e´tant e´vident. Si on pose pour





Δα+ k2α = 0 dans RN\BR









Δβ + k2β = 0 dans RN\BR





|∂rβ − ikβ|2ds = 0 (2.24)
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β) ∀R� > R





















On utilise ensuite l’ine´galite´ de Cauchy-Schwarz sur les inte´grales de droite de (2.25). Pour la













Etant donne´ que α ∈ H2loc(RN\BR), on a α ∈ L2(SR�) ∀R� ﬁni tel que R� > R. Et graˆce a` la



















En eﬀectuant le meˆme raisonnement sur la seconde inte´grale du membre de droite de (2.25),


















Expression du proble`me dans BR
Nous allons re´ecrire le proble`me direct (2.8) de´ﬁni sur RN dans une boule BR ⊂ RN de
rayon R a` l’aide de l’ope´rateur Dirichlet-to-Neumann TR que l’on vient de de´ﬁnir. On re´sume
donc cette re´e´criture a` travers le Lemme 2.2.4 suivant :
Lemme 2.2.4. Soit BR ⊂ RN une boule de rayon R telle que Ω ⊂ BR. Alors le proble`me (2.8)
e´quivaut a` chercher u ∈ H2loc(BR\Ω) ∩H1loc(BR\Ω) tel que :


Δu+ k2u = 0 dans BR\Ω
u = uinc + us dans BR\Ω




= Sm sur SR
(2.26)
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avec Sm = TR(uinc) +
∂uinc
∂n




2us = 0 dans BR\Ω




= 0 sur SR
(2.27)
Preuve : La de´monstration est directe d’apre`s la de´ﬁnition de l’ope´rateur TR. En eﬀet, il suﬃt
d’e´crire la condition sur SR, a` savoir TR(φ) = −∂us∂n avec φ = us sur SR. Ainsi la partie sur
R
N\BR est controˆle´ via l’ope´rateur TR et la condition au bord sur SR est ainsi construite.
La partie sur BR\Ω reste celle e´nonce´e en (2.27) de meˆme que la condition de Dirichlet sur
Γ = ∂Ω. �
2.2.2 Le cas die´lectrique






, les perme´abilite´ et permittivite´ norma-





perme´abilite´ et permittivite´ du milieu r. Ainsi l’on considerera toujours ces constantes relati-
vement aux constantes du vide, les laissant sans unite´. On notera parfois µ et � les constantes
die´lectriques normalise´es du milieu r de propagation lorsque celui-ci est e´vident.
Soit Ω1 un objet die´lectrique ouvert borne´ re´gulier de R
N (avec N = 2 ou 3) de perme´abilite´ µ1
et de permittivite´ �1 plonge´ dans du vide Ω2 = R





















On a ainsi :
k2 = k
On note Γ = ∂Ω1 l’interface se´parant les deux milieux die´lectriques Ω1 et Ω2 et n la normale a`
Γ dirige´e vers l’exte´rieur de Ω1. On re´sume tout cela en Figure 2.2. On note que l’on conservera
la notation µ2 et �2 dans ce qui suit car certains re´sultats sont valables meˆme lorsque µ2 �= 1
et �2 �= 1. On de´ﬁnit dans ce qui suit ce que l’on entend par saut a` l’interface d’une fonction φ
de´ﬁnie sur RN .
De´ﬁnition 2.2.4. Soit φ une fonction de´ﬁnie sur RN . On de´signe par φi la restriction de φ
a` Ωi et ce pour i = 1 ou 2. On suppose Ω1 ⊂ Ω2. On appelle saut a` l’interface Γ la quantite´
de´ﬁnie sur Γ par la relation :
[φ]
Γ
= φ2 − φ1







Figure 2.2 – Objet die´lectrique Ω1 plonge´ dans un milieu die´lectrique Ω2




) + k21�1u1 = 0 dans Ω1
∇.(∇u2
µ2
) + k2�2u2 = 0 dans Ω2




















|∂rus − ik2us|2ds = 0
(2.28)
avec uinc = e
ik2x.d, de´ﬁnie sur RN , onde incidente plane dans la direction d ∈ RN telle que
|d| = 1, us l’onde diﬀracte´e par Ω1, et u = u1 = ut l’onde transmise dans Ω1.
On peut e´crire le proble`me direct (2.28) sous une forme condense´e : on cherche alors u ∈
H1loc(R




) + k2r�u = 0 dans R
N






|∂rus − ik2us|2ds = 0
(2.29)
On peut retrouver les conditions de transmission de (2.28) a` partir de (2.29) en de´composant
selon le domaine Ωr, r = 1 ou 2. Pour ce faire, on multiplie (2.29) par v ∈ C∞0 (RN )∩H1loc(RN )

































Comme v ∈ C∞0 (RN ) la somme des inte´grales sur Ω1 et Ω2 est nulle. Il reste alors :











ce qui donne la condition [µ−1∇u]
Γ
.n = 0. De plus comme u ∈ H1loc(RN ), alors sa trace sur Γ
existe et donc ne´cessairement [u]
Γ
= 0.
On rappelle que le champ incident uinc = e





2�2uinc = 0 dans R
N (2.30)
On peut alors e´crire le proble`me (2.28) en un proble`me e´quivalent de solution us = u− uinc ∈
H1loc(R





) + k21�1us = −∇.(
∇uinc
µ1
)− k21�1uinc dans Ω1
∇.(∇us
µ2


















|∂rus − ik2us|2ds = 0
(2.31)
On a le re´sultat suivant concernant le caracte`re bien pose´ de (2.28).
The´ore`me 2.2.4. Supposons que µr, �r ∈ L∞ pour r = 1 ou 2 et que �m(µr) ≥ 0, �m(�r) ≥ 0,
�e( 1
µr
) ≥ C > 0. Le proble`me direct de Helmholtz die´lectrique (2.28) est un proble`me bien
pose´, i.e. il admet une solution (u1, u2) ∈ H1(Ω1) × H1loc(Ω2), celle-ci est unique et de´pend
continuement des donne´es uinc avec l’estimation suivante :
||u1||H1(Ω1) + ||u2||H1(K) ≤ c1(K)||uinc||H2(Ω1) ∀K compact de Ω2 (2.32)
avec c1(K) constante strictement positive.
Preuve : voir section 2.6 du livre de Ne´de´lec [88]. �
Expression du champ lointain u∞
De meˆme que dans le cas du conducteur parfait, on conside`rera dans la suite des mesures
eﬀectue´es loin des objets. Cela veut dire que l’on s’inte´resse au comportement asymptotique du
champ diﬀracte´ us apre`s e´mission d’une onde incidente uinc. Ce comportement asymptotique,
caracte´rise´ par un champ lointain de´ﬁni sur une sphe`re unite´ SN−1, est de´ﬁni a` la de´ﬁnition
2.2.1 de la section 2.2.1.
On rede´ﬁnit ensuite le proble`me de Green dans le contexte die´lectrique. On de´signera en
die´lectrique par Φr(., y) la fonction de Green solution, dans le milieu die´lectrique r = 1 ou 2,
de :





ΔΦr(., y) + k
2





|∂rΦr(., y)− ikΦr(., y)|2ds = 0
(2.33)
avec δy la mesure de Dirac au point y ∈ RN . Notons de plus que la fonction de Green dans ce




4π|x− y| , x �= y (2.34)
et le champ lointain Φ∞,r = Φ∞,r(xˆ, y) s’e´crit ∀xˆ, y ∈ SN−1 × RN :
Φ∞,r(xˆ, y) = µre−ikrxˆ.y (2.35)
Pour N = 2 on a :





0 (kr|x− y|), x �= y (2.36)
avec H
(1)
0 la fonction de Hankel de premie`re espe`ce d’ordre 0 [42]. Son champ lointain Φ∞,r =
Φ∞,r(xˆ, y) s’e´crit aussi graˆce a` (2.35).
The´ore`me 2.2.5. (The´ore`me de repre´sentation) Soit u ∈ H1loc(RN ) solution du proble`me
(2.28). On peut alors e´crire les solutions us et u = ut dans Ω2 et Ω1 respectivement a` l’aide
de potentiels de simple et double couche (voir [42] pour de plus amples informations sur ces




















































Preuve : voir The´ore`me 3.1 et 3.3 de [43]. �
















ds(y) pour xˆ ∈ SN−1 (2.40)
Expression du proble`me dans BR
On montre ensuite (de la meˆme manie`re qu’en section 2.2.1) que le proble`me (2.28) est
e´quivalent au proble`me suivant :







BR = Ω1 ∪ Ω2
∂BR = SR





) + k21�1u1 = 0 dans Ω1
∇.(∇u2
µ2
) + k2�2u2 = 0 dans Ω2




















+ TR(uinc), uinc = e
ik2x.d, BR boule de rayon R, SR = ∂BR, Ω2 = BR\Ω1
(et non plus Ω2 = R
N\Ω1) et TR := T
1
µ2
R , ope´rateur Dirichlet-to-Neumann T
Λ
R avec Λ =
1
µ2
de´ﬁni en section 2.2.1. On peut e´crire le proble`me (2.31) en un proble`me e´quivalent (2.42) de
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+ TR(us) = 0 sur SR
(2.42)
2.3 Introduction a` l’optimisation de forme
2.3.1 Introduction
L’optimisation de forme, e´galement appele´ conception optimale de structures, concerne la
recherche de la meilleure forme pour un probleme donne´. Celle-ci est conditionne´e en parti-
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culier par la donne´e du crite`re que l’on souhaite suivre dans l’optimisation, et des contraintes
de poids, de volume, d’encombrement, ou encore de couˆt de re´alisation. Cette optimisation
de forme requiert l’utilisation de me´thodes mathe´matiques et d’algorithmes qui permettront
d’automatiser l’optimisation. En eﬀet, on peut optimiser une forme, sans utiliser d’algorithme,
par des considerations qui rele`vent de l’intuition et de l’expe´rience : l’inge´nieur est capable de
rechercher une forme optimale en proce´dant par essais-erreurs, en construisant des prototypes,
ce qui se re´ve`lera lent et couteux et ne permettra pas force´ment de trouver la forme optimale.
Historiquement, l’optimisation de forme est apparue la premie`re fois, d’apre`s la le´gende, en
814 av J.C. lorsque la reine Didon, fuyant les Assyriens, accosta sur les rives de l’actuelle Tu-
nisie. Souhaitant s’y installer et fonder une ville (la future Carthage), Didon demanda au chef
de la tribu qui occupait les lieux l’autorisation de disposer d’un territoire. Celui-ci lui tendit
alors une peau de boeuf en lui disant d’un air goguenard : Le territoire que vous arriverez a`
couvrir avec cette peau est a` vous ! Didon de´coupa la peau en une tre`s ﬁne lanie`re et se trouva
alors confronte´e au proble`me suivant : disposant d’une lanie`re de longueur donne´e, comment
enclore un territoire de surface maximale ?
On peut de´composer les me´thodes d’optimisation de forme en trois grandes classes : l’opti-
misation parame´trique, qui permet d’optimiser une forme a` travers l’optimisation d’un nombre
limite´ de parame`tres, l’optimisation ge´ome´trique de forme (voir section 2.3.4) autorisant de
modiﬁer la frontie`re de la forme, et l’optimisation topologique (voir section 9.1) lorsque non
seulement la forme varie mais aussi sa topologie.
Il existe maintenant de nombreuses me´thodes nume´riques pour re´soudre un proble`me d’op-
timisation de forme. On peut citer les premiers re´sultats en optimisation ge´ome´trique sur des
structures e´lastiques [86, 98, 105, 106] datant pour certains des anne´es 80. Des me´thodes d’op-
timisation topologique de forme sont venues s’ajouter a` cet arsenal telle que la me´thode d’ho-
moge´ne´isation et ses variantes dans [3, 4, 5, 22, 23, 24]. Une me´thode plus re´cente d’optimisation
topologique appele´e gradient topologique a fait son apparition plus re´cemment dans [13, 52, 54,
108]. N’oublions pas au passage les algorithmes e´volutionnaires tels que l’algorithme ge´ne´tique
que l’on peut aussi utiliser pour ce genre de proble´matique dans [69]. Plus re´cemment l’ap-
proche dite de level-set a e´te´ introduite par Osher et Sethian dans les anne´es 90 dans [94, 102]
pour suivre nume´riquement la propagation de front et bords et a commence´ a eˆtre utilise´ pour
des proble`mes d’optimisation de forme dans le de´but des anne´es 2000 dans [10, 11, 32, 93, 101,
103, 111, 112]. La me´thode level-set est tre`s prise´e car elle fait le lien entre le mouvement d’une
frontie`re via l’optimisation ge´ome´trique et permet la supression de trous et de ce fait optimise
topologiquement la forme en partie (elle ne peut cre´er de nouveaux trous comme la me´thode
de gradient topologique par exemple). Elle permet aussi de ge´rer autant de fonction couˆts et
de mode`les diﬀe´rents que l’optimisation ge´ome´trique le permettait dont des mode`les tre`s non
line´aires. Son couˆt de calcul est modeste car il s’appuie sur la capture eule´rienne d’une forme.
L’inconve´nient majeur est le meˆme que pour les me´thodes d’optimisation ge´ome´trique i.e. sa
tendance a` converger vers des minima locaux selon le choix de la forme initiale contrairement
aux me´thodes d’homoge´ne´isation qui ne de´pendent pas d’un choix de forme initiale.
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2.3.2 Ge´ne´ralite´s
Un proble`me d’optimisation de forme est de´ﬁni par trois donne´es :
– Un mode`le i.e. une e´quation aux de´rive´es partielles munie de composantes physiques
permettant de correctement reﬂe´ter le proble`me.
– Un ou plusieurs crite`res que l’on cherche a` minimiser ou maximiser (par exemple on veut
souvent maximiser la rigidite´ d’une structure).
– Un ensemble admissible de variables d’optimisations tenant compte e´ventuellement de
contraintes impose´es aux variables.
Diﬀe´rentes questions se posent alors, e´tant donne´ un proble`me d’optimisation de forme :
– Existence et unicite´ d’une meilleure forme (dite forme optimale) ;
– Conditions d’optimalite´s (ne´cessaires et/ou suﬃsantes) qui caracte´risent les solutions
optimales ;
– Calcul nume´rique de formes optimales approche´es.
Un proble`me d’optimisation de forme se composera donc : d’une EDP, d’une fonction couˆt et
de contraintes (contraindre une forme a` avoir un certain volume par exemple). Il sera par la
suite indispensable de maitriser la notion de diﬀe´rentiation par rapport au domaine, qui nous
permettra d’e´tablir explicitement la de´rive´e de forme de la fonction couˆt. Cette dernie`re per-
mettra de calculer le champ de vecteur ne´cessaire pour la modiﬁcation de la forme dans une
direction donne´e, a` une ite´ration donne´e.
2.3.3 Optimisation ge´ome´trique
Posons tout d’abord un certain cadre the´orique qui permettra d’utiliser la me´thode d’Ha-
damard (voir la section 2.3.4). Nous suivons l’approche de F. Murat et J. Simon [85, 86]. On
peut aussi se re´fe´rer a` Sokolowski et Zolesio dans [106]. Ce cadre va nous permettre d’aﬃrmer
l’existence d’une forme optimale au proble`me que nous allons de´crire sous une condition de
re´gularite´.
On se donne un domaine de re´fe´rence Ω0 que l’on suppose eˆtre un ouvert borne´ et de classe C
1
de RN . On suppose que le bord ∂Ω0 se divise en trois parties disjointes non vides
∂Ω0 = Γ ∪ ΓN ∪ ΓD
ou` l’on note ΓD le bord Dirichlet, ΓN le bord Neumann et Γ le bord libre de forces.
Choisissons un mode`le pour se ﬁxer les ide´es, un mode`le de membrane explicite´ a` travers la
Figure 2.4.
La condition de Dirichlet sur ΓD traduira la ﬁxation de la membrane sur cette partie du bord,
alors que la condition de Neumann sur ΓN repre´sentera la partie du contour de la membrane








Figure 2.4 – Sche´ma d’une membrane avec trois bords diﬀe´rents : Dirichlet, Neumann
et libre
sur laquelle les forces surfaciques sont exerce´es. Enﬁn la partie libre Γ sera exempte de toute
force. On suppose par ailleurs que la membrane est soumise a` une force volumique f qui peut
repre´senter la force de gravite´ et le champ u qui repre´sente le de´placement de la membrane en
chaque point. Ce meˆme proble`me peut aussi se de´crire en conduction thermique ou` la condi-
tion de Dirichlet repre´senterait la mise a` une certaine tempe´rature du bord, le condition de
Neumann le chauﬀage du bord (ﬂux de chaleur traversant le bord), et la force volumique le
chauﬀage volumique. Le champ u repre´senterait alors la tempe´rature en un point.
Regardons l’e´quation aux de´rive´es partielles qui caracte´rise ce proble`me :


−Δu = f dans Ω
u = 0 sur ΓD
∂u
∂n
= g sur ΓN
∂u
∂n
= 0 sur Γ
(2.43)
D’une fac¸on ge´ne´rale, les trois bords peuvent eˆtre conside´re´s comme variables, i.e. on les de´place
pour minimiser une fonction couˆt. Mais de fac¸on pratique, seule la partie Γ sera variable, les
bords ΓD et ΓN n’ayant, dans la re´alite´ des proble`mes que l’on se pose, aucune raison de varier.
(On ﬁxe donc ΓD et ΓN ).
Le proble`me de l’existence d’une solution optimale se pose alors. Existe-il une forme optimale
dans tous les cas ? Quelles sont les conditions pour avoir l’existence ? Pouvons nous trouver un
contre exemple de non existence pour motiver la recherche de conditions d’existence ? Y a t-il
unicite´ ? Quelle est la re´gularite´ d’une solution de l’e´quation d’e´tat sur des formes spe´ciales ?
Toutes ces questions seront aborde´es dans ce qui suit . Voyons tout d’abord un contre-exemple
de non existence d’un forme optimale, un proble`me de re´gularite´ aux coins et ensuite une
condition pour avoir l’existence. La suite sera re´serve´e au calcul de la de´rive´e de forme par
deux moyens diﬀe´rents.
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Contre-exemple de non existence
Expliquons formellement comment il peut ne pas y avoir de solution optimale a` partir d’un
exemple tire´ de [12] (page 107) que le lecteur ira consulter pour plus de de´tail.
En tirant uniforme´ment sur les coˆte´s d’un domaine Ω rectangulaire (illustration en Figure 2.5),
les contraintes auront tendance a` eˆtre aligne´es horizontalement. Il sera donc pre´fe´rable de faire
des trous qui seront allonge´s eux aussi horizontalement de manie`re a` ne pas trop perturber ce
champ de contraintes. Le proble`me c’est qu’a` volume constant, il est pre´fe´rable d’avoir plusieurs
petits trous que quelques gros trous. Ainsi en re´ite´rant a` l’inﬁni, on arrive a` faire diminuer la
fonction couˆt a` chaque fois. Il n’y a donc pas de solution optimale. Remarquons que si l’on se
dote de suites minimisantes de la fonction couˆt, celles-ci peuvent alors former a` la limite ce
qu’on appelle un mate´riau composite (voir page 150 de [12] notamment).
Ω Ω
g g g g
Γ Γ
Figure 2.5 – Plusieurs petits trous sont meilleurs que quelques gros trous a` volume
constant. Gauche : 3 trous allonge´s le long de la direction de la contrainte. Droite : 6
trous plus petits allonge´s le long de la direction de contrainte.
Un exemple de non re´gularite´
Nous allons expliquer formellement pourquoi il peut y avoir des proble`mes de re´gularite´
de la solution de l’e´quation d’e´tat a` certains coins. Nous conside´rons le proble`me aux limites
suivant
�−Δu = f dans Ω
u = 0 sur ΓD = ∂Ω (2.44)
ou` Ω est un ouvert borne´ de RN et f un second membre appartenant a` L2(Ω). Enonc¸ons tout
d’abord un the´ore`me de re´gularite´ et son corollaire (que l’on retrouve dans [8] page 91) :
The´ore`me 2.3.1. Soit un entier m ≥ 0. Soit Ω un ouvert borne´ de RN de classe Cm+2.
Soit f ∈ Hm(Ω). Alors l’unique solution u ∈ H10 (Ω) de (2.44) appartient a` Hm+2(Ω). De
plus, l’application f → u est line´raire continue de Hm(Ω) dans Hm+2(Ω), i.e. qu’il existe une
constante C > 0 telle que
||u||Hm+2(Ω) ≤ C||f ||Hm(Ω) (2.45)
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Corollaire 2.3.1. Si Ω est un ouvert borne´ de RN de classe Cm+2, si f ∈ Hm(Ω) et si m > N2 ,
alors la solution variationnelle u ∈ H10 (Ω) de (2.44) est une solution forte car elle appartient
a` C2(Ω). En particulier, si Ω est un ouvert borne´ de RN de classe C∞, et si f ∈ C∞(Ω), alors
la solution u ∈ H10 (Ω) de (2.44) est aussi dans C∞(Ω).
Regardons maintenant un exemple de solution non re´gulie`re issu de meˆme de [8]. On se
donne un ouvert non re´gulier pour lequel le the´ore`me de re´gularite´ 2.3.1 et son corollaire 2.3.1
sont faux. En particulier, bien qu’il existe des solutions faibles, i.e. dans H1(Ω), il n’y a pas
de solution forte, i.e. deux fois de´rivables pour ce proble`me. Ainsi, on se place en dimension
N = 2 et conside´rons un secteur angulaire Ω de´ﬁni en coordonne´es radiales par
Ω = {(r, θ) tel que 0 ≤ r < R et 0 < θ < Θ}
avec 0 < R < ∞ et 0 < Θ < 2π. On note Γ0 la partie du bord de Ω ou` r = R, Γ1 celle
ou` θ = 0 et Γ2 celle ou` θ = Θ. Cet ouvert Ω pre´sente trois ”coins”, mais seule l’origine (le
coin entre les bords Γ1 et Γ2) peut poser proble`me pour la re´gularite´ dans l’exemple ci-dessous.
Physiquement, le cas d’un angle Θ < π est repre´sentatif d’un eﬀet de pointe, tandis que le cas
Θ > π correspond a` une encoche (ou meˆme a` une ﬁssure si Θ = 2π). Pour un entier l ≥ 1 on
e´tudie le proble`me aux limites suivant :









= 0 sur Γ1 ∪ Γ2
(2.46)
Lemme 2.3.1. Il existe une unique solution faible de (2.46) dans H1(Ω), donne´e par la formule









Si k=1 et π < Θ alors le gradient ∇u n’est pas borne´ a` l’origine, tandis que si k ≥ 2 ou π ≥ Θ
alors le gradient ∇u est continu a` l’origine.
Ainsi dans le cas ou` le gradient n’est pas borne´, la solution de (2.46) ne peut pas eˆtre re´gulie`re
au sens du corollaire 2.3.1. Le lecteur pourra consulter la preuve de ce Lemme dans [8] page
92-93.
Remarque 2.3.1. Notons qu’un changement de conditions aux limites (une condition au limite
de Dirichlet a` une condition au limite de type Neumann par exemple) peut aussi entrainer de
la non re´gularite´ pour la solution u de l’e´quation d’e´tat.
Existence sous condition de re´gularite´
L’ide´e de base de la condition de re´gularite´ qui nous permettra d’obtenir l’existence d’une
forme optimale est de de´ﬁnir un ensemble de formes admissibles Uad dont tous les e´le´ments
s’obtiennent par application d’un diﬀe´omorphisme re´gulier au domaine de re´fe´rence Ω0.
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Prenons l’espace de Banach des fonctions Lipschitziennes φ de Rn dans Rn muni de la norme
� φ �W 1,∞(Ω,RN )= sup
x∈Ω
(|φ(x)|+ |∇φ(x)|)
On deﬁnit un espace de formes admissibles obtenues par de´formation de Ω0 :
D(Ω0) =
�
Ω ⊂ RN , ∃T ∈ T , Ω = T (Ω0)
�
(2.47)
ou` T est l’espace des diﬀe´omorphismes sur RN deﬁni par :
T = �T : RN → RN , (T − Id) ∈W 1,∞(RN ,RN ), (T−1 − Id) ∈W 1,∞(RN ,RN )� (2.48)
Chaque forme admissible est donc repre´sente´e par un diﬀe´omorphisme T ∈ T (cette repre´sentation
est non unique). Etant donne´ que les fonctions de W 1,∞(RN ;RN ) sont continues, les applica-
tions de T sont aussi des home´omorphismes (bijections continues d’inverses continues) et ils
pre´servent donc la topologie des domaines auxquels ils s’appliquent. Par conse´quent, toutes les
formes de D(Ω0) auront la meˆme topologie que Ω0.
Introduisons une pseudo distance sur D(Ω0) :
d(Ω1,Ω2) = inf
T∈T |T (Ω1)=Ω2
(� T − Id �W 1,∞(RN ,RN ) + � T−1 − Id �W 1,∞(RN ,RN )) (2.49)
On peut maintenant de´ﬁnir une condition de re´gularite´ des formes admissibles en se limitant
a` des ouverts Ω proches de Ω0 au sens de cette pseudo-distance d. On se ﬁxe une constance
C > 0 et on pose :
Uad = Uad(C) = {Ω ∈ D(Ω0), d(Ω,Ω0) ≤ C, |Ω| = V } (2.50)
Un calcul bien connu est alors possible si la fonction couˆt est par exemple soit la compliance,








ou` u0 ∈ H1(RN ) et g est la trace sur ΓN d’une fonction dans H1(RN ) (Voir [85]).
The´ore`me 2.3.2. On suppose que Uad est de´ﬁni par (2.50). Pour les fonctions objectifs ci




admet au moins une forme optimale.
Remarque 2.3.2. Le The´ore`me 2.3.2 est aussi valable pour toute fonctionnelle J : Ω→ J(Ω)
continue au sens ou` le diﬀe´omorphisme T → J(T (Ω)) est continu.
Remarque 2.3.3. Le the´ore`me 2.3.2 donne un re´sultat inte´ressant du point de vue the´orique
mais il est diﬃcile de ve´riﬁer nume´riquement la contrainte de re´gularite´ que doivent satis-
faire les formes admissibles. Cependant l’ide´e de repre´senter les formes admissibles par des
diﬀe´omorphismes est utile pour de´ﬁnir une notion de de´rivation par rapport au domaine.
On peut de meˆme prouver l’existence d’une forme optimale sous une condition ge´ome´trique (voir
[12] pour l’explication comple`te). On pourrait aussi utiliser une contrainte sur le pe´rime`tre (voir
[63] chapitre 4).
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2.3.4 Une notion de variation de domaine
Puisque l’on veut optimiser la forme d’un objet selon un certain crite`re, nous avons besoin
de de´ﬁnir une notion pour pouvoir faire varier la forme. Ici il s’agit d’une notion de variation de
frontie`re. Pour ce faire nous conside`rerons seulement les diﬀe´omorphismes proches de l’identite´,
i.e. :
T = Id+ θ
avec θ ∈W 1,∞(RN ,RN ) Ainsi, l’ensemble Ω = (Id+ θ)(Ω0) est de´ﬁni par :
Ω = {x+ θ(x)|x ∈ Ω0}
On peut interpre´ter θ(x) comme un champ de vecteur qui transporte le domaine de re´fe´rence
Ω0. Autrement dit, on repre´sente chaque forme admissible par un champ de vecteurs θ(x) de
R







Figure 2.6 – Illustration de variation de Ω0 par application d’un champ de vecteur θ.
On peut alors de´ﬁnir une notion de diﬀe´rentiabilite´ en Ω0 en utilisant la de´rivation par rapport
a` θ. Le lecteur pourra consulter [12] pour la preuve du Lemme qui assure que si θ est assez
petit, alors T = Id+ θ est bien un diﬀe´omorphisme et appartient a` l’ensemble T .
Diﬀe´rentiation par rapport au domaine
Nous allons introduire maintenant une me´thode de diﬀe´rentiation par rapport a` la frontie`re qui
remonte a` Hadamard (1904) en se basant sur [85, 86] (voir e´galement [98, 106]). De`s lors que l’on
saura diﬀe´rencier par rapport au domaine, on pourra e´crire des conditions d’optimalite´s pour
caracte´riser les formes optimales et calculer les gradients pour mettre en œuvre une me´thode
nume´rique.
Lemme 2.3.2. Soient Ω0 un ouvert de R
N , T ∈ T un diﬀe´omorphisme de RN et 1 ≤ p ≤ ∞.





(f ◦ T )(x)|det∇T (x)|dx (2.52)
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Lemme 2.3.3. Soient Ω0 un ouvert borne´ de classe C1 de RN et T ∈ T un C1 diﬀe´omorphisme





(f ◦ T )|det∇T ||((∇T )−1)∗n|RNds (2.53)
De´ﬁnition 2.3.1. Soit J(Ω) : D(Ω0) → R. On dit que J est diﬀe´rentiable par rapport au
domaine en Ω0 si la fonction
θ → J((Id+ θ)(Ω0))
est diﬀe´rentiable en 0 dans W 1,∞(RN ;RN )
Notons que la diﬀe´rentiabilite´ au sens de Fre´chet s’ecrit :






� θ �W 1,∞(RN ;RN )
= 0
(2.54)
ou` J �(Ω) est une forme line´aire continue sur W 1,∞(RN ;RN ).
Un re´sultat classique sur la de´rive´e directionnelle aﬃrme que J �(Ω) ne de´pend que de la trace
normale θ.n sur le bord ∂Ω. En eﬀet,
Lemme 2.3.4. Soit Ω un ouvert borne´ re´gulier et J(Ω) une fonction diﬀe´rentiable en Ω. Alors :
J �(Ω)(θ1) = J �(Ω)(θ2)
si θ1, θ2 ∈W 1,∞(RN ;RN ) sont tels que θ1 − θ2 ∈ C1(RN ;RN ) et θ1.n = θ2.n sur ∂Ω.
Voici deux exemples de de´rive´es de forme qui se re´ve`leront utiles par la suite (cf [12]).
Proposition 2.3.1. Soit Ω0 un ouvert borne´ de classe C1 de RN . Soit f ∈ W 1,1(RN ) et J













Proposition 2.3.2. Soit Ω0 un ouvert borne´ de classe C1 de RN . Soit f ∈ W 2,1(RN ) et J









(∇f.θ + f(divθ −∇θn.n))ds (2.56)








ou` H := div(n) est la courbure moyenne de ∂Ω0
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Cas particulier : On veut calculer la de´rive´e de forme d’une contrainte de volume V (Ω) =�





De´rivation rapide : me´thode du Lagrangien
Cette me´thode (appele´e me´thode de de´rivation rapide, de´veloppe´e par Ce´a dans [35], ou
encore par Fletcher dans [53]) est une me´thode formelle dont la justiﬁcation reste sujette a`
interpre´tation car les e´tapes interme´diaires peuvent eˆtre mal justiﬁe´es. Nous allons donc uti-
liser cette me´thode pour tous les calculs qui vont suivre en supposant que le Lagrangien est
diﬀe´rentiable par rapport a` la forme. Elle impose donc d’e´crire le Lagrangien du proble`me que
l’on de´rivera par rapport a` toutes ses variables, qu’elles soient des parame`tres ou une forme.
En posant que toutes ses de´rive´es doivent eˆtre nulles pour la stationnarite´ du Lagrangien, on
en de´duira les diﬀe´rents e´le´ments permettant d’obtenir l’e´quation d’e´tat, l’e´quation adjointe et
la de´rive´e de forme.
Prenons un exemple concret pour bien comprendre. Soit u ∈ H1(Ω) solution du proble`me
suivant : 

−Δu+ u = f dans Ω
∂u
∂n
= g sur ∂Ω
(2.58)
qui, pour f ∈ L2(RN ) et g ∈ H1(RN ), admet une unique solution u = u(Ω) dans H1(Ω).





On introduit alors le Lagrangien comme la somme de la fonction couˆt et de la formulation
variationnelle de l’e´quation d’e´tat (2.58) :










avec v, q ∈ H1(Ω). On remarque que les trois variables Ω, v et q sont alors bien inde´pendantes.











ce qui est la formulation variationnelle de l’e´quation d’e´tat (2.58). De la meˆme fac¸on, l’annu-
lation de la de´rive´e de L par rapport a` v dans la direction φ ∈ H1(RN ) donne la formulation
variationnelle de l’e´quation adjointe. Et la de´rive´e de L par rapport au domaine dans la direc-
tion θ s’e´crit :
∂L
∂Ω
(Ω, v, q)(θ) =
�
∂Ω0
θ.n(j(v) +∇v.∇q + vq − fq − ∂(gq)
∂n
−Hgq)ds
En e´valuant cette de´rive´e au point (Ω0, u(Ω0), p(Ω0)) on obtient la de´rive´e de la fonction couˆt :
∂L
∂Ω
(Ω0, u(Ω0), p(Ω0)) = J �(Ω0)(θ)
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La relation pre´ce´dente n’est pas le fruit du hasard puisque en de´rivant par rapport a` Ω la
relation
L(Ω, u(Ω), q) = J (Ω)
et en utilisant la re`gle de de´rivation compose´e (sous l’hypothe`se que Ω→ u(Ω) soit de´rivable)
il vient
J �(Ω)(θ) = ∂L
∂Ω
(Ω, u(Ω), q)(θ)+ <
∂L
∂v
(Ω, u(Ω), q), u�(Ω)(θ) >
et en e´valuant au point (Ω0, u(Ω0), p(Ω0)) on a :
J �(Ω0)(θ) = ∂L
∂Ω
(Ω0, u(Ω0), p(Ω0))(θ)+ <
∂L
∂v








ou` le second terme du membre de droite de (2.59) est nul puisque p est solution de l’e´quation
adjointe donc ∂L
∂Ω(Ω0, u(Ω0), p(Ω0)) = 0. On obtient donc via ce Lagrangien un moyen rapide de
calculer la de´rive´e de forme et d’e´tablir l’expression de l’e´tat adjoint si ne´cessaire. Cependant,
ce calcul reste formel tant que l’on ne connait pas la de´rivabilite´ de u par rapport au domaine
variable et que l’on ne sait donc pas si l’on peut appliquer la re`gle de de´rivation compose´e.
Remarque : La me´thode d’utilisation des de´rive´es eulerienne et Lagrangienne est une me´thode
plus rigoureuse que la me´thode du Lagrangien mais plus longue et diﬃcile a` mettre en oeuvre
selon le proble`me : voir page 127 [12] pour quelques exemples de calculs de ce type.
2.3.5 La de´rive´e seconde de forme
De´ﬁnition de la de´rive´e seconde de forme
On s’inte´resse maintenant a` la de´rive´e d’ordre 2 de la fonctionnelle J . Celle-ci pourrait
permettre de converger vers la forme recherche´e plus pre´cisement. Regardons tout d’abord une
de´ﬁnition de la de´rive´e seconde via le de´veloppement de Taylor de J en fonction de θ. Celui-ci
s’e´crit au moins formellement :
J ((Id + θ)(Ω)) = J (Ω) + J �(Ω)(θ) + 1
2
J ��(Ω)(θ, θ) + ◦(||θ||2)
Le premier proble`me est de prouver que ce de´veloppement existe, le second est de calculer J ��.
On se basera sur les travaux de Simon [104] dans ce qui va suivre.





Pour de´crire les variations de J par rapport a` Ω on a d’abord besoin des variations de u.
Regardons la de´rive´e premie`re de u :
u((Id + θ)(Ω)) = u(Ω) + u�(Ω)(θ) + o(||θ||), pour x ∈ ω fixe´
Le membre de droite vit dans Ω ﬁxe alors que celui de gauche vit dans (Id + θ)(Ω). Donc ce
de´veloppement ne peut eˆtre vrai qu’a` l’inte´rieur de Ω. Plus pre´cise´ment, cette expression est
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vraie seulement localement, c’est-a`-dire dans tout domaine ω ⊂ Ω et u�(Ω)(θ) est de´ﬁni dans
tout Ω par sa restriction a` tout domaine ω. La de´rive´e u�(Ω) ainsi construite s’appelle la de´rive´e
premie`re eule´rienne.
On a de meˆme le de´veloppement de u a` l’ordre 2 pour tout ω ⊂ Ω :
u((Id + θ)(Ω)) = u(Ω) + u�(Ω)(θ) +
1
2
u��(Ω)(θ, θ) + o(||θ||2)
De meˆme, la fonction u��(Ω)(θ, θ) est de´ﬁnie sur tout Ω par sa restriction a` tout ω.
Remarque 2.3.4. La diﬃculte´ est de connaˆıtre u�(Ω) et u��(Ω)(θ, θ) sur le bord ∂Ω, informa-
tions ne´cessaires a` la minimisation de la fonctionnelle J .
On notera indiﬀe´remment v� = v�(θ) = v�(Ω)(θ) la de´rive´e de forme dans la direction θ d’une
fonction v ∈ H2loc(R2\Ω). On utilisera plutoˆt la notation Γ plutoˆt que Ω dans les e´critures du
type v�(Γ)(θ), conside´rant que la variation du bord Γ est e´quivalente a` la variation de tout Ω.
On notera parfois, pour plus de simplicite´ dans l’e´criture, Ωθ = (I + θ)(Ω).
Diﬀe´rence entre (J �)� et J ��
Traditionnellement, la de´rive´e seconde peut se calculer en de´rivant la de´rive´e premie`re. Mais
cela ne fonctionne sans accroc que lorsque les variations sont des variations externes. Lorsqu’il
s’agit de variations dites internes, un petit raisonnement supple´mentaire s’impose. Montrons
que
(I + θ˜)(Ωθ) �= (I + θ + θ˜)(Ω)
On a donc
(I + θ˜)(Ωθ) = (I + θ˜) ◦ (I + θ)(Ω) = (I + θ + θ˜ ◦ (I + θ))(Ω) = Ω+ (θ + θ˜ ◦ (I + θ)(Ω))
Donc une variation de θ puis de θ˜ est diﬀe´rente d’une variation de θ+ θ˜. On obtient la relation
suivante entre (J �)� et J �� (voir [104] page 367 pour une preuve) :
J ��(Ω)(θ, θ˜) = (J �)�(Ω)(θ, θ˜)− J �(Ω)(θ.∇θ˜) (2.61)
avec θ.∇θ˜ = �Ni=1 θi∂iθ˜. Ainsi, avec cette formule, on pourrait obtenir la de´rive´e seconde en
utilisant deux fois les de´rive´es premie`res.
Le the´ore`me de structure
Une de´rive´e seconde peut s’ave´rer complique´e a` calculer. On trouve dans [63] un the´ore`me
dit de structure e´tablissant la forme ge´ne´rale d’une de´rive´e seconde de forme. On note E �(0)ξ =
d
dt |t=0E(tξ) avec ξ ∈ C1,∞. Pour k ≥ 1, on note Ok l’ensemble des ouverts de classe Ck de RN
et les ope´rateurs tangentiels DΓ := D− (D.n)tn et ∇Γh := ∇h˜− (∇h˜.n)n avec h˜ une extension
arbitraire re´gulie`re de h ∈ C2(Γ). Le the´ore`me de structure s’e´nonce ainsi :
The´ore`me 2.3.3. Soit k ≥ 1 entier, J : Ok → R, Ω ∈ Ok et
∀θ ∈ Ck,∞, E(θ) := J((I + θ)(Ω)).
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(i) Supposons Ω ∈ Ok et E : Ck,∞ → R diﬀe´rentiable en 0. Alors il existe une forme line´aire l1
continue sur Ck(Γ) telle que :
∀ξ ∈ Ck,∞, E �(0)ξ = l1(ξ.n)
(ii) Supposons Ω ∈ Ok+2 et E : Ck,∞ → R deux fois diﬀe´rentiable en 0. Alors il existe une
forme biline´aire syme´trique et continue l2 sur C
k(Γ)× Ck(Γ) telle que ∀ξ, ζ ∈ Ck+1,∞,
E ��(0)(ξ, ζ) = l2(ξ.n, ζ.n) + l1(Z) (2.62)














On remarque que si Ω est une forme critique pour la fonctionnelle J , i.e. E �(0) = 0 et donc
l1 = 0, alors la de´rive´e seconde E ��(0)(ξ, ζ) = l2(ξ.n, ζ.n) ne de´pend que des composantes
normales des traces de ξ, ζ. Ainsi, le calcul de de´rive´e seconde est facilite´ par la prise en compte
de la formule (2.62) ou` il suﬃt alors d’identiﬁer les fonctions l1 et l2. Pour ce faire, tous les
moyens sont bons et on peut alors choisir de de´river suivant des chemins pre´fe´rentiels selon le
type de fonctionnelle que l’on a a` de´river. On peut aussi choisir les de´placements ξ et ζ. Ainsi,
pour connaˆıtre l2 il suﬃt de calculer la forme quadratique
ξn ∈ Ck(Γ)→ E ��(0)(ξnn, ξnn)
qui est la de´rive´e seconde de t → E(tξ) avec ξ = ξnn. Le lecteur ira consulter [63] page 221-
228 pour des exemples de calculs sur des chemins adapte´s et avec quelques fonctionnelles bien
choisies.
2.4 Introduction aux proble`mes inverses
2.4.1 Introduction
Tout d’abord posons nous la question de savoir ce qu’est un proble`me inverse. Par de´ﬁnition,
c’est un proble`me dans lequel on cherche a` de´terminer les causes d’un phe´nome`ne a` partir des
observations de ce meˆme phe´nome`ne. Par exemple, le simple fait de voir peut eˆtre conside´re´
comme un proble`me inverse : en eﬀet, le cerveau, a` travers les images que lui fournit l’appareil
occulaire, essaye de reconstituer la position, la forme et les couleurs de l’objet observe´. On peut
aussi e´voquer le proble`me inverse de de´termination de l’e´picentre d’un tremblement de terre
a` partir des mesures eﬀectue´es a` diﬀe´rents endroits de la surface du globe. Ainsi, des sources
(naturelles ou non) cre´ent des ondes me´caniques dans le sol et le signal propage´ et diﬀracte´
est mesure´ graˆce a` des capteurs. On peut ainsi chercher a` retrouver la ce´le´rite´ des ondes ou
la position de l’e´picentre du tremblement de terre [47]. Un autre grand champ d’application
est le domaine me´dical, en particulier l’imagerie me´dicale ou` les ondes e´lectromagne´tiques sont
envoye´es sur une partie du corps puis diﬀracte´es par celui-ci et enﬁn mesure´es. Ces mesures
permettent alors de reconstituer par exemple soit la forme soit les caracte´ristiques spe´ciﬁques
du tissu sonde´ comme la densite´. Les proble`mes inverses sont le´gion tout simplement parce que
de`s qu’il y a un proble`me direct avec au moins un parame`tre, c’est que l’on peut conside´rer
le proble`me inverse cherchant a` de´terminer ce parame`tre. Ils sont cibles de nombreux travaux
depuis plusieurs de´cennies surtout les deux dernie`res avec la monte´e des capacite´s de calcul,
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une meilleure eﬃcacite´ des algorithmes et l’ame´lioration des de´tecteurs et capteurs. On citera
par exemple [14, 15, 33] (loin d’eˆtre exhaustif).
De manie`re ge´ne´rale, pour venir a` bout d’un proble`me inverse, l’e´tape de mode´lisation
du phe´nome`ne re´sultant des causes est ine´vitable. On e´crit donc un mode`le du phe´nome`ne,
que l’on appelle proble`me direct, et on essaye conjointement avec des observations physiques
ou nume´riques, de trouver les parame`tres/causes du phe´nome`ne observe´, soit analytiquement
lorsque cela est possible, soit par simulation nume´rique (la plupart du temps dans l’industrie).
Pour comprendre simplement, regardons le proble`me de re´gression line´aire multiple consis-
tant a` comprendre le comportement line´aire d’une variable Y = (y1, ..., yn) par rapport a` p
variables Xp = (x1,p, ..., xn,p). On peut e´crire que les donne´es collecte´es suivent le mode`le
suivant, pour i = 1, ..., n :
yi = β1xi,1 + β2xi,2 + ...+ βpxi,p + �i
ou` les xi,j, pour j = 1, ..., p, sont les valeurs re´elles connues re´colte´es, les parame`tres βj sont
les inconnues du mode`le traduisant la de´pendance de Y a` chaque variable Xj, et les �i sont
des variables ale´atoires inconnues traduisant des mesures re´colte´es approximatives. Le mode`le
peut aussi s’e´crire matriciellement :
Y = Xβ + �
Ainsi, le vecteur Y est la somme d’un e´le´ment de Vect(X1, ...,Xp) et d’un bruit de R
n qui
n’appartient pas force´ment a` Vect(X1, ...,Xp). Ainsi, trouver β˜ solution de
min
β∈Rp
J (β) = ||Y −Xβ||2
revient a` chercher un e´lement de Vect(X1, ...,Xp) proche de Y au sens de la norme euclidienne
classique. La solution de ce proble`me se trouve en cherchant β˜ tel que
∂J
∂β
(β˜) = 2X∗Xβ˜ − 2X∗Y = 0
On est donc passe´ ici par la mode´lisation d’un proble`me direct et la minimisation d’une fonc-
tionnelle pour re´soudre le proble`me inverse.
Entrons maintenant un peu plus dans le de´tail en donnant quelques ge´ne´ralite´s sur les
proble`mes inverses, en se focalisant ensuite sur les me´thodes de re´gularisation, celle de Tikhonov
en particulier, et les proble`mes de diﬀraction inverse par la suite. Le lecteur pourra se re´fe´rer
a` [42] d’ou` cette suite est tire´e principalement.
2.4.2 Ge´ne´ralite´s
Les proble`mes inverses sont en ge´ne´ral mal pose´s selon la de´ﬁnition d’Hadamard [58], c’est-
a`-dire qu’ils n’admettent pas force´ment de solution unique voir meˆme de solution ou que la
solution ne de´pend pas continuˆment des donne´es. Il faudra donc soit simpliﬁer le mode`le, soit
y ajouter des contraintes re´duisant l’espace des solutions atteignables. Une facon de faire est
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d’utiliser des me´thodes de re´gularisation aﬁn d’approcher une solution stable.
Pre´cisons donc un peu le concept de ”bien pose´” d’Hadamard via un proble`me en dimension
inﬁnie.
De´ﬁnition 2.4.1. Soit A : U ⊂ X → Y un ope´rateur d’un sous-espace U d’un espace norme´
X dans un espace norme´ Y . L’e´quation :
Aφ = f (2.63)
est dite bien pose´e si A : U → Y est bijectif et l’ope´rateur inverse A−1 : Y → U est continu.
Sinon l’e´quation est dite mal pose´e.
Selon cette de´ﬁnition, on peut distinguer trois type de proble`mes mal pose´s. Si A n’est pas
surjectif alors l’e´quation n’est pas soluble pour chaque f ∈ Y , i.e. il n’y a pas existence de
solution. Si A n’est pas injectif alors il peut y avoir plusieurs solutions, c’est la non unicite´. Et
si A−1 existe mais n’est pas continu alors la solution φ de l’e´quation ne de´pend pas continuˆment
de f . Le caracte`re bien pose´, aussi appele´ stabilite´, du proble`me (2.63) est une proprie´te´ de
l’ope´rateur A et des espaces norme´s X et Y . Donc si une e´quation est mal pose´e on peut es-
sayer de restaurer la stabilite´ en changeant les espaces X et Y et leurs normes. Mais en ge´ne´ral
cette approche est inadapte´e puisque X et Y et leurs normes sont de´termine´s par des besoins
pratiques. En particulier, l’espace Y et sa norme doivent eˆtre construits de manie`re a` pouvoir
de´crire les donne´es mesure´es.
L’exemple typique d’un proble`me mal pose´ est le proble`me ou` l’on a A ope´rateur continu
et compact :
The´ore`me 2.4.1. Soit A : U ⊂ X → X un ope´rateur continu et compact d’un sous-espace U
d’un espace norme´ X dans un espace norme´ Y . Alors l’e´quation Aφ = f est mal pose´e si U
n’est pas de dimension ﬁnie.
La nature mal pose´e d’un proble`me a bien suˆr des re´percussions nume´riques. On peut conside´rer
la solution nume´rique d’un certain proble`me comme la solution de ce proble`me approche´, i.e.
avec des donne´es perturbe´es. Ainsi, l’application directe des me´thodes classiques pour appro-
cher la solution d’un proble`me inverse n’a pas de sens nume´riquement. On utilisera alors des
me´thodes spe´ciﬁquement conc¸ues pour les proble`mes inverses comme la re´gularisation de Ti-
khonov de´crite ci-dessous.
2.4.3 Les me´thodes de re´gularisation
La section entie`re qui suit est tire´e du livre de Colton et Kress [42]. Le lecteur ira le consulter
pour de plus amples de´tails.
The´orie
On appelle me´thodes de re´gularisation des me´thodes pour construire des solutions ap-
proche´es stables d’un proble`me inverse. On suppose que l’ope´rateur line´aire A : X → Y est
injectif. On peut faire ceci sans perte de ge´ne´ralite´ puisque l’unicite´ pour une e´quation line´aire
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peut toujours eˆtre obtenu en modiﬁant l’espace de solution X. On veut donc approcher la solu-
tion φ de l’e´quation line´aire Aφ = f a` partir de la connaissance d’un second membre perturbe´
f δ avec une erreur de l’ordre de :
||f δ − f || ≤ δ
Lorsque f est dans l’image de A alors il existe une unique solution φ de Aφ = f . Pour un
second membre f δ perturbe´ en ge´ne´ral, on ne peut eˆtre suˆr que f δ ∈ Im(A). Etant donne´ f δ
on veut donc construire une approximation raisonnable φδ de la solution exacte φ de l’e´quation
non perturbe´ Aφ = f . On veut aussi que cette approximation soit stable, i.e. que φδ de´pende
continuement des donne´es f δ. Donc on cherche une approximation de l’ope´rateur inverse non
borne´ A−1 : Im(A)→ X par un ope´rateur borne´ line´aire R : Y → X.
De´ﬁnition 2.4.2. Soit X et Y des espaces norme´s et soit A : X → Y un ope´rateur line´aire
borne´ injectif. Alors une famille d’ope´rateurs line´aires borne´s Rα : Y → X, α > 0, avec la
proprie´te´ de convergence point par point suivante :
lim
α→0
RαAφ = φ (2.64)
pour tout φ ∈ X est appele´e sche´ma de re´gularisation pour l’ope´rateur A. Le parame`tre α est
appele´ le parame`tre de re´gularisation.
Notons que la convergence de (2.64) est e´quivalente a` Rαf → A−1f , α → 0, pour tout
f ∈ Im(A). Le the´ore`me suivant montre que le sche´ma de re´gularisation pour les ope´rateurs
compacts ne peut avoir une convergence uniforme.
The´ore`me 2.4.2. Soit X et Y des espaces norme´s, soit A : X → Y un ope´rateur line´aire
compact, et supposons dim(X) = ∞. Alors pour un sche´ma de re´gularisation, l’ope´rateur Rα
ne peut eˆtre borne´ uniforme´ment en fonction de α et les ope´rateurs RαA ne peuvent converger
en norme lorsque α→ 0.




Ainsi l’erreur d’approximation s’e´crit :
φδα − φ = Rαf δ −Rαf +RαAφ− φ (2.66)
et par l’ine´galite´ triangulaire on obtient l’estimation d’erreur suivante :
||φδα − φ|| ≤ δ||Rα||+ ||RαAφ− φ|| (2.67)
Cette de´composition montre que l’erreur se constitue de deux parties. La premie`re reﬂe`te
l’inﬂuence de l’erreur sur les donne´es et la seconde est due a` l’erreur d’approximation entre Rα et
A−1. Sous les hypothe`ses du The´ore`me 2.4.2, le premier terme ne peut eˆtre borne´ uniforme´ment
en fonction de α et le second terme ne peut l’eˆtre non plus en fonction de φ. En fait, le premier
terme augmentera lorsque α→ 0 a` cause de la nature mal pose´e du proble`me alors que le second
terme diminuera lorsque α→ 0 selon (2.4.2). Ainsi, chaque me´thode de re´gularisation a besoin
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d’un choix concernant le parame`tre α qui de´pendra de l’erreur δ et ce pour obtenir une erreur
totale acceptable pour la solution re´gularise´e. Donc d’un coˆte´ la pre´cision de l’approximation
requiert une petite erreur ||RαAφ−φ|| donc un petit parame`tre α et de l’autre coˆte´ la stabilite´
ne´cessite une petite erreur ||Rα|| donc un parame`tre α e´leve´. Un choix optimal de α peut eˆtre
obtenu en minimisant le membre de droite de (2.67) obtenant ainsi un compromis. De plus, on
s’attend a` ce que pour un sche´ma de re´gularisation pas trop mauvais, la solution re´gularise´e
converge vers la solution exacte lorsque l’erreur δ → 0. C’est ce qui est exprime´ dans la de´ﬁnition
suivante.
De´ﬁnition 2.4.3. On de´ﬁnit une strate´gie de re´gularisation du sche´ma Rα par le choix du
parame`tre de re´gularisation α = α(δ) qui de´pend de l’erreur δ. Cette strate´gie est dite re´gulie`re
si pour tout f ∈ Im(A) et tout f δ ∈ Y avec ||f δ − f || ≤ δ on a :
Rα(δ)f
δ → A−1f, δ → 0
Lors du choix du sche´ma de re´gularisation, le parame`tre de re´gularisation peut eˆtre choisi a
priori ou a posteriori. Un choix a priori serait base´ sur la re´gularite´ de la solution exacte,
ce dont on ne dispose pas dans les cas pratiques. En conse´quence, un choix a posteriori base´
sur l’erreur δ a plus de sens. Une strate´gie naturelle est donne´e par le principe du re´sidu
introduit par Morozov [80, 81]. L’ide´e consiste a` remarquer qu’en ge´ne´ral, le re´sidu ||Aφ − f ||
ne devrait pas eˆtre plus petit que la pre´cision des mesures sur f , c’est-a`-dire que le parame`tre
de re´gularisation devrait eˆtre choisi tel que :
||ARαf δ − f δ|| = γδ
avec γ ≥ 1 parame`tre ﬁxe. Notons pour ﬁnir que souvent le choix du parame`tre α se fera par
essais et erreurs.
La re´gularisation de Tikhonov
On introduit ici le principe de la re´gularisation de Tikhonov introduite dans [109, 110].
The´ore`me 2.4.3. Soit A : X → Y un ope´rateur line´aire compact. Alors pour chaque α > 0,
l’ope´rateur αI+A∗A : X → X est bijectif et a un inverse borne´. De plus, si A est injectif alors
Rα := (αI +A
∗A)−1A∗ (2.68)
de´crit un sche´ma de re´gularisation avec ||Rα|| ≤ 12√α
The´ore`me 2.4.4. Soit A : X → Y un ope´rateur line´aire compact et soit α > 0. Alors pour
chaque f ∈ Y il existe un unique φα ∈ X tel que
||Aφα − f ||2 + α||φα||2 = inf
φ∈X
{||Aφ− f ||2 + α||φ||2} (2.69)
Le minimiseur φα est donne´ par l’unique solution de
αφα +A
∗Aφα = A∗f (2.70)
et de´pend continuement de f .
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On peut voir cette optimisation quadratique comme une me´thode de pe´nalisation pour un des
proble`mes d’optimisation sous contrainte suivant :
1. Etant donne´ δ > 0, minimiser la norme ||φ|| sous la contrainte que l’erreur est borne´e
par ||Aφ− f || ≤ δ
2. Etant donne´ ρ > 0, minimiser l’erreur ||Aφ− f || sous la contrainte que la norme de φ est
borne´e par ||φ|| ≤ ρ
La premie`re interpre´tation me`ne au ”discrepancy principle” et la seconde au concept de ”quasi-
solution”. Le lecteur pourra consulter [42] pour plus d’information sur les me´thodes de re´gularisation
Tikhonov. Pre´cison pour ﬁnir que si les ope´rateurs en jeu sont non line´aires alors le caracte`re
mal pose´ du proble`me sera he´rite´ de la line´arisation que l’on fera sur ce proble`me non line´aire.
Ceci impliquera d’utiliser une me´thode de re´gularisation comme celle de Tikhonov par exemple.
2.4.4 Le cas de la diﬀraction inverse
Un exemple de proble`me inverse en particulier est la de´termination de la forme d’un ob-
jet 2d dans le cadre des e´quations de Helmholtz avec des conducteurs parfaits ou des objets
die´lectriques a` partir des mesures d’ondes diﬀracte´es que l’on note u∞. Pour plus de de´tails
sur ce cas, le lecteur pourra consulter le chapitre 3 pour les conducteurs parfaits ou 7 pour la
version die´lectrique. On expose dans ce qui suit quelques re´sultats sur l’unicite´ et des infor-
mations sur la question de l’existence d’une solution aﬁn de le´gitimer notre envie de re´soudre
ce proble`me inverse nume´riquement. Le lecteur pourra consulter [42] pour plus de de´tails dont
cette suite est principalement extraite.
L’unicite´
On e´tudie dans cette section selon quelles circonstances un objet conducteur parfait sera
de´termine´ de manie`re unique par la donne´e des champs lointains qu’il diﬀracte. Le lecteur ira
consulter la section 2.2.1 pour des de´tails sur le mode`le de diﬀraction sur un conducteur parfait.
On donne tout d’abord un re´sultat d’unicite´ base´ sur l’ide´e de Schiﬀer [78].
The´ore`me 2.4.5. Supposons que Ω1 et Ω2 sont deux objets conducteurs parfaits tels que leur
champ lointain coincide pour un nombre inﬁni d’ondes planes incidentes avec des directions
d’e´clairage diﬀe´rentes et une longueur d’onde λ ﬁxe´e. Alors Ω1 = Ω2.





2n + 1, (2.71)
avec k = 2π
λ
le nombre d’onde et tn,l les ze´ros positifs des fonctions de Bessel que l’on note
jn, i.e. jn(tn,l) = 0 pour n, l = 0, 1, .... Supposons de plus que les champs lointains coincident
pour N + 1 ondes planes incidentes avec des directions d’e´clairage diﬀe´rentes et une longueur
d’onde ﬁxe´e (λ ﬁxe´e donc k ﬁxe´). Alors Ω1 = Ω2.
Corollaire 2.4.1. Soit Ω1 et Ω2 deux objets diﬀractant contenus dans une boule de rayon
R telle que kR < π et supposons que les champs lointains coincident pour une onde plane
incidente avec une longueur d’onde λ ﬁxe´e. Alors Ω1 = Ω2.
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On peut montrer, avec les meˆmes arguments utilise´s dans les preuves de ces the´ore`mes (voir [42]
pour plus de de´tails), que l’objet diﬀractant est de´termine´ de fac¸on unique par la donne´e d’un
nombre inﬁni d’ondes planes incidentes de longueurs d’onde diﬀe´rentes (qui ne s’accumulent
pas a` l’inﬁni) et une direction d’e´clairage. Il existe aussi un analogue du The´ore`me 2.4.6 pour
un nombre ﬁni de longueurs d’onde avec une seule direction d’e´clairage. De savoir si la donne´e
d’une seule onde plane incidente de longueur d’onde λ ﬁxe´e dans une seule direction d’e´clairage
de´termine de fac¸on unique l’objet est un proble`me encore ouvert. Pour les objets die´lectriques
(voir section 7 pour une description plus comple`te) le proble`me de l’unicite´ se complique un
peu. Des re´sultats ont e´te´ obtenu par Nachman [87], Novikov [90], Ramm [99] et par Isakov
dans [66].
L’existence
Ensuite, la question de savoir s’il existe bel et bien une solution au proble`me de Helmholtz,
qu’il soit dans sa version conducteur parfait en section 2.8 ou sa version die´lectrique en sec-
tion 2.29, se pose. Mais cette dernie`re n’est pas la bonne question. En eﬀet, e´tant donne´ que
dans n’importe quelle situation re´elle les donne´es mesure´es ne sont pas des donne´es exactes,
une solution au proble`me inverse de diﬀraction n’existe pas force´ment. La bonne question a` se
poser est de savoir comment stabiliser le proble`me inverse (voir la section 2.4.3) et trouver des
solutions approche´es a` ce proble`me stabilise´.
Les premiers essais dans cette direction consistaient a` line´ariser le proble`me en le re´duisant
a` une e´quation inte´grale line´aire du premier ordre. Mais par de´ﬁnition de la line´arisation, on
ne prend pas en compte le caracte`re non line´aire du proble`me de diﬀraction inverse. Ainsi de
multiples diﬀractions par l’objet peuvent eˆtre ignore´es. On renvoie le lecteur a` [25, 37, 51, 77]
pour plus de de´tails sur cette line´arisation.
Les essais suivants pour traiter le proble`me de diﬀraction inverse sans line´arisation ont e´te´
eﬀectue´s par Imbriale et Mittra dans [65]. Puis dans les anne´es 80, on commenc¸a a` traiter le
coˆte´ non line´aire et la nature mal pose´e du proble`me. En particulier, le proble`me du conducteur
parfait que l’on retrouve en chapitre 3 qui consiste a` retrouver la forme Γ a` partir de u∞ a e´te´
e´tudie´ entre autres dans [16, 70, 76, 100]. Ces optimisations se faisaient alors de fac¸on ite´rative.
D’autres me´thodes permettant de re´soudre le proble`me inverse en le de´composant en une partie
line´aire mal pose´e et une partie non line´aire bien pose´e ont e´te´ e´tudie´es par Colton dans [39, 40,
41] et par Kirsch et Kress dans [73, 74, 75]. Plus tard viendront des me´thodes d’e´chantillonage
[21, 34, 42, 60] en particulier la Linear Sampling Method (LSM), introduite par Colton et
Kirsch dans [46], puis des me´thodes ite´ratives issues de l’optimisation de forme [6, 7, 11, 12,
85, 86, 98, 106] ou encore des me´thodes d’optimisation de forme globales [21, 26, 36, 79, 107].
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2.5.1 Introduction
La Linear Sampling Method (LSM) (soit me´thode d’e´chantillonage line´aire), a e´te´ intro-
duite dans [46] par Colton et Kirsch en 1996 pour l’identiﬁcation (a` une fre´quence donne´e) d’un
objet diﬀractant e´claire´ par des ondes planes provenant de toutes les directions a` partir de la
mesure de son champ lointain. Elle s’est ensuite beaucoup popularise´e (voir par exemple [42,
44, 45, 56, 60] et en particulier on fait re´fe´rence a` [31, 34, 38, 55, 61, 89] pour des applications).
A partir de la LSM, la me´thode de factorisation de Kirsch [71] et [72] a vu le jour en 1998. Des
re´sultats de convergence the´orique pour la LSM ont e´te´ obtenus assez tard en 2004 dans [18]
et en 2008 dans [62].
La me´thode LSM diﬀe`re des autres classiquement utilise´es en ce qu’elle ne ne´cessite pas
d’hypothe`ses simpliﬁcatrices sur la solution du proble`me direct. Elle e´vite en plus d’avoir re-
cours a` la re´solution du proble`me direct ce qui peut eˆtre utile si l’on traite un proble`me 3D.
Cette me´thode ne requiert pas non plus une connaissance pre´alable de la nature de l’objet
(re´ﬂe´chissant, absorbant ou pe´ne´trable). Il faut ne´anmoins montrer sa convergence au cas par
cas. Sa seule restriction est qu’elle ne permet de connaˆıtre que le support de l’objet diﬀractant
(et non pas ses caracte´ristiques par exemple). Mais, dans nombre de proble`mes ce support
constitue la seule information utile (comme pour les radars, l’imagerie me´dicale ou encore le
controˆle non destructif de structure).
2.5.2 Description de la me´thode
Pour de´crire la me´thode LSM nous avons besoin de de´ﬁnir quelques points. Supposons connu
un champ lointain u∞(xˆ, d) ne´ de la diﬀraction d’ondes incidentes uinc dans toutes les direc-
tions d ∈ SN−1 et en mesurant selon toutes les directions xˆ ∈ SN−1 sur un objet (pe´ne´trable
ou impe´ne´trable). Le lecteur pourra se re´fe´rer a` la section 2.2 pour plus d’information sur la
mode´lisation de cette diﬀraction dans le cas de conducteurs parfaits ou d’objets die´lectriques.




u∞(xˆ, d)g(d)ds(d), xˆ ∈ SN−1, g ∈ L2(SN−1)
L’ide´e de la me´thode LSM est alors de re´soudre l’e´quation inte´grale du premier ordre suivante
appele´e e´quation de champ lointain :
Fgz = Φ∞(., z) (2.72)
pour tous les points z ∈ R2 en utilisant une strate´gie de re´gularisation de type Tikhonov. La par-
tie de droite repre´sente le champ lointain cre´e´ par un point source Φ(., z) sans objet diﬀractant.
Dans un milieu homoge`ne normalise´, on de´ﬁnit une expression analytique du comportement
asymptotique de la fonction de Green :
Φ∞(xˆ, z) = e−ikxˆ.z, xˆ ∈ S1
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avec k > 0 le nombre d’onde (voir la preuve du Lemme 2.2.2 pour plus de de´tail). Dans le cas
d’un obstacle on a le the´ore`me suivant :
The´ore`me 2.5.1. Supposons que k2 ne soit pas une valeur propre de dirichlet de l’ope´rateur
−Δ dans Ω. On distingue alors deux cas. Si z ∈ Ω alors ∃gn ∈ L2(SN−1) telle que :
||Fgn −Φ∞(., z)|| −→ 0 lorsque n −→∞








ou` Hgz est l’onde de Herglotz de noyau gz. Puis, si z /∈ Ω, alors ∀gn ∈ L2(SN−1) telles que :








La LSM e´nonce donc que, hormis un ensemble discret de nombres d’onde, la norme de la
solution approche´e gz de l’e´quation de champ lointain est un indicateur pour reconnaitre l’objet
e´claire´. Dans la pratique, l’e´quation de champ lointain doit eˆtre re´gularise´e car elle ne posse`de
quasiment jamais de solution. On utilisera alors la me´thode de re´gularisation de Tikhonov
(voir section 2.4.3 pour un peu plus de de´tails) aﬁn de calculer une approximation regulie`re de
F−1Φ∞(xˆ, z). Cette re´gularisation consiste en la recherche de gαz solution, pour un parame`tre
de re´gularisation α donne´, de l’e´quation :
(α+ F ∗F )gαz = F
∗Φ∞(., z)
On utilisera alors plutoˆt ||gαz ||L2 que ||Hgz|| ou ||gz || comme crite`re indiquant si z ∈ Ω ou pas.
Notons que pour choisir α on utilise le crite`re de Morozov. Nume´riquement, on obtient apre`s
calcul une carte gz pour tout z ∈ D ⊂ R2. Il suﬃt alors de distinguer les zones ou` gz est le plus
e´leve´. Pour ce faire on utilise un cutoﬀ ou bien une segmentation d’image comme en section
10.1.
Remarque 2.5.1. Pour la me´thode de Factorisation, l’e´quation (2.72) est remplace´e par :
(F ∗F )
1
4 gz = Φ∞(., z)
On peut e´crire un the´ore`me :
The´ore`me 2.5.2. Supposons que k2 ne soit pas une valeur propre de Dirichlet de l’ope´rateur
−Δ dans Ω. On a alors :
Φ∞(., z) ∈ �m (F ∗F )
1
4 si et seulement si z ∈ Ω
Remarque 2.5.2. Dans la pratique, la reconstruction obtenue est quasiment la meˆme que
pour la me´thode LSM. Notons que si l’on sort du cadre champ lointain et milieu de propagation
homoge`ne, le the´ore`me 2.5.2 n’est plus vrai.
Deuxie`me partie
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3.1 Mise en place du proble`me
Le proble`me qui nous inte´resse est de retrouver le bord Γ d’une forme Ω ⊂ R2 a` partir
des mesures d’ondes que cette forme diﬀracte. On e´claire donc une forme Ω avec des ondes
planes dites incidentes uinc qui se diﬀractent au contact de Ω et deviennent des ondes dites
diﬀracte´es us. La manie`re dont elles se diﬀractent est re´gie par l’e´quation de Helmholtz dans le
cadre d’objets conducteurs parfaits dont on rappelle les notions de´crites en section 2.2.1 dans
la section 3.1.1 suivante. La section 3.1.2 de´crit ensuite le proble`me inverse qui nous inte´resse
via une fonction couˆt J de type moindres carre´s.
3.1.1 Le proble`me direct
On rappelle la formulation du proble`me direct dans le cas d’un conducteur parfait e´nonce´e
en section 2.2.1. Soit Ω ouvert borne´ re´gulier de RN , N = 2 ou 3. Notons que l’on prendra
N = 2 dans les applications nume´riques. Soit R > 0 tel que Ω ⊂ BR avec BR boule de rayon R.
L’e´quation de Helmholtz dans le cadre des conducteurs parfaits s’exprime comme la recherche




2us = 0 dans BR\Ω




= 0 sur SR
(3.1)
avec uinc = e
ikx.d l’onde incidente plane e´clairant dans la direction d ∈ RN telle que |d| = 1
et x ∈ BR\Ω, us l’onde dite diﬀracte´e, k = ωc = ω
√
�videµvide le nombre d’onde si R
N\Ω
est le vide et TR l’ope´rateur Dirichlet-to-Neumann de´ﬁni en section 2.2.1. On rappelle que ce
proble`me traduit la recherche de l’onde diﬀracte´e us issue de la propagation d’une onde plane







Figure 3.1 – Conducteur parfait Ω (objet impe´ne´trable) plonge´ dans du vide RN\Ω
Cette formulation dans une boule BR va permettre un calcul plus aise´ de la de´rive´e de forme
exprime´e dans le The´ore`me 3.2.1 de la section 3.2.
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3.1.2 Le proble`me inverse
Nous conside´rons le proble`me inverse qui consiste a` de´terminer Γ = ∂Ω minimum de la
fonctionnelle suivante :
J (Γ) := 1
2
�u∞(Γ)− umes∞ �2L2(SN−1) (3.2)
ou` umes∞ est le champ lointain mesure´ correspondant a` l’e´clairage de la forme Ωcible par une onde
incidente uinc e´clairant dans la direction unitaire d, S
N−1 la sphe`re unite´ et u∞(Γ) := u∞(Γ)(xˆ),
∀xˆ ∈ SN−1 de´signe le champ lointain issu de l’onde us cre´e´ par la diﬀraction d’une onde
incidente uinc e´clairant la forme Ω de bord Γ.
Remarque 3.1.1. Si l’on souhaite re´soudre ce proble`me en conside´rant m ondes incidentes,






�ul∞(Γ)− ul,mes∞ �2L2(SN−1) (3.3)
ou` ul,mes∞ est le champ lointain mesure´ correspondant a` l’e´clairage de la forme Ωcible avec
l’onde incidente ulinc e´clairant dans la direction unitaire d, S
N−1 la sphe`re unite´ et ul∞(Γ) :=
ul∞(Γ)(xˆ), ∀xˆ ∈ SN−1 de´signe le champ lointain issu de l’onde uls cre´e par la diﬀraction de








Figure 3.2 – Illustration du proble`me inverse de de´termination de la forme d’un objet
par mesures d’ondes diﬀracte´es. Les sources (en orange), re´parties uniforme´ment sur
360◦, e´clairent l’objet sonde´ a` l’aide d’ondes planes ulinc qui, apre`s diﬀraction par l’objet,
donnent ul = ulinc+u
l
s et seront ensuite mesure´es par des capteurs (en rouge aux meˆmes
emplacements que les sources) re´parties uniforme´ment sur 360◦ via ul∞. La connaissance
de ces ondes diﬀracte´es lointaines permettra, via un algorithme, de reconstruire l’objet
diﬀractant.
Ce genre de proble`me inverse est mal pose´ en ge´ne´ral. On a esquisse´ quelques e´lements de
re´ponse quand au caracte`re mal pose´ de tels proble`mes et a` la fac¸on de faire pour rendre un
tel proble`me bien pose´ via certaines re´gularisations dans les rappels en section 2.4.
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Le proble`me adjoint
Posons le proble`me adjoint au proble`me direct (2.8) (e´quivalent au proble`me (3.1)) pour
la fonction couˆt conside´re´e (3.2) qui nous servira a` e´tablir une forme pratique de la de´rive´e de
forme en section 3.2.2.
De´ﬁnition 3.1.1. On de´ﬁnit le proble`me adjoint au proble`me (2.8) pour la fonction couˆt (3.2)
comme e´tant le proble`me suivant : chercher ps ∈ H2loc(RN\Ω) ∩H1loc(RN\Ω) tel que

Δps + k
2ps = 0 dans R
N\Ω





|∂rps + ikps|2ds = 0
(3.4)
avec pinc = H(u∞ − umes∞ ) et, on le rappelle (voir de´ﬁnition 2.2.2), ∀y ∈ Γ
H(u∞ − umes∞ )(y) =
�
SN−1
(u∞ − umes∞ )(xˆ)eikxˆ.yds(xˆ)
Remarque 3.1.2. Le proble`me (3.4) a une condition entrante de radiation donc le conjugue´
ps a une condition sortante de radiation. On peut e´crire le proble`me re´solu par ps : chercher
ps ∈ H2loc(RN\Ω) ∩H1loc(RN\Ω) tel que

Δps + k
2ps = 0 dans R
N\Ω





|∂rps − ikps|2ds = 0
(3.5)
La solution ps du proble`me (3.5) nous inte´resse car c’est cette expression conjugue´e qui inter-
viendra dans les calculs de la de´rive´e de forme en section 3.2.2.
Remarque 3.1.3. On peut retrouver ce proble`me adjoint en utilisant un Lagrangien (voir la
section 3.2.2).
On re´e´crit le proble`me adjoint (3.5) dans BR a` travers le Lemme suivant.
Lemme 3.1.1. Soit BR ⊂ RN une boule de rayon R > 0 tel que Ω ⊂ BR. Alors le proble`me
(3.5) e´quivaut a` chercher p = ps + pinc ∈ H2loc(BR\Ω) ∩H1loc(BR\Ω) tel que :


Δp+ k2p = 0 dans BR\Ω







H(u∞ − umes∞ )− TR[H(u∞ + umes∞ )] sur SR
(3.6)




2ps = 0 dans BR\Ω




= 0 sur SR
(3.7)
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2pinc = 0 dans BR\Ω







H(u∞ − umes∞ ) + TR[H(u∞ − umes∞ )] sur SR
(3.8)
Preuve :De meˆme que pour la reformulation du proble`me direct en section 2.2.1, la de´monstration
se fait entie`rement d’apre`s la de´ﬁnition de l’ope´rateur TR. En eﬀet, il suﬃt d’e´crire que
TR(φ) = −∂ps∂n avec φ = ps sur SR pour obtenir la condition sur SR. Ainsi la partie sur
R
N\BR est controˆle´ par l’ope´rateur TR et la condition au bord sur SR est ainsi construite. �
Le The´ore`me suivant e´nonc¸ant le caracte`re bien pose´ du proble`me adjoint (3.6) est identique
au The´ore`me 2.2.1 pour le proble`me direct (2.26). On le rappelle :
The´ore`me 3.1.1. Le proble`me adjoint (3.6) de Helmholtz (2.26) est un proble`me bien pose´, i.e.
il admet une solution p ∈ H2loc(RN\Ω)∩H1loc(RN\Ω), celle-ci est unique et de´pend continuement
des donne´es pinc avec les estimations suivantes :
||p||H2(K) ≤ c1(K)||pinc||H1/2(Γ) ∀K compact de RN\Ω
||p||H1(K) ≤ c2(K)||pinc||H1/2(Γ) ∀K compact de RN\Ω
(3.9)
(3.10)
avec c1(K), c2(K) constantes strictement positives de´pendant de K.
Preuve : voir section 2.5 du livre de Ne´de´lec [88]. �
3.2 Calcul de la de´rive´e de forme
Cette section est de´die´e au calcul de la de´rive´e de forme de la fonction couˆt (3.2) dans le
cas d’objets conducteurs parfaits. Cette de´rive´e de forme sera d’importance cruciale pour les
simulations nume´riques. Voici donc l’expression de la de´rive´e de forme via un the´ore`me :
The´ore`me 3.2.1. Soit u ∈ H2loc(RN\Ω) ∩ H1loc(RN\Ω) solution du proble`me de Helmholtz
en conducteur parfait (2.8). Soit J (Γ) := 12�u∞(Γ) − umes∞ �2L2(SN−1) la fonction couˆt. Soit
p ∈ H2loc(RN\Ω)∩H1loc(RN\Ω) solution du proble`me adjoint (3.4) a` (2.8) pour la fonction couˆt
conside´re´e. Alors la de´rive´e de J par rapport a` Γ dans la direction θ, appele´e de´rive´e de forme,
s’e´crit :











Corollaire 3.2.1. Soit m le nombre d’ondes incidentes d’e´clairage. Soit ul ∈ H2loc(RN\Ω) ∩
H1loc(R
N\Ω) solution du proble`me de Helmholtz en conducteur parfait (2.8) avec une onde
incidente ulinc = e
ikx.dl e´clairant dans la direction dl, pour 1 ≤ l ≤ m. Soit J la fonction couˆt
(3.3). Soit pl ∈ H2loc(RN\Ω) ∩H1loc(RN\Ω) solution du proble`me adjoint (3.4) a` (2.8) pour la
fonction couˆt conside´re´e. Alors la de´rive´e de J par rapport a` Γ dans la direction θ, appele´e
de´rive´e de forme, s’e´crit :
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Preuve du The´ore`me 3.2.1 : On trouvera deux preuves du the´ore`me dans les deux sec-
tions suivantes. La premie`re calcule la de´rive´e de forme en utilisant un adjoint que l’on fait
apparaˆıtre. La seconde utilise un Lagrangien, proce´de´ classique de calcul d’une de´rive´e de forme
en optimisation de forme. �
3.2.1 Une premier calcul via un adjoint
Un re´sultat classique (voir [105] pour les premiers calculs de ce type) est le calcul de la
diﬀe´rentielle de J applique´e a` une direction θ. Il s’e´crit :
J �(Γ)(θ) = �
�
SN−1
(u∞(Γ)− umes∞ )vθ∞ds (3.13)
ou` vθ∞ := u�∞(Γ)(θ) est la de´rive´e de u∞ par rapport a` Γ dans la direction θ. On a que vθ∞ est
le champ lointain associe´ a` vθ solution du proble`me suivant (voir [104], section 1.6 page 4) qui
consiste a` chercher vθ ∈ H2loc(RN\Ω) ∩H1loc(RN\Ω) tel que :

Δvθ + k2vθ = 0 dans RN\Ω





|∂rvθ − ikvθ|2ds = 0
(3.14)
avec u solution de (2.8). En utilisant le meˆme raisonnement que pour le calcul de us dans la










θ(y)Φ(x, y) + ∂nΦ(x, y)∂nu(θ.n)]ds(y)
(3.15)
(3.16)
avec Φ(., y) fonction de Green solution de l’e´quation (2.13). On en de´duit la repre´sentation du









L’e´quation (3.17) constitue une premie`re expression de la de´rive´e dans la direction θ. Par contre
si l’on souhaite connaitre cette de´rive´e dans plusieurs directions θm, il faudra alors re´soudre
m proble`mes (3.14) puisque le terme θm.n apparait dans la formulation de ce proble`me. Ceci
peut devenir tre`s vite peu pratique lorsque l’on souhaite la de´rive´e dans une multitude de
directions. On peut donc, pour pallier ce proble`me, introduire un e´tat adjoint pour la fonction
couˆt conside´re´e et ainsi obtenir l’expression de la de´rive´e en fonction de cet e´tat adjoint. On
peut faire cela soit en s’aidant d’un Lagrangien comme dans la section 3.2.2 soit directement
en multipliant (3.14) par une fonction test et en inte´grant par parties.
Regardons donc cette fac¸on de faire. Soit p ∈ H2loc(RN\Ω) ∩H1loc(RN\Ω) solution de (3.6).
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H(u∞ − umes∞ ) + TR(H(u∞ − umes∞ ))
�

























H(u∞ − umes∞ ) + TR(H(u∞ − umes∞ ))
�
(3.19)




= TR(H(u∞ − umes∞ )) +
∂
∂n
H(u∞ − umes∞ )














































On multiplie ensuite l’e´quation (3.8) par vθ et on inte`gre deux fois par parties sur BR\Ω. Cela
donne l’e´galite´ suivante en remarquant que pinc et v










































Regardons maintenant l’expression de la de´rive´e de forme J �(Γ)(θ). Elle s’e´crit en utilisant
(3.17)
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puis, en intervertissant les inte´grales sur SN−1 et Γ (possible puisque les champs sont re´guliers
et SN−1 et Γ sont compacts) on a :












que l’on peut re´e´crire en utilisant l’ope´rateur H :











ou encore avec pinc = H(u∞ − umes∞ ) de´ﬁni sur BR\Ω :











Avec l’e´quation (3.22) il vient donc :






ce qui s’e´crit aussi :











et termine le calcul de la de´rive´e de forme.
En ge´ne´ral l’e´tat adjoint n’est pas si facilement identiﬁable et l’utilisation d’un Lagrangien
s’ave`re alors souvent ne´cessaire. On renvoit le lecteur au calcul de la de´rive´e de forme via ce
Lagrangien dans la section 3.2.2 suivante.
3.2.2 Me´thode du Lagrangien
La me´thode du Lagrangien est une me´thode simple et rigoureuse de`s lors que l’on suppose
u et p de´rivables par rapport a` Γ. Avec l’ope´rateur TR de´ﬁni en section 2.2.1 on a re´ussi
a` se ramener a` des proble`mes borne´s que l’on trouvera en section 2.2.1. On de´ﬁnit alors le
Lagrangien suivant :
De´ﬁnition 3.2.1. Soientt v, q ∈ H2loc(RN\Ω)∩H1loc(RN\Ω) inde´pendants l’un de l’autre et de
Γ = ∂Ω. Soit BR une boule de rayon R > 0 contenant Ω et SR = ∂BR. On suppose que v





|∂rv − ikv|2ds = 0 (3.24)
ce qui permet d’utiliser le comportement asymptotique v∞ de v de´ﬁni en section 2.2.1. On
de´ﬁnit alors le Lagrangien suivant a` partir du proble`me direct (2.26) et de la fonction couˆt
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(3.2) :
L˜(Γ, v, q, λd, µd) :=1
2



















Notons que, disposant d’une condition de Dirichlet sur Γ pour le proble`me direct (2.26), le La-
grangien doit s’e´crire avec une condition sur Γ permettant la prise en compte de cette condition
de Dirichlet. Dans notre cas, la condition de Dirichlet n’est pas prise en compte avec le Lagran-
gien naturel re´sultant de la seule somme de la fonction couˆt et de la formulation variationnelle
du proble`me direct. On la prend donc en compte avec les parame`tres λd et µd controˆlant respec-
tivement la condition de Dirichlet pour le proble`me direct et pour le proble`me adjoint. Une autre
e´criture du Lagrangien est possible en prenant en compte les valeurs optimales des parame`tres






. Le Lagrangien s’e´crit alors de manie`re simpliﬁe´ :
L(Γ, v, q) :=1
2

























La de´rive´e nulle du Lagrangien L par rapport a` la variable q pris au point (Γ, u, p) donne l’e´tat
direct. Par rapport a` v on obtient au meˆme point le proble`me adjoint. Et par rapport a` Γ on
obtient la de´rive´e de forme. Le meˆme raisonnement s’applique pour le Lagrangien L˜ avec en
supple´ment l’annulation de la de´rive´e de L˜ par rapport a` λd et µd aﬁn de trouver leurs valeurs
optimales.
Remarque 3.2.1. Notons que dans tous les calculs qui vont suivre, pour prouver qu’une quan-
tite´ est nulle il suﬃra de montrer que ses parties re´elles et imaginaires sont nulles en prenant
φ, fonction test, re´elle ou imaginaire pur.
Le proble`me direct
On de´rive donc le Lagrangien (3.26) par rapport a` q dans la direction φ, pour tout φ ∈
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En prenant φ et ∂φ
∂n
nulles sur les bords Γ et SR on obtient dans BR\Ω
Δu+ k2u = 0
Puis, avec φ = 0 et ∂φ
∂n
�= 0 sur Γ ∪ SR, on obtient les conditions sur les bords Γ puis SR
suivantes :
u = 0 sur Γ
∂u
∂n
+ TR(u) = Sm sur SR
On retrouve donc le proble`me direct (2.26) e´quivalent au proble`me (3.1).
L’e´tat adjoint
On note tout d’abord J˜ (v) = 12�v∞(v)− umes∞ �2L2(SN−1) pour signiﬁer explicitement que la
fonction couˆt de´pend de la fonction v ve´riﬁant une condition de radiation (3.24). Par de´ﬁnition,
on a que J˜ (u) = J (Γ). Ainsi, cette notation via J˜ va simpliﬁer les calculs pour la suite. On
de´rive alors le Lagrangien par rapport a` v dans la direction φ, pour tout φ ∈ C∞0 (RN )∩H1loc(BR)
























ce qui donne apre`s une inte´gration par parties du second terme :























En prenant φ et ∂φ
∂n
nulles sur les bords Γ et SR on obtient dans BR\Ω
Δp+ k2p = 0
Ensuite, tout comme pour l’e´tablissement du proble`me direct, il ne reste que des termes sur
ces deux bords. Avec φ = 0 et ∂φ
∂n
�= 0 on obtient la condition sur le bord Γ :
p = 0 sur Γ
Ensuite, on sait e´crire J˜ �(v)(φ) comme une inte´grale sur SR (voir l’e´tablissement de la formule
(9.30) en section (9.1.2)). Ainsi :




TR(H(u∞ − umes∞ )) +
∂H
∂n
(u∞ − umes∞ )
�
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et l’e´criture de J˜ �(v)(φ) on obtient, e´tant donne´ que l’e´galite´ est vraie ∀φ ∈ C∞0 (RN ), la
dernie`re condition sur le bord SR :
∂p
∂n
+ TR(p) = TR(H(u∞ − umes∞ )) +
∂H
∂n
(u∞ − umes∞ )
On retrouve donc le proble`me adjoint (3.6).
La de´rive´e de forme
On e´crit tout d’abord d’une fac¸on le´ge`rement diﬀe´rente le Lagrangien (3.26) en inte´grant
par parties le terme
�
BR\Ω∇v∇q :
L(Γ, v, q) := 1
2


























Remarque 3.2.2. Si on utilise le Lagrangien (3.26) pour le calcul de la de´rive´e de forme, on
obtient une de´rive´e tout aussi valable mais plus diﬃcile a` utiliser nume´riquement.
On de´rive alors le Lagrangien (3.28) par rapport a` Γ dans la direction θ au point (Γ, u, p) pour
obtenir notre de´rive´e de forme. Cette de´rivation s’eﬀectue par l’utilisation du diﬀe´omorphisme
θ comme de´crit en section 2.3.4. On a aussi que la de´rive´e du Lagrangien (3.28) par rapport a`
Γ dans la direction θ est exactement la de´rive´e de forme recherche´e. Ainsi, on calcule la de´rive´e
de forme ∀θ ∈W 1,∞(RN ,RN ) :
J �(Γ)(θ) :=< ∂L
∂Γ



















u et H = div(n) la courbure. La partie HT1 est nulle sur Γ puisque u = 0 sur Γ,
de meˆme que le terme contenant (Δu+ k2u)p puisque p = 0 sur Γ et Δu+ k2u = 0 dans BR\Ω








ce qui nous donne la de´rive´e de forme suivante








On retrouve bien la de´rive´e de forme e´nonce´e dans le The´ore`me 3.2.1.
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4.1 La me´thode de Descente de gradient (DG)
4.1.1 Introduction
La me´thode du gradient est un algorithme classique en optimisation que l’on va appliquer
ici aux variations de formes, sujet notamment aborde´ dans [6].
Soit F une fonction d’un espace de HilbertH dans R dont on souhaite chercher un minimum.
La me´thode du gradient consiste en la construction d’une suite (xi)i≥0 ⊂ H avec :
xi+1 = xi − hisi (4.1)
ou` hi est un re´el positif petit et si est la direction de descente de´ﬁnie par si = F
�(xi). Notons
que si si �= F �(xi) alors on parle seulement d’une me´thode de descente et pas de descente de
gradient.
Si F �(xi) n’est pas nul, alors pour hi suﬃsamment petit on a F (xi+1) < F (xi). En initialisant
l’algorithme avec n’importe quel e´le´ment x0 ∈ H, et si F est fortement convexe, xi converge




En optimisation de forme, la fonction couˆt J prend le roˆle de F , Ωi (forme a` l’ite´ration i)
prend le roˆle de xi et l’espace H n’est plus un espace de Hilbert mais un sous-ensemble des
ouverts de RN (avec habituellement N = 2 ou 3) et n’a pas de structure topologique pour la
diﬀe´rentiation. Ne´anmoins on va pouvoir appliquer la me´thode de gradient a` deux conditions :
de´ﬁnir ce qu’est la variation de forme (ce qui a e´te´ fait pre´ce´demment en section 2.3.4), et
munir l’espace ou` s’eﬀectuent les variations de forme d’une structure Hilbertienne.
Ainsi, pour appliquer la me´thode de gradient, on a besoin d’associer a` la de´rive´e de forme
J �(Ω) une direction de descente. On a vu dans la section 2.3.4 que cette direction de descente
que l’on note θ est dans W 1,∞(Ω,RN ) �⊂ H1(Ω;RN ). On munit donc l’espace des champs de
vecteurs de Ω dans RN avec, par exemple, une structure hilbertienne H1(Ω;RN ). Dans ce cas,
une fac¸on de faire est de chercher une direction de descente s comme e´tant l’unique e´le´ment
s ∈ H1(Ω;RN ) tel que pour tout θ ∈ H1(Ω;RN ) l’on ait :�
Ω
(∇s.∇θ + s.θ)dx = J �(Ω)(θ) (4.2)
ou` J �(Ω)(θ) est la de´rive´e de forme de J dans la direction θ de´ﬁnie en section 2.3.4. Cette
formulation (4.2) sera ainsi simple a` re´soudre avec des e´le´ments ﬁnis par exemple. On s’assure
alors qu’il existe une direction de descente qui nous convienne. En prenant θ = −hs, on obtient
dans le de´veloppement limite´ de J avec Ω = (Id+ θ)Ω0 :
J (Ω) = J (Ω0)− hJ �(Ω)(s) +O(h2)
= J (Ω0)− h � s �2H1(Ω;RN ) +O(h2) (4.3)
assurant la diminution de la fonction couˆt pour h assez petit.
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4.1.2 Algorithme
On se place dans le cadre des conducteurs parfaits re´gi par les e´quations de la section
3.1.1. Pour rappel des sections 3.1.1 et 3.1.2, on cherche a` retrouver une forme Ωcible. Pour
ce faire, on e´claire cette forme cible avec m ondes incidentes planes ulinc, l = 1, ...,m et on
mesure les donne´es synthe´tiques ul∞, l = 1, ...,m ainsi obtenues. Cette mesure s’eﬀectue avec
un bruit de l’ordre de 1%. On va donc construire une me´thode d’optimisation ite´rative a` l’aide
de l’algorithme de descente de gradient permettant de recouvrir ce bord Γcible en partant d’un






�ul∞(Γ)− ul,mes∞ �2L2(SN−1) (4.4)
ou` SN−1 est la sphe`re unite´, ul∞(Γ) est le champ lointain de l’onde diﬀracte´e correspondant a`
l’onde incidente nume´ro l obtenu sur la forme Γ et ul,mes∞ est le champ lointain mesure´ de l’onde
diﬀracte´e correspondant a` l’onde incidente nume´ro l obtenu sur la forme recherche´e Γcible. Pour
minimiser J a` l’aide de notre algorithme de descente de gradient, on a besoin de rappeler
l’expression de la de´rive´e de forme calcule´e en section 3.2.2 :













avec respectivement ul et pl les solutions des proble`mes direct et adjoint pour une onde incidente
de direction l de´ﬁnie dans les sections 3.1.1 et 3.1.2.
Une structure Hilbertienne ade´quate
On munit l’espace des champs de vecteur de Ω dans RN d’une autre structure Hilbertienne
que celle de´crite par la formulation (4.2). Notre de´rive´e de forme s’e´crivant comme une inte´grale






















ou` τ est la tangente a` Γ et α1 et α2 sont deux constantes strictement positives choisies a
posteriori (α1 = α2 = 1 dans un premier temps) permettant un controˆle plus fort de l’une ou
l’autre des inte´grales. L’e´criture (4.6) constitue une re´gularisation de la de´rive´e de forme (4.5)
au sens ou` le champ de vecteur s est plus re´gulier que le champ de vecteur θ.
La question du pas de descente
Dans l’algorithme de descente de gradient, il est question d’un pas de descente. Celui-ci doit
eˆtre assez petit pour permettre une diminution de la fonction couˆt. Ainsi, a` chaque ite´ration i
de l’algorithme DG, il conviendra de construire un tel pas hi. Pour ce faire, il n’y a pas d’autre
moyen que de prendre dans un premier temps un pas hi que l’on suppose assez petit (pas de
la pre´ce´dente ite´ration par exemple), de regarder si avec ce pas la fonction couˆt a diminue´, et
de re´duire ce pas si ce n’est pas le cas (en le divisant par 2 par exemple). Il convient alors de
recommencer cette e´tape autant de fois que ne´cessaire aﬁn de trouver un pas hi conduisant a`
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une diminution de J . Dans le cas d’une minimisation sous contrainte ou` la contrainte n’est pas
strictement ve´riﬁe´e a` chaque ite´ration (ce qui est le cas ici avec la pe´nalisation sur le pe´rime`tre
qui va suivre), il est possible d’autoriser de le´ge`res augmentations de la fonction couˆt. Cette
tole´rance de remonte´e peut permettre une optimisation plus globale de notre algorithme en
nous autorisant a` sortir d’un minimum local.
Le crite`re d’arreˆt
Le crite`re d’arreˆt doit permettre un arreˆt de l’algorithme lorsque l’on est proche d’un
minimum. On pourrait arreˆter l’algorithme lorsque la fonction couˆt ne diminue plus assez ou
lorsque la de´rive´e de forme est suﬃsamment petite pour une certaine norme. Mais ce qui est
usuellement fait est l’arreˆt de l’algorithme au bout d’un certain nombre d’ite´rations, avec la
possibilite´ de reprendre l’algorithme plus tard a` partir du dernier maillage si l’on juge que c’est
utile.
L’algorithme de´taille´
On de´crit ci-dessous la mise en place des donne´es ne´cessaires a` l’algorithme d’optimisation
de forme par Descente de Gradient.
Mise en place des donne´es initiales : de´clarations
Construction forme/maillage de re´fe´rence et initial
1 - Construction de Γcible bord recherche´ : un carre´ de coˆte´ de longueur 1
2 - Construction de Γ0 bord initial : un cercle de rayon 1 proche de Γcible
Initialisations : j ← 0
3 - Re´solution du proble`me direct (3.1) sur Γcible pour des champs incidents
uinc(d), i ∈ {1, ...,m}, pour d ∈ S1 maille´ uniforme´ment par m points.
4 - Cela permet le calcul des champs lointains umes∞ (xˆ, d) pour la conﬁguration
de re´fe´rence Γcible pour xˆ, d ∈ S1.
On de´crit ensuite l’algorithme de descente de gradient pour l’optimisation de la forme d’un
objet conducteur parfait (voir section 2.2.1) a` partir de mesures d’ondes diﬀracte´es.
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Algorithme d’optimisation de forme par Descente de Gradient
dans le cadre d’un conducteur parfait
1 - Initialisation du pas de descente h0.
Boucle sur j : Tant que j < Nmax
2 - Re´solution du proble`me direct (3.1) et adjoint (3.6) sur Γj pour des
champs incidents uinc(d) et pinc(d), i ∈ {1, ...,m}, avec d ∈ S1 maille´
uniforme´ment parm points. On dispose alors de ul et pl pour l ∈ {1, ...,m}.
3 - Calcul de la fonction couˆt J (Γj) via (4.4).
4 - Calcul du gradient de forme −�ml=1�[∂ul∂n ∂pl∂n ].
5 - Re´gularisation du Gradient de forme en cherchant sj solution de (4.6).
6 - Calcul de la direction de descente θj = −hjsj.
7 - Obtention de Γj+1 par de´formation de Γj dans la direction θj.
8 - Re´solution du proble`me direct (3.1) sur Γj+1
9 - Calcul de la fonction couˆt J (Γj+1) via (4.4).
10 - Comparaison des fonctions couˆts. Si J (Γj+1) > J (Γj)
alors diminution du pas de descente hj et retour a` l’e´tape - 7 -
11 - On incre´mente : j ← j + 1
Fin Tant que
Une pe´nalisation sur le pe´rime`tre
On eﬀectuera sur certains cas test une pe´nalisation sur le pe´rime`tre de la forme qui per-
mettra d’augmenter la re´gularite´ et de ”lisser” les bords Γj. Autrement dit, cette pe´nalisation
est une fac¸on de rendre le proble`me bien pose´ en e´liminant les hautes fre´quences. En eﬀet, on
constate sur les cas test de l’ellipse en Figure 4.7 et 4.8 l’apparition d’inclusions invisibles pour
les ondes lorsque l’initialisation de la forme est trop e´loigne´e de celle recherche´e. En pe´nalisant
le pe´rime`tre, nous allons donc faire en sorte que celui-ci soit minimum, ce qui a priori devrait
nous permettre de converger plus facilement vers la forme recherche´e Γcible.










La fonctionnelle avec pe´nalisation que l’on souhaite minimiser est alors :




ou` αp de´signe le parame`tre de la pe´nalisation (αp >> 1).
On souhaite aussi avoir une pe´nalisation du pe´rime`tre qui s’adapte. Pour ce faire, on utilisera
un sche´ma d’Uzawa que l’on modiﬁera le´ge`rement. Ainsi, on se donne un pe´rime`tre Pcible proche
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et on introduit le Lagrangien du proble`me sous contrainte :
Lp = J (Γ) + αp(P(Γ) − Pcible)
ou` le coeﬃcient αp sera mis a jour a` chaque ite´ration par l’algorithme d’Uzawa modiﬁe´ suivant :
αi+1p = PR+(α
i
p + t[P(Γ)− Pcible]) = max(0, αip + t[P(Γ) − Pcible]) (4.7)
avec PR+ la projection sur R
+ et t > 0 de´signe le parame`tre de l’algorithme que l’on ﬁxe dans un
premier temps a` 0.2. On a ainsi une pe´nalisation automatique du pe´rime`tre. Cette pe´nalisation
est forte lorsque la diﬀe´rence P(Γ)−Pcible est grande, et faible lorsqu’elle est petite. On indiquera
explicitement dans les cas test qui vont suivre si la pe´nalisation du pe´rime`tre est utilise´e.
4.1.3 Imple´mentation
L’imple´mentation a e´te´ eﬀectue´e en FreeFem++ pour ce qui est de la partie calcul (4.5)
et re´gularisation (4.6) du gradient et de´formation du maillage via la me´thode de Descente de
Gradient (4.1). Les maillages utilise´s pour ses calculs sont creux (i.e. on ne maille que le bord du
domaine Γ = ∂Ω) et cre´e´s avec l’algorithme inte´gre´ de FreeFem++. On utilisera des e´le´ments
ﬁnis P1 sur ces maillages lors de la re´gularisation. Notons que ce type de maillage ne permet
pas les changements de topologie et que les noeuds sont redistribue´s avec FreeFem++ a` chaque
ite´ration aﬁn de toujours de´tenir une re´partition homoge`ne des points du bord.
On a utilise´ le code Fortran ”sampling 2d” 1 de H. Haddar pour la partie re´solution des
proble`mes directs (3.1) et adjoints (3.6). Un couplage entre ce solveur et l’algorithme d’opti-
misation en FreeFem++ a e´te´ ne´cessaire. Il consiste principalement en l’e´criture formate´e dans
des ﬁchiers textes des informations dont a besoin le solveur ”sampling 2d”. La visualisation a
e´te´ eﬀectue´e avec l’utilitaire ﬂash ”ﬀ2swf” developpe´ avec O. Pantz permettant de cre´er une
animation ﬂash de l’optimisation comple`te. La visualisation peut aussi s’eﬀectuer par les rendus
graphiques de FreeFem++.
4.1.4 Re´sultats nume´riques
Tous les cas test suivants ont e´te´ eﬀectue´s avec le mode`le du conducteur parfait, avec 20
observations et 20 ondes incidentes re´parties uniforme´ment sur 360 degre´s, un bruit de 1% et
une longueur d’onde de λ = 1 (sans unite´, nous avons adimensionne´ toutes les variables). On
notera qu’un grand nombre d’observations et d’ondes incidentes est inutile : 20 observations et
20 ondes incidentes sont suﬃsantes. Il faut toutefois un nombre minimum d’ondes pour capter
un minimum d’information.
1. voir le site de H. Haddar : www.cmap.polytechnique.fr/∼haddar/
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Une composante connexe
Ci dessous (Figures 4.1 et 4.2) le cas test d’un carre´ de coˆte´ 2. On a pris une longueur
d’onde de 1 qui permet de capter assez bien les de´tails du carre´. Une longueur d’onde plus
grande que la taille du coˆte´ du carre´ aurait donne´ des re´sultats moins satisfaisants au niveau
de la pre´cision. On initialise donc l’algorithme d’optimisation avec un cercle non centre´ sur le
carre´. Ce cercle n’e´tant pas trop e´loigne´, la convergence vers le carre´ au cours des ite´rations
est assez rapide. On constate aussi cette bonne convergence en repre´sentant la fonction couˆt
(Figure 4.3) : elle est strictement de´croissante.
Figure 4.1 – Cas test d’un carre´ simplement connexe. Gauche : initialisation avec un
cercle. Droite : 3e`me ite´ration en DG.
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Figure 4.2 – Cas test d’un carre´ simplement connexe. Gauche : 6e`me ite´ration en DG.



















Figure 4.3 – Cas test d’un carre´ simplement connexe. Trace´ de la fonction couˆt au cours
des ite´rations dans le cas d’une initialisation avec un cercle.
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Ci dessous (Figures 4.4 et 4.5) le cas test sur un carre´ de coˆte´ 2 mais avec une initialisation en
L. On constate au cours des ite´rations la formation d’un creux au centre du carre´ et la cre´ation
de deux bras tendant a` se rejoindre mais n’y arrivant pas. L’algorithme s’arreˆte au bout d’un
moment, le maillage au niveau des bras cre´e´s se chevauchant. Cette obstruction ge´ome´trique
empeˆche donc la convergence vers le minimum global bien que la courbe de la fonction couˆt
(Figure 4.6) soit de´croissante. On remarque visuellement que l’algorithme a tendance a` cre´er un
trou a` l’inte´rieur du carre´ tout en essayant de fermer a` l’aide des deux bras. Ainsi, meˆme sans
cette obstruction ge´ome´trique, il y a des chances pour que l’algorithme n’ait pas pu converger
vers le minimum global. L’initialisation avec la forme en L consitue alors une initialisation trop
e´loigne´e de la forme cible Γcible.
Figure 4.4 – Cas test d’un carre´ simplement connexe. Gauche : initialisation en L.
Droite : 12e`me ite´ration en DG
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Figure 4.5 – Cas test d’un carre´ simplement connexe. Gauche : 30e`me ite´ration en DG.




















Figure 4.6 – Cas test d’un carre´ simplement connexe. Trace´ de la fonction couˆt au cours
des ite´rations dans le cas d’une initialisation en L.
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Pour illustrer encore l’importance de l’initialisation pour cette algorithme, ci-dessous (Fi-
gure 4.7, 4.8 et 4.9) trois cas test sur une ellipse. Le premier et le deuxie`me cas test montrent
le re´sultat d’une initialisation trop lointaine : il y a de´croissance de la fonction couˆt jusqu’a` un
point ou` l’optimisation ne permet plus l’ame´lioration de la forme dans un temps raisonnable.
L’algorithme a e´te´ arreˆte´ a` l’ite´ration 48 (voir la courbe de gauche de la Figure 4.10) : le pas
de descente devient trop petit a` cause de la non re´gularite´ de la forme a` l’ite´ration 48 (voir
l’image de droite des Figures 4.7 et 4.8). En eﬀet, la formule (4.5) de la de´rive´e de forme n’est
valable que pour les contours re´guliers. L’ajout d’une pe´nalisation sur le pe´rime`tre (voir section
4.1.2), aﬁn de re´gulariser un peu notre forme, n’a pas permis d’ame´liorer ces deux cas test.
L’initialisation est trop e´loigne´e de la forme cible Γcible. Le dernier cas test, initialise´ avec une
forme assez proche de Γcible, permet une convergence vers le minimum global. On peut voir les
trace´s des fonctions couˆts au cours des ite´rations en Figure 4.10.
Figure 4.7 – Cas test 1 de l’ellipse. Gauche : initialisation exte´rieure avec une ellipse.
Droite : ite´ration 48 en DG.
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Figure 4.8 – Cas test 2 de l’ellipse. Gauche : initialisation inte´rieure avec une ellipse.
Droite : ite´ration 48 en DG.
Figure 4.9 – Cas test 3 de l’ellipse. Gauche : initialisation exte´rieure proche avec une
ellipse. Droite : ite´ration 22 en DG.
































Figure 4.10 – Trace´ des fonctions couˆts dans les cas test de l’ellipse. Gauche : allure de
la fonction couˆt pour le cas test 2 (similaire pour le cas test 1). Droite : trace´ pour le cas
test 3.
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Deux composantes connexes
On a ici essaye´ de retrouver la forme de deux disques connexes (Figure 4.11). On a aussi
modiﬁe´ selon les cas test l’espacement entre les deux disques. Plus cet espacement est petit,
plus la me´thode a du mal a` retrouver la vrai forme Γcible. De plus, e´tant donne´ que l’on se
trouve en optimisation ge´ome´trique, et que l’on initialise avec un objet simplement connexe, il
n’est pas possible de ﬁnir avec deux objets connexes, la me´thode ne le permettant pas. Ajoutons
que pour obtenir le re´sultat ci-dessous, il a fallu utiliser une pe´nalisation du pe´rime`tre (avec un
sche´ma d’Uzawa pour le calcul du parame`tre αp, voir section 4.1.2)) sinon l’optimisation aurait
converge´ vers un minimum local encore plus e´loigne´. La fonction couˆt (Figure 4.12) montre la
convergence vers un minimum local. Les deux centres des cercles sont espace´s d’une longueur
d’onde (valant 1), et les cercles sont de rayon 0.3. La distance entre les deux cercles est donc
de 0.4.
Figure 4.11 – Cas test de deux cercles se´pare´s avec pe´nalisation du pe´rime`tre. Gauche :

















Figure 4.12 – Cas test de deux cercles se´pare´s avec pe´nalisation du pe´rime`tre. Trace´ de
la fonction couˆt dans le cas d’une initialisation rectangulaire
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4.1.5 Observations
On vient de voir a` travers les quelques cas test nume´riques de la section 4.1.4 la ne´cessite´
d’initialiser l’algorithme d’optimisation le plus proche possible de Γcible. En eﬀet, une initia-
lisation Γ0 trop e´loigne´e de la forme recherche´e Γcible entraˆıne soit une convergence vers un
minimum local assez lointain du minimum global soit une obstruction ge´ome´trique due a` la
me´thode de de´placement de maillage purement ge´ome´trique entrainant un arreˆt pre´coce de
l’algorithme (Figure 4.4, 4.5 et 4.6). De plus, pour certains cas test, il a fallu ajouter une
pe´nalisation sur le pe´rime`tre : c’est-a`-dire chercher a` obtenir la forme avec le pe´rime`tre le
plus petit possible, permettant ainsi de re´duire les minima locaux. Ainsi, la pe´nalisation du
pe´rime`tre a e´te´ utilise´e dans le cas test de deux cercles tre`s proches (Figure 4.11 et 4.12). Sans
cette pe´nalisation, l’algorithme aurait converge´ vers un minimum local ininte´ressant, i.e. avec
une fonction couˆt e´leve´e pour la forme ﬁnale ainsi construite. De plus, si les cercles sont trop
proches l’un de l’autre, la pe´nalisation du pe´rime`tre ne change rien a` l’aﬀaire. Cette pe´nalisation
n’est donc pas toujours productive.
Ce test a aussi permis de mettre en e´vidence l’importance du changement de topologie : il
ne peut y avoir de convergence globale sur le cas test de la Figure 4.11 du fait de la simple
connexite´ de Γ0, de la double connexite´ de Γcible et, on le rappelle, de l’impossibilite´ de changer
de topologie avec la me´thode ge´ometrique de variation de frontie`res. On observe de plus une
tendance sur certains cas test (Figures 4.4, 4.5 et 4.11) a` cre´er un ou plusieurs trous a` l’inte´rieur
de la forme qui e´volue, donnant du cre´dit a` la volonte´ d’optimiser aussi la topologie.
On va donc par la suite essayer d’initialiser correctement avec la Linear Sampling Method
(LSM) introduite dans la section 2.5 aﬁn de de´marrer avec une initialisation Γ0 la plus proche
possible de Γcible.
4.2 Mise en oeuvre du couplage LSM-DG
4.2.1 Algorithme
Dans cette partie, l’algorithme consiste a` utiliser la me´thode LSM (introduite en section
2.5) pour initialiser avec une premie`re forme Γ0 au lieu de la choisir. Nous verrons que la
LSM est sujette a` parame´trisation a posteriori. La suite de l’optimisation sera eﬀectue´e avec la
me´thode de variation de frontie`res (optimisation ge´ome´trique) ou encore appele´e Descente de
Gradient d’ordre 1 (DG) de´crite dans la section pre´ce´dente 4.1.
4.2.2 Imple´mentation
Comme pre´ce´demment, l’imple´mentation a e´te´ eﬀectue´e en FreeFem++ pour ce qui est de
la partie calcul, re´gularisation du gradient et de´formation du maillage, et avec le code Fortran
”sampling 2d” de H. Haddar pour la partie re´solution des proble`mes directs et adjoints ainsi
que l’initialisation LSM. Un couplage entre ces deux solveurs a e´te´ ne´cessaire. La visualisation
a e´te´ eﬀectue´e avec l’utilitaire ﬂash ”ﬀ2swf” developpe´ avec O. Pantz. On renvoie le lecteur a`
la section 4.1.3 pour plus de de´tails sur cette imple´mentation.
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4.2.3 Re´sultats nume´riques
Tous les cas test suivant ont e´te´ eﬀectue´s (toujours sur le mode`le du conducteur parfait
de la section 3.1.1), avec 20 observations et 20 ondes incidentes re´parties uniforme´ment sur
360 degre´s, un bruit de 1%, une longueur d’onde λ = 1. On utilisera aussi la pe´nalisation du
pe´rime`tre de´crite en section 4.1.2.
On de´crit donc ci-dessous deux cas test ou` l’on initialise avec la me´thode LSM puis on
continue l’optimisation avec la me´thode de Descente de Gradient d’ordre 1. Le premier est le
cas test d’un L (Figure 4.13) et le second celui d’une ellipse (Figure 4.14). Les courbes des
fonctions couˆt respectives sont disponibles en Figure 4.15.
Cas test du L
Figure 4.13 – Cas test du L. Gauche : initialisation LSM, la fonction couˆt valant 2.7620.
Droite : ite´ration 29, la fonction couˆt valant 0.0024
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Cas test de l’ellipse
Figure 4.14 – Cas test de l’ellipse. Gauche : initialisation LSM, la fonction couˆt valant
73.2798. Droite : ite´ration 9 sur l’ellipse, la fonction couˆt valant 0.0276
Figure 4.15 – Trace´ des fonctions couˆts. Gauche : sur le cas test du L (30 ite´rations).
Droite : sur le cas test de l’ellipse (10 ite´rations)
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4.2.4 Observations
Dans les deux cas test, le parame`tre cutoﬀ de la LSM a e´te´ choisi a posteriori de telle sorte
que Γ0 soit assez proche de Γcible aﬁn que la convergence en variation de frontie`re converge
vers le minimum global. Mais cette fac¸on de faire n’est pas du tout robuste. Il faudra donc
e´tablir une facon automatique et robuste de choisir ce cutoﬀ, ce qui sera fait dans la section
10.1. Un nombre d’observations et d’ondes incidentes e´leve´ est inutile et l’on obtient de bons
re´sultats avec (seulement) 20 ondes incidentes et 20 observations re´parties uniforme´ment sur
360 degre´s. Ce qui de´termine la convergence de l’algorithme est l’initialisation, un nombre
suﬃsant d’observations et d’onde incidentes (avec tre`s peu d’ondes incidentes et d’observations
il n’y a aucune convergence car trop peu d’information), et une longueur d’onde ade´quate en
fonction des tailles caracte´ristiques de l’objet. En eﬀet, avec un e´clairage de longueur d’onde λ
on peut capter correctement un objet de taille 2λ maximum en pratique. C’est pourquoi dans
le cas du L (Figure 4.13), certains de´tails ne sont pas assez ressortis lors de l’optimisation du
fait de la trop grande longueur d’onde par rapport a` la taille de ces ”de´fauts”. De plus, le creux
du L est peu visible par re´ﬂection des ondes dans ce coin. Notons aussi qu’une forme irre´gulie`re
de taille petite (typiquement un coin d’un carre´), devient tre`s lumineuse dans le sens ou` la
forme diﬀracte beaucoup les ondes incidentes : la me´thode LSM les repe`re en priorite´ lorsqu’on
utilise de petites longueurs d’ondes.
Remarque 4.2.1. Les ite´rations eﬀectue´es apre`s l’initialisation LSM e´tant faites avec la
me´thode DG de la section 4.1, il n’y a donc toujours pas d’optimisation de la topologie.
Nous allons donc maintenant, pour l’optimisation a` proprement parler, utiliser une me´thode
permettant le changement de topologie et e´vitant les proble`mes de croisement de maillage : le
formalisme Level-Set (ou Lignes de niveaux) dont une description peut eˆtre trouve´e a` la section
5.1. Cette me´thode repose sur le meˆme principe que la DG : faire varier la frontie`re de la forme
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5.1 Le formalisme Level-Set (LS)
On vient de voir dans le chapitre 4 pre´ce´dent que l’optimisation de la forme Ω peut eˆtre
imple´mente´e dans un contexte Lagrangien, i.e. qu’il suﬃt de mailler le bord Γ et de le de´placer
suivant une direction de descente que l’on a nomme´e θ. Mais cette fac¸on de faire engendre des
croisements de maillage et un arreˆt pre´coce de l’optimisation et ne permet donc pas d’optimi-
ser la topologie de la forme comme pre´cise´ en ﬁn de chapitre pre´ce´dent. C’est pourquoi l’on
s’inte´resse a` la me´thode dite de Level-Set (ou ”Lignes de niveau”).
5.1.1 De´ﬁnition
On introduit donc ici la me´thode Level-Set due a` Osher et Sethian [93, 101]. On reprend
les notations de la section 2.3 sur l’introduction de l’optimisation de forme. Soit un domaine
borne´ D ⊂ RN (avec N = 2 ou 3) dans lequel toutes les formes admissibles Ω sont incluses.
Pour ﬁxer les ide´es, prenons D un rectangle en dimension N = 2 maille´ uniforme´ment par des
carre´s une fois pour toutes. On cherche a` suivre l’e´volution d’une courbe Γ ⊂ D dans le temps
(temps qui sera ici ﬁctif, seulement utile pour suivre la courbe). Pour ce faire, on parame´trise
Γ par l’ensemble (t, x(t)). On introduit une fonction ligne de niveau φ(t, x) telle que :

φ(t, x) = 0⇐⇒ x ∈ Γ ∩D
φ(t, x) < 0⇐⇒ x ∈ Ω
φ(t, x) > 0⇐⇒ x ∈ D\Ω
Autrement dit, on a x(t) ∈ Γ si et seulement si :
φ(t, x(t)) = 0 (5.1)
En de´rivant l’e´quation (5.1) par rapport a` t et il vient :
∂φ
∂t
+ x˙(t).∇φ = ∂φ
∂t
+ V n.∇φ = ∂φ
∂t
+ V | ∇φ |= 0
avec n = ∇φ|∇φ| la normale a` Ω et la courbure H donne´e par la divergence de n. Ces quan-
tite´s seront e´value´es par des diﬀe´rences ﬁnies puisque l’on est sur un maillage uniforme carre´.




+ V | ∇φ |= 0 (5.2)
Remarque 5.1.1. Si on de´ﬁnit la ligne de niveau par φ(t, x(t)) = C avec C constante re´elle
alors on obtient la meˆme e´quation d’Hamilton-Jacobi, valable de meˆme dans tout D si V est
connu partout.
L’e´quation d’Hamilton-Jacobi n’admet pas en ge´ne´ral de solution re´gulie`re (voir [94]). L’exis-
tence et l’unicite´ peuvent eˆtre obtenues dans le contexte des solutions de viscosite´. On calcule
nume´riquement de telles solutions de viscosite´ en utilisant un sche´ma upwind lorsqu’on utilise
un sche´ma explicite dans la section 5.1.2.
Remarque 5.1.2. Meˆme si n et H sont de´ﬁnies en the´orie seulement sur Γ, la me´thode de
Level-Set permet de de´ﬁnir facilement leur extension a` tout le domaine D si ne´cessaire.
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5.1.2 Algorithme
Sche´mas de re´solution de Hamilton-Jacobi




− v˜ | ∇φ |= 0
avec une vitesse v˜ de la forme v˜ = αV − βH, ou` H = div(n) est la courbure moyenne et V la
vitesse e´tendue et re´gularise´e de v (voir la section 5.1.3 pour une telle re´gularisation) sur tout
le domaine et α, β ∈ R+. En inse´rant cette vitesse v˜ dans l’e´quation il vient :
∂φ
∂t
+ αV | ∇φ | −β | ∇φ | div(n) = 0
Or le terme de divergence peut se re´ecrire :
div(n) = div(
∇φ









Donc on obtient ﬁnalement l’e´quation de Hamilton-Jacobi suivante :
∂φ
∂t
+ αV | ∇φ | −β(Δφ−∇∇φ ∇φ| ∇φ | .
∇φ
| ∇φ |) = 0
Un sche´ma explicite upwind sur une grille carte´sienne peut eˆtre trouve´ dans [102]. Il ne´cessite
une condition CFL pour converger ce qui limite le choix de Δt qui est alors de l’ordre de (Δx)2.
Avec α = 1 et β = 0 l’e´quation d’Hamilton-Jacobi s’e´crit :
∂φ
∂t
+ αV | ∇φ |= 0
et dans une seule dimension de l’espace, le sche´ma explicite de cette e´quation s’e´crit :
φn+1i − φni
Δt






























min(d+, 0)2 +max(d−, 0)2
g−(d+, d−) =
�
max(d+, 0)2 +min(d−, 0)2
On peut aussi e´crire un premier sche´ma semi-implicite avec α, β ∈ R+ :
φn+1 − φn
Δt
+ αV | ∇φn | −β(Δφn+1 −∇∇φn+1 ∇φn| ∇φn | .
∇φn
| ∇φn |) = 0 (5.4)
et un second :
φn+1 − φn
Δt
+ αV | ∇φn | −β(Δφn+1 −∇∇φn ∇φn| ∇φn | .
∇φn
| ∇φn |) = 0 (5.5)
dans l’espoir d’avoir un pas de temps Δt de l’ordre de Δx. La consistance et la stabilite´ de ces
sche´mas n’ont pas e´te´ e´tudie´es. On note cependant que le terme en 1Δt dans les sche´mas (5.4)
et (5.5) va permettre une construction de matrices de diﬀe´rences ﬁnies inversibles.
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Remarque 5.1.3. Le nombre d’ite´rations que l’on utilise dans ces sche´mas peut eˆtre interpre´te´
comme le pas de descente de la me´thode de gradient.
Regardons maintenant comment re´soudre ces sche´mas semi-implicites (5.4) ou (5.5) sur un







et eˆtre approche´ par un sche´ma centre´ le long de l’axe x (meˆme de´marche pour une approche





i+1,j − 2φn+1i,j + φn+1i−1,j
Δx2
(5.6)
Quant au terme ∇∇φn+1 ∇φn|∇φn| .
∇φn
|∇φn| , on peut l’e´crire plus explicitement en e´crivant la normale
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i+1,j+1 − φn+1i+1,j − φn+1i,j+1 + φn+1i,j
ΔxΔy





i+1,j+1 − φn+1i+1,j−1 − φn+1i−1,j+1 + φn+1i−1,j−1
4ΔxΔy




+ αVi,j |∇φn|i,j − β














Notons que l’e´criture du sche´ma (5.4) s’eﬀectue de la meˆme manie`re. On peut donc maintenant
e´crire le sche´ma (5.7) sous forme matricielle AX = b ou` les inconnues X sont les φn+1i,j pour
tout i ∈ {1, ..., Nx} et j ∈ {1, ..., Ny}. Le second membre b de taille NxNy regroupera tous les
termes d’indice n tels que les φni,j. Les coeﬃcients de la matrice carre´ A de taille NxNy×NxNy
sont compose´s principalement des termes se trouvant devant les e´le´ments d’indice n + 1, car
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il ne faut pas oublier la prise en compte des conditions aux limites. On de´ﬁnit les valeurs C li,j
pour l = 1, ..., 4 et, en multipliant (5.7) par Δt, on a :







































i+1,j+1 − φn+1i−1,j+1 − φn+1i+1,j−1) = −αVi,jΔt|∇φn|i,j + φni,j (5.8)
Ainsi, si X s’e´crit (φ1,1, ..., φ1,Ny , ..., φNx ,1, ..., φNx,Ny) et que l’on pose Nx = Ny = 5, alors la
matrice A s’e´crit avec des conditions aux limites de type Neumann homoge`ne (peu importe
les conditions aux limites car seule la solution pre`s du bord Γ nous inte´resse) sous la forme























avec les matrices A1, A2, A
m
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Remarque 5.1.4. Dans le cas du sche´ma semi-implicite (5.4), la construction de la matrice
A et du vecteur b s’eﬀectue de la meˆme manie`re.
La re´initialisation
Introduisons tout d’abord la fonction distance signe´e sign.




La fonction distance signe´e signΩ d’un ouvert borne´ Ω ⊂ R2 est de´ﬁnie par :
signΩ(x) = dΩ(x)− dR2\Ω(x)
Avec Γ = ∂Ω on peut e´crire que :

signΩ(x) = dΓ(x) pour x ∈ R2\Ω
signΩ(x) = 0 pour x ∈ Γ
signΩ(x) = −dΓ(x) pour x ∈ Ω
(5.9)
Lorsque φ e´volue au cours des ite´rations de l’algorithme, elle ne reste ge´ne´ralement pas une
fonction distance signe´e. Ainsi on entend par re´initialisation de φ le fait de transformer φ de telle
manie`re qu’elle conserve sa ligne de niveau ze´ro et qu’elle soit solution de l’e´quation |∇φ| = 1.
On peut ainsi par exemple re´soudre pour une petite plage de temps l’e´quation suivante :�
φt + (|∇φ| − 1)sign{φ0(x)=0} = 0 dans R+ ×D
φ(0, x) = φ0(x) dans D
qui admet comme solution stationnaire la fonction distance signe´e a` l’interface de´ﬁnie par
{φ0(x) = 0}. La re´initialisation est tre`s importante du point de vue nume´rique car si φ devient
trop plat cela engendre une mauvaise approximation de la normale n ou de la courbure H de
notre ligne de niveau ze´ro.
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L’algorithme de re´solution de Hamilton-Jacobi
L’algorithme pour la re´solution de Hamilton-jacobi par un des deux sche´mas semi-implicites
(5.4) ou (5.5), avec une vitesse d’advection de la forme v˜ = αV − βH s’e´crit comme suit :
Algorithme de re´solution de Hamilton-Jacobi par sche´ma semi-implicite
avec advection v˜ = αV − βH
φ← Fonction (α, β, φ, V , h, Niter, RIiter)
1 - Cre´ation de la matrice A = A(β) pour la re´solution avec le sche´ma
semi-implicite
Boucle sur i : Tant que i < Niter
2 - Re´initialisation de φi toutes les RIiter ite´rations
3 - Calcul des de´rive´es premie`re et seconde dans les directions N, S, E, O de φi
4 - Calcul de la normale exte´rieure n a` la ligne de niveau ze´ro de φi
Pour ce faire, on calcule le gradient normalise´ de la fonction indicatrice φi
5 - Cre´ation de b = b(α, V ) pour la re´solution par le sche´ma semi-implicite
6 - Calcul de la solution X de AX = b
7 - Construction de φi+1 sur le maillage a` partir de X
On a alors φi+1 fonction indicatrice de la ligne de niveau 0 de´place´e
selon v˜ d’un pas h
8 - i← i+ 1
Fin Boucle sur i
9 - On retourne φNiter
Fin fonction
L’algorithme du sche´ma explicite est direct a` partir de la formule (5.3).
5.1.3 Imple´mentation
L’imple´mentation des sche´mas utilise´s pour re´soudre l’e´quation de Hamilton-Jacobi a e´te´
faite en Scilab en utilisant les sche´mas explicite et semi-implicite (avec α = β = 1, Niter =
30, RIiter = 5) pre´sente´s en section 5.1.2. Cette utilisation de la me´thode Level-Set nous a
contraint a` e´tendre et re´gulariser la vitesse connue seulement sur Γ. Cette extension et cette
re´gularisation sont de´crites dans ce qui suit.
Projection et extension de la vitesse





ou` v de´pend de u et p. Or cette vitesse v n’est connue que sur Γ et pour la me´thode Level-Set
il est indispensable de l’e´tendre dans une zone autour de Γ sur le maillage uniforme´ment maille´
que l’on s’est donne´ au de´part et de la re´gulariser si ne´cessaire.
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Il a donc fallu tout d’abord e´tendre aux noeuds les plus proches du maillage les valeurs de v
connues seulement sur le bord Γ. Notons que le bord Γ est constitue´ d’un nombre m ﬁni de
points {P1, ..., Pm}. Pour chaque point Pl, l ∈ {1, ...,m} du contour Γ, on regarde les noeuds
de la maille contenant ce point. On forme ainsi une liste (Mi)i de tous les noeuds dont les
mailles contiennent un ou plusieurs points de Γ. L’ide´e de la projection est alors la suivante :
pour chaque point du maillage proche de Γ (i.e. contenu dans la liste (Mi)i), on regarde les
deux points les plus proches situe´s sur Γ. Par exemple, pour le point M1 du maillage, notons










Figure 5.1 – Projection du point M1 sur le segment P1P2 en P0
On note γ = P2P0
P1P2
donc 1 − γ = P1P0
P1P2
. On reporte ensuite les valeurs des points proches P1
et P2 sur le point du maillage en question par interpolation line´aire des valeurs de ces points
proches. Si γ ∈ [0, 1] et si sur le point P1 il y a la valeur v1 et sur le point P2 la valeur v2, alors
on place sur le point du maillage M1 la valeur γv2 + (1− γ)v1. Si γ /∈ [0, 1] (i.e. P0 /∈ [P1, P2])
alors on place sur le point du maillage M1 la valeur situe´e sur le plus proche des deux points
entre P1 et P2. On aﬀecte ainsi la valeur construite au point P0 au point M1 du maillage. On









Ligne de niveau Γ
� PointsMi projetés à partir de Γ
�
�
Figure 5.2 – Projection de tous les points de la courbe Γ sur un ensemble de point du
maillage dit proche
On dispose ainsi de la vitesse sur un ensemble de point du maillage (illustration en Figure 5.2).
Nous allons ensuite e´tendre cette vitesse dans une bande proche (quelques Δx), le reste restant
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Figure 5.3 – Extension dans une bande proche des points projete´s
L’ide´e de l’extension est la suivante : pour chaque point du maillage posse´dant une vitesse non
nulle (on dispose d’une liste (Mi)i) on regarde ses voisins nuls. On obtient ainsi une liste de
tous les voisins nuls, note´e (Ni)i. On compte alors le nombre de voisins non nuls pour chaque
point de la liste (Ni)i. Connaissant ce nombre de voisins non nuls pour chaque point Ni, on
peut alors aise´ment calculer en ces points les valeurs e´tendues des valeurs des Mi : on prend
la moyenne des points Nord, Sud, Est et Ouest non nuls intervenant dans le calcul. Ainsi sur
l’exemple pre´ce´dent la valeur au point N1 sera vN1 =
vM1+vM2
2 , comme explicite´ en Figure 5.3.
On re´ite`re ce raisonnement le nombre de fois que l’on souhaite e´tendre les valeurs de Γ sur une
distance de Δx, i.e. on le re´ite`re 3 fois si l’on souhaite e´tendre les valeurs de Γ sur 3Δx.
Remarque 5.1.5. On peut aussi, a` partir des points Mi projete´s sur le maillage, utiliser la
me´thode de ”Re´gularisation de la vitesse” ci-dessous si l’on souhaite e´tendre et re´gulariser en
meˆme temps.
Re´gularisation de la vitesse
Nous allons chercher la vitesse Ve dite ”e´tendue et re´gularise´e” telle que :
−η2ΔVe + Ve = vδΓ (5.10)
avec des conditions de Neumann homoge`nes par exemple (peu importe les conditions aux bords
e´tant donne´ que l’on n’est pas cense´ les atteindre). On prendra η de l’ordre de quelques Δx,
permettant de diﬀuser v sur plusieurs mailles. Le terme en Dirac s’exprime a` l’aide d’une
approximation. Si φ0 de´signe la ligne de niveau qui ve´riﬁe φ0(t, x(t)) = 0 pour tout x(t) ∈ Γ
alors on peut e´crire pour � > 0 de l’ordre de Δx (on prendra � = Δx dans les tests nume´riques)
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d’ou` la ne´cessite´ de connaitre la vitesse v sur un ensemble de noeuds du maillage.
Une question se pose alors : la vitesse Ve est-elle une direction admissible dans le sens ou` elle
fait diminuer la fonction couˆt ? En multipliant par Ve et en inte´grant par parties sur Ω on a :�
Ω






vVe = −J �(Γ)(h) ≥ 0
en choisissant h tel que h = −Ven. Ce choix de h correspond donc bien a` une direction de
descente puisque J �(Γ)(h) ≤ 0. On a donc construit un algorithme permettant d’e´tendre et de
re´gulariser sur plusieurs mailles les valeurs de la vitesse v connues seulement sur Γ.
5.1.4 Observations
Les sche´mas semi-implicites (5.4) et (5.5) et le sche´ma explicite (5.3) ont e´te´ teste´s. Les
sche´mas semi-implicites permettent de converger plus rapidement que le sche´ma explicite vers
la solution de l’e´quation d’Hamilton-Jacobi et ce en un temps de calcul tre`s court. Mais la
pre´cision atteinte par tous ces sche´mas est e´quivalente au regard du besoin que l’on en a
pour notre algorithme d’optimisation. En eﬀet, on rappelle que la re´solution de l’e´quation
d’Hamilton-Jacobi ne constitue qu’une partie de l’algorithme d’optimisation total. L’e´quation
d’Hamilton-Jacobi permet seulement de de´placer le maillage dans une direction donne´e par
la de´rive´e de forme J �(Γ). De plus, l’utilisation de la courbure H = div(n) dans la vitesse v˜
(voir section 5.1.2) permet une pe´nalisation du pe´rime`tre ”automatique”, i.e. sans avoir besoin
d’ajouter et de ge´rer une contrainte a` la fonction couˆt J .
5.2 Mise en oeuvre du couplage LSM-DGLS
5.2.1 Algorithme
Dans cette section, on de´crit l’algorithme permettant la minimisation de la fonctionnelle par
initialisation LSM puis ite´rations de Descente de Gradient en utilisant le formalisme Level-Set
(voir section 5.1).









ou` l’on a v = v(u, p, n,H) avec u solution de (2.8), p solution de (3.6), n la normale sortante
a` Γ et H = div(n) la courbure a` Γ. Une direction de descente ade´quate pour la minimisation
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de la fonction couˆt s’e´crit alors θ = −vn. La composante normale V = −v est prise comme la
vitesse d’advection dans l’e´quation d’Hamilton-Jacobi (5.2) ce qui donne :
∂φ
∂t
− v|∇φ| = 0 (5.11)
Il est e´quivalent de transporter φ de (5.11) ou de bouger la frontie`re de Ω (qui est la ligne de
niveau 0 de φ) le long de la direction de descente du gradient −J �(Γ)(θ).
Ainsi, l’algorithme d’optimisation est le meˆme que celui de la section 4.1.2 sauf pour l’initia-
lisation et la fac¸on de de´placer le bord Γ. L’initialisation s’eﬀectue graˆce a` la me´thode LSM
(voir section 2.5) au lieu du choix d’une forme initiale et la frontie`re Γ est de´place´e graˆce a` la
re´solution de l’e´quation d’Hamilton-Jacobi (5.11) au lieu d’une de´formation ge´ometrique point
par point de Γ.
5.2.2 Imple´mentation
L’imple´mentation a e´te´ eﬀectue´ en Scilab pour ce qui est de la partie calcul et re´gularisation
du gradient (voir section 5.1.3). La de´formation du maillage a` l’aide de la me´thode Level-Set a
aussi e´te´ imple´mente´e en Scilab (voir section 5.1.2). On a utilise´ le code Fortran ”Sampling 2d”
de H. Haddar pour la re´solution des proble`mes directs (2.8) et adjoints (3.6).
A chaque ite´ration de l’algorithme, les points des lignes de niveau peuvent eˆtre non uni-
forme´ment re´partis. Ceci peut poser proble`me a` terme pour le calcul correct de la vitesse
d’advection V . Aﬁn d’ame´liorer la re´solution des proble`mes direct et adjoint sur la forme issue
de la ligne de niveau 0 de φ a` chaque ite´ration, on a imple´mente´ une me´thode ite´rative pour
re´partir ces points. Une premie`re fac¸on rapide de faire est de supprimer les points de Γ trop
proches d’autres points. Une autre fac¸on de faire, ite´rative, et qui tend vers une re´partition
homoge`ne est la suivante : supposons que le bord Γ soit constitue´ de m points {P1, ..., Pm}
range´s dans l’ordre et nume´rote´s de fac¸on cyclique (i.e. Pm+1 = P1, Pm+2 = P2,...). Nous allons
parcourir la courbe Γ un certain nombre de fois et y eﬀectuer les ope´rations suivantes : pour
chaque triplet {Pi, Pi+1, Pi+2}, i ∈ {1, ...,m} on remplace le point Pi+1 par le point milieu
du segment [Pi, Pi+2]. L’inconve´nient de cette me´thode est le re´tre´cissement de la forme Ω
(de bord Γ) si l’on eﬀectue ces ope´rations un trop grand nombre de fois. Aﬁn de limiter ce
re´tre´cissement on peut utiliser un crite`re autorisant le remplacement du point Pi+1 seulement
s’il est trop proche d’un de ces deux voisins. Ce crite`re peut eˆtre de comparer la distance entre
ce point et ces deux voisins directs avec le nombre l(Γ)4m , qui est le quart du rapport du pe´rime`tre
de Γ sur le nombre de points du contour Γ.
Remarque 5.2.1. La fonction scilab contour2di permet d’obtenir, a` partir d’une fonction
de´ﬁnie sur un maillage, une liste des points ordonne´s des lignes de niveaux demande´es. Elle a
du eˆtre adapte´e car elle ne donnait pas exactement ce qui e´tait voulu, i.e. la ligne de niveau 0
5.2.3 Re´sultats nume´riques
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Cas de deux cercles
Dans ce cas test, la cible est constitue´e de deux cercles (deux composantes connexes) de
diame`tre 0.4 unite´ dont les centres sont distants d’une unite´. Les deux cercles sont donc a` 0.6
unite´ l’un de l’autre. La longueur d’onde utilise´e est 1. On utilise 100 observations et 100 ondes
incidentes uniforme´ment re´parties pour une observation sur 360 degre´s. On eﬀectue dans ce
cas test une pe´nalisation sur le pe´rime`tre avec un parame`tre αp variant et initialise´ a` 0.2. Le


















-1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0
contour plot


















-1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0
contour plot
Figure 5.5 – Cas test de deux cercles connexes. Gauche : 3e`me ite´ration en DGLS.
Droite : 4e`me ite´ration en DGLS.




















































Figure 5.6 – Cas test de deux cercles connexes. Gauche : trace´ de la fonction couˆt en
fonction des ite´rations. Droite : trace´ du pe´rime`tre en fonction des ite´rations.
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On peut constater que, sur quelques ite´rations, le pe´rime`tre (Figure 5.6) diminue ce qui
correspond a` la phase ou` le bord Γ que l’on optimise se rapproche de Γcible mais est toujours
simplement connexe. Lorsque le pe´rime`tre de Γ se re´ve`le trop petit par rapport a` la contrainte
ﬁxe´e, il augmente un peu a` cause du parame`tre αp qui varie et est augmente´. La seconde chute
du pe´rime`tre est le passage de la forme simplement connexe a` la forme doublement connexe (Fi-
gure 5.5), les deux composantes connexes approchant les deux cercles. La fonction couˆt, quant
a` elle, diminue tout le temps et surtout au passage en doublement connexe. Elle augmente a`
nouveau tout de meˆme a` partir de l’ite´ration 7 car on pe´nalise le pe´rime`tre.
Notons que sur cet exemple, l’initialisation LSM a e´te´ prise proche (Figure 5.4), mais
simplement connexe. Avec un cutoﬀ plus e´leve´ de la LSM on aurait facilement obtenu deux
composantes connexes de`s l’initialisation. Mais ici le but a e´te´ de de´montrer que la me´thode
Level-Set permet elle aussi de jouer avec plusieurs composantes connexes et qu’elle converge
au moins localement.
Sans pe´nalisation du pe´rime`tre
L’image suivante (Figure 5.7) est l’ite´ration 40 du meˆme cas test pre´ce´dent (Figure 5.4)
eﬀectue´ sans utiliser de pe´nalisation sur le pe´rime`tre. On constate la convergence vers un
minimum local qui n’est pas le minimum global. La minimisation avec pe´nalisation du pe´rime`tre
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Figure 5.7 – Cas test de deux cercles sans pe´nalisation du pe´rime`tre. Ite´ration 40 en
DGLS
En ouverture limite´e
L’image suivante (Figure 5.8), est la dernie`re ite´ration du meˆme cas test que la Figure (5.4),
avec pe´nalisation du pe´rime`tre mais avec une ouverture d’e´clairage et d’observation situe´e entre
-90 degre´s et +90 degre´s (au lieu de 0 a` 360 degre´s). C’est donc un e´clairage du cote´ droit
seulement avec observation du coˆte´ droit e´galement. L’optimisation a permis de mieux capter
le cercle droit que le cercle gauche. Elle est tout de meˆme satisfaisante.
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Figure 5.8 – Cas test de deux cercles en ouverture limite´e a` droite du plan. Ite´ration
40 de DGLS
La re´gularisation
La vitesse V de la section 5.1 doit eˆtre e´tendue et peut alors eˆtre re´gularise´e (voir section
5.1.3). Les deux images suivantes montrent l’irre´gularite´ du contour a` chaque e´tape sans utili-
sation de cette re´gularisation. Cette re´gularisation a e´te´ utilise´e sur tous les cas test utilisant
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Figure 5.9 – Cas test de deux cercles sans re´gularisation de la vitesse d’advection dans
Hamilton-Jacobi. Gauche : 13e`me ite´ration en DGLS. Droite : 14e`me ite´ration en DGLS.
5.2.4 Observations
On a donc construit un premier couplage LSM-DGLS eﬃcace dans le cas d’un conducteur
parfait. Celui-ci permet, surtout avec une pe´nalisation sur le pe´rime`tre, une approximation
relativement pre´cise de la forme recherche´e Γcible. La pre´cision et la robustesse sont meilleures
que celles atteintes par la me´thode LSM seule. Le couˆt de calcul est mode´re´ : 1 min de calcul
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par ite´ration avec 15 ite´rations en moyenne pour converger, sur un processeur 1.66 Ghz Core 2.
Cependant, l’initialisation Γ0 doit eˆtre assez proche de la forme recherche´e Γcible et son choix
est encore fait a posteriori.
Il serait maintenant inte´ressant de savoir si une telle me´thode peut eˆtre mise en avant
dans un proble`me un peu plus ge´ne´ral avec objets die´lectriques (voir le chapitre 7), tout en
essayant d’ame´liorer ou de trouver un meilleur couplage que celui que l’on vient de construire.
Avant cela, on pre´sente dans le chapitre 6 qui suit un calcul de de´rive´e seconde de forme qui
permettrait une approche plus pre´cise de la forme cible.
Chapitre6
Un calcul de de´rive´e seconde de forme
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6.1 La de´rive´e seconde de forme
Le lecteur peut consulter dans un premier lieu la partie d’introduction sur les de´rive´es se-
condes de forme dans la section 2.3.5 ainsi que les parties de´crivant le proble`me dans un cadre
d’un conducteur parfait en sections 2.2.1 et 3.
On cherche ici a` trouver la de´rive´e seconde de la fonctionnelle suivante :
J (Γ) := 1
2
�u∞(Γ)− umes∞ �2L2(SN−1) (6.1)
toujours dans le cas d’un conducteur parfait et dans les meˆmes conditions d’e´clairage et de
dimension que pre´ce´demment, a` savoir un e´clairage avec ondes planes dans un espace a` deux





Δu+ k2u = 0 dans R2\Ω
u = uinc + us dans R
2\Ω





|∂rus − ikus|2ds = 0
(6.2)




2us = 0 dans BR\Ω




= 0 sur SR
(6.3)
Le re´sultat principal de ce chapitre est le suivant :
Lemme 6.1.1. La de´rive´e seconde de forme de (6.1) dans la direction θ s’e´crit :
























s solution de (6.5), p
�
i de´ﬁni par (6.6) et







Preuve : Les deux sections qui suivent constituent la preuve du Lemme 6.1.1. �
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6.1.1 Calcul des de´rive´es des proble`mes directs et adjoints
On rappelle que la de´rive´e de forme du premier ordre dans le cas d’un conducteur parfait
s’e´crit (voir section 3.2) :









On va calculer la de´rive´e seconde de forme a` partir de la de´rive´e premie`re en utilisant la relation
(2.61). Cette de´rive´e seconde de´pendra de u� ≡ u�(Γ)(θ) et p� ≡ p�(Γ)(θ), les de´rive´es premie`res
dans la direction θ des e´tats direct u et adjoint p solution respectivement de (6.2) et (3.6). Pour
ce faire, nous allons dans un premier temps avoir besoin d’e´tablir les e´quations re´solues par u�
et p�. Puis, nous pourrons alors de´river la fonction couˆt une seconde fois.
On utilise un re´sultat e´tabli dans [104] (section 1.6 page 4) qui nous permet d’e´tablir l’expression
du proble`me ve´riﬁe´ par u�s ∈ H2loc(RN\Ω) ∩H1loc(RN\Ω), de´rive´e de forme de u par rapport a`














|∂ru�s − iku�s|2ds = 0
(6.4)
Le meˆme type de calculs s’applique au proble`me adjoint (3.4). On obtient alors le proble`me




2p�s = 0 dans R
2\Ω
p�s = −p�inc − θ.n
∂(ps + pinc)
∂n





|∂rp�s − ikp�s|2ds = 0
(6.5)




((u∞)� − umes∞ )(xˆ)eikxˆ.yds(xˆ) = −θ.n
∂
∂n
(pinc −H(u∞ − umes∞ )) (6.6)
Regardons ce que vaut le terme (u∞)� ≡ (u∞(Γ)(xˆ))�(Γ)(θ), ∀xˆ ∈ SN−1. Pour cela, on remarque
que la de´rive´e du champ lointain vaut le champ lointain de la de´rive´e :
(u∞(Γ))� = (u�s(Γ))∞
ce qui permet d’e´tablir l’expression de (u∞)�. En eﬀet, on rappelle la de´ﬁnition du champ










et xˆ = x|x| . Etant donne´ que u
�
s est solution de (6.4) avec la meˆme condition de
radiation a` l’inﬁni que la solution us de (6.3), on de´ﬁnit alors de la meˆme manie`re le champ
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Le membre de droite de (6.8) e´tant la de´rive´e de forme du membre de droite de (6.7), les
de´ﬁnitions sont donc consistantes et on peut e´crire que :
(u∞(Γ))� = (u�s(Γ))∞
6.1.2 Calcul eﬀectif de la de´rive´e seconde
La de´rive´e premie`re de la fonction couˆt (6.1) peut se re´e´crire de la fac¸on suivante :





En eﬀet, ∇u = ∂u
∂n
n sur Γ puisque u = 0 sur Γ entraine ∇Γu = 0. Ainsi, cette e´criture est
pre´fe´rable puisque, allant faire varier Γ, nous allons donc faire varier tout ce qui en de´pend, y
compris la normale n = n(Γ).
Calculons donc la de´rive´e premie`re de la de´rive´e de la fonction couˆt. Pour cela on fait varier Γ
via le diﬀe´omorphisme Id + θ˜. Pour plus de commodite´, on notera Γ
θ˜



































































avec ∇p.n� = 0 puisque n� = −∇Γ(θ˜.n) est selon la direction tangentielle et ∇p est selon la
direction normale. On pose θ˜ = θ et on rappelle l’e´criture donne´e en section 2.3.5 de la de´rive´e
seconde en fonction de la de´rive´e premie`re :
J ��(Γ)(θ, θ) = (J �)�(Γ)(θ, θ)− J �(Γ)(θ.∇θ) (6.11)
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Ainsi, on a avec (6.10) et (6.11) :




















ce qui prouve le Lemme 6.1.1. On peut aussi e´crire la formule pre´ce´dente sous une forme plus
syme´trique en u et p en remarquant que ∇u = (∇u.n)n et que donc en de´rivant par rapport a`
θ on a :









ce qui ame`ne la forme suivante pour la de´rive´e seconde :
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7.1 Mise en place du proble`me
Dans ce chapitre nous quittons le cadre des conducteurs parfaits et entrons dans le cadre plus
ge´ne´ral des mate´riaux die´lectriques. En eﬀet, on peut simuler le comportement d’un mate´riau
conducteur parfait en prenant des mate´riaux die´lectriques avec une partie imaginaire de la
permittivite´ du mate´riau tre`s grande.
Le proble`me qui nous inte´resse ici est le meˆme que dans le cadre des conducteurs parfaits,
a` savoir retrouver en dimension N = 2 le bord Γcible d’une forme Ωcible ⊂ R2 a` partir des
mesures d’ondes que cette forme diﬀracte en champ lointain. La recherche de Γcible s’eﬀectuera
ite´rativement avec l’aide de bords Γi ⊂ R2 qui approcheront Γcible. Rappelons donc l’expression
du proble`me direct dans la section 7.1.1 avant de de´crire le proble`me inverse de la recherche de
Γcible dans la section 7.1.2.
7.1.1 Le proble`me direct
Soit Ω = Ω1 un objet die´lectrique ouvert borne´ re´gulier de R
N (avec N = 2 ou 3) de
perme´abilite´ µ1 et de permittivite´ �1 plonge´ dans du vide Ω2 = R
N\Ω1 de perme´abilite´ µ2 = 1
et de permittivite´ �2 = 1. Notons que l’on prendra N = 2 dans les applications nume´riques. On
e´claire la forme Ω1 avec des ondes planes incidentes uinc ∈ RN\Ω1 qui se diﬀractent au contact
de Ω1 et deviennent les ondes diﬀracte´es us dans R
N\Ω1 et les ondes transmises ut dans Ω1.
On notera u1 = ut les ondes dans Ω1 et u2 = us + uinc celles dans Ω2. La manie`re dont elles se
diﬀractent est re´gie par l’e´quation de Helmholtz dans le cadre d’objets die´lectriques (2.28).
Soit BR une boule de rayon R contenant Ω1 et soit Ω2 = BR\Ω1. On rappelle ici l’expression
du proble`me direct (2.41) dans sa formulation dans BR e´tablie dans la section 2.2.2 : chercher





) + k21�1u1 = 0 dans Ω1
∇.(∇u2
µ2
) + k2�2u2 = 0 dans Ω2




















+TR(uinc), uinc = e
ik2x.d, k2 = k
√
�2µ2 = k, et on rappelle que Ω2 = BR\Ω1,
SR = ∂BR, TR := T
1
µ
R de´ﬁni en section 2.2.1 ainsi que [u]Γ = u2 − u1 le saut a` l’interface Γ
(voir la de´ﬁnition 2.2.4). Cette formulation dans une boule BR (illustration en Figure 7.1) va
permettre un calcul plus aise´ de la de´rive´e de forme exprime´e dans le The´ore`me 7.2.1.







BR = Ω1 ∪ Ω2
∂BR = SR
Figure 7.1 – Reformulation du proble`me die´lectrique dans une boule BR de rayon R
7.1.2 Le proble`me inverse
Le proble`me inverse qui nous inte´resse est toujours le meˆme, a` savoir de´terminer Γ minimum
de la fonctionnelle suivante :
J (Γ) := 1
2
�u∞(Γ)− umes∞ �2L2(SN−1)
ou` umes∞ est le champ lointain mesure´ correspondant a` l’e´clairage de la forme Ωcible avec une
onde incidente uinc e´clairant dans la direction unitaire d, S
N−1 la sphe`re unite´ et u∞(Γ), de´ﬁni
en section 2.2.1, de´signe le champ lointain issu de l’onde us cre´e´e par la diﬀraction d’une onde
incidente uinc e´clairant la forme Ω de bord Γ.
Remarque 7.1.1. De meˆme que dans le cas du conducteur parfait, si l’on souhaite re´soudre






�ul∞(Γ)− ul,mes∞ �2L2(SN−1) (7.2)
ou` ul,mes∞ est le champ lointain mesure´ correspondant a` l’e´clairage de la forme Ωcible avec
l’onde incidente ulinc e´clairant dans la direction unitaire d, S
N−1 la sphe`re unite´ et ul∞(Γ) :=
ul∞(Γ)(xˆ), ∀xˆ ∈ SN−1 de´signe le champ lointain issu de l’onde uls cre´e´e par la diﬀraction de
l’onde incidente ulinc e´clairant la forme Ω de bord Γ. (Illustration en Figure 3.2).
Comme on l’a dit en section 3.1.2, ce genre de proble`me inverse est mal pose´ (voir la section
2.4).
Remarque 7.1.2. Le champ lointain u∞(Γ) est de´ﬁni a` la de´ﬁnition 2.2.1 en section 2.2.1
dans le cadre d’objets conducteurs parfaits. Dans le cas d’objets die´lectriques, la formulation






(u∞(xˆ) +O( 1|x| ))
a` ceci pre`s que us est donne´ par u = uinc + us solution du proble`me direct die´lectrique (2.41).
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Le proble`me adjoint




) + k21�1p1 = 0 dans Ω1
∇.(∇p2
µ2
) + k2�2p2 = 0 dans R
N\Ω1










|∂rps − ikps|2ds = 0
(7.3)
avec pt une onde transmise a` l’inte´rieur de Ω1, pinc = H(u∞ − umes∞ ) (voir de´ﬁnition 2.2.3). La




) + k21�1p1 = 0 dans Ω1
∇.(∇p2
µ2
) + k2�2p2 = 0 dans Ω2















avec Ω2 = BR\Ω1 et Sµ,2m = TR(pinc) + 1µ ∂pinc∂n = TR(H(u∞ − umes∞ )) + 1µ ∂H∂n (u∞ − umes∞ ). La
solution du proble`me adjoint servira a` expliciter la formule de la de´rive´e de forme de fac¸on plus
pratique. Sa formulation a e´te´ trouve´e en utilisant le Lagrangien (7.11). Remarquons que ce
Lagrangien permet de retrouver le proble`me direct, le proble`me adjoint de ce proble`me direct
pour la fonction couˆt conside´re´e et la de´rive´e de forme de cette dernie`re.
Le The´ore`me suivant e´nonc¸ant le caracte`re bien pose´ du proble`me adjoint (7.4) est identique
au The´ore`me 2.2.4 pour le proble`me direct (2.28). On le rappelle :
The´ore`me 7.1.1. Supposons que µr, �r ∈ L∞ pour r = 1 ou 2 et que �m(µr) ≥ 0, �m(�r) ≥ 0,
�e( 1
µr
) ≥ C > 0. Le proble`me adjoint (7.3) est un proble`me bien pose´, i.e. il admet une solution
(p1, p2) ∈ H1(Ω1)×H1loc(Ω2), celle-ci est unique et de´pend continuˆment des donne´es pinc avec
l’estimation suivante :
||p1||H1(Ω1) + ||p2||H1(K) ≤ c1(K)||pinc||H2(Ω1) ∀K compact de Ω2 (7.5)
avec c1(K) constante strictement positive.
Preuve : voir section 2.6 du livre de Ne´de´lec [88]. �
Regardons dans la section suivante le calcul de de´rive´e de forme.
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7.2 Calcul de la de´rive´e de forme
Cette section est de´die´e au calcul de la de´rive´e de forme de la fonction couˆt dans le cas
d’objets die´lectriques. Cette de´rive´e de forme sera de grande importance pour les simulations
nume´riques comme pour dans le cas du conducteur parfait. Voici donc l’expression de la de´rive´e
de forme via un the´ore`me :
The´ore`me 7.2.1. Soit u ∈ H1loc(RN ) solution du proble`me de Helmholtz die´lectrique (2.28).
Soit J (Γ) := 12�u∞(Γ)−umes∞ �2L2(SN−1) la fonction couˆt. Soit p ∈ H1loc(RN ) solution du proble`me
adjoint (7.4) a` (2.28) pour la fonction couˆt conside´re´e. Alors la de´rive´e de J par rapport a` Γ
dans la direction θ, appele´e de´rive´e de forme, s’e´crit :




























Corollaire 7.2.1. Soit m le nombre d’ondes incidentes d’e´clairage. Soit ul ∈ H1loc(RN ) solution
du proble`me de Helmholtz die´lectrique (2.28) avec une onde incidente ulinc = e
ikx.dl e´clairant
dans la direction dl, pour 1 ≤ l ≤ m. Soit J la fonction couˆt (7.2). Soit pl ∈ H1loc(RN ) solution
du proble`me adjoint (7.4) a` (2.28) pour la fonction couˆt conside´re´e. Alors la de´rive´e de J par


































Preuve du The´ore`me 7.2.1 :On trouvera dans les deux sous-sections suivantes deux preuves.
La premie`re e´tablie formellement et rapidement (me´thode par re´gularisation en section 7.2.1),
et la seconde e´tablie rigoureusement via l’utilisation d’un Lagrangien (me´thode du Lagrangien
en section 7.2.2). �
7.2.1 Me´thode par re´gularisation
On se base sur le travail de O. Pantz [95]. Il y propose notamment une me´thode pour
trouver formellement (on peut justiﬁer rigoureusement la me´thode formelle propose´e) et surtout
rapidement la de´rive´e de forme en supposant tout d’abord que � et µ sont re´guliers puis en
passant a` une certaine limite qui consiste a` rendre � et D discontinues. Faisons donc cette
hypothe`se de re´gularite´. On pose pour plus de simplicite´ dans l’e´criture D = 1
µ
. Une variation
de D ou � dans la direction θ se notera Dθ(x) = D(x+θ(x)) et �θ(x) = �(x+θ(x)) ∀x ∈ RN . On
dira alors que l’on eﬀectue des variations internes en comparaison des variations dites externes
de la forme D + ΔD. Les variations internes sont des variations couramment employe´es en
optimisation ge´ome´trique ce qui rend cohe´rent le calcul qui va suivre. On introduit alors un
Lagrangien dans la de´ﬁnition suivante.
De´ﬁnition 7.2.1. Soit v, q ∈ H1loc(RN ) inde´pendants l’un de l’autre et de Γ = ∂Ω1. Soit BR
une boule de rayon R > 0 contenant Ω1 et SR = ∂BR. On suppose que v satisfait une condition





|∂rv − ikv|2ds = 0 (7.8)
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ce qui permet d’utiliser le comportement asymptotique v∞ de v de´ﬁni en section 2.2.1. On
de´ﬁnit alors le Lagrangien suivant a` partir du proble`me direct (2.41) et de la fonction couˆt
(7.2) :
L(Dθ, �θ, v, q) = 1
2










[TR(v)− Sµ,1m ]q} (7.9)
On ve´riﬁe bien que l’on retrouve les proble`mes adjoint et direct en e´crivant que les de´rive´es
respectives par rapport a` v et q de L sont nulles au point (D0, �0, u, p) := (Dθ, �θ, u, p)|θ=0 . Pour
de´terminer la de´rive´e de forme, on de´rive le Lagrangien (7.9) par rapport a` θ au point 0 :









ou` l’on de´signe par < ∂L
∂D
,D�(0)(θ) >|(D0,�0,u,p) la de´rive´e de L par rapport a` D dans la direction
D�(0)(θ) prise au point (D0, �0, u, p) (similairement pour le second terme mais par rapport a` �
au lieu de D).
On a donc le re´sultat suivant :








On rappelle que dans l’e´quation ci-dessus, u et p de´pendent de � et D. A partir de cette
expression on ne pourrait pas passer a` la limite (i.e. lorsque � et D convergent vers un champ
discontinu) car ∇u et ∇p ne sont pas re´gulier au passage de Γ. On suppose donc qu’il existe un
champ (τ, n) de vecteur orthonormaux tels que τ et n soient des extensions du vecteur tangent












soient re´guliers et continus au










et comme D� = ( 1
µ
)� = − 1
µ2
µ� alors on peut e´crire :























On fait ensuite tendre D (similairement pour � et µ) vers un champ discontinu par morceaux




et le terme J˜ convergeant formellement ainsi :
J˜ �(0)(θ)→ J �(Γ)(θ)
on peut alors e´crire en passant a` la limite :































ce qui constitue un premier calcul formel de la de´rive´e de forme.
7.2. CALCUL DE LA DE´RIVE´E DE FORME 125
7.2.2 Me´thode du Lagrangien
On calcule ici la de´rive´e de forme en exprimant rigoureusement le Lagrangien en fonction de
u1, u2, p1 et p2 (ici µ et � valent µr et �r dans Ωr) et en le de´rivant tout aussi rigoureusement
de`s lors que l’on suppose les fonctions u1, u2, p1 et p2 de´rivables par rapport a` Γ. Le calcul est
bien suˆr plus long que la me´thode pre´ce´dente. On rappelle que BR = Ω1 ∪ Ω2.
De´ﬁnition 7.2.2. Soit v1, v2, q1, q2 ∈ H1loc(RN ) inde´pendants l’un de l’autre et de Γ = ∂Ω1.
Soit BR une boule de rayon R > 0 contenant Ω1 et SR = ∂BR. On suppose que v2 satisfait une





|∂rv2 − ikv2|2ds = 0 (7.10)
ce qui permet d’utiliser le comportement asymptotique v∞ de v2 de´ﬁni en section 2.2.1. On
de´ﬁnit alors le Lagrangien suivant a` partir du proble`me direct (2.41) et de la fonction couˆt
(7.2) :
L(Γ, v1, v2, q1, q2) = 1
2


















































La de´rive´e nulle de ce Lagrangien par rapport a` v1 et v2 au point (Γ, u1, u2, p1, p2) donne l’e´tat
adjoint. Par rapport a` q1 et q2 au meˆme point, on obtient le proble`me direct. Et en de´rivant par
rapport a` Γ toujours au meˆme point on obtient la meˆme de´rive´e de forme que par la me´thode
de re´gularisation pre´ce´dente.
Remarque 7.2.1. Notons que dans tous les calculs qui vont suivre, pour prouver d’une quantite´
est nulle il suﬃra de montrer que ses parties re´elles et imaginaires sont nulles en prenant φ
re´el ou imaginaire pur.
Le proble`me direct
On de´rive donc le Lagrangien (7.11) par rapport a` q1 pour obtenir le proble`me direct dans Ω1








































Comme φ ∈ C∞0 (RN ), et en inte´grant par parties le premier terme, on obtient :


























Ce qui nous donne ﬁnalement :
∇.( 1
µ1
∇u1) + k21�1u1 = 0 dans Ω1































avec φ = 0 et ∂φ
∂n























































































Ce qui nous donne ﬁnalement :
∇.( 1
µ2
∇u2) + k2�2u2 = 0 dans Ω2
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L’e´tat adjoint
On note tout d’abord J˜ (v) = 12�v∞(v)− umes∞ �2L2(SN−1) pour signiﬁer explicitement que la
fonction couˆt de´pend de la fonction v ve´riﬁant une condition de radiation (7.8). Par de´ﬁnition,
on a que J˜ (u) = J (Γ).































































et comme φ ∈ C∞0 (RN ), on a ﬁnalement :
∇.( 1
µ1
∇p1) + k21�1p1 = 0 dans Ω1




















































Le premier terme est une inte´grale sur SR. En prenant φ ∈ C∞0 (RN ), et en inte´grant par parties
le produit scalaire des deux gradients du second terme, on a :
∇.( 1
µ2
∇p2) + k2�2p2 = 0 dans Ω2
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et comme on a (voir l’e´tablissement de la formule (9.30) en section (9.1.2)) :






















(u∞ − umes∞ ) sur SR
La de´rive´e de forme



























































On prend θ.n = 0 sur SR ce qui e´limine les termes correspondants dans (7.18).




= 0 : �
Γ













































































































































































































































































On retrouve bien la de´rive´e de forme obtenue par la me´thode de re´gularisation en section 7.2.1.
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8.1 Mise en oeuvre du couplage LSM-DGLS
8.1.1 Algorithme
L’algorithme est le meˆme que celui expose´ en section 5.2 a` la diﬀe´rence pre`s qu’il s’eﬀectue
dans le contexte d’objets die´lectriques (voir la section 7.1.1 pour plus de de´tails). On initialise
donc notre algorithme avec la me´thode LSM (dont une description peut eˆtre trouve´e en section
2.5) aﬁn d’obtenir une premie`re approximation Γ0 de la forme recherche´e Γcible. A partir de
cette forme, on calcule la de´rive´e de forme via la formule (7.6) e´tablie dans le The´ore`me 7.2.1.
Cette de´rive´e de forme, connue sur tout le bord Γ servira, avec une descente de gradient d’ordre
1 et la re´solution de l’e´quation de Hamilton-Jacobi par me´thode Level-Set, a` de´placer le contour
Γ0 de telle sorte que la fonctionnelle J diminue. En ite´rant ainsi avec DGLS sur Γi, contour
que l’on optimise a` chaque ite´ration i, on convergera vers un minimum local de la fonction couˆt
J .
8.1.2 Imple´mentation
L’imple´mentation utilise une nouvelle fois le code Fortran ”sampling 2d” de H. Haddar
pour la re´solution de proble`mes directs (2.41) et adjoints (7.4). L’initialisation LSM est aussi
eﬀectue´e par ce code. Le code d’optimisation est quant a` lui e´crit en Scilab et interface´ avec ce
code Fortran. Il a fallu, de meˆme qu’en section 5.1.3, e´tendre et re´gulariser la de´rive´e de forme
connue seulement sur le bord Γi a` chaque ite´ration i.
8.1.3 Re´sultats nume´riques
Dans le cadre du mode`le die´lectrique (2.41) et en utilisant l’approche du formalisme Level-
Set de´crit pre´ce´demment en 5.1 avec initialisation LSM, on eﬀectue les cas test nume´riques
ci-dessous. Le premier cas test s’eﬀectue sur un carre´ et le second sur un L. Ces deux cas
test seront eﬀectue´s avec une pe´nalisation sur le pe´rime`tre inte´gre´e a` la vitesse d’advection de
l’e´quation d’Hamilton-Jacobi (voir la section 5.1.2 pour plus de de´tails).
Cas test sur un carre´
Le premier cas test (Figures 8.1 et 8.2) s’eﬀectue sur un carre´ de taille 0.5, avec 50 ondes inci-
dentes et 50 observations re´parties uniforme´ment sur 360 degre´s et les parame`tres die´lectriques
suivants : �1 = 1, µ1 = 1.5, une longueur d’onde de 1 dans un domaine de taille 60× 40 maille´
uniforme´ment par des carre´s.
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Figure 8.2 – Cas test sur un carre´. Trace´ de la fonction couˆt en fonction des ite´rations
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Cas test sur un L
Le deuxie`me cas test (Figures 8.3 et 8.4) s’eﬀectue sur une forme en L, avec 50 ondes inci-
dentes et 50 observations re´parties uniforme´ment sur 360 degre´s et les parame`tres die´lectriques
suivants : �1 = 1.2, µ1 = 1, une longueur d’onde de 1 dans un domaine de taille 60× 40 maille´
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Figure 8.4 – Cas test sur un L. Gauche : 10e`me ite´ration en DGLS. Droite : Trace´ de
la fonction couˆt en fonction des ite´rations.
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8.1.4 Observations
Dans ces deux cas test (Figures 8.1, 8.2, 8.3 et 8.4), l’initialisation LSM a e´te´ choisie par des
conside´rations a posteriori, i.e. apre`s avoir teste´ plusieurs parame`tres de cutoﬀ aﬁn d’obtenir
une initialisation assez proche de la forme recherche´e Γcible. Sur le premier cas test (Figures
8.1 et 8.2) on constate une bonne convergence de l’algorithme en 15 ite´rations et conﬁrme le
calcul correct de la de´rive´e de forme (7.6) eﬀectue´e dans le chapitre 7. De meˆme, pour le second
cas test sur le L (Figures 8.3 et 8.4), on observe une convergence vers un minimum local en
10 ite´rations. Ces cas test donnent donc du cre´dit a` ce premier couplage LSM-DGLS. On a
cependant aucune certitude que le minimum atteint soit global. De plus l’initialisation LSM a
e´te´ faite a posteriori. Notre couplage n’est donc pas tre`s robuste.
Nous allons e´tudier dans le chapitre 9 la me´thode dite de Gradient Topologique (GT) avec
pour objectif de re´soudre les proble`mes que nous venons de soulever a` savoir l’atteinte d’un
minimum global et la non robustesse de l’optimisation.
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9.1 Le Gradient Topologique (GT)
Le but de cette section est d’e´tablir la sensibilite´ de la fonction couˆt J a` l’introduction
d’une petite inclusion de taille ρ que l’on notera ωρ. En the´orie, la forme de la petite inclusion
ajoute´e peut eˆtre arbitraire. Mais pour pouvoir calculer facilement ce qui sera la de´rive´e to-
pologique (ou gradient topologique) et pour une utilisation nume´rique aise´e on supposera que
cette inclusion est une boule dans RN , N = 2 ou 3. Notons que l’on prendra N = 2 dans les
applications nume´riques. Le lecteur pourra aller consulter entre autres [13] et [19] pour des
re´sultats similaires de Ammari H. et Masmoudi M.
Ainsi, toujours avec le proble`me direct die´lectrique (2.28), on cherche l’expression du gradient
topologique de la fonction couˆt J dont on rappelle l’e´criture :
J (Γ) := 1
2
�u∞(Γ)− umes∞ �2L2(SN−1) (9.1)
On rappelle tout d’abord quelques notations utilise´es en section 7.1. Soit Ω1 un ouvert
borne´ de RN et Ω2 = R
N\Ω1. On maille le domaine de calcul rectangulaire D0 uniforme´ment
par des carre´s. On note ce maillage M0.
Pour calculer ce gradient topologique, nous nous appuyons sur le travail fait en [9] sur la
notion de de´rive´e topologique et suivons les meˆmes e´tapes de raisonnement. On regarde s’il est
judicieux de cre´er un trou de taille inﬁnite´simale en un point x0 du domaine de calcul D0. Pour
ce faire, on introduit deux proble`mes : le proble`me non perturbe´ et le proble`me perturbe´ par
l’ajout d’une boule ωρ de taille ρ en un point x0. Plus pre´cise´ment, soit ω un ouvert re´gulier
de RN (on prend meˆme ω boule unite´ centre´e en 0). Soit ρ > 0 un petit parame`tre qui a pour
seule fonction celle de tendre vers ze´ro. Pour un point x0 de Ω2 on de´ﬁnit l’inclusion suivante :
ωρ = {x ∈ RN , x− x0
ρ
∈ ω}
de sorte que pour ρ assez petit, ωρ soit disjoint de Γ = ∂Ω1.
Remarque 9.1.1. Le cas ou` x0 ∈ Ω1 et ou` l’inclusion ωρ ⊂ Ω1 est disjointe de Γ se traite
similairement. On se focalise donc dans ce qui suit sur le cas ou` x0 ∈ Ω2.
Notons χ la fonction caracte´ristique de Ω1, χωρ la fonction caracte´ristique de ωρ et χρ la fonction
caracte´ristique de Ω1 ∪ ωρ. Ainsi,
χρ = χ+ χωρ
On a donc bien que χχωρ = 0. On re´sume cela dans la Figure 9.1.
On reformule la fonction couˆt (9.1) sous une forme qui nous permettra un de´veloppement
asymptotique de J par l’ajout de ωρ selon les notations utilise´es :
J (χ) = 1
2
� u∞(uχ)− umes∞ �2L2(SN−1) (9.2)
avec uχ := u1χ+u2(1−χ). Similairement on note uχρ := u1χρ+u2(1−χρ). Ces notations valent
aussi pour les variables pχ, p˜χ, pχρ et p˜χρ de´ﬁnies dans la section 9.1.1 qui suit. De´ﬁnissons
alors ce que l’on entend par de´rive´e topologique :










Figure 9.1 – Objets die´lectriques Ω1 et ωρ plonge´s dans un milieu die´lectrique Ω2
De´ﬁnition 9.1.1. Si la fonction couˆt J (9.2) e´value´e en χρ admet un de´veloppement asymp-
totique lorsque ρ→ 0+ de la forme suivante :
J (χρ) = J (χ) + ρNDJ(x0) + o(ρN )
alors le nombre DJ(x0) est appele´ de´rive´e topologique de J au point x0 pour l’inclusion ω.
Pour plus de simplicite´ on posera D = 1
µ
dans certains calculs. Les constantes die´lectriques
s’expriment de la fac¸on suivante : Dχρ = D1χρ + D2(1 − χρ) et �χρ = �1χρ + �2(1 − χρ). On
notera de plus le champ incident uincχ := (1−χ)uinc et uincχρ := (1−χρ)uinc (de meˆme pour pincχ
et pincχρ ).
9.1.1 Les proble`mes directs et adjoints perturbe´s
Soit BR une boule de rayon R > 0 de bord SR. On pose donc maintenant Ω2 = BR\Ω1.
De la meˆme manie`re qu’en section 7.2.1, nous e´tablissons l’expression du proble`me adjoint du
proble`me (2.41) graˆce au Lagrangien suivant :
L(Γ, s, t) = 1
2























+ TR(uinc) et ou` l’ope´rateur TR
est de´ﬁni en (2.17) avec uinc = e
ik2x.d onde plane incidente e´clairant dans la direction unitaire
d dans Ω2. Les proble`mes adjoint et direct qui en de´coulent sont les meˆmes qu’en section 7.1.1
et 7.1.2 a` quelques notations pre`s. Ce Lagrangien ne nous servira pas pour le calcul de la
de´rive´e topologique de la meˆme manie`re que lors des calculs des de´rive´es de forme et ne sert
qu’a` l’e´tablissement des proble`mes direct et adjoint pour la fonction couˆt conside´re´e. Ainsi, le
proble`me direct non perturbe´ s’e´crit :

























































(u∞(uχ)− umes∞ ) sur SR
(9.6)
ou` l’on rappelle que l’on a pinc = H(u∞(uχ) − umes∞ ). On de´ﬁnit aussi un proble`me adjoint




















(u∞(uχ)− umes∞ ) sur SR
(9.7)
ou` le second membre sur SR de´pend de χ et non de χρ (d’ou` le terme ”modiﬁe´”).
On pose ensuite v = uχρ − uχ la perturbation entre la solution du proble`me direct perturbe´
(9.5) et la solution du proble`me direct non perturbe´ (9.4). On pose de meˆme q = p˜χρ − pχ la
perturbation entre les solutions des proble`mes adjoints perturbe´ (9.7) et non perturbe´ (9.6). v










∇uχ) + k2[�]Γχωρuχ dans BR





+ TR(v) = 0 sur SR
(9.8)
ou` l’on rappelle que le saut s’e´crit [�]
Γ
= �2− �1 (voir la de´ﬁnition 2.2.4). Similairement a` (9.8)
on a q solution du proble`me suivant :










∇pχ) + k2[�]Γχωρpχ dans BR





+ TR(q) = 0 sur SR
(9.9)
9.1.2 Calcul de la de´rive´e topologique
Voici le re´sultat principal de cette section, a` savoir la de´rive´e topologique de la fonction
couˆt J . On prendra dans ce qui suit des constantes die´le´ctriques re´elles.
The´ore`me 9.1.1. Soit uχ ∈ H1loc(RN ) solution du proble`me de Helmholtz die´lectrique (9.4).
Soit J (χ) = 12�u∞(uχ) − umes∞ �2L2(SN−1) la fonction couˆt. Soit pχ ∈ H1loc(RN ) solution du
proble`me adjoint (9.6) a` (9.4) pour la fonction couˆt conside´re´e. Alors la de´rive´e topologique de
J , lorsque l’on cherche a` introduire un peu du milieu 1 (µ1, �1) dans le milieu 2 (µ2, �2), s’e´crit












Remarquons que lorsqu’on souhaite introduire du milieu 2 dans le milieu 1, il faut intervertir
les indices 1 et 2 et que, sauf indication contraire, le milieu 2 est le vide donc µ2 = �2 = 1 et
N = 2 dans nos simulations nume´riques des sections 9.1.5 et 9.2.
Pre´cisons tout d’abord quelques e´le´ments qui vont permettre de construire la preuve de ce
the´ore`me. On de´ﬁnit wξ de la fac¸on suivante pour tout vecteur ξ ∈ RN :
De´ﬁnition 9.1.2. Soit wξ : R
N → R solution du proble`me suivant
−∇.(Dχω∇(wξ)) = −∇.(χω[D]ξ) dans RN (9.11)
pour tout wξ ∈ W := {w ∈ H1loc(RN ;R),∇w ∈ L2(RN ;RN )} (espace de Beppo-Levi). wξ ∈ W
implique des proprie´te´s de de´croissance a` l’inﬁni de wξ ce qui assure l’unicite´ de la solution du
proble`me. Notons qu’ici, wξ ne satisfait pas de condition de radiation.
Voici alors un premier Lemme qui nous sera utile lors du calcul de la de´rive´e topologique, et
prolongeant les proprie´te´s de de´croissance a` l’inﬁni de wξ :
Lemme 9.1.1. La solution wξ du proble`me canonique (9.11) a un de´veloppement asymptotique
a` l’inﬁni qui s’e´crit comme suit pour y ∈ RN :
wξ(y) = −Mξ.∇G(x, y) +O(|y|−N ) |y| → ∞ (9.12)
ou` G(x, .) : RN → R est la fonction de Green associe´e au proble`me (9.11) solution, pour
x ∈ RN , de : �
−∇.(Dχω∇G(x, .)) = δx dans RN
|G(x, y)| −→ 0 |y| → ∞
(9.13)
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et M est la matrice, dite de polarisation [14], fonction de l’inclusion ω, inde´pendante de ξ, et
de´ﬁnie par :
M := [D](N + |ω|I)





Preuve : La de´monstration est similaire a` celle de [9] au Lemme 4.1. Nous allons donc de´crire
brie`vement les e´tapes du raisonnement. Ainsi, soit ω l’inclusion de´ﬁnie pre´ce´demment. Soit U
un ouvert re´gulier contenant ω strictement et φ ∈ C∞(RN ) une fonction cutoﬀ telle que φ ≡ 0
dans ω, φ ≡ 1 dans RN\U . On de´ﬁnit f = f (y) par :
f := −∇.(Dχω∇(φωξ)) (9.14)
qui est a` support compact dans U graˆce a` (9.11) et le fait que φ ≡ 1 dans RN\U . Puisque
φ ≡ 0 dans ω on a que pour φωξ ∈W :
−∇.(D1∇(φωξ)) = f dans RN (9.15)




G(y − η)f(η)dV (η) (9.16)










ηif(η)dV (η) +O(|y|−N ) (9.17)
L’inte´grale sur U peut se re´e´crire apre`s quelques calculs utilisant (9.14), la de´ﬁnition de φ et
des inte´grations par parties :�
U
ηif(η)dV (η) = ([D]
�
ω
(∇ωξ + ξ)dV (η))i = (Mξ)i
ce qui donne (9.12). �
Remarque 9.1.2. Le Lemme 9.1.1 nous dit que, comme le membre de droite de (9.11) est de
moyenne nulle, wξ se comporte comme O(|y|−d) a` l’inﬁni. Ainsi, en de´ﬁnissant ξ0 = ∇uχ(x0)
et ξ�0 = ∇pχ(x0) on peut prouver que l’on a dans un certain sens :




Ainsi, on de´ﬁnit wρξ0(x) := ρwξ0(
x−x0
ρ
) solution du proble`me
−∇.(Dχρ∇(wρξ0)) = −∇.(χωρ [D]ξ0)
satisfaisant des conditions aux limites non-homoge`nes et petites lorsque ρ > 0 est petit. La
fonction wρξ0 est le terme principal du de´veloppement asymptotique de´crit dans le Lemme sui-
vant.
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Lemme 9.1.2. Soit θc ∈ C∞c (BR), une fonction cutoﬀ telle que θc ≡ 1 dans un voisinage Vx0











||wρξ0 ||L2(BR) ≤ Cρ2
�
logρ si N = 2 (9.20)
||wρξ0 ||L2(BR) ≤ Cρ
N
2
+1 si N ≥ 3 (9.21)
||∇wρξ0 ||L2(BR) ≤ Cρ
N
2 (9.22)
Preuve : Similaire a` celle de [9]. �
Remarque 9.1.3. On de´ﬁnit de la meˆme manie`re qu’au Lemme 9.1.2 les ine´galite´s (9.19-9.22)





Notons qu’au voisinage de ωρ, on a θc = 1 de`s que ρ est assez petit. Les e´quations (9.18) et








) + o(ρ) (9.25)
formant ainsi un de´veloppement asymptotique de v et q solutions respectives de (9.8) et (9.9).
On de´crit maintenant a` travers le Lemme suivant une expression particulie`re du champ
lointain d’une solution de l’e´quation de Helmholtz die´lectrique (2.28). Cette expression nous
servira dans le calcul de la de´rive´e topologique.
Lemme 9.1.3. Soit u solution du proble`me de Helmholtz die´lectrique (2.28). Alors le champ
lointain (voir la de´ﬁnition 2.2.1 d’un champ lointain) de us = u − uinc, se note u∞(xˆ) pour














avec Φ∞,2 = Φ∞,2(xˆ, .) champ lointain de la fonction de Green Φ2 solution de (2.33) de´ﬁnie
en section 2.2.2 par l’e´quation (2.35).
Preuve : Soit u solution du proble`me de Helmholtz die´lectrique (2.28). Soit SR le bord de
BR, boule de rayon R contenant Ω1 strictement. On rappelle l’e´criture du champ lointain de














ds(y) pour xˆ ∈ SN−1 (9.27)
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puisque Φ∞,2(xˆ, .) et u ve´riﬁent l’e´quation de Helmholtz die´lectrique (2.28). On a aussi apre`s
deux inte´grations par parties sur chaque laplacien (ou bien directement avec la seconde formu-






















On obtient ainsi le re´sultat voulu en prenant n normale dirige´e vers l’exte´rieur de BR. �









|∂rus − ik2us|2ds = 0
(9.28)
alors on peut e´crire directement graˆce au The´ore`me de repre´sentation 2.2.5 et en conside´rant














en prenant n normale dirige´e vers l’exte´rieur de BR.
Preuve du The´ore`me 9.1.1 : On regarde donc l’inﬂuence de l’ajout d’une boule ωρ de rayon










Ensuite, en posant v = uχρ − uχ, le de´veloppement limite´ de j s’e´crit :
j(uχρ) = j(uχ) + j
�(uχ)v +O(v2)
Donc :
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Tout d’abord, la de´rive´e de j dans la direction v s’e´crit :
j�(uχ)v = �
�
< u�∞(uχ), v >(u∞(uχ)− umes∞ )
�
(9.29)
Cherchons donc l’expression de < u�∞(uχ), v >. En utilisant le Lemme 9.1.3 avec la notation



































)uχ − Sµ,1m Φ∞,2
�
On peut donc calculer la de´rive´e de u∞ par rapport a` uχ dans la direction v = uχρ − uχ :

















































puis on peut e´crire graˆce aux proprie´te´s de TR (voir la proprie´te´ (2.21) de la section 2.2.1) et




Φ∞,2(xˆ, y)ϕ(xˆ)ds(xˆ) y ∈ RN
que l’on a ∀y ∈ SR :�
SN−1
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On rappelle que l’on note D := 1
µ
. On multiplie alors le proble`me adjoint perturbe´ modiﬁe´






































































Puis, sur l’e´quation (9.32), en inte´grant par parties le premier terme du membre de droite, en



















Or sur SR on a les relations suivantes d’apre`s (9.8) et (9.7) :
1
µ2









(u∞(uχ)− umes∞ ) sur SR

































Montrons que la somme des deux premiers termes du membre de gauche de (9.33) est nulle.
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puis en utilisant le de´veloppement asymptotique (9.25) de q et avec une remise a` l’e´chelle sur














































































avec, on le rappelle, ξ0 = ∇uχ(x0) et ξ�0 = ∇pχ(x0). On peut utiliser ici le Lemme 9.1.1 pour













sachant que wξ est solution du proble`me (9.11) dans R
N suivant :
−∇.(Dχρ∇(wξ)) = −∇.(χω[D]Γξ)
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pour tout wξ ∈W := {w ∈ H1loc(RN ;R),∇w ∈ L2(R;RN )}.
On multiplie le proble`me (9.11) par une fonction test ϕ ∈ C∞0 (RN ) et on inte´gre par parties les


































ce qui donne avec l’e´galite´ restante une condition sur le bord ∂ω :
D1∇w−ξ .n = D2∇w+ξ .n+ [D]Γξ.n sur ∂ω (9.38)
















ce qui donne une e´quation sur ω et une sur RN\ω :


Δw−ξ = 0 dans ω




On cherche alors une expression simple de wξ de la forme suivante :

w−ξ (x) = γξ.x dans ω
w+ξ (x) = (ξ.x)g(r) dans R
N\ω
avec r = |x|. On impose la continuite´ de wξ au travers de ∂ω ce qui s’e´crit :
w−ξ = w
+
ξ sur ∂ω (9.42)
Une illustration de la recherche de wξ peut eˆtre trouve´e en Figure 9.2.
Remarquons que l’on a bien Δw−ξ = 0 dans ω. En e´crivant que l’on souhaite Δw
+
ξ = 0 dans
R
N\ω, on trouve que g re´sout l’e´quation diﬀe´rentielle suivante :
(N + 1)g�(r) + rg��(r) = 0
et donc s’e´crit en dimension N sous la forme suivante :
g(r) = − α
NrN
+ β
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ω−ξ , �1, D1
ω
∂ω
ω+ξ , �2, D2
RN
O
Figure 9.2 – Illustration de la recherche de wξ
On impose une condition de de´croissance a` l’inﬁni aﬁn que ∇wξ ∈ L2(RN ). En prenant wξ → 0
en l’inﬁni on a β = 0. La condition de saut (9.38) donne :
D1γξ.n = D2(ξ.x)(x.n)g
�(1) +D2(ξ.n)g(1) + [D]Γξ.n
en simpliﬁant, avec x = n (car on est sur ∂ω, le bord de la boule unite´ ω centre´e en 0) et avec
les valeurs de g, il vient :










D2(N − 1) (9.43)
La condition (9.42) donne :
γξ.x = − α
N
(ξ.x)
ce qui s’e´crit plus simplement puisque ξ.x �= 0 :
γ = − α
N
(9.44)
Donc ﬁnalement avec les e´quations (9.43) et (9.44) on obtient les valeurs de α et γ suivantes :
α = −N [D]Γ




D1 + (N − 1)D2









ξ0.∇wξ�0dV (y) = π
[D]
Γ





(N − 1)µ1 + µ2 ξ0.ξ
�
0 (9.45)
On obtient ainsi l’expression ﬁnale de L(v) avec les e´quations (9.35) et (9.45). Et comme
L(v) = ρNDJ(x0), on obtient l’expression de DJ lorsque l’on cherche a` introduire un peu de
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ce qui termine le calcul du gradient topologique. �
9.1.3 Algorithme
L’algorithme qui s’ensuit est le suivant : pour chaque point x0 du maillage M0 du domaine
D0 (qui est uniforme´ment maille´ par des carre´s), on calcule les solutions u et p des proble`mes
direct (9.4) et adjoint (9.6) avec une forme donne´e Ωi a` une certaine e´tape i de notre algo-
rithme d’optimisation ge´ne´ral. Ce calcul, pour des raisons techniques, s’eﬀectue tout d’abord
a` l’exte´rieur de Ωi puis a` l’inte´rieur et ce, sur chaque ligne verticale et horizontale du maillage
M0. On peut alors calculer le gradient topologique a` proprement parler en chaque point x0 via
la formule de la section 9.1.2 pre´ce´dente. On se retrouve avec une carte I0 : D0 ⊂ R2 → R que
l’on seuillera avec le choix d’un cutoﬀ (ou plus tard via une me´thode de´crite a` la section 10.1)
permettant d’obtenir ainsi une nouvelle forme faisant diminuer la fonction couˆt J .
9.1.4 Imple´mentation
Le gradient topologique a e´te´ imple´mente´ en Scilab en utilisant le code Fortran ”Sam-
pling 2d” de H. Haddar pour le calcul des solutions u et p des proble`mes direct (9.4) et adjoint
(9.6). L’algorithme calcule pour chaque point x0 du maillage M0 une valeur DJ(x0). Si cette
valeur est tre`s ne´gative (un e´clairage sur la notion de tre`s ne´gatif est ici ne´cessaire, voir la partie
10.1) alors il sera judicieux de conside´rer de mettre de la matie`re a` cet endroit s’il y avait du
vide, et a` en enlever si l’on n’e´tait pas dans le vide. Le temps de calcul est assez long. Pour 10
ondes incidentes, 10 observations et un obstacle maille´ par 50 points, l’algorithme met environ
8 min avec un processeur 1,66 Ghz Core 2, ce qui est environ 20 fois plus lent que le calcul
avec la me´thode level-set de la section 8.1. En eﬀet, on re´sout les proble`mes direct et adjoint
avec des e´quations inte´grales sur le bord Γi via le code Fortran ”Sampling 2d” puis on e´tend
la solution sur tout le maillage par convolution avec un noyau de Green. On aurait pu utiliser,
par exemple, des e´le´ments ﬁnis pour un calcul plus rapide, mais nous avons fait le choix d’une
imple´mentation simple via un code d’e´quations inte´grales disponible aﬁn de tester et utiliser la
me´thode du GT.
9.1.5 Re´sultats nume´riques
Nous pre´sentons ici deux cas test ayant pour but de de´ﬁnir la viabilite´ de l’imple´mentation
du code utilisant la me´thode du gradient topologique et le calcul correct de la formule (9.10) du
gradient topologique. Le premier cas test concerne l’approche de deux cercles de meˆme rayon
0.2 avec une initialisation rectangulaire de´cale´e (Figures 9.3 et 9.4). Le second test concerne
l’approche d’une forme en L avec initialisation carre´e au centre (Figures 9.5 et 9.6). Les deux
cas test sont eﬀectue´s avec 10 ondes incidentes et 10 observations re´parties uniforme´ment sur
360 degre´s avec les parame`tres die´le´ctriques suivants : �1 = 1.5, µ1 = 1.3, et avec une longueur
d’onde de λ = 1.







































Figure 9.3 – Cas test de deux cercles disjoints. Gauche : Initialisation rectangulaire.























Figure 9.4 – Cas test de deux cercles disjoints. Trace´ de la carte du GT a` l’inte´rieur du
rectangle.
On constate sur les Figures 9.3 et 9.4 que le gradient topologique permet de distinguer les
zones ou` placer une petite boule. A l’exte´rieur du rectangle (Figure 9.3), il pre´conise la` ou` les
valeurs sont ne´gatives de placer un composant die´lectrique. A l’inte´rieur du rectangle (Figure
9.4) il montre avec des valeurs positives que la partie infe´rieure gauche de ce rectangle doit eˆtre
conserve´e telle quelle et que le reste devrait appartenir au vide.
De meˆme, le cas test des Figures 9.5 et 9.6 montre la tendance du gradient topologique
a` vouloir mettre du mate´riau die´lectrique sur tout le L a` l’exte´rieur du carre´ (Figure 9.5) et























Figure 9.5 – Cas test du L. Gauche : initialisation avec un carre´. Droite : trace´ de la


























Figure 9.6 – Cas test du L. Trace´ de la carte du GT a` l’inte´rieur du carre´.
a` conserver la partie die´lectrique a` l’inte´rieur du carre´ (Figure 9.6) a` l’exception de la partie
infe´rieure droite.
9.1.6 Observations
Ces deux cas test permettent de constater l’imple´mentation correcte de l’algorithme du
gradient topologique et du bon calcul de la de´rive´e topologique a` la section 9.1.2. Cet algorithme
pourrait permettre ainsi de capter des composantes connexes manque´es lors de l’initialisation,
de renforcer la robustesse d’un couplage par son utilisation ponctuelle ou encore d’acce´le´rer la
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convergence d’un couplage graˆce a` son optimisation topologique sur tout le domaine de calcul
D0.
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9.2 Mise en oeuvre du couplage LSM-DGLS-GT
9.2.1 Algorithme
L’algorithme est similaire a` celui de la section 8.1. La seule diﬀe´rence re´side dans le fait
que l’on utilise en plus une me´thode de Gradient Topologique (GT). Ainsi, on initialise avec
la me´thode LSM aﬁn d’obtenir une premie`re approximation Γ0 de la forme recherche´e Γcible.
A partir de cette forme Γ0, on calcule la de´rive´e de forme via la formule (7.6) e´tablie dans
la section 7.2. Cette de´rive´e de forme connue sur tout le bord Γ0 servira, via une descente
de gradient d’ordre 1 et la re´solution de l’e´quation de Hamilton-Jacobi (DGLS), a` de´placer le
contour Γ0 de telle sorte que la fonctionnelle J diminue et cre´e ainsi le contour Γ1 suivant. En
ite´rant ainsi avec DGLS sur les contours Γi, i = 1, ..., Nmax (Nmax e´tant le nombre maximum
d’ite´ration ﬁxe´ a` l’avance) on convergera vers un minimum local de la fonction couˆt J . Toutes
les NGT = 5 ou 10 ite´rations on eﬀectuera une ite´ration de Gradient Topologique aﬁn d’acce´le´rer
la convergence ou de sortir d’un minimum local.
9.2.2 Imple´mentation
L’imple´mentation utilise le code Fortran ”Sampling 2d” de H. Haddar de re´solution de
proble`mes direct (9.4) et adjoint (9.6). Le code d’optimisation est e´crit en Scilab et interface´
avec ce code Fortran. La calcul de DJ(x0) pour chaque point x0 du maillage M0 est aussi e´crit
en Scilab.
9.2.3 Re´sultats nume´riques
Tous les cas test de cette rubrique qui vont suivre seront eﬀectue´s avec 10 ondes incidentes
et 10 observations sur 360 degre´s, une longueur d’onde de 1 unite´, un bruit de 1%, une grille
de 60x40 e´le´ments, avec les constantes die´le´ctriques suivantes : celles du mate´riaux �1 = 1.5,
µ1 = 1.3 et celles du vide valant �2 = µ2 = 1.
Sans utilisation du Gradient Topologique
On teste ici un couplage consistant en une initialisation LSM suivie d’ite´rations de descente
de gradient d’ordre 1 avec formalisme Level-Set (couplage DGLS e´tudie´ en chapitre 8). La forme
Γcible est constitue´e de deux cercles proches (deux composantes connexes) de rayons 0.2 et dont
les centres sont distants de 0.6. L’e´cart entre les deux cercles est donc de 0.2. Notons que nous
avons choisi un cutoﬀ volontairement bas pour la LSM aﬁn de disposer d’une premie`re large
approximation de la forme aﬁn de tester certains aspects de notre algorithme d’optimisation
via le gradient topologique.
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Figure 9.7 – Cas test sur deux cercles disjoints proches. Gauche : initialisation LSM
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Figure 9.8 – Cas test sur deux cercles disjoints proches. Gauche : 3e`me ite´ration en









































Figure 9.9 – Cas test sur deux cercles disjoints proches. Gauche : 20e`me ite´ration en
DGLS. Droite : trace´ de la fonction couˆt en fonction des ite´rations.
156 9.2. MISE EN OEUVRE DU COUPLAGE LSM-DGLS-GT
Avec utilisation du Gradient Topologique
Dans ce cas test nous allons utiliser le Gradient Topologique de`s les premie`res ite´rations
(on se ﬁxe la 3e`me mais on aurait pu l’utiliser directement en deuxie`me ite´ration). La forme
Γcible et l’initialisation Γ0 sont les meˆmes que lors du test pre´ce´dent eﬀectue´ sans l’utilisation
du gradient topologique.
Remarque 9.2.1. On ne peut l’utiliser en initialisation car le Gradient Topologique code´ ici
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Figure 9.10 – Cas test sur deux cercles disjoints proches avec utilisation du GT. Gauche :
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Figure 9.11 – Cas test sur deux cercles disjoints proches avec utilisation du GT. Gauche :
3e`me ite´ration avec le GT. Droite : 4e`me ite´ration en DGLS.
Le gradient topologique permet de se´parer la forme en deux composantes connexes de`s la
3e`me ite´ration.









































Figure 9.12 – Cas test sur deux cercles disjoints proches. Gauche : 20e`me ite´ration en
DGLS. Droite : trace´ de la fonction couˆt en fonction des ite´rations.
Figure 9.13 – Comparaison des convergences pour les algorithmes avec et sans utilisation
du gradient topologique. Ligne bleue : trace´ de la fonction couˆt sans utilisation du GT.
Ligne verte avec points : trace´ de la fonction couˆt avec utilisation du GT.
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Cas test de repe´rage d’une composante connexe
Dans ce cas test nous allons e´tudier la capacite´ du gradient topologique a` capter des compo-
santes connexes qui ne seraient pas repe´re´es par la LSM ni par la descente de gradient d’ordre
1. L’initialisation Γ0 n’est pas issue de la LSM pour les besoins du test. On utilise une initia-
lisation avec un rectangle (voir le graphique gauche de la Figure 9.14). Le reste des ite´rations
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Figure 9.14 – Cas test de repe´rage d’une composante connexe. Gauche : initialisation
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Figure 9.15 – Cas test de repe´rage d’une composante connexe. 5e`me ite´ration avec le
Gradient Topologique.
Le gradient topologique permet de repe´rer une composante connexe non repe´re´ par les
autres algorithmes.
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9.2.4 Observations
Un premier de´savantage observe´ lors des tests nume´riques du gradient topologique est qu’il
est moins pre´cis lorsqu’il est e´value´ en un point proche de la frontie`re de l’objet. Par contre il
permet de changer la topologie de notre forme en ajoutant une composante connexe e´loigne´e
de la pre´ce´dente ce que ne permettait pas la me´thode de Level-Set, qui comme la me´thode de
variation de frontie`re, permettait une optimisation locale. Ainsi avec le gradient topologique
on dispose d’un outil permettant de trouver de la matie`re a` des endroits qu’on n’aurait pas pu
atteindre avec les pre´ce´dentes me´thodes. (Bien qu’en ge´ne´ral l’initialisation LSM permette de
saisir toutes les composantes connexes de`s le depart si l’on choisit un bon cutoﬀ, voir la section
10.1).
Le Gradient Topologique permet ne´anmoins d’acce´lerer la convergence si tant est qu’on l’utilise
au bon moment (voir les Figures 9.7 a` 9.12). Par exemple, dans le cas test ou` la vraie forme est
un ensemble de deux disques tre`s proches, la LSM peut ne pas repe´rer la connexite´ des deux
composantes connexes que sont les deux disques et la me´thode de Level-Set la repe`rera proba-
blement mais au bout d’un certain nombre d’ite´rations. D’un autre coˆte´, l’utilisation du gradient
topologique juste apre`s l’initialisation de la LSM permet, en une ite´ration, de diﬀe´rencier les
deux disques d’ou` une acce´le´ration de la convergence. Mais encore fallait-il pre´voir que son
utilisation juste apre`s la LSM allait eˆtre fructueuse. Une possible fac¸on de faire pourrait eˆtre
de l’utiliser ponctuellement (toutes les 10 ite´rations par exemple)
Le gradient topologique peut aussi eˆtre utilise´ comme un test de convergence (voir les Figures
9.14 et 9.15). Lorsque l’optimisation semble s’essouﬂer et que la fonction couˆt ne diminue plus
assez, une ite´ration de gradient topologique permettrait de sortir d’un minimum local potentiel
ou de conﬁrmer la convergence vers Γcible.
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Chapitre10
Couplage LSM-DGLS2-GT avec seuillage
robuste
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10.1 Me´thodes de seuillage pour la LSM
En sortie de la LSM ou du gradient topologique, on a une carte I0 : D0 ⊂ RN → R
(N = 2 dans notre cas) de valeurs positives (ou ne´gatives) sur notre maillage. On impose
alors arbitrairement une valeur de seuil (ou ”cutoﬀ”) pour prendre la ligne de niveau cutoﬀ. En
the´orie, plus une valeur sur la carte est e´leve´e, plus elle a de chance d’eˆtre a` l’inte´rieur de l’objet
sonde´. Ainsi un cutoﬀ ”e´leve´” assure que la ligne de niveau obtenue est tre`s probablement a`
l’inte´rieur de l’objet sonde´ et inversement, un cutoﬀ faible nous donne une ligne de niveau a`
l’exte´rieur de l’objet sonde´. Cependant, lorsque le cutoﬀ est trop e´leve´, la ligne de niveau n’est
que l’ensemble des points les plus lumineux et l’on se retrouve e´loigne´ de la forme recherche´e.
De meˆme lorsque ce cutoﬀ est trop bas, on se retrouve loin de la forme recherche´e Γcible. La
question du choix du cutoﬀ se pose alors.
10.1.1 Algorithme de dichotomie
Regardons tout d’abord un algorithme de dichotomie permettant une adaptation du cutoﬀ.
Celui-ci requiererait a` chaque e´tape le calcul de la valeur de la fonction couˆt donc ne´cessiterait
la re´solution des proble`mes direct (2.41) et adjoint (7.4). On se rapprocherait ainsi de la vrai
forme. Cet algorithme permettrait d’eˆtre plus robuste face au choix a posteriori du cutoﬀ.
Typiquement, le temps de calcul ne´cessaire serait un certain nombre de fois le temps de calcul
de re´solution du proble`me direct (2.41). Sachant que dans chaque ite´ration de LSM-DGLS on
re´sout le proble`me direct et adjoint, on peut conside´rer que le temps de calcul pour le re´glage
du cutoﬀ est du meˆme ordre qu’une ite´ration de notre algorithme ﬁnal d’optimisation. On
doublerait donc notre temps de calcul par ite´ration ce qui n’est pas acceptable. Aucun test
nume´rique n’a e´te´ eﬀectue´ pour cette me´thode pre´fe´rant un choix rapide et a posteriori de
notre initialisation LSM pour tous nos tests nume´riques dans un premier temps. L’algorithme
de segmentation d’image qui suit sera utilise´ dans toutes les prochaines simulations nume´riques.
10.1.2 Algorithme de segmentation d’image
On souhaite ici obtenir, a` partir d’une fonction I0 : D0 ⊂ R2 → R, la ligne de niveau
de pe´rime`tre minimum passant par les pentes les plus e´leve´es de la fonction en question. Une
fac¸on classique de faire en segmentation d’image est d’utiliser la fonctionnelle de Mumford-Shah








ou` I0 est une fonction continue par morceaux, I : D0 ⊂ R2 → R est une fonction discontinue a`
travers Γ, l(Γ) repre´sente la longueur du contour Γ, et ou` les constantes α1, α2 et α3 permettent
de donner plus de poids a` l’un ou l’autre des crite`res pre´sents dans cette fonctionnelle. Ainsi,
la minimisation de la fonctionnelle (10.1) permet de trouver une approximation de I0 par une
fonction continue par morceaux I.
On s’inspire ensuite de [97] e´tablissant une relaxation convexe de la fonctionnelle (10.1) que
l’on ne de´crit pas ici. Le lecteur pourra aller consulter [2, 29] pour de plus amples informations









Figure 10.1 – Approximation de la carte I0 par une fonction continue par morceaux I
dans un domaine D0. I permet alors le recouvrement d’une forme Ω.
sur ce genre de relaxation. Ainsi, la fonctionnelle relaxe´e de (10.1) peut se minimiser en utilisant
un algorithme de type Primal-Dual de´crit en [97] qui consiste a` chercher u, ξ : D0 ⊂ R2 → R





< Au, ξ > + < g, u > (10.2)
ou` C et K sont des ferme´s convexes et A un ope´rateur line´aire continu de norme L de´ﬁnis par :
C = {f : R2 → R, 0 ≤ f ≤ 1}
K = {f : R2 → R, |f | ≤ g˜}





< g, u > = (b− a)
�
D0








On maille D0 uniforme´ment par des carre´s. Sur ce maillage M0 de taille 60× 40 ainsi construit
on note ui, ξi les versions discre`tes de u, ξ prises a` l’e´tape i sur le maillageM0 de l’algorithme qui
va suivre. On peut alors e´crire un sche´ma de re´solution de (10.2) : on choisit (u0, ξ0) ∈ C ×K,
on pose ξ˜0 = ξ0 et pour n ≥ 0 on a :

un+1 = ΠC(u










avec a = min(u0), b = max(u0), σ > 0, τ > 0 et c1, c2 et c3 3 constantes positives que l’on
choisira lors des tests nume´riques. On a alors le the´ore`me suivant :
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The´ore`me 10.1.1. Si on prend σ et τ tels que στL2 ≤ 1 alors lorsque n→∞ on a (un, ξn)→
(u∗, ξ∗) solution de (10.2).
Preuve : voir l’annexe A de [97]. �
Remarque 10.1.1. Dans notre cas, l’ope´rateur A a une norme L =
√
12 si on prend Δx =
Δy = 1.
Ainsi, l’algorithme de segmentation d’image issu du sche´ma (10.3)-(10.5) est le suivant :
Algorithme de segmentation d’image
I ← Fonction (I0, τ, σ, c1, c2, c3, Niter)
Initialisations :
1 - u0 = I0
2 - Calcul des bornes a et b
3 - ξ0 = 0, ξ˜0 = ξ0, i = 0
4 - Calcul de ∇I0
5 - Calcul de g˜ = c11+c2|∇I0|
Boucle tant que i < Niter
6 - Calcul de div(ξ˜i)
7 - Calcul de ui+1 via (10.3)
8 - Calcul de ∇ui+1
9 - Calcul de ξi+1 via (10.4)
10 - ξ˜i+1 ← ξi+1 + c3(ξi+1 − ξi)
11 - i← i+ 1
Fin Boucle
12 - Calcul de uNiter+1 via (10.3)
et remise a` l’e´chelle sur [−1, 1]




L’imple´mentation a e´te´ eﬀectue´e en Scilab. Il a aussi fallu imple´menter une fonction per-
mettant de supprimer les formes capte´es par la segmentation d’image qui se re´veleraient trop
proche du bord du domaine de travail D0.
10.1.4 Re´sultats nume´riques
Voici en Figure 10.2 un test nume´rique de l’algorithme de segmentation d’image eﬀectue´ sur
une forme un peu particulie`re, deux cercles relie´s par un tube, apre`s lancement de la LSM, sur
le maillage M0 de taille 60×40 avec 10 ondes incidentes et 10 observations, avec les parame`tres
die´le´ctriques �1 = 1.4 et µ1 = 1.3, une longueur d’onde de 1 et les parame`tres de l’algorithme
de segmentation d’image suivant c1 = 2, c2 = 1, c3 = 0.5, τ = σ = 1/5 et Niter = 30.
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Figure 10.2 – Cas test du seuillage apre`s utilisation de la LSM sur deux cercles disjoints.
Gauche : un seuillage a` l’aide d’un cutoﬀ (seuil) choisi a posteriori. Droite : seuillage avec
utilisation de l’algorithme de segmentation d’image.
10.1.5 Observations
Le seuillage par segmentation d’image permet l’obtention rapide d’une forme Γ0 a` partir de
la donne´e d’une carte obtenue soit par LSM soit par GT et permettant une bonne initialisation
pour l’algorithme d’optimisation qui s’en suivra. Avec cette me´thode, il ne s’agit plus de choisir
un cutoﬀ a posteriori et ”a` la main” mais plutoˆt de choisir les parame`tres c1, c2 et c3. Ce choix
peut eˆtre fait une fois pour toutes puisqu’il n’aﬀecte en rien la capacite´ de la segmentation
d’image a` obtenir une initialisation correcte. On a donc construit une me´thode rapide, eﬃcace
et robuste pour choisir la forme d’initialisation Γ0.
10.2 Optimisation avec une de´rive´e seconde de forme
10.2.1 Introduction
On rappelle ici quelques e´lements concernant les de´rive´es secondes de forme de´ja` introduit
pre´ce´demment dans la section 2.3.5 ou` le lecteur pourra trouver plus de de´tails. On rappelle la
notation Ωθ = (Id+ θ)Ω. Soit u ∈ H2loc(RN ). Le de´veloppement de u a l’ordre 2 s’e´crit :




u��(Ω, θ, θ) + ◦(||θ||2)
On a de plus la relation suivante entre (J �)� et J �� :
J ��(Ω)(θ, θ˜) = (J �)�(Ω, θ, θ˜)− J �(Ω, θ.∇θ˜)
avec θ.∇θ˜ =�Ni=1 θi∂iθ˜. On introduit dans ce qui suit une me´thode permettant d’approcher le
calcul de la hessienne de la fonction couˆt e´vitant ainsi le calcul direct de la de´rive´e seconde de
forme. Le lecteur pourra aller consulter le chapitre 11 pour un calcul de de´rive´e seconde.
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10.2.2 La me´thode BFGS
Nous allons dans un premier temps nous aﬀranchir du calcul de la de´rive´e seconde et utiliser
la me´thode Broyden-Fletcher-Goldfarb-Shanno (BFGS) permettant de re´soudre des proble`mes
d’optimisation non line´aire en approchant ite´rativement la hessienne de la fonction a` minimiser.
Concre`tement, soit f : RN → R tel que f ∈ C2(RN ). Son de´veloppement de Taylor a` l’ordre 2
s’e´crit ∀x ∈ RN :
f(x+ s) = f(x) +∇f(x).s+ 1
2
H(x)s.s+ ◦(|s|2)
avec H matrice hessienne de f syme´trique de´ﬁnie positive. Minimiser f revient a` trouver la
direction de descente sk ∈ RN tel que :
−∇f(xk) = Hksk ∀xk ∈ RN
ce qui s’e´crit aussi :
sk = −H−1k ∇f(xk)
le tout en ite´rant de la fac¸on suivante :
xk+1 = xk + λsk (10.6)
avec λ ∈ R pas de descente petit. La me´thode BFGS permet de calculer ite´rativement la matrice
H−1k par la formule suivante :
















avec dk = ∇f(xk+1)−∇f(xk) et δk = xk+1 − xk.
Remarque 10.2.1. On n’a pas parle´ ici des conditions de Wolfe sur sk que l’on ne ve´riﬁera
pas syste´matiquement.
10.2.3 L’imple´mentation
On de´crit ici l’imple´mentation de la me´thode BFGS introduite a` la section (10.2.2) pre´ce´dente
avec la fonction couˆt J de´ﬁni par l’e´quation (7.2).
Ainsi, dans notre cas, le roˆle de f est joue´ par J . On discre´tise a` chaque ite´ration k le






k] ∈ R2, 1 ≤ i ≤ Nkp , Nkp e´tant le nombre de points de
discre´tisation de Γk a` l’e´tape k. On suppose dans un premier temps N
k
p = Np, i.e. le nombre
de points de discre´tisation est le meˆme pour chaque bord Γk, k ∈ N. La variable d’optimisation
dans la descente de gradient (10.6) n’est plus ”xk” mais les points X
i
k composant le bord Γk.
On cherche ainsi a` de´placer les points Xik, 1 ≤ i ≤ Np aﬁn de former le nouveau contour que
l’on notera Γk+1. On pose ainsi dk = ∇J (Zk+1) − ∇J (Zk) ∈ R2Np , δk = Zk+1 − Zk ∈ R2Np
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ou` (e1, e2) de´signe la base canonique de R
2, v(Xik) = ∇J (Xik).n(Xik) (on note que v(Xik) est
l’amplitude de la direction de descente, de notation θ = −vn aux chapitres pre´ce´dents, prise
au point Xik de Γk), n(X
i
k) est la normale exte´rieure a` Γk prise au point X
i
k. La direction de
descente s’e´crit alors Sk = −H−1k ∇J (Zk) ∈ R2Np avec H−1k ∈ R2Np×2Np donne´e par :










En notant Sik = [Sk(2i− 1);Sk(2i)] ∈ R2 on de´crit le de´placement pour 1 ≤ i ≤ Np de chaque






avec λ ∈ R petit. La direction Sk n’est alors plus force´ment dans la direction normale ! On
testera nume´riquement en section 10.3 s’il est pre´fe´rable de projeter Sk selon la normale ou de
garder cette nouvelle direction telle quelle.
Soit k1, k2 ∈ N. Supposons maintenant que Nk1p �= Nk2p a priori pour chaque k1 �= k2. Cela
signiﬁe que le nombre de point discre´tisant une courbe Γk1 n’est pas force´ment le meˆme que
celui discre´tisant une courbe Γk2 .
Remarque 10.2.2. La conﬁguration ou` Nk1p �= Nk2p a priori survient si le de´placement du
contour de l’e´tape k est eﬀectue´e via la me´thode Level-Set de´crite en section 5.1. En eﬀet, le
contour de l’e´tape k + 1 est alors issu du seuillage d’une carte et posse`de donc un nombre de
point le discre´tisant non de´ﬁni a` l’avance.
Cela pose donc proble`me dans la formulation (10.8) ou` l’on a H−1k matrice carre´ de taille
2Nkp et H
−1




p �= Nk−1p a priori. On rappelle que la taille,
par exemple, de la matrice H−1k−1 est 2N
k−1
p car l’on prend en compte dans cette matrice les
abscisses et les ordonne´es de chaque point Xik−1, 1 ≤ i ≤ Nk−1p . A l’e´tape k donc, on connait
de´ja` la matrice H−1k−1 de taille 2N
k−1
p , le contour Γk−1 discre´tise´ par Nk−1p points et l’on vient
de construire le contour Γk discre´tise´ par N
k
p points. Une fac¸on de faire pour rendre viable
l’utilisation de la formule (10.8) est de construire une matrice carre´ H˜−1k−1 de taille 2N
k
p en
s’aidant de la matrice H−1k−1 et des points X
i
k, 1 ≤ i ≤ Nkp composant le contour Γk. Pour
ce faire on projete chaque point composant Γk sur Γk−1 et on construit une matrice H˜−1k−1 de
taille 2Nkp en jouant sur les colonnes et sur les lignes de H
−1
k−1 de la fac¸on suivante : on cre´e





On supprimera a` la ﬁn du processus ite´ratif les lignes et colonnes correspondantes aux points
de Γk−1 au nombre de Nk−1p . Il ne restera alors plus que les lignes et colonnes correspondants
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aux points de Γk projete´s sur le contour Γk−1 au nombre de Nkp . Ainsi, apre`s avoir initialise´
H˜−1k−1,temp a` H
−1
k−1, pour chaque point projete´ situe´ sur Γk−1 on ajoute une colonne et une




k) le ie`me point de Γk




k−1] (points indexe´s de




k−1 ∀l ∈ N), on peut alors e´crire que :




































On ajoute ainsi a H˜−1k−1,temp une colonne (et une ligne de la meˆme fac¸on) entre les colonnes j
et j + 1. Cette colonne Cj+ 1
2
se calcule ainsi :
Cj+ 1
2
= Cj + ηi(Cj+1 − Cj)
Apre`s avoir ajoute´ la colonne et la ligne pour le point i il reste a` e´tablir la valeur de l’e´le´ment
d’indice (j + 12 , j +
1







) = H˜−1k−1,temp(j, j) + ηi
�
H˜−1k−1,temp(j + 1, j + 1)− H˜−1k−1,temp(j, j)
�
Apre`s avoir ajoute´ les Nkp colonnes et lignes a` H˜
−1
k−1,temp, il ne reste plus qu’a` supprimer les N
k−1
p
lignes et colonnes issues de la matrice H−1k−1 correspondants aux points X
i
k−1, 1 ≤ i ≤ Nk−1p et
l’on se retrouvera avec une matrice H˜−1k−1 ← H˜−1k−1,temp de taille 2Nkp permettant ainsi le calcul
de la nouvelle inverse de la matrice hessienne pour l’ite´ration suivante de l’algorithme via :










Remarque 10.2.3. L’utilisation de la Level-Set pour l’optimisation a` nombre de point diﬀe´rent
se fait de manie`re traditionnelle : on dispose de la valeur de la de´rive´e sur le bord en chaque
point et l’on de´place le contour de la meˆme manie`re qu’en section 5.1. Notons que lorsqu’on a
aﬀaire a` un changement de topologie durant l’optimisation, la modiﬁcation de la matrice H−1k−1
pour obtenir une matrice H˜−1k−1 est plus ardue et n’a pas e´te´ imple´mente´e.
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10.3 Mise en oeuvre du couplage LSM-DGLS2-GT
10.3.1 Algorithme
Deux couplages ont e´te´ imple´mente´s et teste´s. Un utilise la me´thode Level-Set (e´tablie en
section 5.1) pour le de´placement du contour Γk a` chaque ite´ration et l’autre de´plac¸e chaque
point du contour Γk selon la direction de descente Sk. Dans les deux cas, on initialise l’algo-
rithme d’optimisation avec la me´thode LSM (de´crite en section 2.5) aﬁn d’obtenir une premie`re
approximation Γ0 de la forme recherche´e Γcible. A partir de cette forme Γ0, on calcule la de´rive´e
de forme via la formule (7.6) e´tablie dans la section 7.2. Cette de´rive´e de forme connue sur tout
le bord Γ0 servira, via une descente de gradient d’ordre 1 (en utilisant la me´thode Level-Set
ou en de´plac¸ant point par point le contour Γ0), a` de´placer le contour Γ0 de telle sorte que
la fonctionnelle J diminue et cre´e le contour Γ1 suivant. Il s’en suivra un nombre pre´de´ﬁni
d’ite´rations de descente de gradient d’ordre 2 (e´tapes note´es DG2 si l’on de´place le contour
point par point ou DGLS2 si l’on de´place le contour via la me´thode Level-Set), i.e. utilisant
l’approximation de la Hessienne de J via l’algorithme BFGS construit en section 10.2.3. En
ite´rant ainsi sur les contours Γi, i = 2, ..., Nmax (Nmax e´tant le nombre d’ite´ration maximum
ﬁxe´ a` l’avance) on converge vers un minimum local de la fonction couˆt J . Toutes les NGT = 5
ou 10 ite´rations, on eﬀectue une ite´ration de Gradient Topologique (de´crit en section 9.1) aﬁn
d’acce´le´rer la convergence ou de sortir d’un minimum local. Les couplages ainsi cre´es sont note´s
LSM-DG2-GT et LSM-DGLS2-GT.
10.3.2 Imple´mentation
L’initialisation LSM et la re´solution des proble`mes direct (2.41) et adjoint (7.4) est ge´re´
par le code Fortran ”Sampling 2d” de H. Haddar. Le code d’optimisation de forme, notamment
le calcul de l’approximation de la Hessienne et l’algorithme DGLS2 (ou DG2), sont e´crits en
Scilab et sont couple´s avec le code Fortran.
10.3.3 Re´sultats nume´riques
On pre´sente ici quelques tests sur la me´thode BFGS imple´mente´e. Ces tests sont eﬀectue´s
sur une forme en L avec 30 ondes incidentes et d’observation re´parties uniforme´ment sur 360
degre´s. Les parame`tres die´le´ctriques sont �1 = 1.5 et µ1 = 1.3, la longueur d’onde vaut λ = 1
et les calculs sont eﬀectue´s sur un domaine D0 de taille 60 × 40 maille´ uniforme´ment avec des
carre´s. On note M0 ce maillage. A partir de la 3e`me ite´ration, chaque forme obtenue posse´dera
le meˆme nombre de points sur son bord.
Cas test sur un L
Ce cas test compare la convergence du couplage LSM-DGLS2-GT (avec utilisation de la
me´thode de Quasi-Newton avec approximation de la hessienne par BFGS) et du couplage LSM-
DGLS-GT (initialisation LSM puis ite´rations en DGLS et utilisation du GT ponctuellement
construit en section 9.2). Le premier couplage utilise donc la me´thode BFGS (avec une des-
cente de gradient dans la direction Sk, donc pas forcement la direction normale) de`s la 3e`me
ite´ration. La premie`re ite´ration e´tant l’initialisation LSM, la seconde e´tant une ite´ration de
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DGLS (descente de gradient d’ordre 1). En eﬀet, il y a besoin de deux ite´rations pour de´marrer
les ite´rations de DGLS2 avec l’approximation BFGS utilise´e. On compare ces me´thodes dans
les Figures 10.4, 10.5 et 10.6.
Figure 10.4 – Initialisation LSM commune aux deux couplages
Figure 10.5 – Gauche : 15e`me ite´ration du couplage LSM-DGLS-GT. Droite : 15e`me
ite´ration du couplage LSM-DGLS2-GT
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Figure 10.6 – Comparaison des fonctions couˆts. Ligne verte avec points : couplage
LSM-DGLS-GT. Ligne bleue : couplage LSM-DGLS2-GT
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Cas test sur un L avec projection selon la normale
Le second test est le meˆme que le pre´ce´dent mais la direction de descente Sk apre`s l’ap-
proximation de la hessienne par la me´thode BFGS est projete´e selon la normale a` la courbe en
chaque point de la courbe. De plus on prend l’initialisation LSM plus lointaine. On peut voir
l’inﬂuence de l’utilisation de la me´thode BFGS dans l’utilisation d’une descente de gradient
d’ordre 2 aux Figures 10.7 et 10.8.
Figure 10.7 – Gauche : initialisation lointaine avec LSM. Droite : 15e`me ite´ration du
couplage avec utilisation BFGS avec trace´ des normales en chaque point permettant de
constater la bonne re´partition des points sur le bord Γ apre`s 15 ite´rations
Figure 10.8 – Comparaison des fonctions couˆts. Ligne bleue : couplage LSM-DGLS-GT.
Ligne verte avec points : couplage LSM-DGLS2-GT
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Comparaison de la direction de descente Sk a` la direction normale
Ce troisie`me test utilise un couplage LSM-DGLS2-GT et compare l’inﬂuence des directions
de descente Sk et (Sk.n)n (projection selon la normale en chaque point du contour) sur 25
ite´rations. On peut voir cette comparaison sur les Figures 10.9, 10.10 et 10.11.
Figure 10.9 – Initialisation LSM commune au couplage LSM-DGLS2-GT (avec utili-
sation d’une descente de gradient d’ordre 2 avec me´thode BFGS) et au couplage LSM-
DGLS-GT.
Figure 10.10 – Gauche : 16e`me ite´ration avec direction de descente Sk. Droite : 25e`me
ite´ration avec direction de descente de gradient (Sk.n).n projete´e selon la normale.
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Figure 10.11 – Comparaison des fonctions couˆts. Ligne bleue : couplage LSM-DGLS2-
GT avec direction de descente Sk. Ligne rouge avec points : couplage LSM-DGLS2-GT
avec direction de descente (Sk.n)n
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10.3.4 Observations
Au travers de ces trois cas test (Figures 10.4 a` 10.11) on a pu mettre en e´vidence la conver-
gence le´ge`rement meilleure d’un couplage utilisant une descente de gradient d’ordre 2 avec
approximation BFGS de la hessienne face au couplage usuel LSM-DGLS-GT du chapitre 9.
On a aussi mis en e´vidence que lors de cette utilisation de BFGS, il est pre´fe´rable de pro-
jeter la direction de descente Sk obtenue selon la normale. On a donc construit un couplage
LSM-DGLS2-GT eﬃcace et robuste, notamment plus eﬃcace que la LSM, pour le proble`me de
diﬀraction inverse en die´lectrique (voir la section 7.1.2). Par ailleurs, on pourrait vraisembla-
blement faire mieux si l’on utilisait une direction de descente du gradient issue du calcul de la
vraie de´rive´e seconde au lieu de la seule approximation BFGS de la hessienne de la fonction
couˆt. La diﬃculte´ de ce calcul de vrai de´rive´e seconde sera mise en e´vidence dans le chapitre
11 suivant. On regardera ensuite dans le chapitre 12 si d’autres types de couplages peuvent
s’ave´rer eﬃcaces, voire plus eﬃcaces, que le couplage construit ici.
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Chapitre11
Un calcul de de´rive´e seconde de forme
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11.1 La de´rive´e seconde de forme
Le lecteur ira tout d’abord consulter la section 2.3.5 introduisant la notion de de´rive´e se-
conde de forme introduite par Simon J. dans [104] et les parties introduisant le cadre des
inclusions die´lectriques en sections 2.2.2 et 7.
On cherche ici a` calculer la de´rive´e seconde de la fonctionnelle suivante :
J (Γ) := 1
2
�u∞(Γ)− umes∞ �2L2(SN−1) (11.1)
dans le cas d’une inclusion die´lectrique et dans les meˆmes conditions que pre´ce´demment, i.e.
un e´clairage avec ondes planes dans un espace a` deux dimensions. On rappelle que l’on a
Ω2 = R




) + k2�u = 0 dans RN
u = u2 = uinc + us dans Ω2





|∂rus − ik2us|2ds = 0
(11.2)
(11.3)




) + k2�u = 0 dans BR
u = u2 = uinc + us dans BR\Ω1



















Dirichlet-to-Neumann TΛR avec Λ =
1
µ
de´ﬁni en section 2.2.1.
Ainsi, de la meˆme fac¸on que pour le calcul de la de´rive´e seconde de forme dans le cas du
conducteur parfait au chapitre 6, on se sert de la de´rive´e de forme du premier ordre dans le cas
d’une inclusion die´lectrique e´tablie dans le The´ore`me 7.2.1. On rappelle son e´criture :


































= φ2 − φ1 de´signe le saut d’une quantite´ φ a` l’interface Γ se´parant deux domaines 1
et 2 (voir section 2.2.2 pour plus de de´tails). Nous allons donc calculer la de´rive´e seconde de
forme a` partir de la de´rive´e premie`re. Cette de´rive´e seconde de´pendra en plus de u� ≡ u�(θ)
et p� ≡ p�(θ), les de´rive´es premie`res par rapport a` Γ dans la direction θ des e´tats direct u et
adjoint p solutions respectives des proble`mes (11.4) (e´quivalent au proble`me (2.28)) et (7.4).
Pour ce faire nous allons, dans un premier temps, e´tablir les e´quations re´solues par u� et p�.
Nous pourrons alors de´river la fonction couˆt J une seconde fois aﬁn de de´montrer le Lemme
11.1.1 suivant :
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Lemme 11.1.1. La de´rive´e seconde de forme de (11.1) dans la direction θ s’e´crit :







I �1(θ)(0)− [µ]ΓI �2(θ)(0) − [�]ΓI �3(θ)(0)
�
−J �(Γ)(θ.∇θ)







ou` u et p sont solutions respectives des proble`mes (11.4) et (7.4), u� solution du proble`me (11.7),
p� solution d’un proble`me similaire a` (11.7) que l’on n’explicitera pas ici et les I �i, i = 1, 2 ou
3, sont explicite´s aux e´quations (11.8), (11.9) et (11.10).
Preuve : Les deux sections qui suivent constituent la preuve du Lemme 11.1.1.
11.1.1 Calcul des de´rive´es des proble`mes direct et adjoint
La de´rive´e par rapport a` la forme Γ dans la direction θ de la solution u du proble`me direct















2 = 0 dans Ω2
u = u1 = ut dans Ω1






























|∂ru�s − iku�s|2ds = 0
(11.7)






= 0. On fait ensuite varier le bord Γ selon la direction θ et on















ce qui donne un des sauts e´nonce´s dans le syste`me d’e´quation (11.7). On fait de meˆme pour le
saut [u]
Γ







En ce qui concerne la condition de radiation, celle-ci est construite, avec le meˆme raisonnement
qu’en section 6.1.1, de manie`re consistante avec la condition de radiation du proble`me direct
(2.28), assurant ainsi aussi l’unicite´ de ce proble`me de solution u�.
Le meˆme type de raisonnement permet de trouver l’expression du proble`me re´solu par p�(Γ),
non exprime´ ici.
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11.1.2 Calcul eﬀectif de la de´rive´e seconde
On calcule dans cette section la de´rive´e seconde de forme de la fonction couˆt J dans le cas
die´lectrique. On e´crit la de´rive´e premie`re sur le bord Γ
θ˜
















































































































ce qui peut se simpliﬁer en prenant θ˜ = θ et en prenant une autre e´criture pour τ � et n�. Ainsi,
avec τ � = (∇(θ˜.n).τ).n et n� = −(∇(θ˜.n).τ)τ on a :










On calcule aussi les de´rive´es par rapport a` θ˜ en 0 de I2 et I3 :





















































































et de la meˆme manie`re qu’en (6.1.2), on e´crit que la de´rive´e seconde peut s’e´crire en fonction
de de´rive´e premie`re de la fac¸on suivante :
J ��(Γ)(θ, θ) = (J �)�(Γ)(θ, θ)− J �(Γ)(θ.∇θ)
Ainsi on a :







I �1(θ)(0)− [µ]ΓI �2(θ)(0) − [�]ΓI �3(θ)(0)
�
−J �(Γ)(θ.∇θ)







ce qui prouve le Lemme 11.1.1.
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12.1 Optimisation sur la forme et sur le noyau de
l’onde de Herglotz
12.1.1 Mise en place du proble`me
Jusqu’a` pre´sent, le proble`me consistait a` retrouver le bord Γcible d’une forme Ωcible en
e´clairant avec plusieurs ondes incidentes planes du type uinc = e
ikx.d et en mesurant les ondes
diﬀracte´es a` l’inﬁni. On renvoit le lecteur aux sections 2.2.1 et 3.1.2 pour plus de de´tails
concernant le cas d’objets conducteurs parfaits et les sections 2.2.2 et 7.1.2 dans le cas d’ob-
jets die´lectriques. Dans cette section, on se place dans le cadre des objets die´lectriques et on
conside`re que l’onde incidente uinc n’est plus une onde plane mais une onde de Herglotz (voir la
de´ﬁnition 12.1.1 ci-dessous). Le proble`me reste le meˆme sous cet e´clairage particulier, a` savoir
retrouver la forme Γcible a` partir des mesures d’ondes diﬀracte´es u
mes∞ . Ne´anmoins, on utilisera
une fonction couˆt J de´pendant du bord Γ, que l’on optimise, mais aussi du noyau de l’onde de
Herglotz que l’on utilise pour l’e´clairage. Notons que l’e´tude de cette me´thode s’eﬀectuera de
manie`re formelle.
Rappelons le contexte die´lectrique de´crit en section 2.2.2. Soit Ω1 un objet die´lectrique
ouvert borne´ re´gulier de RN de perme´abilite´ µ1 et de permittivite´ �1 plonge´ dans du vide
Ω2 = R
N\Ω1 de perme´abilite´ µ2 = 1 et de permittivite´ �2 = 1. Soit k = ω√�videµvide ∈ R le
nombre d’onde dans le vide. Le nombre d’onde dans le milieu r est alors donne´ par kr = k
√
�rµr.
On note Γ = ∂Ω1 l’interface se´parant les deux milieux die´lectriques Ω1 et Ω2. Donnons donc
maintenant une de´ﬁnition de ce que l’on appelle une onde de Herglotz, un noyau de cette onde
et quelques proprie´te´s de ces ondes de Herglotz.




eik2x.dg(d)ds(d) ∀x ∈ R2 (12.1)
ou` g ∈ L2(S1) et k2 = k√µ2�2 est le nombre d’onde du milieu 2. La fonction g est appele´e
noyau de l’onde de Herglotz v.




) + k2�2v = 0 dans R
N\Ω1 (12.2)
Notons que l’onde v ve´riﬁe Helmholtz en die´lectrique dans tout RN . On restreint notre e´tude a`
R
N\Ω1 puisque l’onde de Herglotz n’e´claire que dans RN\Ω1.
The´ore`me 12.1.1. Supposons que l’onde de Herglotz v de noyau g de´ﬁnie par (12.1) s’annule
sur R2. Alors g = 0.
Preuve : voir le livre Colton, Kress [42]. �
De´ﬁnition 12.1.2. Soit J = J (Γ, g) la fonction couˆt suivante :
J (Γ, g) = 1
2
||u∞,2(g) − umes∞ (., g)||2L2(S1) (12.3)
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avec u∞,2 : L2(S1) → L2(S1) le champ lointain de l’onde diﬀracte´e de l’onde de Herglotz de





On rappelle que pour xˆ, d ∈ S1, u∞(xˆ, d) de´signe le champ lointain de l’onde diﬀracte´e issue
de la diﬀraction d’une onde incidente plane uinc sur la forme Ω1.
Remarque 12.1.1. La de´ﬁnition (12.1.2) s’explique de la fac¸on suivante. Soit g ∈ L2(S1).




eik2x.dg(d)ds(d) ∀x ∈ R2




us(x, d)g(d)ds(d) ∀x ∈ R2




u∞(xˆ, d)g(d)ds(d) ∀xˆ ∈ S1
Ainsi, le terme u∞,2(g) intervenant dans (12.3) n’est autre que le champ lointain de l’onde
diﬀracte´e issue de la diﬀraction de l’onde de Herglotz sur la forme Ω1.
La fonction couˆt (12.3) de´pend donc du bord Γ de la forme Ω1 de notre objet et aussi du noyau
g de l’onde de Herglotz qui e´claire cet objet. On eﬀectue sur cette fonction couˆt une double





J (Γ, g) (12.4)
avec la contrainte ||g||2
L2(S1) = 1.
Remarque 12.1.2. On note que le max et le min ne s’e´changent pas, J e´tant convexe en g
comme nous allons le voir en section 12.1.2.
Remarque 12.1.3. On maximise selon le noyau g de l’onde de Herglotz qui e´claire aﬁn de
trouver le meilleur e´clairage donnant le plus fort contraste entre le milieu Ω1 et le milieu
Ω2 = R
N\Ω1 permettant de trouver la forme la plus proche possible de Γcible. Dans l’ide´e, si on
cherchait a` minimiser sur le noyau, on trouverait un noyau qui fait disparaitre des informations
entrainant une moins bonne optimisation de la forme.
Remarque 12.1.4. En utilisant une onde de Herglotz du type (12.1) pour l’e´clairage, on place
dans une seule onde l’information de multiples ondes planes du type eik2x.d ponde´re´es par un
noyau g. Alors que chaque onde nous aurait donne´ des informations apre`s diﬀraction sur la
forme Ω1, nous n’en disposons plus que d’une, d’ou` une perte d’information probable. Par
contre, l’onde d’e´clairage n’e´tant constitue´e que d’une seule onde, celle de Herglotz, le calcul de
l’onde diﬀracte´e au contact de Ω1 sera plus rapide.
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12.1.2 Calcul de la de´rive´e par rapport au noyau g
On peut e´crire la fonctionnelle sous la forme suivante :








avec δu∞(a, b) = u∞(a, b) − umes∞ (a, b), ∀a, b ∈ S1 × S1. On de´ﬁnit pour xˆ, g ∈ S1 × L2(S1)













(Γ, g)(h) = � < L∗L(g), h > (12.7)
Notons que la de´rive´e de forme de J , i.e. la de´rive´e de J par rapport a` Γ dans la direction θ
reste la meˆme que celle e´tablie en section 7.2, a` savoir :
∂J
∂Γ
































pour u, p ∈ H1loc(RN ) solutions respectives du proble`me direct (2.41) et du proble`me adjoint
(7.4).
Preuve : Si l’on regarde la de´rive´e de la fonctionnelle J par rapport a` la variable g dans la
direction h on a :
∂J
∂g
(Γ, g)(h) = � < L(g), L(h) >= � < L∗L(g), h >
ce qui s’e´crit aussi sans l’ope´rateur L :
∂J
∂g












La re´solution du proble`me (12.4) dans les cas test en section 12.1.5 s’eﬀectuera alternative-
ment par une maximisation selon le noyau g de l’onde de Herglotz via le sche´ma (12.9) et une
minimisation selon la forme Γ. Donnons tout d’abord un Lemme sur la minimisation du noyau
de l’onde de Herglotz. La maximisation s’eﬀectue de la meˆme fac¸on mais suivant une direction
de descente de gradient prise dans la direction oppose´e.
Ainsi, a` partir d’un noyau gn a` l’ite´ration n on construit le noyau gn+1 suivant une descente
de gradient dans la direction ∂J
∂g
(Γ, gn). Le sche´ma s’e´crit ainsi :
gn+1 = gn − tnL∗Lgn + λgn (12.9)
avec λ tel que ||gn+1||2S1 = 1 et tn le pas de la descente de gradient a` l’ite´ration n.
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Lemme 12.1.2. Soit Γ = ∂Ω1 ﬁxe´. La suite (J (Γ, gn))n, ou` gn est de´ﬁni par l’algorithme
(12.9), est une suite de´croissante minore´e par 0 pour tn > 0 pris assez petit a` chaque ite´ration
n. Notons qu’e´tant donne´ l’e´criture (12.5), si gmin constitue un minimum de J alors −gmin
aussi.
Preuve : On peut e´crire gn+1 de la fac¸on suivante en posant t = (1 + λ)t0,n :
gn+1 = (1 + λ)[gn − t0,nL∗Lgn]
On aura bien ||gn+1|| = 1 en prenant
(1 + λ)−1 = ||gn − t0,nL∗Lgn||
Regardons ainsi si la fonction couˆt a diminue´ apre`s descente du gradient :




J (gn+1) = 1
2
||Lgn||2 − 2t0,n < Lgn, L(L∗Lgn) > +o(t20,n)
||gn||2 − 2t0,n < gn, L∗Lgn > +o(t20,n)







||gn||2 ) + o(t
2
0,n)]
Or on a que






Donc avec ||gn|| = 1 on a
J (gn+1) ≤ J (gn)
ce qui assure bien une diminution de la fonction couˆt pour un pas de descente tn pris assez petit.
Ainsi la suite (J (gn))n est une suite de´croissante pour tn pris assez petit a` chaque ite´ration n.
De plus on a toujours J (gn) ≥ 0. �
On eﬀectura dans la suite une me´thode de gradient avec un pas t˜n = −tn aﬁn de maximiser
selon g.
12.1.4 L’imple´mentation
L’imple´mentation a e´te´ eﬀectue´e en Scilab pour ce qui est du calcul des de´rive´es de J par
rapport a` la forme Γ et au noyau g. L’algorithme d’optimisation de la forme Γ par la re´solution
a` chaque ite´ration du proble`me (12.4) est e´galement e´crit en Scilab et est couple´ avec le code
Fortran ”Sampling 2d” de H. Haddar permettant la re´solution du proble`me direct (2.28) et du
proble`me adjoint (7.4). Le calcul est bien plus rapide que ceux eﬀectue´s en parties II et III. On
rappelle que cette rapidite´ est due au fait que l’on e´claire l’objet Ω1 avec une seule onde de
Herglotz au lieu d’une multitude d’ondes incidentes planes permettant ainsi un calcul rapide
de la solution du proble`me direct (2.28) et du proble`me adjoint (7.4).
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12.1.5 Re´sultats nume´riques
La re´solution du proble`me (12.4) par descente de gradient via le sche´ma (12.9) est ici teste´e
en utilisant une onde incidente de Herglotz et 20 observations uniforme´ment re´parties sur 360°.
Les parame`tres die´le´ctriques sont �1 = 1.5 et µ1 = 1.3, la longueur d’onde vaut 1 et les calculs
sont eﬀectue´s sur un domaine D de taille 60 × 40 maille´ uniforme´ment par des carre´s. Tous
les tests eﬀectue´s ne´cessitent une forme d’initialisation. La me´thode LSM nous fournira cette
initialisation dans les cas test qui suivent. Lorsqu’il y a optimisation selon le noyau g, le noyau
initial g0 sera pris constant.
Le premier test est une comparaison eﬀectue´e entre le couplage LSM-DGLS de type des-
cente de gradient du premier ordre avec de´placement du contour via la me´thode Level-Set (voir
la section 5.1 pour plus de de´tails sur cette me´thode) et la minimisation de la fonctionnelle
J (Γ, g), de´ﬁnie par (12.3), a` onde de Herglotz de noyau g ﬁxe sur une forme en L. La mi-
nimisation de J (Γ, gfixe), qui ne de´pend plus que de Γ, s’eﬀectue aussi via une descente de
gradient du premier ordre avec la me´thode Level-Set (DGLS). Sur la Figure 12.1 on constate
bien une convergence de la minimisation a` g ﬁxe´ mais moins bonne que le couplage LSM-DGLS
construit en section 8.1.
Figure 12.1 – Comparaison des courbes de convergence du couplage LSM-DGLS (Ligne
bleue) et de la minimisation de J (Γ, gfixe) (Ligne verte avec points)
Le second test est eﬀectue´ sur une forme en L pour comparer deux minimisations de la
fonctionnelle J (Γ, g) : une avec Γ variable et g ﬁxe et l’autre avec Γ et g variables (i.e. la
re´solution du proble`me (12.4) avec une minimisation sur Γ et une maximisation sur g). Sur la
Figure 12.2 on constate que l’algorithme de re´solution du proble`me (12.4) permet une meilleure
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convergence que la minimisation de J (Γ, gfixe).
Figure 12.2 – Comparaison des courbes de convergence pour l’algorithme de re´solution
du proble`me (12.4) (Ligne bleue) et la minimisation de J (Γ, gfixe) (Ligne verte avec
points)
Le troisie`me cas test compare le couplage LSM-DGLS avec l’algorithme de re´solution du
proble`me (12.4) sur une forme en L. Sur les Figures 12.3, 12.4, 12.5 on constate une moins
bonne convergence de l’algorithme de re´solution du proble`me (12.4) que notre couplage LSM-
DGLS. Les petites oscillations de l’algorithme de re´solution du proble`me (12.4) sont dues au
fait que l’on autorise la fonction couˆt a` augmenter un peu dans l’algorithme aﬁn d’optimiser
plus globalement. Les noyaux gn de l’onde de Herglotz a` chaque ite´ration n ne convergent pas
vers un certain type de noyau (Figure 12.4).
Le quatrie`me cas test e´tudie si le noyau gn converge vers un noyau spe´ciﬁque dans plusieurs
cas. On regarde tout d’abord si le noyau gn converge vers un noyau spe´ciﬁque lors de la maxi-
misation selon g de J (Γ1, g) avec la forme Γ1 ﬁxe issue de l’initialisation LSM. On constate en
Figure 12.6 la convergence du noyau gn vers un noyau type pour la forme Γ1 ﬁxe´. On observe
en Figure 12.7 que cette convergence s’eﬀectue de la meˆme manie`re avec une autre initialisation
du noyau g0. On observe en Figure 12.8 une proprie´te´ e´voque´e au Lemme 12.1.2 disant que si
gmax constitue un maximum de J alors −gmax aussi. Nume´riquement on a donc que le noyau
converge vers deux types de noyau pour une forme donne´e Γfixe : le noyau gmax et son oppose´
−gmax. La Figure 12.9 montre la non convergence du noyau gn vers un noyau type lorsque la
forme Γ e´volue aussi, conﬁrmant l’observation faite dans le troisie`me cas test en Figure 12.4.
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Figure 12.3 – Cas test de comparaison entre le couplage LSM-DGLS et l’algorithme
de re´solution du proble`me (12.4) sur J (Γ, g). Gauche : initialisation LSM commune aux
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Figure 12.4 – Cas test de comparaison entre le couplage LSM-DGLS et l’algorithme de
re´solution du proble`me (12.4) sur J (Γ, g). Gauche : 15e`me ite´ration de l’algorithme de
re´solution du proble`me (12.4). Droite : trace´ des noyaux de l’onde de Herglotz obtenus
a` chaque ite´ration
Le cinquie`me cas test s’eﬀectue entre 3 algorithmes, toujours sur une forme en L, aﬁn de
pouvoir comparer visuellement leurs performances relatives. On observe donc sur la Figure 12.10
une meilleure convergence du couplage LSM-DGLS que n’importe quel autre algorithme teste´.
Cependant, l’algorithme de re´solution du proble`me (12.4) permet d’approcher notre forme,
certes moins pre´cise´ment, mais avec un couˆt de calcul (donc un temps de calcul) vraiment
faible du fait que l’on e´claire avec une seule onde de Herglotz.
12.1.6 Observations
On vient donc de voir a` travers ces cas test la convergence rapide, mais moins pre´cise que
les couplages pre´ce´demment construits, de l’algorithme avec optimisation selon la forme et le
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Figure 12.5 – Trace´ des fonctions couˆts des deux algorithmes teste´s, a` savoir le couplage
LSM-DGLS (Ligne bleue) et l’algorithme de re´solution du proble`me (12.4) (Ligne verte
avec points)
Figure 12.6 – Cas test e´tudiant la convergence du noyau gn vers un certain type de
noyau a` Γ1 ﬁxe´ et noyau initial g1 constant e´gal a`
1√
20
. A gauche on observe la stricte
diminution de ||gn− gn+1||L2(S1). A droite on observe la convergence du noyau gn vers un
certain type de noyau.
noyau de l’onde de Herglotz l’e´clairant. Cette rapiditie´ constitue en soit une particularite´ qui
peut se re´ve´ler utile. Par exemple, cela peut permettre, apre`s initialisation, d’approcher la forme
Γcible rapidement mais peu pre´cisement dans un premier temps. Cette approche rapide et peu
pre´cise permet alors de continuer l’algorithme avec les me´thodes construites aux chapitres 8, 9
et 10 aﬁn d’espe´rer une meilleure convergence.
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Figure 12.7 – Cas test e´tudiant la convergence du noyau gn vers un certain type de




A gauche on observe la stricte diminution de ||gn − gn+1||L2(S1). A droite on observe la
convergence du noyau gn vers le meˆme type de noyau qu’en Figure 12.6.
Figure 12.8 – Cas test e´tudiant la convergence du noyau gn vers un certain type de
noyau a` Γ1 ﬁxe´ et avec un noyau initial g1 donne´ par une droite d’e´quation y = − 1√210x.
A gauche on observe la stricte diminution de ||gn − gn+1||L2(S1). A droite on observe la
convergence du noyau gn vers l’oppose´ du noyau type de la Figure 12.7.
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Figure 12.9 – Cas test e´tudiant la convergence du noyau gn vers un certain type de
noyau lorsque Γ varie aussi et avec un noyau initial g1 constant e´gal a`
1√
20
. A gauche on
observe la courbe d’e´volution de ||gn − gn+1||L2(S1). A droite on observe l’e´volution des
noyaux gn.
Figure 12.10 – Comparaison des courbes de convergence de 3 algorithmes. (Ligne rouge
avec carre´s) l’algorithme de re´solution du proble`me (12.4) a` noyau g ﬁxe, (Ligne magenta)
l’algorithme de re´solution du proble`me (12.4) tel quel et (Ligne bleue avec croix) le
couplage LSM-DGLS de la section 8.1.
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12.2 LSM ite´rative
Etant donne´e la non convergence de cette me´thode, on l’e´tudiera de manie`re formelle.
12.2.1 Mise en place du proble`me
On a vu en section 2.5 que la me´thode LSM calcule un certain crite`re sur un maillage
donne´. On obtient alors une carte que l’on seuille aﬁn d’en tirer la forme Γ = ∂Ω approchant
Γcible. On de´ﬁnit le crite`re suivant proche du crite`re utilise´ pour la LSM pour chaque point z









ou` Ωi de´signe la forme obtenue a` l’ite´ration pre´ce´dente i, S
1 la sphe`re unite´, et gzα solution de :
(α+ F−1F )gzα(.) = F
−1Φ(., z) (12.11)
pour α > 0 parame`tre de la re´gularisation de Tikhonov que constitue l’e´quation (12.11) (voir le
The´ore`me 2.4.3) et F ope´rateur de champ lointain de´ﬁni en section 2.5. La re´solution de (12.11)
constitue la me´thode LSM ”standard” et la re´solution de (12.10) la me´thode LSM ”ite´rative”.
12.2.2 Algorithme
Le crite`re (12.10) permet, a` partir d’une forme pre´ce´demment calcule´e, d’obtenir une carte
qui, apre`s seuillage, nous donnera la forme pour la prochaine ite´ration. On re´ite`re ce raisonne-
ment jusqu’a` convergence ou atteinte du nombre maximum d’ite´rations Nmax ﬁxe´ a` l’avance.
On nomme cette me´thode LSM ite´rative du fait de sa proximite´ avec la me´thode LSM classique.
12.2.3 Imple´mentation
Des modiﬁcations du code Fortran ”Sampling 2d” de H. Haddar et un interfac¸age avec
Scilab pour les donne´es ont e´te´ ne´cessaires pour imple´menter cette me´thode. On seuille avec




Le cas test de deux carre´s proches (distance entre les deux carre´s de l’ordre de λ10) est
eﬀectue´ avec un mate´riau die´le´ctrique tel que �1 = 1.4 et µ1 = 1.3, avec 10 ondes incidentes et
10 observations, une longueur d’onde de 1 sur un domaine de taille 60× 40.
12.2.5 Observations
On observe sur la Figure 12.11 l’apparition d’une se´paration des deux carre´s sur la carte lors
de la seconde ite´ration eﬀectue´e avec le crite`re Hg, se´paration que l’on aurait jamais pu espe´rer
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Figure 12.11 – Initialisation LSM (Haut gauche) puis 5 ite´rations de LSM ite´ratif avec
le crite`re Hg
avec la LSM seule (la carte fournie par la LSM de la Figure 12.12 ne laissant apparaitre aucune
information sur la se´paration des deux carre´s). Mais, si on continue l’algorithme, on observe
sur la Figure 12.13 que les formes vont osciller et converger vers une forme assez e´loigne´e de la
forme Γcible recherche´e.
De meˆme, sur d’autre cas test que nous ne de´crirons pas dans ce manuscrit, le crite`re Hg ne
s’est pas re´ve´le´ satisfaisant, oscillant sur certains cas test et ne convergeant pas sur d’autres.
Il semble qu’il faille eˆtre proche de la forme Γcible recherche´e pour que ce crite`re ne donne pas
de trop mauvaises informations.
Remarque 12.2.1. Sur tous nos cas test, on a observe´ que, si la forme d’initialisation Γ0 e´tait




































































Figure 12.13 – Trace´ de la fonction couˆt en fonction des ite´rations
la forme Γcible, alors la carte Hg de l’ite´ration suivante e´tait quasiment identique a` la carte
que retourne la LSM sur le meˆme cas test. Une justiﬁcation the´orique pour cette observation
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Le but de cette the`se a e´te´ de de´velopper des couplages de me´thodes d’optimisation de
forme et de me´thodes d’e´chantillonnage pour re´soudre deux proble`mes de diﬀraction inverse
a` partir de mesures d’ondes diﬀracte´es. Plus pre´cise´ment on a cherche´ a` retrouver la forme
d’un objet 2d e´claire´ par des ondes planes soit dans le cadre des conducteurs parfaits soit dans
celui des objets die´lectriques. Diﬀe´rents couplages ont ainsi e´te´ imagine´s, imple´mente´s et teste´s.
On a imple´mente´ et teste´ dans les chapitres 3, 4 et 5, sur un proble`me de conducteur parfait,
un premier couplage LSM-DGLS entre la Linear Sampling Method (LSM) et la Descente de
Gradient d’ordre 1 dans un contexte de Level-Set (DGLS) pour pouvoir ge´rer un certain type de
changement de topologie (suppression de trous), e´viter les chevauchements de maillage et eˆtre
en cohe´rence avec la fac¸on de ge´rer la LSM. L’initialisation LSM (globale, rapide et de pre´cision
moyenne bien que de´pendant du seuillage eﬀectue´) suivie d’ite´rations DGLS d’ordre 1 (locales,
relativement couˆteuses, mais de plus en plus pre´cises) permet de retrouver la forme d’un objet
assez rapidement, avec un couˆt de calcul mode´re´ au regard de la tre`s grande pre´cision obtenue
par rapport a` la seule initialisation LSM. Mais ce premier couplage n’est pas comple`tement
satisfaisant principalement a` cause de son optimisation locale de´pendant exclusivement d’une
bonne initialisation LSM et de la non robustesse du seuillage de la carte de la LSM.
Les chapitres 7, 8, 9 et 10 ont traite´ le cas d’objets die´lectriques. On a tout d’abord e´tudie´
et imple´mente´ dans ce nouveau contexte la me´thode LSM-DGLS construite dans le cas du
conducteur parfait. Ce couplage e´tant d’optimisation locale et non robuste, on a ensuite e´tudie´
la me´thode de Gradient Topologique (GT). Elle a permis soit d’acce´le´rer la convergence si
utilise´e a` bon escient, soit de servir de test de convergence de par sa capacite´ a` optimiser la
forme mais aussi la topologie. Le couplage LSM-DGLS-GT s’est donc re´ve´le´ satisfaisant. Une
me´thode de descente de gradient d’ordre 2 utilisant une me´thode Quasi-Newton avec un algo-
rithme BFGS s’est trouve´ eˆtre de convergence plus rapide que la me´thode d’ordre 1. Ce nouveau
couplage LSM-DGLS2-GT eﬀectue´ en section 9.2 constitue en soit un meilleur couplage que
le pre´ce´dent. Par contre il n’utilise pas la vraie de´rive´e seconde de forme mais seulement une
approximation de la hessienne de la fonction couˆt. Un autre type de me´thode a e´te´ teste´ pour
essayer un couplage plus intrusif : l’optimisation sur la forme de l’objet et sur le noyau de
l’onde de Herglotz l’e´clairant. Elle s’est re´ve´le´e un peu moins pre´cise que la DGLS d’ordre 1
mais fonctionnelle et tre`s peu gourmande en couˆt de calcul en comparaison du couplage LSM-
DGLS2-GT ou` les ite´rations de DG couˆtent relativement cher. La moins bonne pre´cision est
due au fait que des informations disparaissent lorsque l’on utilise une onde de Herglotz plutoˆt
que chaque onde la composant. Une autre me´thode base´e sur la LSM a e´te´ teste´e sans succe`s
bien qu’encourageante au de´part : la LSM ite´rative dont l’ide´e est de prendre un crite`re inspire´
de celui de la LSM ”classique” comme crite`re permettant de de´terminer la forme Γ et ce de
fac¸on ite´rative. Ces nouvelles approches sont de´crites au chapitre 12. On a de plus eﬀectue´
quelques calculs the´oriques dans les chapitres 6 (cas de conducteurs parfaits) et 11 (cas d’in-
clusions die´lectriques) sur la de´rive´e seconde de forme comple`te, diﬃcile a` obtenir dans une
version pratique a` imple´menter et a` utiliser.
Pour l’instant, le couplage le plus eﬃcace est le couplage LSM-DGLS2-GT : une initialisation
LSM permettant d’obtenir une premie`re approximation Γ0 proche de la forme recherche´e Γcible.
Un seuillage eﬃcace et robuste est utilise´ via un algorithme de segmentation d’image de´crit en
200 12.2. LSM ITE´RATIVE
section 10.1.2. L’ite´ration suivante est une ite´ration de DGLS d’ordre 1 fournissant alors une
seconde approche de la forme recherche´e. Ces deux premie`res approximations de la forme vont
permettre d’ite´rer a` souhait en DGLS d’ordre 2 (besoin de deux ite´rations la pre´ce´dent pour
eˆtre utilise´e). Toutes les 5 ou 10 ite´rations on pourra lancer un GT permettant d’acce´le´rer la
convergence notamment en modiﬁant la topologie. La ﬁn de l’optimisation sera atteinte lorsque
la fonction couˆt sera stagnante, que le nombre d’ite´rations maximum sera atteint ou qu’une
ite´ration de GT en aura de´cide´e. Ce couplage a donc le grand avantage de tirer le maximum
de chaque me´thode utilise´e au bon moment avec un couˆt de calcul acceptable. Si ce qui nous
inte´resse est un compromis avantageant le couˆt de calcul a` la pre´cision, alors un couplage de la
LSM (que l’on utiliserait pour initialiser l’algorithme d’optimisation) avec la me´thode d’opti-
misation sur la forme de l’objet et sur le noyau de l’onde de Herglotz peut se re´ve´ler inte´ressant.
Il reste e´videmment une multitude de couplages a` expe´rimenter. Dans un premier temps je
dirais qu’une utilisation du couplage eﬃcace 2d de cette the`se soit teste´e en 3d. La dimension
supple´mentaire peut faire survenir de nouveaux proble`mes ou au contraire simpliﬁer la chose
notamment en terme de topologie et de couˆt de calcul. On pourrait ensuite essayer d’optimiser
en 2d puis en 3d, la position, la forme mais aussi les parame`tres die´le´ctriques eux meˆme ou
bien encore les conditions aux limites dans le cas d’objets conducteurs parfaits (voir notamment
[30]). Ensuite, e´tant donne´ que dans la pratique l’ouverture a` 360° est plus qu’improbable sauf
peut-eˆtre pour certains domaines tels que l’imagerie me´dicale, il serait judicieux d’expe´rimenter
des me´thodes spe´cialise´es dans de l’ouverture limite´e. Il ne faut pas oublier que souvent, et
meˆme la plupart du temps, en industrie, les capteurs recevant l’onde diﬀracte´e ne rec¸oivent en
fait que l’amplitude de l’onde et non l’onde entie`re (voir entre autres [20] pour un travail sur
ce genre de mesures incomple`tes). De meˆme, les capteurs recoivent l’onde diﬀracte´e sur une
plage de fre´quence et non a` une fre´quence ﬁxe, d’ou` la re´ception de moins d’information (ou
de trop d’information) et donc des calculs a` eﬀectuer qui doivent quelque peu diﬀe´rer pour une
utilisation possible et utile en industrie.
Annexes
12.3 Formulaire
On liste dans cette section quelques formules et ope´rateurs importants dans notre contexte.
The´ore`me 12.3.1. (Formule de Green, cas H1) Soit Ω un ouvert borne´ connexe et de














avec ni la i− eme composante du vecteur de la normale exte´rieure a` Γ.
The´ore`me 12.3.2. (Formule de Green, cas H2) Soit Ω un ouvert borne´ connexe de RN






















De´ﬁnition 12.3.1. Soit un champ de vecteur V ∈ C10 (R2;R2) et un ouvert de classe C2 de
frontie`re Γ, on de´ﬁnit la divergence tangentielle de V par :
divΓV = (divV − Jac(V )n.n)|Γ (12.14)
ou` Jac(V ) de´signe la matrice jacobienne de V. Si V n’est de´ﬁnie que sur Γ, on peut tou-
jours de´ﬁnir la divergence tangentielle de V comme la divergence tangentielle d’une extension
arbitraire de V . La de´ﬁnition ne de´pend alors pas de l’extension choisie.
De´ﬁnition 12.3.2. Soit f ∈ C2(Γ). On de´ﬁnit le gradient tangentiel de f par :




ou` f˜ est une extension arbitraire de f . La de´ﬁnition ne de´pend alors pas de l’extension choisie.
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The´ore`me 12.3.3. (The´ore`me de Green sur Γ) Soit Γ un contour de classe C2, f ∈ C1(Γ) et
V ∈ C10 (R2;R2) avec V.n = 0 sur Γ. Alors on a :�
Γ




On peut aussi de´ﬁnir la meˆme formule pour les fonctions f ∈ H1(Γ).
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Re´sume´ : Couplage de me´thodes d’e´chantillonnage et de me´thodes d’optimisation de formes
pour des proble`mes de diﬀraction inverse.
On s’inte´resse au proble`me de retrouver la forme d’un objet 2d par la mesure des ondes qu’il
diﬀracte. On de´veloppe ainsi des couplages de me´thodes issue des me´thodes d’e´chantillonnage
et des me´thodes d’optimisation de forme dans les cadres des conducteurs parfaits et des objets
die´lectriques. Apre`s avoir calcule´ les de´rive´es de forme (du premier ou second ordre) et/ou
topologiques et avoir eﬀectue´ des tests nume´riques en scilab/Fortran dans ces deux cadres,
cette the`se a permis de cre´er un couplage LSM-DGLS2-GT pre´cis et robuste avec un couˆt de
calcul mode´re´. On y recherche aussi d’autres types de fonctionnelles a` minimiser et cherchons a`
calculer la de´rive´e seconde de forme diﬃcile a` obtenir dans une forme pratique a` imple´menter
aﬁn d’acce´lerer la convergence du pre´ce´dent couplage mis en place.
Abstract : Coupling sampling methods and shape optimization methods for inverse scattering
problems.
We consider the problem of determining the shape of a 2d object from measurements
of the electromagnetic far-ﬁeld it scattered. We develop couplings by considering sampling
methods and shape optimization methods in the framework of perfect conductors and dielectric
objects. After ﬁnding the shape gradients (ﬁrst or second order) and/or topological gradient
and performing scilab/Fortran numerical tests in both frameworks, this thesis allowed to build
an accurate and robust LSM-DGLS2-GT coupling with a moderate computational cost. We
also investigate other types of functionals to minimize and calculate the second shape gradient
(which is diﬃcult to obtain in a convenient form for implementation) in order to get a better
convergence rate.
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