Abstract: A broad class of nonlinear systems can be modeled by the Volterra series representation. However, the practical use of such a representation is often limited due to the large number of parameters associated with the Volterra filter structure. This paper is concerned with the problem of identification of third-order Volterra systems. The SVD technique is used to represent the quadratic Volterra kernel and a tensorial decomposition called PARAFAC is used to represent the cubic one. These decompositions allow to significantly reduce the parametric complexity of the Volterra model. Then, a new algorithm called the Alternating Recursive Least Squares (ARLS) algorithm is proposed to estimate the parameters of the linear, quadratic and cubic Volterra kernels. Simulation results show the ability of the proposed solutions to achieve an important complexity reduction and a good identification. Copyright c 2005 IFAC
INTRODUCTION
The identification of nonlinear dynamical systems from a given input output data set has attracted considerable interest since many physical systems exhibit nonlinear characteristics. The Volterra model structure can be used to represent a broad class of nonlinearities. The output of a discretetime, time invariant, cubic Volterra filter is given by :
h m (n 1 , . . . , n m ) m j=1 u(n − n j ) (1) where u, y and h m are the input signal, the output signal and the parameters of the m th order kernel, respectively.
In practice, the infinite sum in (1) may be truncated to a finite sum if the system has fading memory (Boyd and Chua, 1985) . It has been shown by (Boyd and Chua, 1985) that any timeinvariant nonlinear system with fading memory can be well approximated by a finite Volterra series representation to any arbitrary precision. Hence, the class of truncated Volterra models is attractive for nonlinear system modeling.
A very nice property of the Volterra model (1) is that it is linear in its parameters, so standard parameter estimation techniques like Least Squares (LS) method can be applied. However, the large number of parameters associated with the Volterra models limit their practical use to problems involving only small values for the kernels memory and the truncation order. This limitation arises because the estimation of a large number of parameters may be problematic, but also design procedures based upon such models may be cumbersome. To eliminate this drawback, two ways can be followed :
• to arrange the kernels coefficients in matrices that are decomposed in applying a reduced order Singular Value Decomposition (SVD) which leads to a low complexity parallel-cascade realization of the Volterra filter (Panicker and Mathews, 1998 ), • to expand the kernels on an orthonormal basis such as the Laguerre functions basis ( (Campello et al., 2004) , (Dumont and Fu, 1993) ) or Generalized Orthonormal Bases (GOB) ( , ).
The purpose of this paper is first to propose thirdorder Volterra models with a reduced complexity. By considering the quadratic kernel as a matrix and the cubic one as a third-order tensor, we use a Singular Value Decomposition (SVD) and a tensor decomposition called PARAFAC for decomposing these two kernels respectively. The corresponding model called SVD-PARAFAC based Volterra model is presented in section 2. Then in section 3 a new Alternating Recursive Least Squares (ARLS) algorithm is proposed to estimate the parameters of such Volterra models. In section 4, the performance of the proposed approach is evaluated by means of simulations before concluding in section 5.
THE SVD-PARAFAC BASED VOLTERRA MODEL

The Singular Value Decomposition
The SVD has been applied to signal processing problems since the late 1970's and has been described as the most informative general representation of a matrix. The SVD of a (m × n) matrix X is a factorization of the form :
where U and V are respectively (m × m) and (n × n) matrices the columns of which are respectively the left singular vectors and the right singular vectors of X and satisfying U T U = I m and V T V = I n , Λ is a (m × n) matrix with all entries zeros except R positive diagonal entries {λ r }, where {λ r } are the singular values of
We can also write the SVD of X as :
where U .r and V .r are the r th column of U and V respectively.
We can rewrite X as :
where
with the following constraints :
) and I R is the identity matrix of order R.
The scalar representation of (4) is :
where a n1r represents the (n 1 , r) element of the matrix A and b n2r the (n 2 , r) element of the matrix B.
The PARAFAC Decomposition
The PARAFAC (PARAllel FACtor) decomposition also called CANDECOMP (CANonical DECOMPosition) was introduced by Harshman (1970) (Harshman, 1970) and by Caroll and Chang (1970) (Carroll and Chang, 1970) in order to reduce the complexity of an N th order tensor. This decomposition entirely preserves the information contained in the original tensor.
We define horizontal, vertical and frontal matrices of a third-order (
where H(n 1 , n 2 , n 3 ) is the element (n 1 , n 2 , n 3 ) of the tensor H. The construction of the matrices H n1.. , H .n2. and H ..n3 is described in figure 1. The scalar representation of the PARAFAC decomposition of a third-order (N 1 ×N 2 ×N 3 ) tensor H is written as :
where c n1p , d n2p and e n3p constitute the elements of three matrices C, D and E with respective dimensions (N 1 × P ), (N 2 × P ) and (N 3 × P ), and P is the number of PARAFAC model factors. P is the rank of the tensor H according to Kruskal (Kruskal, 1977) .
The SVD-PARAFAC based Volterra model
The input/output relation of a discrete-time, time invariant third-order Volterra system with Mmemory can be written as :
where {h 1 (n 1 )}, {h 2 (n 1 , n 2 )} and {h 3 (n 1 , n 2 , n 3 )} represent the coefficients of the linear, quadratic and cubic Volterra kernels respectively. The first kernel is a M-vector, the second one is a (M × M ) matrix with rank R and the third one can be considered as a third-order (M × M × M ) tensor with rank P .
By using the scalar representation (9) of the SVD and that of PARAFAC (10), equation (11) becomes equation (13) shown in next page.
The input/output relation (13) can be implemented in using a parallel-cascade structure, as shown in figure 2, where 
The cubic kernel in (11) can be viewed as a thirdorder (M × M × M ) tensor with a parameter complexity C 3 = M 3 in terms of its coefficients number. The quadratic kernel has a complexity C 2 = M 2 and the linear one C 1 = M . So, the complexity of a third-order standard Volterra model is
The PARAFAC based third-order kernel complexity is C paraf ac = 3M P and the SVD-based second-order kernel complexity is C SV D = 2M R. So, the complexity of the SVD-PARAFAC based Volterra model is :
Using SVD-PARAFAC decomposition, the Ratio of Complexity Reduction (RCR) with respect to the standard third-order Volterra model is RCR = 1+2R+3P 1+M +M 2 . When P M and R M , a significant complexity reduction can be achieved.
THE ARLS ALGORITHM
Using the scalar representation of the SVD and PARAFAC given by (9) and (10), we have three different writings of the SVD-PARAFAC based third-order Volterra model output. Let us define :
and
bn 2 r u(n − n 2 )
en 3 pu(n − n 3 ) (13)
en 3 pu(n − n 3 ) (17)
dn 2 pu(n − n 2 ) (18)
The first writing of the model output
Equation (13) can be written as :
The second writing of the model output
Equation (13) can also be written as :
The third writing of the model output
The third writing of equation (13) is :
The ARLS algorithm
The ARLS algorithm uses the three writings of the SVD-PARAFAC based Volterra model output (21), (26) and (32). It updates the linear kernel h 1 , the matrices A and B of the quadratic kernel SVD decomposition and the matrices C, D and E of the cubic kernel PARAFAC decomposition by minimizing the following least squares cost function η in an alternating way :
where y(n) denotes the output of the system to be modeled and y(n) denotes the output of the SVD-PARAFAC based Volterra model given by (13).
By substituting the output of the model y(n) by its three writings (21), (26) and (32), the cost function η(N ) can be rewritten as : 
By alternatively minimizing the cost functions η 1 (N ), η 2 (N ) and η 3 (N ) with respect to Θ 1 , Θ 2 and Θ 3 respectively, we update the estimated matrices A, B, C, D and E, and the linear kernel h 1 . The ARLS algorithm is illustrated by means of figure 3 and its equations are summarized in table 1.
SIMULATION RESULTS
The simulated system is a simplified model of a nonlinear satellite channel (Saleh, 1998) represented in figure 4 and characterized by two fourthorder low-pass linear filters denoted by H B (z) and H C (z), and a memoryless nonlinear device defined by its input-output characteristic A(r) represented in figure 4 and modeled by means of a third-order polynomial.
The performance of the proposed identification method is evaluated by using the Normalized Mean Square Error (NMSE output ) between the system output y(n) and the output y(n) of the SVD-PARAFAC based Volterra model recon- (1) Initialization
(2) Update of the SVD-PARAFAC based Volterra model components
(3) Reconstruction of the Volterra model kernels
• linear kernel h 1 .
• quadratic kernel h 2 :
an 1 r bn 2 r
• cubic kernel h 3 :
cn 1 p dn 2 p en 3 p (4) Go back to step 2 until convergence of the algorithm structed with the parameters obtained at the convergence of the ARLS algorithm. It is calculated as : The impulse responses of filters H B and H C become smaller than 10 −2 after 20 points. Therefore, we model the simulated system as a cubic WienerHammerstein model i.e. a symmetric third-order Volterra filter with memory M=39. Using a SVD-PARAFAC based Volterra model with M = 39, P = 1 and R = 1 we achieve an important complexity reduction RCR = 2.04 10 −2 . Figure 5 shows the variation of the NMSE output as a function of the iterations number for three different SNRs under the same previous conditions (P = 1, R = 1 and M = 39). The input signal is a gaussian white noise sequence of length N = 10000 with zero mean and unit variance. The simulation results were obtained using the Monte Carlo method with 20 different additive noise sequences. Table 2 contains the NMSE output in function of the PARAFAC factors number P and the SVD factors number R for SN R = 20 dB. The NMSE output slightly decreases as the values of R and P increase, hence the interest in choosing small values of P and R to reduce the parametric complexity.
From these simulation results, we can conclude that the SVD-PARAFAC decomposition approach allows to represent a nonlinear satellite channel with a relatively small modeling error. The choice of numbers P and R of the PARAFAC and SVD factors doesn't influence very much the identification performance.
CONCLUSION
In this paper, we have presented a new approach to represent and identify third-order Volterra models using the Singular Value Decomposition and the PARAFAC decomposition, which allows to significantly reduce the parametric complexity of the corresponding kernels. The ARLS algorithm has been proposed to identify such a decomposition. Extension of this work to Volterra models of order higher than three is under study.
