There are two contributing factors to the current loss in the vacuum section of the Z accelerator at Sandia National Laboratories. Early in time, the loss can be accounted for solely by vacuum electron flow effects. Electrons emitted in the four magnetically insulated transmission lines (MITLs) flow into the convolute and are lost to anode surfaces, particularly in magnetic null regions. These losses can be modeled with standard electromagnetic, particle-in-cell (PIC) methods. Results of detailed 3-D PIC simulations are presented, showing good agreement with experiment early in the pulse, over a range of Z shots. However, late in the pulse, the simulations underestimate the observed loss in experiment, sometimes substantially. Electrode plasma effects in the convolute must be responsible for the additional loss. New PIC models to create an electrode plasma layer from first principles, using electron and ion particles, have been developed. It is shown that very small cell sizes (< 100 μm) are required to accurately resolve the expansion of electrode plasmas with T ~ 1 eV, into an anode-cathode gap with megavolts applied across it. Such small cell sizes are prohibitively small for 3-D convolute simulations.
I. INTRODUCTION
The vacuum section of the refurbished Z [1] is very similar to the original Z vacuum section [2] , shown in Fig.  1 . Power is conducted radially inward from the vacuum insulator stack at r ~ 1.6 m towards the load with four magnetically insulated transmission lines (MITLs), denoted A -D from top to bottom, coupled in parallel with a double post-hole convolute. The standard convolute uses 12 posts, at r = 7.62 cm, connecting the three anodes between holes in the two cathodes. A 9 post convolute has also been fielded on several shots, with larger cathode holes to increase the A-K gap. The main differences between the new and old Z vacuum section are that the slopes of the MITLs were increased, and an extra insulator ring was added to each level of the stack. As the power pulse propagates radially inward, the threshold for electron emission from the MITL cathodes is rapidly exceeded. Except for a brief period early in the pulse (much longer on D-level), the magnetic field from the conductor current inhibits electron loss to the MITL anodes, and the electrons E×B drift into the convolute. In the convolute, there are "magnetic nulls," paths connecting the anode and cathode where |B| = 0, shown in Fig. 2 . There is a null connecting each post with the corresponding cathode in the plane cutting through the center of a post, and a null connecting the middle anode to the upper cathode midway between a pair of posts. In addition, there is an azimuthally-symmetric null connecting the central cathode to the bottom anode. In these regions, electrons are not magnetically insulated from the anode. Intense localized electron deposition heating of the anode can occur in these regions [3] , creating anode plasmas if the temperature exceeds a threshold of ~400 o C [4] . We study the current loss in the vacuum section with the particle-in-cell (PIC) code QUICKSILVER [5] . To accurately compute the vacuum electron flow losses in the convolute, and the subsequent anode heating, it is necessary to have a 3-D simulation model of the convolute with the correct electron flow entering from the MITLs. High-resolution 2-D simulations of the MITLs out to large radius, r ≥ 60 cm, accurately compute this flow from first principles [3] . We reproduce this flow in the 3-D simulations using MITLs that extend out to r ~ 30 cm, with gaps slightly smaller than their nominal value.
Simulations with only vacuum electron flow agree well with the convolute current loss observed on Z early in the pulse. However, they underestimate the loss later in the pulse. The additional current loss must be due to electrode plasma effects in the convolute. Anode plasmas formed at the magnetic null regions are a natural candidate. Recent simulations with the LSP code [6] suggest that cathode plasmas can account for the extra current loss [7] With no detailed diagnostics for guidance, PIC simulations are the only way to clarify which electrode plasma effects are dominant.
In Section II, we present the setup and results of 3-D convolute simulations of six Z shots with a variety of loads. In Section III, we describe our approach to modeling electrode plasma effects. Preliminary results of this work suggest that very small cell sizes are required to accurately model electron plasma expansion. In Section IV, we summarize the results and discuss future plans.
II. 3-D CONVOLUTE SIMULATIONS

A. Simulation Geometry
The 3-D convolute simulations are done in cylindrical coordinates, modeling a π/N post sector in azimuth, with the φ = 0 plane at the middle of a post, and the φ = φ max plane midway between two posts. For the standard 12 post convolute, there are 35 azimuthal cells. The r-z geometry is shown in Fig. 3 . The computational domain is the union of the simulation "blocks", which all use the same azimuthal grid. However, Δr and Δz can be independently varied in non-overlapping blocks. Using many blocks not only reduces the cell count, but allows the MITL blocks to use r-z grids fitted exactly to their cathode slope. By using a slanted surface model [8] , we avoid having any stairsteps on the MITL cathodes. This is important since the electron sheaths can be very thin. Conical anodes sections also use slanted surfaces to improve the accuracy of the electron deposition model, which is a sensitive function of incidence angle. However, the posts and cathode holes must still use conventional stairstepped conductors. Just upstream of the convolute, the MITLs are smoothly bent into purely radial lines, for reasons discussed in Ref 3. The MITL gaps in the outer horizontal sections are tuned to reproduce the same electron flow as high-resolution 2-D simulations [3] . Figure 3 . Z convolute simulation geometry. The simulation "blocks" are shown in black, the anode in blue, and the cathode in red, with the thick (thin) conductor lines for φ = 0 (φ max ). The MITLs extend out to r = 33 cm on the upper levels, and r = 36 cm on the lower levels.
B. External Circuit
The outer radial boundary of each 3-D MITL region is attached to a long 1-D transmission line modeling the system out to the stack at r ~ 1.6 m, using an impedance profile, Z(r), computed from the MITL geometry. Outside the insulator stack, the water convolute connects the four radial lines to 18 vertical triplates [1] . We have a reasonably accurate 1-D transmission line model of this region, based on 3-D electromagnetic simulations [9] . However, trying to construct a forward-going wave in the water section to reliably reproduce the stack voltages and currents is still being investigated.
An alternative approach is to drive all four transmission lines directly at the stack with a high impedance source that forces the measured stack current down each line. This approach lacks the predictive capability of going back into the water section, but is very convenient for post-mortem analysis of a particular shot. All results described here use the current source drive. It is encouraging that the simulated stack voltages are in asonable agreement with the measured values.
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C. Results
We have simulated the six shots shown in Table 1 . All shots used nested wire arrays. We model the load using two thin shells with 100% momentum transfer when the outer shell hits the inner. Shots 1820, 1822, and 1894 are from the "C4" series. These shots have low current loss in the convolute, with the loss decreasing as the implosion time increases. The other shots are from the "C7" series. The large initial wire radius and low load mass result in high-velocity implosions. Leading up to stagnation, dL/dt is The motivation for these simulations is twofold. First, we want to see how well the simulations model the convolute current loss early in the pulse. Second, assuming that we are modeling the early loss correctly, we want to look for correlation between the time at which the simulations start to under-predict the loss and the simulations will need to be done with careful attention to anode heating data.
A major complication for the analysis of the simulation results is the sensitivity of the flow current to the MITL voltage and boundary current, highlighted in Fig. 4 . The Marx charge for shot 1894 was 82 kV, compared with 80 kV for 1820, accounting for the higher stack current on 1894. However, another difference is that the stack current for 1894 has a slightly faster rise early in the pulse. This slight difference is enough to cause the earliest electrons emitted in the D-level MITL to be insulated, allowing most of the boundary current into the convolute. In the 1820 simulation, the earliest emitted electrons on D-level shoot almost straight across the gap, shunting most of the MITL boundary current. These slight changes result in radically different flow histories. Further the early rise of the stack current to better understand this sensitivity. All simulations show good agreement with the measured load current early in the pulse, provided that the experimental data is shifted forward by 2.5 ns in all cases. Without this shift, the experimental load current clearly comes in early relative to the total stack current, and in most cases noticeably exceeds the stack current during some fraction of the steep rise up to ~15 MA. This discrepancy has not yet been resolved. Fig. 5 illustrates this comparison for shot 1822. We use this shot because it has the largest electron flow loss, between 90 and 120 ns. The simulation load currents all agree well with experiment up to 12 -18 MA, with the exception of shot 1906, which has significant loss much earlier than the others. Later in the pulse, they progressively underestimate the current loss. The simulations monitor the heating of the anode at every surface cell [3] . In all cases, the location that heats the fastest is the magnetic null region of the middle anode shown in Fig. 2b . However, with the simulations done to date, there appears to be little correlation between the heating of this region and the onset of additional current loss in experiment.
III. ELECTRODE PLASMA EFFECTS
A. Introduction
Dense electrode plasmas are unavoidable in the vacuum section of Pulsed Power systems such as Z. With pressure of order 10 -6 Torr, 10 -100 monolayers of hydrocarbon impurities are adsorbed on electrode surfaces [4] . When these neutrals are desorbed and ionized, plasmas with parameters of order n ~ 10 16 cm -3 and T ~ 1 eV are produced. The Debye length for such a plasma is very small, λ D = (kTε 0 /ne 2 ) 1/2 < 1 μm. With conventional PIC methods, if the Debye length is not resolved, a numerical instability heats the plasma until λ D ~ Δx.
To simulate plasmas at Δx/λ D >> 1, energy-conserving PIC methods must be used. The trade-off for mitigating the numerical instability (since nothing comes for free), is that a specific scheme for interpolating the electric field from the grid to the particles is mandated. For standard first-order charge weighting, in which a particle's charge is linearly interpolated to the corners of the cell in which it is located, the E-field interpolation in the longitudinal direction, e.g. E x in x, must be done in nearest-grid-point fashion. This means that particles experience a discontinuous, piecewise-constant force as they move across the grid. This is undesirable in regions with steep field gradients. We have recently developed a secondorder charge weighting algorithm that handles conductor boundaries [10] . With this algorithm, the mandated energy-conserving E-field interpolation scheme is continuous and piecewise-linear.
B. Electrode Plasma Layer Model
Electrode plasmas are formed in the presence of large normal electric fields (E n ). For anode plasmas created by electron deposition heating, E n can be as high as 10 MV/cm. We create and maintain a stable, dense plasma layer in the first cell above the surface by having each emission cell go through four stages [11] : 1. Breakdown: either E n or the surface temperature exceeds a threshold value. 2. An initial space-charge-limited emission stage to first reduce E n before creating the plasma. 3. The preload stage, in which many electron/ion pairs are abruptly introduced, with spatial offsets chosen to greatly reduce E n over a few timesteps. 4. Maintaining the surface density at a target value. In this model, the surface density and plasma temperature are free parameters. They must be chosen so that the particle flux out of the first cell is high enough to not be source-limiting. An alternative approach to electrode plasmas is used in LSP [7, 12] , with neutrals injected at the boundary, and ionized throughout the first cell. In either approach, the net effect is the creation of a plasma layer in the first cell above the surface, shielding out E n .
For a cold, dense plasma layer, the effect of Coulomb collisions needs to be included. We use a fast particlepairing method [13] , which makes no assumptions about the velocity distribution. All particles in a cell are gathered together, and each particle is randomly paired with just one other per timestep. Each pair collides by rotating the relative momentum vector g = u 1 -u 2 in the center-of-mass frame. The polar scattering angle χ is obtained by randomly sampling δ = tan(χ/2) from a normal distribution of width <δ 2 > ∝ n/g 3 , i.e. larger scattering angles for higher density and lower relative velocity.
C. Planar Diode Tests
The natural choice for testing electrode plasma expansion is 1-D electrostatic simulations of the planar diode-with gap d, applied voltage V, and vacuum Efield E 0 = V/d. Fig. 6 depicts the discrete geometry of the system after the plasma layer has just been created. The charge density and potential are defined at the "full-grid" points or nodes, and E n at the "half-grid" points. The plasma layer model populates the first half-cell above the surface, and forces E 1/2 ~ 0. Plasma expansion is controlled in large part by the first vacuum E n ahead the plasma front, denoted E v . For the planar diode, we have the simple approximation E v ≈ (4E 0 /3)(Δx/d) 1/3 . E x Figure 6 . Cartoon showing the plasma layer in blue and the first two normal E-field locations above the surface.
We consider the specific case E 0 = 2 MV/cm and plasma parameters n = 5×10 15 cm -3 and T = 3 eV. Cathode plasma ions (anode plasma electrons) are turned back to the electrode by E v when they enter the vacuum cell. The potential barrier they must overcome to cross the cell is W v ~ qE v Δx/2 (the factor of two is for linear weighting of E). This energy is 25 keV for Δx = 0.5 mm, 2.9 keV for Δx = 0.1 mm, and 130 eV for Δx = 10 μm. With cell sizes that are practical for large 3-D simulations, these energies are huge compared to T. The fraction of the cell that a thermal particle can cross is
For Δx = 0.5 mm, f c = 0.008, while the cell size at which f c = 1 is Δx = 3.5 μm. The abrupt turn-around of cathode plasma ions is shown in Fig. 7 . The ions managed to cross the cell centered at x = 0.5 mm while the voltage was still low, but at full voltage, they are barely penetrating the vacuum cell, consistent with Eq. (1 As this simulation proceeds, the plasma does in fact "expand" across the gap, but only via a numerical instability as follows:-1. The particle density builds at the plasma front, but particles continue to be turned around as in Fig. 7 . 2. A longitudinal instability develops; then suddenly, high-density jets of electrons abruptly cross the vacuum cell, reducing E v . 3. Electrons and ions then stream into the vacuum cell, and the instability dies down. This non-physical process is then repeated in the next cell. This behavior is observed for both second and first-order weighting, and also for anode plasma expansion.
To determine what cell sizes are necessary to get physically realistic cathode plasma expansion, we set up systems with a highly non-uniform grid. The smallest cells are at the cathode, Δx 0 = 0.5 μm or 5 μm, increasing to 100 μm at the anode. The initial cell sizes do resolve the expansion. As the plasma front moves away from the cathode, it reaches progressively larger cells, allowing a range of cell sizes to be sampled in a single simulation.
Results from these simulations are shown in Fig. 8 . As the plasma expands, a steep density step builds up at the front. For Δx > ~15 μm the density starts to pile up at the front. The most likely explanation is that Coulomb collisions are increasingly important for the expansion. As the size of the first vacuum cell beyond the plasma front increases, the density must increase to give enough scattering for the plasma ions to cross it. Finally at Δx ~ 25 μm, the plasma expansion simply stops. ) as a function of time.
Simulations of anode plasma expansion with the same non-uniform grid and plasma parameters have also been conducted. Anode plasma expansion is much less sensitive to cell size. After 60 ns, the plasma has expanded out to 1.5 mm, where the cell size is 60 μm. The most plausible explanation for this difference has to do with Coulomb collisions. For electron-ion collisions, the scattering angle scales roughly as χ ∝ |u e -u i | -3/2 . At a cathode plasma front, once the beam electrons start being accelerated by E v , the electron-ion collision scattering angle drops off very rapidly. At an anode plasma front, beam ions are only accelerated up to ~u e,th /2 in the first vacuum cell beyond the front. Thus, they still strongly interact with the plasma electrons in this cell, giving the electrons extra forward momentum. Note that this is not entirely physical. The collision model randomly pairs particles anywhere in the cell, with the implicit assumption that the drift velocity does not vary much in the cell. This assumption is violated in the vacuum cell outside the plasma front. 
SUMMARY AND FUTURE PLANS
We have a detailed PIC simulation of the Z vacuum section. High-resolution 4-level 2-D MITL simulations provide the best estimate of the electron flow into the convolute. 3-D convolute simulations, set up to deliver the same electron flow into the convolute, show where the electrons are lost, and compute the electron deposition heating of the anode. The model can accurately simulate current losses in the convolute, until electrode plasma effects become significant.
Our near-term plans are to resolve some of the issues in the 3-D convolute simulations: the sensitivity of the flow current to small changes in the stack currents, and the time-shift discrepancy with the measured load current. A longer-term effort is to improve the external circuit option with a forward-going wave in the water section, to have better predictive capability.
We have enhanced the QUICKSILVER code to simulate electrode plasmas from first principles with electron and ion particles. Unfortunately, the cell size required to accurately model electrode plasma expansion is very small, Δx < 100 μm. The problem is the huge disparity between the plasma temperature, of order 1 eV, and qV, of order 1 MeV. For cell sizes currently used in the 3-D convolute simulations, Δx ~ 0.25 -0.5 mm, plasmas "expand" only via a non-physical numerical instability. This is a serious problem, because cell sizes of even 0.1 mm are prohibitively small for 3-D convolute simulations, especially with the substantial computational overhead of handling electrode plasmas.
