A study of the convergence behavior of the static localized nonlinear approximation (SLN) introduced by Habashy et al. (J. Geophys. Res. 98 (1993) 1759) is furnished for a speciÿc case of the time-harmonic Maxwell equations. Some asymptotics are used to explain the robustness of this scheme in the high-conductivity case.
Introduction
We will study the static localized nonlinear approximation introduced in [3] applied to the nondimensionalized time-harmonic Maxwell equations
where
The set is the nondimensionalized domain which represents the scatterer and is a parameter which we will assume satisÿes 0 ¡ ¡ 1. The positive constants s and b are conductivities in the scatterer and background, respectively. The functions E and H are the rescaled electric and magnetic ÿelds, respectively, and M s is the magnetic source. We note that this problem is an eddy current approximation to the full Maxwell system.
As in [3] we will focus on the case where the scatterer is a simple closed region, there is a source (transmitter) outside of so M s is a vector multiple of the delta function, and we are interested in the accuracy of our approximation at some point (receiver) outside of .
It can be shown that the magnetic ÿeld satisÿes the following integral equation The function H b is the background magnetic ÿeld and is assumed to be given in this situation. The well-known Born approximation which we will also consider is formed by substituting the given background electric ÿeld E b in the right side for E; H B (x) = H b (x) + ∇ x × g(x; y)q(y)E b (y) dy:
The SLN approximation has the form A discussion of the motivation for this new approximation is given in Section 3. The paper [3] which introduces the SLN approximation also provides computational results in the case is a sphere and M s is a delta function. These numerics give evidence that the SLN and Born approximations are accurate if s = b ; !, and D are of moderate size and the parameters R = dist(x R ; ) and T = dist(x T ; ) are large ( R ¿ 1 and T ¿ 1) where x R and x T are the receiver and transmitter locations, respectively. The computations also indicate that when the contrast s = b is large the Born approximation fails while the SLN remains reasonably accurate. Our results in this paper support these conclusions and provide some theoretical reasons for these observations.
We now give a brief outline and summarize our main results. We note here that ref. [2] was especially helpful in reformulating the equations. In Section 2, we describe the nondimensionalization and give sample values for the various parameters. In Section 3, a sketch of the derivation of the SLN approximation is presented. Section 4 contains some basic a priori estimates on the L 2 -norm of the scattered E-ÿeld. In Section 5 we show the following:
where Q = q| = ( s − b )= b is the conductivity contrast. Here and throughout this paper C will represent an O(1) positive constant. Note that each of these upper bounds above "blow up" as Q → ∞. This is an appropriate portrayal of the behavior of the Born approximation (see [3] ). The SLN approximation, however, is more robust. In Section 6, we give a nonrigorous asymptotic argument that E → 0 as Q → ∞ in the scatterer and some details on the form of this decay. This allows us to argue, in Section 7, that
when Q is large. This is our other main result.
Nondimensionalization
The time harmonic Maxwell equations which we study, before nondimensionalization, are as follows∇
whereẼ is the electric ÿeld,H is the magnetic ÿeld, ! ¿ 0 is the frequency, b is the background magnetic permittivity,M s is the impressed magnetic source, and we have set the background electric permittivity equal to zero since it is typically negligibly small ( b =8:854×10 −12 f =m where f =Farads and f =m = C 2 =(N m 2 )). The conductivity has the special form
where the constant s ¿ 0 is the conductivity in the scatterer which is the set˜ that is a bounded simply connected region with diameter D and a smooth boundary. The constant b ¿ 0 is the constant background conductivity. Primarily for simplicity, we will assume that s ¿ b . We assumeM s has compact support in R 3 −˜ . Below is Table 1 with some speciÿc values for the constants as suggested in [3] . Note that˜ R = dist(x R ;˜ ) and˜ T = dist(x T ;˜ ) wherex R andx T are the receiver and transmitter locations, respectively. We now make the following variable changes to simplify,
where we relate
We also deÿne T =˜ T =D and R =˜ R =D: Using these substitutions in (6) and (7) we obtain Eqs. (1) . Note that =0:104 so that our assumption on the size of is satisÿed.
Other forms of the Maxwell equations will be useful in our analysis. Taking the curl of one of the equations and substituting in the other we obtain
and
We now split the ÿelds into the background and scattered ÿelds E = E b + E s and H = H b + H s where from (1) we have
Again taking the curl of one equation and substituting in the other we have
The Born and static localized nonlinear approximations
In this section, we describe the well-known Born approximation and introduce the SLN approximation of [3] . To accomplish this we must describe the Green's function representation of the electric ÿeld solution of (12). The function g satisÿes
and from this (see [4] ) we ÿnd that
It can be shown using the properties of g and G that
One can now derive (2) from the above and the Maxwell equations (1).
To introduce the new approximation from Habashy et al. we ÿnd, by rewriting (14), that
We then have
Substituting this expression for E in (2) we obtain
where H LN is the localized nonlinear approximation;
and the error term is
The terminology is motivated by the localization that occurs in (15) and the fact that H LN is not linear in q (since depends on q) while the typical algorithms such as Born are linear in q.
Finally, we deÿne the SLN approximation. This is introduced in [3] by examining the function deÿned above in the case where is small. They ÿnd that ∼ = 0 and then deÿne H SLN from the above.
A priori estimate for E
In this section, we derive an L 2 -estimate for the scattered electric ÿeld where the bound depends on the L 2 -norm of the background ÿeld E b . This estimate will be useful in our error analysis. Since the background conductivity is nonzero in all of R 3 it follows that the solutions to our problem will decay exponentially as |x| → ∞. This is clear from examining the Green's function formulations (see (14) and (2)). It is natural to require
and v is the outward pointing unit normal from to 9 . These conditions imply that the traces of the tangential components of E and H are continuous. We assume that there exists a unique solution consisting of E and H ÿelds which satisfy the Maxwell equations, decay exponentially for large |x| and satisfy conditions (16) (see [1] for a proof of existence).
Complementary to the conditions (16) are the following conditions shown in [1] on the normal components:
Note that the statements (16) and (17) apply to E s and H s since the background ÿelds are smooth across 9 . Also observe that (16) and (17) imply that H and H s are continuous across 9 . We will need to evaluate the divergence of the E and H ÿelds. If we compute this quantity in and R 3 − separately and note that ∇q(x) = 0 in these regions we have from (1)
will allow us to derive a variational formula from which we can obtain the desired estimate. We will use the arithmetic-geometric mean inequality,
Finally, we will employ the following more concise notation for integration:
We are now in a position to derive the estimate for E s . We ÿrst take the dot product of the deÿning equation for E s , (12), with the conjugate E s , and apply (19) in and R 3 − separately.
This yields
Since ∇ × E is not deÿned on 9 we must integrate it over and R 3 − separately. Using (11) to rewrite the boundary term and the identity
The boundary term vanishes due to (16) and the fact that H s is continuous across 9 . Now, taking real and imaginary parts and using (20), we obtain
Estimates for the Born and SLN approximations
In this section we furnish the estimates (4) for the accuracy of the Born and SLN approximations. In this case we note that from (21) we have
We assume that E b on satisÿes the estimate 
and thus for x ∈ . 
for y ∈ . We are now in a position to estimate the accuracy of the Born approximation. Subtracting (3) from (2) and evaluating the resulting equation at x = x R we have
From estimate (24) on |∇g| and the fact that E s = E − E b we have
where we used the Schwarz inequality and absorbed the (meas( )) 1=2 factor into the constant C. Now applying (22) we obtain
This gives the ÿrst part of (4). Note that the estimate "blows up" in the case when Q is large which corresponds to the contrast s = b also being large.
The estimation of the accuracy of the SLN approximation is quite similar and leads to the same result which is the second part of (4). Here we have
and the integrand can be decomposed as
where we again used the fact that E = E s + E b . Thus the estimate will involve two terms, the one with the scattered ÿeld which is essentially the Born approximation error term and the second term will have the background ÿeld and the I − 0 factor. So
We used (22) on the second to last step, (23) on the last step, and the fact that s = b = Q + 1. Since Q is positive the last factor is bounded by 2 and we have shown the second part of (4). One could retrace the steps above and change back to the dimensional variables to obtain more detailed error estimates. With these we could examine the estimate's dependence on such parameters as ! and D as well as conductivity contrast.
Perturbation approximation of E for high contrasts
The numerical experiments in [3, Figs. 3 and 4, pp. 1765, 1766] indicate that the SLN approximation is accurate in the high-conductivity case when the Born approximation generally fails. The key reason is that the tensors and 0 tend to zero as Q → ∞ (this is noted in [6, Section 4.1]).
In this section, we focus on the behavior of the electric ÿeld near the boundary when := b = s is small which is equivalent to Q being large since = (Q + 1) −1=2 . We give a nonrigorous asymptotic argument that E = 0 over most of the region occupied by the scatterer with a thin layer near the boundary. We will also see that E = O( ) on that boundary and decays exponentially in the boundary layer. This result re ects the well-known fact that E-M ÿelds are attenuated rapidly in good conductors (see for instance [5] ).
We assume in our argument below that is a sphere and then use spherical coordinates. Although we did not pursue this it seems that separation of variables could also be used in this case. However, an advantage of this asymptotic approach is that it works in the case of a general domain . Assuming the boundary is smooth we can set up a local coordinate system at a point on 9 using two tangent vectors and an inward pointing normal. We chose to present the spherical coordinates instead because they are more familiar and match the cases studied in [3] .
Let S denote the electric ÿeld inside the scatterer and B is the ÿeld outside. From (8) and the identity
we have that
and conditions
We ÿrst determine the outer solution in the scatterer and thus look for S in the form
Substituting this expression in (26), we obtain, after some rearrangement,
Setting the coe cients of the di ering powers of on the left side to zero we ÿnd that S 0 = S 1 = S 2 = · · · = 0. So to match the B and S functions we must develop a boundary layer solution inside .
We now change to spherical coordinates (r; Â; ). Recall that S = 9 2 S 9r 2 + 1 r 9S 9r + 1 r 2 (derivatives in Â and ): Deÿne Á by the equation r = 1 − Á and W (Á; Â; ) = S(r; Â; ). The function W will match S near 9 in .
Since
From the divergence condition in (26) we have
We used the fact that in spherical coordinates
for a vector A. Since v points out of and normal to 9 , the ÿrst part of condition (28) implies that the tangential components of S and B are equal; W T = B T on 9 . The second part of (28) implies that the tangential components of ∇ × S and ∇ × B are equal;
where we set r = 1 since the equality is on 9 . Substituting W for S, changing from r to Á on the left side, and setting Á = 0 then gives
at the boundary. Finally, we obtain
Choosing
we ÿnd from (30)-(32) that
and at the boundary
We are now in a position to give a description of the zeroth-order solution. From (34) we have that We now can provide a boundary condition for the B function from the ÿrst part of (28). Since S × v = O( ) and thus
We now determine the ÿrst-order solution for W . Substituting the zeroth-order solution, W 0 in (33) we ÿnd
and from (34) we obtain A 1 r ≡ 0: Now, from (35), we have
on the boundary. Thus
where the functions are evaluated on the boundary. We, therefore, need to estimate the size of B T ; 9B T =9r, and ∇ T B r . To obtain a reasonable approximation we again consider the model case where M s = (· − x T )U b . We assume that T 1, take
and note (27) We can now put all these results together to describe E in the case the conductivity contrast, s = b , is large. We have found that E = 0 over most of the domain except for an O( ) boundary layer where
and thus the
where C is an O(1) constant. Note again, that the decay in E re ects the well-known rapid attenuation of E-M ÿelds in good conductors. As in [5] we could deÿne the skin depth (or depth of penetration or attenuation distance) as
7. Born and SLN approximations at high contrasts
As we have seen in Section 6 the electric ÿeld tends to zero in the scatterer as Q → ∞. In the Born approximation the key replacement is the substitution of E b for E. Since E b = 0 we expect the Born approximation will blow up when the contrast becomes large.
The key replacement in the SLN approximation is the substitution of 0 E b for E. Since we expect the SLN approximation will be accurate since the 0 E b term models the behavior of E in the case of large Q. In rest of this section we use the result of Section 6 to make this statement more precise. T ; which is estimate (5) . Thus the SLN approximation will remain accurate in the high contrast case.
Conclusions
An analysis of the SLN approximation introduced in [3] is furnished in this paper. The SLN approximation is quite similar to the well-known Born approximation. However, in the computations in [3] , the SLN approximation does not exhibit the dramatic loss of accuracy that Born does in the case of high-conductivity contrast.
We use energy arguments to prove some basic error estimates for the Born and SLN approximations with parameters that are kept to moderate values. We then provide a nonrigorous asymptotic analysis of the behavior of the E-ÿeld in a region of high conductivity. From this we produce an estimate of the accuracy of the SLN approximation in the high-conductivity contrast case which demonstrates the robustness of the scheme.
