Solving strongly coupled quantum field theory using Lightcone Conformal Truncation by Xin, Yuan
Boston University
OpenBU http://open.bu.edu
Theses & Dissertations Boston University Theses & Dissertations
2020
Solving strongly coupled quantum





GRADUATE SCHOOL OF ARTS AND SCIENCES
Dissertation
SOLVING STRONGLY COUPLED QUANTUM FIELD




B.S., Nanjing University, 2015
Submitted in partial fulfillment of the






except for Chapter 2, 3 and 4
Approved by
First Reader
Andrew Liam Fitzpatrick, Ph.D.






Assistant Professor of Physics
Fourth Reader
Alex Sushkov, Ph.D.
Assistant Professor of Physics
献给我的父亲，母亲和姐姐。
Dedicated to my father, my mother and my sister.
iv
Acknowledgments
First and foremost, I thank my advisor Liam Fitzpatrick. He has been my role model
since we started working together. It is through watching him that I learned how
to attack a problem, how to collaborate with people and how to introduce my ideas.
He is willing to discuss with me and listen to my naive and often poorly-organized
thoughts. He knows the right project and exercise to work on so that I can achieve and
learn the most, and that helped me grow from a student who knows very little about
QFT to a theoetical PhD candidate. He is a great PI as well as a great collaborator,
which means that he knows the direction that a project should be going and also the
gory details, and it is very hard to get stuck as his student.
I thank the professors that have mentored me during projects. Professor James
Harverson introduced me to the amazing world of Machine Learning. Professor
Emanuel Katz always has insightful suggestions that makes everything work like
magic. Professor Martin Schmaltz’s particle physics conversations were friendly and
intuitive for me when I knew almost nothing about the context. I thank my Ph.D.
committee Liam Fitzpatrick, Emanuel Katz, Chris Laumann, Anatoli Polkovnikov
and Alex Sushkov for their guidance on the defense and thesis. I am grateful for
the informal mentorship I had from post-docs and senior graduate students during
our collaboration: Nikhil Anand, Nathan Benjamin, Hongbin Chen, Ethan Dyer,
Zuhair Khandker, Lorenzo Vitale, Matthew Walters, Yiming Zhong. I thank Professor
So-Young Pi for teaching a great Quantum Mechanics class and for sharing coffee
with me as a friend.
I am grateful for the useful discussions with peers at and outside Boston University:
António Antunes, Cameron Cogburn, Kyriakos Grammatikos, Jingping Li, Junyu
Liu, Colin Nancarrow, Jeffery Scaturro, Yijian Zou. Physics has much more fun with
their contribution. I thank the other members of the theory group: Professor Richard
v
Brower, Professor Andrew Cohen, Professor Kenneth Lane, Professor Claudio Rebbi,
Daniel Aloni, Dean Howarth, Kuo-Wei Huang, Melissa Joseph, Sam McCandlish,
Manuel Buen Abad Najar, Lukas Pritchett for keeping a friendly and motivating
environment.
I thank my undergraduate advisors Edna Yeuk-kwan Cheung and Gang Chen.
Through working with them I learned the basics of theoretical physics and practiced
research for the first time in my life. Without this experience I would not have been
able to start my research as a graduate student at BU.
I deeply appreciate the help from the physics front office for the administrative
help. Especially, I thank Mirtha Cabello for making everything work smoothly and
rescuing me when I get in trouble, and I thank Despina Bokios and Kelly Capri for
your hard work in helping me graduate. I thank the physics department and Graduate
School of Arts & Sciences for supporting and funding my Ph.D. study. I thank US
Department of Energy and Simons Collaboration for the funding.
I thank Professor Robert Carey for helping my good friend Shan Huang when he
needed it the most.
I thank Professor Manher Jariwala for making my teaching assistantship a great
experience.
The love and support of my family means everything to me. My parents, Xin,
Guoen and Meng, Kangmei emphasize the importance of both education and free will,
so they will let me choose what I am most enthusiastic about and support my decision
with the best of their resource. My father’s extraordinary willpower brought himself
out of a poor and ignorant town and made him one of the first college graduates in
the town. My mother is always rigorous in her work and she will not let anyone down
in her academic life. Neither of them major in science or technology but they keep
learning the latest developments and are willing to apply what they learn to daily
vi
life. My sister, Xin, Wei, is cool and humorous. She always knows how to get things
done as well as the best ways to enjoy the life. I look up to her from my childhood to
today. Having an elder sister as a role model means I don’t have to make myself like
those “cool kids” around me and I’m always happy and chill being myself, which is
invaluable to me.
I thank Sara Sussman for keeping me company during the time we were both at
BU. Those days were shiny.
I thank all my friends. We solve problems together, and we have fun together. My
graduate student life would have been a strange monster without friends that share
my joy and comfort me through the difficulties. Especially, I thank Xin Xu, Mohan
Liu and Shan Huang for helping me looking for my passport at the airport on my first
day in America, which saved my life. I also especially thank Shan Huang, Aobo Li,
Gaoxang Mei, Jing Ma, Xiangyi Meng, Jilin Wang, Jingjin Wei, who make America
feel like home.
Finally, I thank all the people in China and all over the world who are fighting
the COVID-19 disease and protecting the community during the pandemic. Without




SOLVING STRONGLY COUPLED QUANTUM FIELD
THEORY USING LIGHTCONE CONFORMAL
TRUNCATION
YUAN XIN
Boston University, Graduate School of Arts and Sciences, 2020
Major Professor: Andrew Liam Fitzpatrick, Ph.D.
Assistant Professor of Physics
ABSTRACT
Quantum Field Theory (QFT) is the language that describes a wide spectrum of
physics. However, it is notoriously hard at strong coupling regime. We approach this
problem in an old Quantum Mechanical method - keep a finite number of states and
diagonalize the Hamiltonian as a finite-size matrix. To study a QFT, we take the
Hamiltonian to be the Conformal Field Theory as the Ultraviolet fixed point of the
theory’s Renormalization Group Flow, deformed by a relevant operator. We use a
recent framework known as the Lightcone Conformal Truncation (LCT), where we
use conformal basis and lightcone quantization. As an application of the method, we
study the two dimensional Supersymmetric (SUSY) Gross-Neveu-Yukawa Model. The
model is expected to have a critical point in the universality class of tri-critical Ising
model, a massive phase and a massless SUSY-breaking phase. We use the LCT to
compute the spectrum and the spectral density of the theory at all couplings and map




2 Review of Lightcone Conformal Truncation 7
2.1 General Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Lightcone Quantization . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 The Free Scalar Theory in 2D . . . . . . . . . . . . . . . . . . . . . . 13
2.4 Simplest Possible Scalar Code . . . . . . . . . . . . . . . . . . . . . . 20
2.4.1 Basis of Primary Operators . . . . . . . . . . . . . . . . . . . 20
2.4.2 Wick Contraction and Orthonormalization . . . . . . . . . . . 27
2.4.3 Scalar Mass Term . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.4.4 Adding Interactions . . . . . . . . . . . . . . . . . . . . . . . . 39
2.5 Adding Fermions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.5.1 Dirichlet Basis . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.5.2 Fermion Mass Term . . . . . . . . . . . . . . . . . . . . . . . . 52
2.5.3 Mixed Scalar-Fermion States . . . . . . . . . . . . . . . . . . . 55
2.5.4 Yukawa Interaction . . . . . . . . . . . . . . . . . . . . . . . . 56
3 Advanced Techniques 60
3.1 Radial Quantization for Scalars . . . . . . . . . . . . . . . . . . . . . 60
3.1.1 Motivation and Setup . . . . . . . . . . . . . . . . . . . . . . . 60
3.1.2 Inner products . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.1.3 Matrix elements for φn . . . . . . . . . . . . . . . . . . . . . 69
3.1.4 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
ix
3.1.5 Code Implementation . . . . . . . . . . . . . . . . . . . . . . . 78
3.2 Radial Quantization for Fermions . . . . . . . . . . . . . . . . . . . . 79
3.2.1 Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.2.2 Inner product . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.2.3 Mass term . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.2.4 Yukawa interaction . . . . . . . . . . . . . . . . . . . . . . . . 84
4 Supersymmetric Gross-Neveu-Yukawa Model 86
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.2 The RG Flow and Infrared . . . . . . . . . . . . . . . . . . . . . . . . 90
4.3 Conformal Truncation Setup . . . . . . . . . . . . . . . . . . . . . . . 92
4.3.1 Lightning Review of Conformal Truncation . . . . . . . . . . . 93
4.3.2 Constructing the Supersymmetric Lightcone Hamiltonian . . . 94
4.3.3 Weak Coupling Warm-up . . . . . . . . . . . . . . . . . . . . 97
4.3.4 Heff . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.4 Z2-breaking Phase and TIM . . . . . . . . . . . . . . . . . . . . . . . 108
4.4.1 Mass Spectrum of Interacting Theory . . . . . . . . . . . . . . 108
4.4.2 Critical Exponent . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.4.3 Zamolodchikov C-Function . . . . . . . . . . . . . . . . . . . . 115
4.4.4 Trace of Stress Tensor . . . . . . . . . . . . . . . . . . . . . . 117
4.4.5 Universal IR Scale Due to Truncation . . . . . . . . . . . . . . 119
4.5 Spontaneously Broken SUSY . . . . . . . . . . . . . . . . . . . . . . . 121
4.6 Conclusion and Future Directions . . . . . . . . . . . . . . . . . . . . 124
A Fock Space Method 128
A.1 Fock Space Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
A.2 Primary Operators and Jacobi Polynomials . . . . . . . . . . . . . . . 132
x
B Technical Details of Lightcone Quantization 136
B.1 Fourier Transforms of Correlators . . . . . . . . . . . . . . . . . . . . 136
B.2 Heff and the Infinite Momentum Limit . . . . . . . . . . . . . . . . . 138
B.3 The Fate of Vertex Operators . . . . . . . . . . . . . . . . . . . . . . 148
C Radial Quantization Method Technical Details 152
D Technical Details of SGNY Model 170
D.1 Free and Perturbative Theory Details . . . . . . . . . . . . . . . . . . 170
D.2 TIM Form Factors . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
D.3 Doubly-Integrated Spectral Functions . . . . . . . . . . . . . . . . . . 176
D.4 Convergence of Mass Eigenvalues . . . . . . . . . . . . . . . . . . . . 179




Citations to Previously Published Work
Chapter 2 and 3 are pending publication. I thank Nikhil Anand, Liam Fitzpatrick,
Emanuel Katz, Zuhair Khandker and Matthew Walters for permission to use our work
in this dissertation:
“N. Anand, A. L. Fitzpatrick, E. Katz, Z. U. Khandker, M. T. Walters, and
Y. Xin. Introduction to Lightcone Conformal Truncation. arXiv preprint
arXiv:2005.13544.”
Chapter 4 is pending publication. I thank Liam Fitzpatrick, Emanuel Katz and
Matthew Walters for permission to use our work in this dissertation:
“A. L. Fitzpatrick, E. Katz, M. T. Walters, and Y. Xin (2019). Solving the




2.1 The first few scalar primaries constructed recursively by starting with
∂φ and successively sewing on additional ∂φ’s using (2.39). . . . . . . 22
2.2 Sample Mathematica code for constructing a complete basis of primary
operators at fixed particle number n and degree ∆ − n for a single
scalar field. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.3 Sample Mathematica code for orthonormalizing the basis of primary
operators at fixed particle number n and degree ∆− n generated by
the code in table 2.2. . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.4 Orthonormal basis of primary operators for a single scalar field up to
∆max = 5, written in terms of the monomial states defined in (2.52). . 43
2.5 Sample Mathematica code for constructing the φ2 matrix elements
for all n-particle primary operators with incoming degree ∆1 − n and
outgoing degree ∆2 − n. . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.6 Mass term matrix elements for the ∆max = 5 basis of primary operators
shown in table 2.4. Each row and column is identified by the particle
number and scaling dimension (n,∆) of the corresponding primary
operator. Note that in general n and ∆ are not sufficient to uniquely
specify each primary operator, but at this ∆max there are no degeneracies. 44
2.7 Sample Mathematica code for constructing the φ4 matrix elements,
both n→ n and n→ n + 2, for all primary operators with incoming
scaling dimension ∆1 and outgoing dimension ∆2. . . . . . . . . . . 45
xiii
2.8 φ4 interaction matrix elements for the ∆max = 5 basis of primary
operators shown in table 2.4. Each row and column is identified by
the particle number and scaling dimension (n,∆) of the corresponding
primary operator. Note that in general n and ∆ are not sufficient to
uniquely specify each primary operator, but at this ∆max there are no
degeneracies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.1 UV to IR matching of scalar Virasoro-primary operators in the flow
from the free theory to the critical point of TIM. . . . . . . . . . . . 91
xiv
List of Figures
2·1 Cartoon of Space of CFTs and the RG flows between them. Not drawn
to scale. One of the goals of conformal truncation is to turn this cartoon
into a sharp computational tool. . . . . . . . . . . . . . . . . . . . . . 7
2·2 Mass term Hamiltonian matrix elements involving ∂φ and (∂φ)3. The
matrix element corresponding to the middle diagram, which involves the
creation of particles from the vacuum, vanishes in lightcone quantization. 35
2·3 Quartic interaction Hamiltonian matrix elements involving ∂φ and
(∂φ)3. The 1→ 1 matrix element has been removed by normal-ordering
the φ4 interaction, and the 1→ 5 matrix element, which involves the
creation of particles from the vacuum, vanishes in lightcone quantization. 40
3·1 The structure of the scalar mass matrix. . . . . . . . . . . . . . . . . 78
4·1 Cartoon of the phase diagram of SGNY, as a function of the dimen-
sionless parameter g and energy scale µ. The thick solid line indicates
the gap, while the color gradients indicate RG flows between different
regimes. A more precise version of this diagram obtained from our
numerical results, with a similar color scheme, is exhibited in Fig. 4·13. 92
4·2 Mass-squared eigenvalues of the free theory in 2- and 3-particle sector,
respectively, from diagonalizing Q2+ and P+ in the truncated basis up to
maximum degree ∆max = 8. The truncated basis has 14 and 28 states,
respectively, in each sector. The numbers in the table are in units m2,
where m is the mass of a single particle. . . . . . . . . . . . . . . . . 101
xv
4·3 Life is hard when using P+. The eigenvalues of P+ at ∆max = 18 are
shown above, with the two lowest states highlighted in red. They are
(almost) exactly paired by the supercharge Q−. Near g ≈ 0.6, states
come from the top of the spectrum and rapidly go to negative mass
squared eigenvalues. This sharp drop in the smallest eigenvalue is
characteristic of a first order phase transition, which we reach before
the critical point. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4·4 Mass eigenvalues of the truncated Hamiltonian Q2+ as a function of
the coupling g. We truncate the basis at ∆max = 26, which includes
40824 states. Each mass eigenvalue is exactly 2-fold degenerate due to
supersymmetry. We highlight the lowest two mass eigenvalues at each
g with red and blue solid curves. The rest of the eigenvalues are gray
solid curves. The higher states become very dense and their curves fill
the upper right region. . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4·5 The mass gap mgap as a function of the coupling g, at different ∆max.
At each ∆max the mass gap is a smooth function of g, with one kink at
g ≈ 1 where the continuum collides with the single particle state. The
mass gap before the collision is almost the same for all ∆max. As ∆max
increases (from red to blue), the coupling g0 at the collision moves to
the left. The critical coupling g∗ where the gap closes also shifts to the
left. The shape of the curve between g0 and g∗ deforms for small ∆max
and stabilizes for large ∆max. . . . . . . . . . . . . . . . . . . . . . . 111
xvi
4·6 The power law fit to m2gap as a function of g near the critical coupling
g∗ on the massive side. The blue dots are the (gi,m
2
gap,i) data points
obtained from diagonalizing the Hamiltonian Q2+ at coupling gi. The
magnitude of the error bar on the points are defined as the change
of mgap magnitude between ∆max = 26 and ∆max = 28 fixing gi. The
red curve is the best fit. The inset plot shows the same data and fit,
normalizing the best fit m2fit to 1. . . . . . . . . . . . . . . . . . . . . 112
4·7 The numerical fit to the critical exponent ν of the SUSY Yukawa theory
near the critical coupling. The theoretical expectation (black dashed
line) from TIM is ν = 5
4
. The best fit values (red dots) oscillate around
the theoretical prediction and approch it as ∆max increases. The blue
squares are the critical exponents extracted from the same data using
the same procedure but fitting to mgap instead of m
2
gap. . . . . . . . 113
4·8 Zamolodchikov C-function at different values of g near the critical
point for ∆max = 28 (blue dots) and ∆max = 22 (red squares). The
truncation data for SGNY is compared to the IR theoretical prediction
for TIM from eq. (4.43) (black dashed line), which includes the effects
of the relevant deformation ε′ as well as the leading higher-dimensional
operator ∂2ε′. The value for mgap for the TIM prediction was obtained
by fitting to the ∆max = 28 data for the integrated C-function (see
appendix D.3) at each value of g, while the value Λ ≈ 10m was obtained
by specifically fitting to the data at g = 1.35. . . . . . . . . . . . . . 114
xvii
4·9 Integrated spectral function for the trace of the stress tensor at different
values of g near the critical point for ∆max = 28 (blue dots) and
∆max = 22 (red squares). The truncation data was obtained from the
spectral function for T−− by using the Ward identity (4.45), and is
compared to the IR prediction for TIM (black dashed line). The values
for mgap and Λ in the TIM prediction are the same as those in figure 4·8. 118
4·10 Testing the scaling collapse ansatz of the IR truncation effects. The
hypothesis is that the mass gap data at different truncation level ∆max
are related by (4.49) and (4.50) above and below the proposed IR scale
(4.48), respectively. Taking the theoretical value of the critical exponent
ν = 1.25 we find from observation that the best parameter that relates
different ∆max is near α ≈ 2. First, above the IR scale (large x-axis),
the ratio (y-axis) between the mass gap and the power law becomes
constant (4.49) for all ∆max, indicating that the mass gap is well-fitted
by a power law with the correct critical exponent. Second, below the IR
scale (small x-axis) the curves for all ∆max merge to the same behavior,
indicating the truncation effect attracts the mass gap to a universal
behavior modeled by (4.50) with the parameter α ≈ 2. . . . . . . . . 121
xviii
4·11 The C-function of the SUSY broken phase at g = 15. The coupling
is chosen to be far beyond the critical point, g  g∗, where g∗ ≈ 1.5,
so that the TIM critical behavior is not present. At this coupling,
the spacing between individual mass eigenvalues is smaller than the
resolution of this plot, so the plot shows continuous curves. The blue
solid curve is the numerical C-function at the largest truncation level
∆max = 28. The red dashed curve is computed at a lower truncation
level ∆max = 22. The difference between the two curves qualitatively
reflects the convergence of the C-function at different mass scales µ. At
very large and very small µ, the result is still sensitive to truncation.
At intermediate µ, the function stabilizes between 0.4 < C(µ) < 0.6, in
agreement with the Ising model central charge cIsing = 0.5. The leading
deviation from the Ising prediction is due to the higher-dimensional
deformation TT , which can lift the asymptotic value of the C-function
above cIsing as ∆max →∞. . . . . . . . . . . . . . . . . . . . . . . . . 122
4·12 Integrated spectral functions for φ and φ2 at g = 15 and ∆max = 26.
Note that both follow the power-law behavior µ2 as expected from the
fact that neither φ nor φ2 creates the σ operator in the SGNY model,
and therefore both operators flow to the ε operator from the Ising model
at low energies. The spectral function Iφ(µ) has been rescaled to more
easily compare its shape with that of Iφ2(µ). This plot indicates that
for µ . 3m at this value of g, the theory has approached the Ising model. 123
4·13 Zamolodchikov C-function at different couplings. . . . . . . . . . . . 125
xix
B·1 Second-order contribution to m2ψ due to mixing with three-particle
states. In the infinite momentum limit, the invariant mass of the
intermediate state µ′2 →∞, lifting this state above any UV cutoff and
naively removing this contribution in LC quantization. . . . . . . . . 142
D·1 Integrated spectral function I(µ) and doubly-integrated spectral func-
tion I(2)(µ) for the operator ψχ in the free massive theory, where
the spectral function in the continuum is ρψχ(µ) ∝ (1 − 4m2/µ2)1/2.
The truncation result at ∆max = 30 is the black solid line, and the
continuum result is shown in red dashed line. The relative error
δI ≡ Itrunc/Ianalytic − 1 is shown in the inset. . . . . . . . . . . . . . . 176
D·2 Integrated C-function, as defined in eq. (D.23). Main plots: integrals
of the truncation data and theoretical TIM prediction from figure 4·8.
Insets: ratio of the truncation data at ∆max = 28 (blue dots) and
∆max = 22 (red squares) to the IR theoretical prediction (black line).
The values of mgap for the theoretical prediction were determined by
fitting to the data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
D·3 Double-integrated spectral function for T+−, as defined in eq. (D.24).
Main plots: integrals of the truncation data and theoretical TIM predic-
tion from figure 4·9. Insets: ratio of the truncation data at ∆max = 28
(blue dots) and ∆max = 22 (red squares) to the IR theoretical prediction
(black line). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
xx
D·4 The convergence of the first (red circle) and second (blue diamond)
lowest mass eigenvalues at strong couplings g = 0.85 (left plot) and
g = 1.25 (right plot). The plot shows the eigenvalues at fixed g as a
function of 1/∆max. The insets of the plots zoom in to each individual
eigenvalue to show the dependence on 1/∆max. The dashed trend lines
are linear fits of the last 4 points. At the smaller coupling, g = 0.85,
both eigenvalues have converged well. At the larger coupling, g = 1.25,
which is close to the TIM critical point, both eigenvalues are still
changing as a function of ∆max. The lowest eigenvalue at g = 0.85 has a
clear linear dependence on 1/∆max. The others have slower convergence
rates. The changing slope may suggest that the dependence on 1/∆max
has a different power, or the dependence is linear but the slopes have
not converged to constants. . . . . . . . . . . . . . . . . . . . . . . . 180
D·5 Testing the universal IR scale model with different parameters. Fixing
the critical exponent at the theoretical value, we plot the function with
parameter α = 1 (upper left), α = 2 (upper right) and α = 3 (lower left).
Compared with α = 2, α = 1 has moderately less universal behavior
across different ∆max in the IR region (small x-axis), while α = 3
clearly does not have universality. Fixing the parameter α = 2 we also
consider a different critical exponent, ν = 1 (lower right). Compared
with ν = 1.25, there is no universal IR behavior in the small x-axis
region and the ratio is also not constant above the IR scale (large x-axis). 181
xxi
List of Abbreviations
CFT . . . . . . . . . . . . . Conformal Field Theory
IR . . . . . . . . . . . . . Infrared
LCT . . . . . . . . . . . . . Lightcone Conformal Truncation
OPE . . . . . . . . . . . . . Operator Product Expansion
QCD . . . . . . . . . . . . . Quantum Chromodynamics
QFT . . . . . . . . . . . . . Quantum Field Theory
RG . . . . . . . . . . . . . Renormalization Group
SGNY . . . . . . . . . . . . . Supersymmetric Gross-Neveu-Yukawa (Model)
SUSY . . . . . . . . . . . . . Supersymmetry
TCSA . . . . . . . . . . . . . Truncated Conformal Space Approach
TIM . . . . . . . . . . . . . Tricritical Ising Model
UV . . . . . . . . . . . . . Ultraviolet





My research focuses on solving quantum field theory (QFT) in non-perturbative
regime. Quantum field theory is ubiquitous. Its relativistic version is a great success
in describing fundamental interactions in high energy theory. In condensed matter
theory, QFT is applied to various statistic models to study quantum critical phe-
nomena. Compared to the most general cases, QFT is better-understood in free
theories and theories of small perturbations around a free theory, whereas QFTs at
large couplings still calls for more techniques. A frequent practice of defining and
computing a QFT non-perturbatively is discretizing the spacetime on a lattice. In
many examples the QFT is recovered in the limit of large scale compared to the lattice
units. It is an open question whether all of the interesting QFTs can be studied on
the lattice. Also in many lattice setups it is difficult to study real-time dynamics
such as the real-time correlation functions. Apart from the lattice approach, a large
set of known non-perturbative QFTs are conformal field theories (CFT). CFTs can
be non-perturbatively defined through the local operators and their algebra, known
as the operator product expansion (OPE). CFTs are closely related to a rapid de-
veloping research topic known as the non-perturbative bootstrap. It turns out that
in many cases a CFT can be solved ab initio from the self-consistency of the OPE
and other symmetries. The method that aims at systematically studying the OPE
self-consistency is known as the conformal bootstrap. The non-perturbative bootstrap
can also be directly applied to gapped QFTs through the S-matrix bootstrap.
2
A new hope of solving non-perturbative QFT is combining CFT with Hamiltonian
methods. Although CFTs certainly do not cover the whole space of QFTs, CFTs are
related to a much larger class of QFTs through the RG flow. CFTs are special QFTs
that are invariant under rescaling. We can take a CFT to be the ultraviolet (UV)
fixed point and slightly break the scale invariance by deforming it with a relevant
operator. Then at each energy scale below the UV fixed point the theory can be
described by a different QFT, forming a family of theories known as the RG flow.
The QFTs in the deep IR can have large deviation from the UV CFT, so the RG
flow can be a non-perturbative definition of the QFT without the assistance of lat-
tice. Since the entire RG flow is determined by the UV CFT and the deformation,
we hope to find a technique that systematically carries the information in the UV
CFT to the infrared (IR) QFTs. Hamiltonian methods are suitable for a number of
reasons. First, the Hamiltonian generates the time translation, and hence is closely
related to real-time observables. Second, one can construct a Hamiltonian entirely
from the quantum states of the UV CFT and there is no lattice needed to regulate
the path integral. Finally, it is natural to study the RG flow on the Hamiltonian
since the eigenvalues are energy. A standard implementation of this strategy is the
Truncated Conformal Space Approach (TCSA). The method uses the state-operator
correspondence to construct a discrete basis of the Hilbert space of the UV CFT at
finite volume on a sphere. The QFTs on the RG flow can be accessed by computing
the Hamiltonian matrix of the CFT with the relevant deformation on a truncated basis.
In my Ph.D. research, collaborating with Nikhil Anand, Liam Fitzpatrick, Ami Katz,
Zuhair Khandker, and Matt Walters, I study a more recent Hamiltonian truncation
framework named lightcone conformal truncation (LCT) (1) for computing real-time
3
infinite volume variables in a non-perturbative QFT. We choose a quantization scheme
known as the lightcone quantization1, where the Hilbert space is defined on slices of
constant “lightcone time” x+ ≡ 1√
2
(x+ t), where the spacial direction x has infinite
volume. The “Hamiltonian” is the P+ charge that generates lightcone time translation.
We add the Hamiltonian of the UV CFT, P
(CFT)
+ , deformed by a local operator OR,





We discretize the Hilbert space using eigenstates of the Conformal Casimir C, which
are the Fourier transformation of the CFT local operators
|O, ~P , µ〉 ≡
∫
ddxe−iP ·xO(x)|0〉 , µ2 = P 2 . (1.2)
We truncate the Hilbert space by including only states below a maximum Casimir
eigenvalue Cmax. We compute the Hamiltonian deformation using the OPE data of
the UV CFT,




We diagonalize the Hamiltonian to compute the mass spectrum of the entire RG flow.
The other major variable to compute in the LCT is the Källén-Lehmann spectral




∣∣〈O(0)|µi〉∣∣2δ(µ2 − µ2i ) (1.4)
which can be used to reconstruct the real-time correlation functions such as 〈O(0)O(x)〉.
The major advantage of the LCT is that the variables computed have infinite spacial
volume. In the conventional quantization scheme it is difficult to take the spacial
1There has been many previous applications of Hamiltonian truncation in lightcone quantization.
The main difference is that the LCT takes conformal basis and computes infinite space variables.
4
volume to infinity due to the fact that the vacuum energy is divergent, and one needs
to first put the QFT in a finite-sized box to get a finite answer then extrapolate to
infinite volume. In lightcone quantization, the conservation of lightcone momentum
guarantees that the vacuum does not renormalize, hence one can start directly at
infinite volume space in the LCT.
The LCT framework has gone through rapid development since its birth. (2; 3)
studied the spectrum of 2D QCD as deformations of free fermion theories. In (4)
the LCT framework is further explored in large N models and the Källén-Lehmann
spectral density was introduced. The work (5) studied non-perturbative phase trun-
cation in φ4 theory. (6) discussed a subtlety of taking the infinite spacial volume in
LCT, which is the lightcone effective Hamiltonian. (7) further studied the lightcone
effective Hamiltonian of 2D φ4 theory and established a non-perturbative matching
between lightcone and equal-time quantization. There are also progress of the LCT
in higher dimension. (8) applied the LCT to 3D Chern-Simons theory at large Nf
where the interaction is dimensionless. (9) studied the non-perturbative φ4 model in 3D.
The main application of the LCT in this project (10) is the 2D N = (1, 1)












The UV CFT has a free massless scalar field and a free massless fermion field. We
deform the theory by a mass term and a Yukawa interaction, and the theory depends
on a single parameter which is the dimensionless coupling g ≡ g/m. In addition
to supersymmetry (SUSY), the theory is Z2-symmetric. The theory has a critical
point at a tuned coupling g∗ where in the infrared the model flows to an interacting
5
CFT described by the scaling limit of the Tricritical Ising model (TIM) at critical
temperature. Below the critical coupling, the theory is in a massive phase where Z2
is spontaneously broken and SUSY is preserved. Above the critical coupling, the
model is in a spontaneously SUSY broken phase where the IR fixed point is a massless
goldstino field, also known as the 2D Ising model at critical temperature.
We study the SGNY theory in the LCT framework. First, we construct the
Hamiltonian of the UV CFT with the deformation. Due to supersymmetry, the
Hamiltonian can be constructed using the supercharge








This setup avoids divergence that would break SUSY, and hence preserves SUSY
sufficiently without additional fine-tuning. We calculate the energy spectrum as a
function of dimensionless coupling g. We are able to see the phases on both sides of the
phase transition. At small coupling, we see a mass gap, which agrees with the massive
phase. The mass gap closes at a tuned coupling g∗, which we expect to be the critical
point. At larger coupling g > g∗, the mass gap remains nearly zero, which matches our
expectation of a massless goldstino. We also compute the Källén-Lehmann spectral
density of local operators on both sides of the phase transition and compare to the









The Zamolodchikov C-function is special because it is monotonically decreasing along
the RG flow, and it becomes a constant at fixed points and the value is equal to the
central charge of the corresponding CFT. We use the Zamolodchikov C-function to
6
map the entire phase diagram of the theory at all couplings.
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Chapter 2
Review of Lightcone Conformal
Truncation
2.1 General Setup
Figure 2·1: Cartoon of Space of CFTs and the RG flows between them.
Not drawn to scale. One of the goals of conformal truncation is to turn
this cartoon into a sharp computational tool.
The basic idea of Hamiltonian truncation methods applied to QFT is, at heart,
the same as in the 1d quantum mechanics. We begin by separating the Hamiltonian
of the theory into a piece H0 that we know how to solve, and a deformation V
whose matrix elements we have to calculate. For conformal truncation techniques,
we further specify that the undeformed Hamiltonian H0 should be that of a CFT.
The motivation for focusing on this class of theories is partly practical and partly
philosophical. The philosophical motivation is that CFTs obey stringent constraints,
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most notably the conformal bootstrap equation, that can be used to put them on a
rigorous mathematical footing. One can then hope to obtain a rigorous foundation for
most or all of QFT as points along the RG flow between CFTs. A cartoon version
of this concept is shown in Fig. 2·1. The practical motivation is that in order to
apply Hamiltonian truncation, we need to be able to efficiently compute all the matrix
elements of the deformation V . Conformal symmetry can often be used to drastically
streamline these computations, as we will see.
In more detail, imagine that we have been provided with all of the scaling dimensions





), of the primary
operators in a CFT, as well as all of the OPE coefficients Cijk. This information is
commonly known as the “CFT data”, since by repeated applications of the OPE it
can be used to reconstruct any correlation function of local operators in the theory. To
trigger an RG flow in the theory, we can add a scalar primary operator to the theory:
H = HCFT + g
∫
dd−1xO(x). (2.1)
If O is an irrelevant operator, i.e. ∆O > d, then in the IR the theory simply flows
back to the original CFT. However, if O is relevant, i.e. ∆O < d, then the RG flow of
the theory takes it to a new CFT in the IR. We will therefore restrict to the case of
relevant operator deformations.
To apply Hamiltonian truncation techniques to this setup, we have to choose a
basis of states. Because the UV theory is a CFT by assumption, a natural strategy
is to define the basis of states in terms of the primary operators of the UV CFT. A
familiar way to define states in terms of CFT operators is using radial quantization,
where states are created by operators acting at the origin on the vacuum, but we can
9




The matrix elements of the deformation then reduce to weighted integrals over three-
point functions of primary operators. Because the three-point functions in CFTs are
determined by conformal invariance in terms of the OPE coefficients Cijk and weights
(hi, hi), there is a simple relation between the CFT data and the matrix elements of
H in this basis.
To specify the basis further, we can use the fact that the quadratic Casimir C of
the conformal algebra,






together with the generators Pµ of translations are all mutually commuting, and so
can be simultaneously diagonalized. We can therefore take our basis of states to be
eigenstates of C and Pµs. The quadratic Casimir acting on an irrep whose primary has
dimension ∆ and spin ` is C = ∆(∆− d) + `(`+ d− 2). In the absence of additional
symmetries, one does not expect two different irreps of the conformal algebra to
have the same Casimir, so this prescription would be sufficient to specify the basis.
However, the cases of most interest generally will have additional symmetries, in order
to make it possible to compute the CFT data. In that case, we can easily further label
each basis states by choosing a particular primary operator for each irrep. Primary
operators in a CFT are local operators that are annihilated by the special conformal
generates Kµ acting at the origin,
[Kµ,O(0)] = 0, (2.4)
and starting from a primary operator, all other operators in the same conformal
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representation can be obtained by ‘raising’ with Pµ. So, given all the primary operators






To be concrete, consider a free scalar field in d = 3. The primary operators with










Because we work with eigenstates of Pµ, primaries and all their descendants are
automatically packaged together. When we truncate to a finite set of states, we
essentially truncate by keeping only a finite set of irreps with conformal Casimir below
some maximum value:2
C ≤ Cmax. (2.7)
It is often more intuitive to talk about the truncation as a cutoff ∆max on the scaling
dimension of the primary operator of the irrep.
2.2 Lightcone Quantization
To go further, we must choose a time coordinate and a set of spatial surfaces, since
this choice determines what we mean by the Hamiltonian. As we will see, there are a
number of advantages (and also subtleties) to choosing surfaces of constant “lightcone”
1One might find it surprising that all states in lightcone quantization can be associated with
primary operators, as this sort of statement is often associated with radial quantization. Another
way to think about why operators provide a complete basis is to imagine that instead there was
as a state that had no overlap with any local operators. Then, this state would never contribute
to the Källén-Lehmann spectral decomposition of any local operator, and so would not affect any
correlators in the theory.








The flat space metric in lightcone coordinates takes the form




+dx− − d~x2⊥. (2.9)
In this scheme, the Hamiltonian is P+, the generator of translations in x
+. When we
deform by a relevant operator OR, we split the Hamiltonian into its undeformed piece
P
(CFT)
+ plus the deformation:
P+ = P
(CFT)
+ + δP+, δP+ = g
∫
dx−dd−2x⊥OR(x). (2.10)
Because δP+ is an integral over space, its matrix elements vanish between states with
different p− or ~p⊥:
〈Oi, pµ|δP+|Oj, p′µ〉 = gCijRfij(p, p′)δ(p− − p′−)δd−2(~p⊥ − ~p ′⊥). (2.11)
Here, CijR is an OPE coefficient and fij is a purely kinematic function that depends
only on the weights of Oi and Oj .4 To see this explicitly, we can write out δP+ in the
above expression as an integral over the relevant deformation:









3It would be perhaps more accurate to refer to x+ as “lightfront” time since the surfaces are
planes and not cones; in d = 2, these are equivalent.
4More precisely, when Oi and Oj have nonzero spin, (2.11) contains a sum over OPE coefficients









Since δP+ does not mix different ~p⊥ and p−, we can restrict to a single “momentum
frame” with fixed values for them. Moreover, using boosts and rotations, without
loss of generality we can set p− = 1 and ~p⊥ = 0. In this frame, the invariant
momentum-squared is
µ2 ≡ p2 = 2p+. (2.13)
To avoid clutter, we will usually leave the p− and p⊥ labels on the states implicit, and
write them as
|O, µ〉 ≡
∣∣∣O, 2p+ = µ2, p− = 1, ~p⊥ = 0〉. (2.14)
One of the main advantages of LC quantization is that the vacuum is the unique
state in the theory with p− = 0, so the LC Hamiltonian δP+ does not mix it with
any other states. As a result, the vacuum energy is just an additive constant in δP+
that we can neglect. Then, when we compute the spectrum of P+, we are directly
computing the spectrum of energies with the vacuum energy subtracted out. By
contrast, in a standard quantization scheme on surfaces of equal Minkowski time,
or Equal Time (ET) quantization for short, one has to simultaneously find the new
ground state and the excited states, after which one computes their differences. This
fact allows one to formally work in infinite volume in LC quantization, which is not
an option in ET quantization. The reason p− > 0 for non-vacuum states is roughly
that p0 =
√
m2 + p21 + p
2




. Therefore, one cannot pair produce particles from the vacuum unless
both particles in the pair have p− = 0, which is either forbidden if m > 0 or at least
has vanishingly small phase space if m = 0. We say “roughly” because the actual
situation is much more subtle. More precisely, the modes with p− = 0 are known
as “zero modes,” and it is more accurate to say that LC quantization integrates out
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such modes, potentially leaving behind extra terms in an effective LC Hamiltonian. A
prescription for computing this effective Hamiltonian was given in (6).
One price to pay for the simplifications in lightcone quantization is that integrating
out nondynamical modes generates nonlocal terms. In particular, one chiral half of a
massless fermion is nondynamical (has no time derivatives in the action) in lightcone










from a fermion mass term, Yukawa interaction, and gauge interaction, respectively.
Because these are nonlocal, their Hamiltonian matrix elements are not given by
individual OPE coefficients of the UV CFT as we claimed in (2.11). However, the
expression (2.12) for the matrix elements in terms of three-point functions remains
valid. Moreover, we will see how to extract three-point functions of nonlocal operators
from higher-point functions of local operators, so the matrix elements are still encoded
in the UV CFT data.
2.3 The Free Scalar Theory in 2D
Free massless theories are possibly the simplest CFTs, but also very versatile as many
QFTs can be described as free theories with relevant deformations. Moreover, free
massless theories are solvable and their CFT data is computable. To warm up, and
also to get a sense of some of the advantages of LC quantization, in this section we
will consider free massless scalar theories deformed by a mass term.




(∂φ)2 = ∂+φ∂−φ. (2.16)






δ(x− − y−). (2.17)



















q] = (2π)δ(p− − q−). (2.19)
One notable feature of (2.18) is that, due to the commutation relation (2.17), the
usual factor of
√
2ωp from equal-time quantization has been replaced by
√
2p−.





































In the last line, we have used the fact that the integral in (2.18) is only over positive
p−, so the terms proportional to δ(p−+q−) vanish. This simplification is an example of
the generic feature that particles are not pair-produced from the vacuum in lightcone
quantization. Because of this fact, the theory with just a mass deformation preserves
particle number at the level of the individual Hamiltonian matrix elements, so we can
study each particle-number sector individually, in contrast to equal-time quantization.
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We begin with the one-particle sector. We will go through the setup of the one-
particle basis somewhat slowly since it is the simplest setting in which to see a number
of general features that persist at all particle numbers. However, the punchline is
extremely simple: the one-particle conformal truncation basis is just the one-particle
state with momentum p−:
|∂−φ〉 ∝ |p〉. (2.21)
The only one-particle primary operator in the theory is ∂µφ(x). We will see momentarily that the
state associated with ∂+φ vanishes, so we need only consider ∂−φ. The corresponding basis state in
terms of Fock space modes is simply
|∂−φ, µ〉 = N
∫
d2xe−ip·x∂−φ(x)|vac〉, (2.22)
where N is a normalization factor. Recall from above that µ2 = p+2 . Consequently, when µ > 0, the










d2xe−ip·x∂µ∂µφ(x)|vac〉 = 0. (2.23)







d2xe−ip·x∂µ∂µφ(x)|vac〉 = 0. (2.24)
We can therefore restrict to the µ = 0 sector of the basis state made from the primary operator ∂−φ



















p|vac〉, 〈q|p〉 = 2p−(2π)δ(p− − q−). (2.27)
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Now we can compute the Hamiltonian matrix elements of the mass term for the
one-particle states in lightcone quantization. The form of the Hamiltonian in the last





Therefore for the one-particle states, the interaction is already diagonal in this basis,
and the computation of the new invariant mass-squared is trivial:
P 2|p〉 = 2P−(P (CFT)+ + δP+)|p〉 = 2p−(0 +
m2
2p−
)|p〉 = m2|p〉. (2.29)
We emphasize that the analogous computation in an equal-time quantization Hamil-
tonian formulation is much more involved and requires keeping states of arbitrarily
high particle number just to get the one-particle mass shift. One way to understand
that equal-time should be more complicated is that the energy ωp =
√
p2 +m2 is a
nonanalytic function of the mass-squared parameter, and has an infinite Taylor series
in m2. By contrast, in lightcone quantization the energy is linear in m2.
Next, we turn to the two-particle sector. The primary operators are made from
products of derivatives of φ, i.e. they are linear combinations of operators of the form
∂µ1 . . . ∂µnφ∂ν1 . . . ∂νmφ. As with the one-particle sector, neither φ in the operator can
have a ∂+ acting on it, and neither mode of either φ can carry nonzero p+ momentum,
otherwise it would vanish by the equations of motion. So again we can restrict ourselves







for conciseness, where O is any operator constructed from powers of ∂−φ and additional
∂− derivatives.
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Before we construct the two-particle truncation basis, it is helpful to consider the
space of two-particle states in the absence of any truncation. Any two-particle state
can be made as a linear combination of states |p1, p2〉 with definite momentum for
each of the individual particles, so a general two-particle state with total momentum






(2π)δ(p− − p1− − p2−)F (p1)|p1, p2〉,
⇔ 〈p1, p2|F 〉 = 2F (p1)(2π)δ(p− − p1− − p2−). (2.31)
It is easy to see by directly acting with P 2 = 2P−P+ for the mass term (2.20) that
the eigenvectors correspond to “wavefunctions” F (pi) that are delta functions:




Note that the delta function above is defined to set x = p1
p
, so x is a momentum
fraction of the individual particle p1 in the state (i.e. it is the ‘parton-x’).
In the truncation basis, we do not keep all two-particle states and in particular
for any finite truncation dimension ∆max it is impossible to exactly construct a delta
function wavefunction. However, it is useful to keep the above picture in mind
because as ∆max is taken to infinity, the eigenstates will increasingly approximate
delta functions in momentum space.
The simplest two-particle primary operator is (∂−φ)
2. The wavefunction F(∂−φ)2
for this operator can be easily calculated by substituting the mode expansion for φ
into the definition of |(∂−φ)2〉:




With some bookkeeping that we leave as an exercise, one can therefore calculate the
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This result is above the minimum two-particle mass-squared P 2 = 4m2, as we expect
since we are using a variational method. In later sections, we will see how to develop
methods for efficiently computing such matrix elements for all primary operators up
to the truncation dimension ∆max.
So far, we have implicitly made two assumptions about the basis. The first
assumption is that we should work with states made from primary operators and their
descendants, which is why we used ∂φ instead of φ in order to create our states – the
latter operator is nonlocal in the free CFT. This assumption seems reasonable since in
radial quantization, primary operators and their descendants are a complete basis, but
one may wonder whether or not this holds in our lightcone quantization scheme. Or
one may simply wish to see technically what goes wrong if we try to include φ without
a ∂− derivative acting on it. To this end, one can simply compute matrix elements of
the mass term (2.20) using states made from products of φ and ∂− derivatives. The
crucial point is that, due to the factor of 1
p−
in (2.20), there will be IR divergences
in any states made from operators where one of the φs appears without at least one
factor of ∂− acting on it. These IR divergences cause such states to become infinitely
heavy and get lifted out of the spectrum. So one may include them in the basis if one
wants, but once the mass term is included they become infinitely heavy and decouple.
The second assumption is that we have used a basis of operators of definite particle
number, and have not included vertex operators of the form eαφ. Such operators are
primary operators in the UV CFT, and it is perhaps more surprising that they do
not need to be included. We discuss this in more detail in appendix B.3, but the
basic conceptual point is that one can expand eαφ in powers of φ, and then the IR
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divergences of the mass term matrix elements for φs without ∂−s acting on them lifts
the vertex operators as well. In the appendix, we further show that the IR divergences
survive even after resumming the expansion, but once the mass term is added there is
no longer a φ→ φ+ c symmetry to keep the vertex operators in well-defined charge
sectors so it is perhaps not surprising that the resummation is as poorly behaved as
the individual terms.
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2.4 Simplest Possible Scalar Code
In this section, we describe in more detail the basic ideas that go into computing
the basis and matrix elements in practice when the UV CFT is a free scalar field.
Simple code will be built up through examples and exercises. The emphasis will be
on simplicity and conciseness rather than efficiency, so these methods on their own
are sufficient only for small bases, and further improvements in Part II will be needed
to go to much larger bases in realistic computation times.
2.4.1 Basis of Primary Operators
We saw in section 2.3 that when our UV CFT is a free scalar field and one of the
relevant deformations is a mass term ∼ m2φ2, then the basis of primary operators we
need to consider is spanned by products of ∂− derivatives of φ. We can denote these
operators in the following compact notation:
∂kφ ≡ ∂k1φ · · · ∂knφ, (2.35)
where we have also adopted the convention that ∂ derivatives without an index
correspond to ∂− derivatives. By a straightforward generalization of (2.33), the
wavefunctions F (pi) of such states in the Fock space basis are




For this reason, we shall refer to the operators ∂kφ as “monomials”. Since each
insertion of φ must have at least one derivative acting on it, every n-particle monomial
must contain at least n derivatives. Because of this, we will define the “degree” of a
monomial as |k| − n, i.e. the number of additional derivatives.
We need to construct primary operators as linear combinations of these monomials.
Primary operators in a CFT are defined as those operators that are annihilated by
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the special conformal generators Kµ acting on the operator at the origin x
µ = 0. The
generator K− commutes with P− ∼ ∂−, so it automatically annihilates any monomial





ki(ki − 1)∂k1φ · · · ∂ki−1φ · · · ∂knφ(0). (2.37)







which are annihilated by K when acting at the origin. Because primary operators
each have a well-defined scaling dimension, we can restrict the sum in eq. (2.38) to
monomials with fixed total number of derivatives |k| = ∆.
In principle, one could construct all the primaries by writing out the action of K
on the space of all monomials of a fixed scaling dimension and solving for the kernel
of K. However, it is simpler to construct primary operators recursively by harnessing
a result obtained by Penedones in (11).5 This result states that, given two primary
operators A and B in a generalized free theory, there is exactly one composite primary
operator constructible using A and B for each spin `. This spin-` composite operator






where the coefficients c`m(∆A,∆B) are given by the formula
c`m(∆A,∆B) =
(−1)mΓ(2∆A + `)Γ(2∆B + `)
m!(`−m)!Γ(2∆A +m)Γ(2∆B + `−m)
. (2.40)
5See also earlier work by Mikhailov (12).
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n General expression Explicit examples
1 ∂φ
2 O(`1) ≡ [∂φ ∂φ]`1 O(0) = ∂φ∂φ
O(1) = 0








O(0,1) = O(1,0) = O(1,1) = 0
O(2,0) = 38O(0,2) = 6∂φ∂φ∂
3φ− 9∂φ∂2φ∂2φ
...
Table 2.1: The first few scalar primaries constructed recursively by
starting with ∂φ and successively sewing on additional ∂φ’s using (2.39).
This formula allows us to construct primary operators iteratively in particle number
n and spin ` by starting with the simplest primary, ∂φ, and successively sewing on
additional ∂φ’s according to (2.39) to construct new primaries.
Table 2.1 lists the first few primary operators constructed in this way. Let us
unpack this table a bit. For a single particle, n = 1, the lone primary operator is of
course ∂φ. At n = 2, we start with A = ∂φ (∆A = 1) and sew on B = ∂φ (∆B = 1)
using (2.39). We denote the resulting double-trace operators as O(`1) ≡ [∂φ ∂φ]`1 using
a spin label `1. Explicit expressions for O(`1) are shown in the table for `1 = 0, 1, 2.
At n = 3, we can repeat the process starting with any of the operators at n = 2 and






, with `1 indicating which n = 2 operator was chosen and
`2 indicating the new double-trace combination being taken between O(`1) and ∂φ.
The table shows several examples. Continuing in this way will generate all possible
primaries.
Looking at Table 2.1, we immediately discern several important facts:
(i) For particle number n, the primary operators O` are labeled by n−1 component
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vectors ` = (`1, . . . , `n−1), where each `i specifies which double-trace combination
was taken to sew on an additional ∂φ.
(ii) An operator O` is clearly built from n φ’s and |`|+ n derivatives. We will refer
to (n, |`|) as the “level” of the operator.
(iii) By construction, the complete list of operators {O`} spans the space of all
primary operators. However, the list is overcomplete. This is already evident in
the table, where we see that O(2,0) and O(0,2) are in fact equal up to an overall
constant. More generally, not all of the operators O` at a given level (n, |`|) will
be linearly independent. This redundancy is simply a consequence of the fact
that the φ’s are indistinguishable.
As we have just noted, there are generally linear dependencies amongst the
operators O`. For small bases, we can simply compute the overcomplete basis and
then row reduce to eliminate redundant operators. For greater efficiency, it is actually
possible to avoid constructing the redundant operators in the first place by specifying
a priori a set of complete but not overcomplete primaries, as detailed below.
Here we describe the algorithm for choosing a complete and minimal (i.e., not overcomplete) subset
of ` vectors. To motivate the algorithm, it is useful to consider partitions of integers. With this in
mind, let
Pn(k) ≡ # of partitions of k objects into exactly n bins (2.41)
(i.e., the occupancy of each bin is at least one). The function Pn(k) is related to counts of monomials
and primaries in the following way,
Pn(k) = # of monomials with n φ’s and k derivatives
P̂n(k) ≡ Pn(k)− Pn(k − 1)
= # of primaries with n φ’s and k derivatives. (2.42)
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Pn−1(k − jn− 1). (2.43)
Now, suppose that we have already selected a complete and minimal list of vectors `′ for n− 1
particles and want to extend the list to n particles. Specifically, at every level (n, |`|), we want to
find a minimal list of `’s to span that level. We can do so as follows.





N(n− 1, |`| − jn). (2.44)
This is a very suggestive relation between numbers of primary operators at n and n− 1 particles.
It is suggestive, because for each operator at level (n− 1, |`| − jn) contributing to the right hand
side, there is an obvious way to construct an operator at level (n, |`|): simply sew on an additional
∂φ with `n = jn. In other words, for each O`′ ∈ (n − 1, |`| − jn), we can construct the operator
[O`′ ∂φ]`n=jn ∈ (n, |`|). The formula (2.44) strongly suggests that the new operators constructed in
this way will be complete at level (n, |`|).6
In practice, this is precisely the algorithm that we use. To state things precisely, given a complete
and minimal list of vectors `′ for n− 1 particles, a complete and minimal list (n, |`|)minimal of vectors




∣∣∣ 0 ≤ j ≤ d|`/ne+ 1 and `′ ∈ (n− 1, |`| − jn)minimal} . (2.45)
Based on these observations, we can now write simple Mathematica code for
generating a complete basis of linearly independent primary operators of a given
particle number n and total degree |`|, which is provided in table 2.2. Schematically,
this code simply proceeds through the complete, minimal set of vectors ` defined in
eq. (2.45), and for each `, computes the coefficients C`k corresponding to the expansion
of that operator in terms of the monomials ∂kφ.
Our strategy is to compute the coefficients C`k recursively, due to the fact that
an n-particle primary operator O` is simply a “double-trace” operator built from an
6We are abusing notation somewhat and writing “O`′ ∈ (n, |`|)” and `′ ∈ (n, |`|) to denote that
the level of `′ is (n, |`|).
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n− 1-particle primary O`/`n−1 and ∂φ,
O` = [O`/`n−1∂φ]`n−1 , (2.46)
where `/`n−1 simply refers to the n− 2-component vector created by removing the
last entry of `,
`/`n−1 ≡ (`1, . . . , `n−2). (2.47)
Suppose that we already know the expansion of O`/`n−1 in terms of n − 1-particle
monomials. We can then compute the monomial expansion of O` by using eq. (2.39),
which requires acting with additional derivatives on the expansion of O`/`n−1 and then
appending an additional ∂knφ.
With this in mind, let’s slowly work through the code in table 2.2, to explain the
important steps in more detail. First, we define the function monomialsBoson[n,deg],
which simply lists all n-particle monomials of a particular degree. For example, we
can obtain the list of all two-particle monomials with degree 2 by entering
In[1]:= monomialsBoson[2,2]
The output is the list of all possible k vectors:
Out[1]= {{3,1},{2,2}}
which in this case correspond to the two monomials ∂3φ∂φ and (∂2φ)2, respectively.7
We will often express operators as vectors in the space of monomials, using the
same ordering of the monomials as the output of monomialsBoson. For example, the
primary operator O(2) = 6∂3φ∂φ− 9(∂2φ)2 listed in table 2.1 would be represented by
the vector {6,-9}.
7Recall that “degree” refers to the total number of derivatives minus the number of particles.
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The next important function is appendOneScalarMapSimp[n,deg,kNew], which
takes the list of monomials of a given particle number and degree and appends an
additional ∂knewφ to those monomials. For example, if we start with the one-particle
operator ∂φ, we can append a factor of ∂3φ with
In[2]:= appendOneScalarMapSimp[1,0,3]
The output is a list of vectors in the space of n+ 1-particle monomials with degree
increased by knew − 1:
Out[2]= {{1,0}}
For this example, the resulting monomial has two particles and degree 2, so {1,0}
indicates that it is the first monomial in the list generated by monomialsBoson[2,2],
which of course corresponds to ∂3φ∂φ.
Next, we define the function dBosonSimp[n,deg], which takes the list of n-particle
monomials of a given degree and computes the action of a single derivative on each of
them. As a simple example, consider the only two-particle, degree-1 monomial ∂2φ∂φ.
We can act with a single derivative on this monomial by computing
In[3]:= dBosonSimp[2,1]
The output is a list of vectors in the space of degree-2 monomials (since acting with a
derivative increases the degree by 1):
Out[3]= {{1,1}}
which indicates that
∂(∂2φ∂φ) = 1 · ∂3φ∂φ+ 1 · (∂2φ)2. (2.48)
Finally, we have the function JPolySetSimp[n,deg], which computes the complete,
minimal set of primary operators O` of a given particle number and degree, and
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expresses them as a set of vectors in the space of monomials. Following eq. (2.45), this
function is defined recursively, and uses the set of primaries with one fewer particles
(which we can represent schematically as O(n−1)
`′
) with degree less than or equal to |`|.8
It then constructs the “double-trace” operators [O(n−1)
`′
∂φ]|`|−|`′| by using dBosonSimp
to take derivatives of O(n−1)
`′
and appendOneScalarMapSimp to sew on the additional
∂φ.
As a simple example, we can find all two-particle, degree-2 primary operators by
entering:
In[4]:= JPolySetSimp[2,2]
There is only one such primary, due to the fact that there is only a single one-particle
primary for us to construct it from: ∂φ. This operator must therefore correspond to
[∂φ∂φ]2 = 6∂
3φ∂φ− 9(∂2φ)2, (2.49)
which is output by JPolySetSimp as a vector in the space of degree-2 monomials:
Out[4]= {{6,-9}}
2.4.2 Wick Contraction and Orthonormalization
We now have a general procedure for constructing a complete basis of primary operators
for any particle number and scaling dimension. However, we need this basis to be
orthonormal with respect to the momentum space inner product, such that
〈O, p|O′, p′〉 = 2p(2π)δ(p− p′) δOO′ . (2.50)
8More precisely, this function uses the set of n− 1-particle primaries with degree |`′| = |`| − jn.
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In the previous section, we constructed the set of primary operators O in position






The first step in orthonormalizing this basis of primary operators is to Fourier transform
to momentum space and express the resulting states |O, p〉 as linear combinations of
the properly normalized monomial states
|∂kφ, p〉 ≡ 1
Nk
∫
dx e−ipx ∂kφ(x)|0〉, (2.52)

















The inner product between two states can thus be written as a sum of monomial inner
products






kφ, p|∂k′φ, p′〉. (2.55)
The individual inner products for monomials can be written in the general form
〈∂kφ, p|∂k′φ, p′〉 = 2p(2π)δ(p− p′)Gkk′ , (2.56)
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To orthonormalize our basis of primary operators, we therefore need to first
construct the Gram matrix Gkk′ . As we can see, the coefficients Nk are defined such
that the diagonal elements Gkk = 1. However, for the off-diagonal elements we need
to evaluate the Fourier transform of monomial two-point functions.
One way to evaluate this Fourier transform is to use the “Fock space method”
described in section A, where we write the monomial inner product as an integral over
individual particle momenta, weighted by the momentum space wavefunctions for the
two monomials. However, there is a second, alternative method we can use, which is
to directly compute the position space two-point function via Wick contraction, then
Fourier transform the resulting expression to momentum space.
In principle, these two approaches are completely equivalent, and we can directly
map computations in the Fock space approach to those in this second “Wick contraction
method”. However, there is a key conceptual advantage in phrasing the computation
in terms of Fourier transforms of position space correlators, which is to make the CFT
structure of the UV theory more manifest. Correlation functions of local operators are
the natural set of observables in CFTs, with strong constraints on the precise form
of two- and three-point functions. However, this structure is largely obfuscated in
the Fock space formulation. We will see the advantage of using CFT techniques even
more clearly in Part II, where we introduce a third, much more powerful method for
evaluating inner products and matrix elements.
For now, we will focus on using Wick contraction to evaluate correlation functions,
in which case we can write down a general n-particle monomial two-point function as
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〈∂k1φ(x)∂σ1φ(0)〉 · · · 〈∂knφ(x)∂σnφ(0)〉. (2.58)













Γ(k1 + σ1) · · ·Γ(kn + σn). (2.61)
For example, we can use Wick contraction to compute the following two-point
functions between two-particle monomials













With these two correlators, we can again see that the operators (∂φ)2 and 6∂3φ∂φ−
9(∂2φ)2 are orthogonal,
6 · 〈(∂φ)2(x) ∂3φ∂φ(0)〉 − 9 · 〈(∂φ)2(x) (∂2φ)2(0)〉 = 0. (2.63)
Next, we need to Fourier transform the monomial two-point function in eq. (2.60)
























As a simple sanity check, we can compare these results with the general three-particle

























Given this Gram matrix, we can now orthonormalize a set of primary operators















k′ Akk′ . (2.68)
Table 2.3 provides simple Mathematica code which orthonormalizes the primary
operators generated by JPolySetSimp in the previous section.
The first important function is monoGram[n,deg], which generates the Gram
matrix from eq. (2.66) for all monomials of a given particle number n and degree
|k| − n. For example, we can compute the Gram matrix for all two-particle, degree-2
monomials by entering:
In[1]:= monoGram[2,2]












The ordering of the monomials labeling the entries in this matrix is the same as
that given by monomialsBoson. The diagonal elements are all trivially equal to 1 by









Next, we have the function rescalePrimarySet[n,deg], which takes the coeffi-
cients C`k generated by JPolySetSimp and rescales them by
√
Akk to account for the






For example, we saw in the previous section that JPolySetSimp[2,2] = {{6,-9}},
corresponding to the operator O(2) = 6∂3φ∂φ−9(∂2φ)2. We can rescale the coefficients
of this operator by entering:
In[2]:= rescalePrimarySet[2,2]






We can confirm that this vector is correct by computing the overlap of the resulting





























This linear combination of monomial states thus corresponds to the degree-2 primary
operator O(2).
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The final function orthoPrimaries[n,deg] takes the rescaled vectors of a given
particle number and degree generated by rescalePrimarySet and orthonormalizes
them with respect to the Gram matrix generated by monoGram. In our two-particle,
degree-2 example, there’s only one state so there’s no need to orthogonalize, but we
can still obtain the properly normalized state by evaluating:
In[3]:= orthoPrimaries[2,2] // FullSimplify











which we can confirm is properly normalized by evaluating(√
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We now have general code which can construct the complete, orthonormal basis
of primary operators built from ∂φ at any particle number n and scaling dimension
∆. As a simple exercise, we encourage the reader to either use the provided code or
write their own to construct the basis up to ∆max = 5 and compare with the results
in table 2.4.
2.4.3 Scalar Mass Term
Now that we have a basis of primary operators built from the scalar field φ, we can
start constructing the Hamiltonian for various relevant deformations of free field theory.
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To construct the matrix elements for the mass term, we need to first evaluate the
three-point functions
〈O(x)φ2(y)O′(z)〉,
for the operators in our basis. We then need to Fourier transform these correlators to
momentum space to obtain the matrix elements
〈O, p|2p−δP+|O′, p′〉 ≡ 2p(2π)δ(p− p′)M(φ
2)
OO′






dx dy dz ei(px−p
′z)〈O(x)φ2(y)O′(z)〉,
(2.75)




(x− y)A(y − z)B(x− z)C
=(2π)δ(p− p′) 4π
2Γ(A+B − 1)pA+B+C−2
Γ(A)Γ(B)Γ(A+B + C − 1)
.(2.76)
To see this procedure in action, let’s consider a simple example with only two
primary operators in the basis: ∂φ and (∂φ)3. The resulting truncated Hamiltonian




















Figure 2·2: Mass term Hamiltonian matrix elements involving ∂φ and
(∂φ)3. The matrix element corresponding to the middle diagram, which
involves the creation of particles from the vacuum, vanishes in lightcone
quantization.
compute the associated three-point functions via Wick contraction, obtaining
〈∂φ(x)φ2(y) ∂φ(z)〉 = 2
(4π)2(x− y)(y − z)
,
〈∂φ(x)φ2(y) (∂φ)3(z)〉 = 12
(4π)3(y − z)2(x− z)2
,
〈(∂φ)3(x)φ2(y) (∂φ)3(z)〉 = 36
(4π)4(x− z)(y − z)(x− z)4
.
(2.77)
The Fourier transforms of the diagonal correlation functions are straightforward














dx dz eip(x−z)〈(∂φ)3(x)φ2(0) (∂φ)3(z)〉 = 15m2.
(2.78)
However, if we compute the Fourier transform of the off-diagonal term, which mixes







dx dz eip(x−z)〈∂φ(x)φ2(0) (∂φ)3(z)〉 = 0. (2.79)
Looking carefully at the general integral in eq. (2.76), we see that this occurs because
the correlator has A = 0 (i.e. there is no factor of x−y), such that the gamma function
Γ(A) in the denominator of (2.76) is singular and the expression vanishes.
This behavior is quite general. Any three-point function where one of the external
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operators does not contract with the relevant deformation will either have A = 0 or
B = 0, and the resulting matrix element will vanish. These matrix elements all involve
the creation of particles from the vacuum, as we can see for this example in figure 2·2.
We therefore have the general result:
Matrix elements containing the creation of particles
from the vacuum are zero in lightcone quantization.
Conceptually, these matrix elements vanish because physical lightcone momenta are
restricted to be positive: pi > 0. This holds not only for the total momentum, but
also for each individual particle. However, for particles to be created by the vacuum
they would need to each have pi = 0, due to conservation of momentum, which is
therefore disallowed.
This restriction leads to a dramatic simplification in the resulting Hamiltonian.
For example, the mass term is diagonal with respect to particle number. To find the
mass eigenstates, we can therefore consider each particle number sector separately.
Amazingly, to find the one-particle mass eigenvalue we only need to consider a single
matrix element! Indeed, in eq. (2.78) we see that the resulting one-particle matrix
element is exactly m2.
While this result may not seem too surprising, since a deformation by φ2 is still a
free theory, note that this is not what happens in equal-time quantization. There, the
mass term matrix elements which mix particle number are not zero, and one must
diagonalize an infinite-dimensional matrix just to obtain the same result we found in
one line.
Note that, with only one state, we already obtain a reasonable estimate of the
lowest three-particle invariant mass, as well. If we added more three-particle states
to the basis, we would find that the lowest eigenvalue quickly approaches the correct
value of 9m2.
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Following this simple example, let’s now try to develop a general algorithm for
computing the mass term matrix elements. In the previous two sections, we wrote
Mathmatica code that generated all basis states of a given particle number n and
scaling dimension ∆. These states are expressed as a sum over individual monomials,
|O, P 〉 =
∑
k
ĈOk |∂kφ, P 〉. (2.80)













First, we need to compute the three-point functions for individual monomials,







where the shorthand k/ki indicates the vector created by removing the entry ki from
k. We therefore have one “interacting” particle, which contracts with φ2, and n− 1
“spectating” particles.
The spectating piece of this correlator was calculated in the previous section in
eq. (2.60), so we only need to compute the interacting piece,




(4π)2(x− y)ki(y − z)k′j
. (2.83)
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(x− y)ki(y − z)k′j
.
(2.84)
Using eq. (2.76), we can then Fourier transform this expression, and normalize the
















j − 1)Ak/ki,k′/k′j . (2.85)
Given a set of primary operators, we can then compute the resulting Hamiltonian
matrix elements from linear combinations of eq. (2.85). Table 2.5 shows Mathematica
code which computes the φ2 matrix elements between all n-particle primaries of a
given incoming scaling dimension ∆1 and outgoing dimension ∆2 (with the overall
factor of m2 removed).
The main function is primaryMassMatrix[n,deg1,deg2], which takes the or-
thonormalized basis states generated by orthoPrimaries for two different degrees,
deg1 and deg2, and computes all matrix elements between the two sets of primaries.





The resulting output is a matrix, where the rows correspond to the states with deg1
and the columns correspond to the states with deg2. In this example, there is only








in agreement with our previous computation in eq. (2.34).
We can use this code to compute the full set of φ2 matrix elements for the ∆max = 5
basis from table 2.4, with the results shown in table 2.6. At such low ∆max, we can
uniquely identify each primary operator by its particle number n and scaling dimension
∆, so the rows and columns of this table are labeled by (n,∆) of the corresponding
operator. For higher ∆max, there are degeneracies, such that we would need to
introduce additional labels to distinguish between operators.
2.4.4 Adding Interactions
In addition to the mass term, we can consider self-interactions for the scalar field φ.
For simplicity, we will only focus on the case of a quartic interaction,
δL = − 1
4!
λφ4, (2.87)
but this procedure for constructing matrix elements can easily be generalized to other
φn interactions or higher-dimensional operators built from derivatives acting on φ.
For this interaction, there are naively three classes of matrix elements: n → n,
n→ n+ 2, and n→ n+ 4. However, the last type (where particle number changes
by 4) involves the creation of particles from the vacuum, which means the resulting
matrix elements vanish in lightcone quantization. We therefore only need to construct
two types of matrix elements, which are shown schematically for the external states
∂φ and (∂φ)3 in figure 2·3.
The procedure for constructing these matrix elements is the same as for the mass














Figure 2·3: Quartic interaction Hamiltonian matrix elements involving
∂φ and (∂φ)3. The 1→ 1 matrix element has been removed by normal-
ordering the φ4 interaction, and the 1 → 5 matrix element, which
involves the creation of particles from the vacuum, vanishes in lightcone
quantization.
which factorize into an interacting piece and a spectating piece. For example, the






The interacting piece of this correlator we can easily compute to obtain





(4π)4(x− y)ki+kj(y − z)k′r+k′s
. (2.89)
Similarly, the interacting part of n→ n+ 2 correlators takes the form







(4π)4(x− y)ki(y − z)k′r+k′s+k′t
. (2.90)
We can then combine these correlators with the spectating piece, Fourier transform
to momentum space with eq. (2.76), and normalize by the coefficients Nk in eq. (2.65)






























































We can now write Mathematica code to use eqs. (2.91) and (2.92) to construct the
φ4 matrix elements for primary operators, shown in table 2.7. The structure of this
code is very similar to that of the mass term in table 2.5.
The first important function is primaryNtoNMatrix[n,deg1,deg2], which com-
putes the n→ n matrix elements between all primaries of incoming degree deg1 and
those of outgoing degree deg2, with the overall factor of λ
4π
removed. For example, we




Just like for the mass term, the output is a matrix with rows corresponding to the
states with deg1 and columns corresponding to the states with deg2. In this example,
we obtain the single matrix element:
Out[1]= {{3}}
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Table 2.2: Sample Mathematica code for constructing a complete basis
of primary operators at fixed particle number n and degree ∆− n for a
single scalar field.
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(* The Wick contraction coefficients (2.61) *)
A[k_,kp_]:=If[Length[kp] <= 1,
Product[Gamma[k[[i]] + kp[[i]]], {i,Length[kp]}],
Sum[Gamma[k[[1]] + kp[[i]]] A[Delete[k,1], Delete[kp,i]],
{i,Length[kp]}]];
(* Construct the monomial Gram matrix (2.66) *)
monoGram[n_,deg_]:=Table[A[k,kp] / Sqrt[A[k,k] A[kp,kp]],
{k,monomialsBoson[n,deg]},
{kp,monomialsBoson[n,deg]}];





(* Orthonormalize all primary operators at a fixed particle number and degree *)
orthoPrimaries[n_,deg_]:=Orthogonalize[rescalePrimarySet[n,deg],
Dot[#1,monoGram[n,deg],#2]&];
Table 2.3: Sample Mathematica code for orthonormalizing the basis of
primary operators at fixed particle number n and degree ∆−n generated
by the code in table 2.2.
















Table 2.4: Orthonormal basis of primary operators for a single scalar
field up to ∆max = 5, written in terms of the monomial states defined
in (2.52).
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(* Individual monomial matrix element (2.85) *)
monoMass[k_,kp_]:=Sqrt[Gamma[2Total[k]] Gamma[2Total[kp]]




(* Construct all mass term matrix elements for primary operators at a fixed particle
number for incoming degree deg1 and outgoing degree deg2 *)
primaryMassMatrix[n_,deg1_,deg2_]:=If[





Table 2.5: Sample Mathematica code for constructing the φ2 matrix
elements for all n-particle primary operators with incoming degree
∆1 − n and outgoing degree ∆2 − n.
















Table 2.6: Mass term matrix elements for the ∆max = 5 basis of
primary operators shown in table 2.4. Each row and column is identified
by the particle number and scaling dimension (n,∆) of the corresponding
primary operator. Note that in general n and ∆ are not sufficient to
uniquely specify each primary operator, but at this ∆max there are no
degeneracies.
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(* Individual monomial matrix element for n→ n (2.91) and n→ n+ 2 (2.92) *)
monoNtoN[k_,kp_]:=Sqrt[Gamma[2Total[k]] Gamma[2Total[kp]]














(* Construct all n → n matrix elements for primary operators at a fixed particle
number for incoming degree deg1 and outgoing degree deg2 *)
primaryNtoNMatrix[n_,deg1_,deg2_]:=If[





(* Construct all n→ n+ 2 matrix elements for primary operators at a fixed incoming
particle number n and degree deg1 and outgoing particle number n+2 and degree deg2
*)
primaryNtoNplus2Matrix[n_,deg1_,deg2_]:=If[





Table 2.7: Sample Mathematica code for constructing the φ4 matrix
elements, both n → n and n → n + 2, for all primary operators with









The second main function is primaryNtoNplus2Matrix[n,deg1,deg2], which
computes the n→ n+ 2 matrix elements between all n-particle primaries of degree
deg1 and all n+ 2-particle primaries of degree deg2. For example, we can compute




The output is again a matrix, though now the rows correspond to n-particle states














We encourage the reader to either use this code or write their own to compute the
φ4 matrix elements for all primary operators in the ∆max = 5 basis from table 2.4.
The resulting matrix elements are shown in table 2.8, with the rows and columns
identified by the particle number and scaling dimension (n,∆) of the corresponding
primary operator.
Looking at table 2.8, we see that there is one matrix element, (2, 4)→ (4, 4), which











(∂2φ)2,(∂φ)4 = 0. (2.95)
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Table 2.8: φ4 interaction matrix elements for the ∆max = 5 basis
of primary operators shown in table 2.4. Each row and column is
identified by the particle number and scaling dimension (n,∆) of the
corresponding primary operator. Note that in general n and ∆ are not
sufficient to uniquely specify each primary operator, but at this ∆max
there are no degeneracies.
Note that the corresponding position space three-point function is not equal to zero.
The expression only vanishes when we Fourier transform to momentum space to obtain
the resulting Hamiltonian matrix element.
This structure is actually quite general, such that all n→ n+ 2 matrix elements
vanish if the scaling dimension of the n-particle primary operator is greater than or
equal to the dimension of the n+ 2-particle one,
M(φ
4)
On,On+2 = 0 (∆n ≥ ∆n+2). (2.96)
Because the position space correlators do not vanish, this behavior is not manifest
in our current Wick space method, and can only be seen for individual examples after
taking the precise linear combinations of monomial matrix elements corresponding
to primary operators. However, in section 3.1 we will introduce a new method for
evaluating matrix elements, which will make this selection rule more manifest.
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2.5 Adding Fermions
One might at first expect the construction of basis states and matrix elements with
fermions to be a trivial generalization of the methods described in the previous
section for scalars. However, the fact that one chiral half χ of the fermion becomes
nondynamical and must be integrated out creates new issues that we did not face
previously. We will address these in turn, beginning with the fact that the basis
of states must be modified from the conceptually simple basis of primary operators.
Ultimately, we will understand how to define this new basis as primary operators
under a modified definition of the special conformal generator, and happily most of
the formalism we developed for scalars will indeed carry over to fermions after making
this slight update.
2.5.1 Dirichlet Basis
We begin by describing the issue that forces us to modify our basis of primary operators
to a new “Dirichlet basis” for fermions; the motivation for the name will become clear
shortly. Our starting point is the CFT of a free massless real fermion in 2D, deformed





2χ∂−χ, δL = 2imψχ , (2.97)
where ψ and χ are the left- and right-chirality components of the fermion. So we
will work with the action of a free massive fermion L = LCFT + δL. The field χ is
non-dynamical since its time derivative does not appear in the action, so it can be
integrated out using its equations of motion:
√
2∂−χ = mψ . (2.98)
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, {ap, a†q} = (2π)δ(p− q). (2.100)
The problem arises when we go to compute matrix elements of this non-local
mass term. For a general monomial operator, ∂kψ = ∂k1ψ . . . ∂knψ (not necessarily
















1 . . . p
kn− 12
n |p1, . . . , pn〉. (2.101)



























































The 1/pis above come from the
1
i∂
in the non-local mass term, and lead to IR divergences
at p1 ∼ 0 and p1 ∼ p if the kis are zero, i.e. if the operator ∂kψ has a ψ without a
derivative acting on it.
To see the effect of these IR divergences in more physical terms, we can put in an
IR regulator that removes a region 0 ≤ pi ≤ ε in momentum space around pi ∼ 0, so
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the limits of integration are from ε to p− ε. For simplicity, consider the mass term
within the space of two-particle monomials with k1 + k2 = 3. There are two such
monomials:9
O1 ≡ ∂3ψψ, O2 ≡ ∂2ψ∂ψ. (2.103)
In the limit that we take the IR regulator ε→ 0, we can separate out the Hamiltonian
in this two-dimensional subspace into a divergent piece and a finite piece:






Therefore, in the ε → 0 limit, the divergent part of the Hamiltonian makes the
state ∂3ψψ infinitely heavy and lifts it out of the spectrum. To keep only the states
with finite energy in the ε → 0 limit, we restrict our basis to the kernel of Hdiv.
Clearly in the above example, keeping the kernel of Hdiv means throwing out the state
O1 = ∂3ψψ. The reason this state in particular is divergent is that is has a ψ without
any derivative acting on it. By contrast, a sufficient condition to avoid divergences is
for a monomial to have ∂s acting on each of the ψ, so the wavefunction of its state in
the Fock space basis vanishes when any of the momenta pi vanish and thereby cancel
the 1/p divergence from the mass term.
To see that this is also a necessary condition, note that due to Fermi statis-
tics, any monomial can have at most one ψ without a derivative acting on it. For
any fixed particle number n, we can choose one representative monomial state, say
∂nψ∂n−1ψ . . . ∂ψψ, that has exactly one ψ without derivatives. Any other monomial
state with a derivative-free ψ can be reduced by ‘integration by parts’ to this one plus
9These operators actually span the space of all states with k1 + k2 ≤ 3. The number of primaries
at k1 + k2 = 0, 1, 2, 3 is 0, 1, 0, 1, respectively, and descendants of a primary create the same state
that the primary does.
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states where all ψs have derivatives. For instance,
∂3ψψ = ∂(∂2ψψ)− ∂2ψ∂ψ = ∂(∂(∂ψψ))− ∂2ψ∂ψ ∼= ∂ψψ − ∂2ψ∂ψ, (2.105)
where we have used the fact that the derivative of a operator creates the same state
as the operator itself. Therefore at each n, in this basis Hdiv is nonzero only for the
diagonal entry corresponding to this representative monomial state, implying that
only the states with a divergence-free ψ get lifted. The Fock space wavefunctions of
the states in this “Dirichlet basis” satisfy a Dirichlet boundary condition that they
vanish at pi = 0 for each ψ momentum.
Because we have discarded the primary operator ψ but kept its descendant ∂ψ, it
may appear that there would not be much advantage, or even much of an option, to
organizing the states in terms of primary operators. However, the situation is really
not very different from the standard situation with scalars. For scalars in d = 2, the
naively primary operator φ is discarded as a local operator because of IR divergences
in its correlators. Instead, ∂φ, naively a descendant, takes of the role of being a
primary operator. Similarly, with ψ discarded, we can attempt to treat ∂ψ as a weight
h = 3
2
primary operator. The key to this construction working is that the UV CFT is
a free theory and so all correlators of ψ are simply products of two-point functions, of
the form
〈ψ(x)ψ(y)〉 ∼ (x− y)−1. (2.106)
Therefore, all correlators of ∂ψ are simply products of two-point functions, of the form
〈∂ψ(x)∂ψ(y)〉 ∼ (x− y)−3. (2.107)
A theory whose correlators are of this form are called Generalized Free Theories
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(GFT)s.10 The correlators of ∂ψ are just the correlators of a GFT where ∂ψ is a
weight h = 3/2 primary operator, and therefore they transform under conformal
transformations as such. We can state this fact algebraically by defining a modified
special conformal generator K̃ that satisfies the conformal algebra and annihilates ∂ψ,
[K̃, ∂ψ(0)] = 0 , (2.108)
and more generally acts on operators O as if they were made out of a dimension
∆ = J = 3
2
“primary operators” ∂ψ(x). We can therefore use the same method for
constructing the primary operators out of ψ that we used for constructing primary
operators out of φ, where we recursively make primary operators with n + 1 ψs by
combining ∂ψ and primary operators with n ψs according to 2.39. The only differences
are that ∂ψ has dimension 3
2
, and at each level there are fewer independent primary
operators than for bosons because ψ is anticommuting.
2.5.2 Fermion Mass Term
We have already done one example computation for the fermion mass term matrix
elements, in (2.102), using lightcone Fock space. Now we will show how compute
such matrix elements by generalizing the ‘Wick contraction’ method we developed
previously for scalars. As before, we begin by decomposing the external operators into
monomials and focus on their individual matrix elements:





ψ, P ′〉 , (2.109)
10Sometimes they are known as “Gaussian” or “mean field” theories.
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For each monomial matrix element, we compute the fourier transformation of the
position space 3-point function
〈∂kψ, P |2P+|∂k
′














For free fermions, the position space correlators factorize into the two point functions of
pairs of ψ’s. Thus we obtain the correlator as the sum of all possible Wick contractions
of the form




In doing the contractions, we first separate the “active” fermions in (2.110) from the
“spectators” as we did for scalars; the active fermions are the fermions in the external
operators who contract with the mass operator (ψ 1
i∂
ψ). The fermions anti-commute,
so each time we Wick contract a pair of fermions, bringing the pair together produces
signs that we can keep track of with some bookkeeping.







(4π)2(x− y)ki+1(y − z)k′j
. (2.112)
The nonlocal inverse derivative 1
∂
tells us simply to integrate, i.e. 〈 1
∂
ψ(y)∂kψ(u)〉
is just the integral with respect to y of 〈ψ(y)∂kψ(u)〉. The integration constant is
chosen so that the integral decays at y →∞, which one can check is equivalent to our
11One can get the overall sign of the active part as follows. We begin by bringing the active
fermions from both external operators to contract with the mass operator. We take the i-th fermion
(counting from left to right) ∂kiψ in the left external operator, ∂kψ(x), and the j-th fermion ∂k
′
jψ in
the left external operator, ∂k
′
ψ(z). For each such pair (i, j), first, we anti-commute the ∂kiψ all the
way to the right, and get a sign (−1)n−j ; then we bring the operator (ψ 1i∂ψ) to the right until it is
just to the left of ∂kiψ; the sign does not change; finally we bring the ∂k
′
jψ to the right until it is
just to the right of (ψ 1i∂ψ), and get a sign (−1)
2n−i−1. Now the entire active part is together, and
the total sign from anti-commuting the active part is (−1)n−i−j−1.
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treatment of the mass term in momentum space in the Fock space description (2.102).
After contracting out the active part, we are left with the spectators, ∂k/kiψ(x)
and ∂k
′/k′jψ(z) from the left and right external operators, respectively. The symbol
k/ki means the fermion corresponding to ∂
kiψ has been taken out of the external









for a numerical factor Ãk/ki,k′/k′j , that we compute by taking all possible pairings
between the left and the right, and Wick contracting each pair using (2.111). More
systematically, for a pair of general (y,y′) vectors of equal length nr, we compute the
factor Ãy,y′ recursively as follows. Without loss of generality, we take the first fermion
∂y1ψ from the left external operator ∂kψ, and sum over its contractions with each
fermion ψy
′
mψ from the right external state ∂k
′
ψ. Taking into account the signs from




(−1)nr−mΓ(y1 + y′m + 1)Ãy/y1,y′/y′m . (2.114)
Putting together the contributions (2.112) and (2.113) from the active and spectator
pieces respectively, and integrating over
∫
dxdydzei(Px−P
′z) with the help of the general







(−1)n−i−j−1Γ(ki + k′j)Ãk/ki,k′/k′j , (2.115)




4nπn−1Γ(∆ + ∆′ − 1)
. (2.116)
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2.5.3 Mixed Scalar-Fermion States
So far we have worked out the complete basis of scalar states and fermion states
separately. In a theory with scalars and fermions, we need to be able to make a larger






where the sum is over monomials with fixed numbers nB, nF of bosons and fermions,
and a fixed total |kB|+ |kF |.
Fortunately, such mixed scalar-fermion primary operators can be constructed
simply by combining our all-scalar and all-fermion primary operators. The reason is
that our all-scalar and all-fermion primary states already span the space of all-scalar
states and all-fermion states, so instead of building mixed states in a monomial basis,
we can build them out of products of scalar and fermion primaries. More precisely,
we first construct the all-scalar primary operators {Bi}, and the all-fermion primary
operators {Fj}. By pairing up each Bi with each Fj to make a new primary in all
possible ways, we generate a basis for mixed states. For any choice of Bi and Fj, we
combine them to make new primary operators using equation (2.39), just like we did
to combine scalar primaries with ∂φ to make new scalar primaries. In fact, this time
our task is even simpler, because the states we construct this way using all pairs of
Bi and Fj are already orthnormalized if the bases {Bi} and {Fj} are separately. In












(−1)kΓ(2∆B + `)Γ(2∆F + `)



















































In other words, the composite operators [BiFj ]` automatically inherit the orthogonality
of the building blocks Bi, Fj, with no need to reorthogonalize, and we have our new
basis for mixed states as soon as we put them together according to equation (2.118).
2.5.4 Yukawa Interaction
A theory with only a single real fermion has only quadratic terms due to Fermi
statistics, so to make the fermion interacting we have to couple it to something else.






2iχ∂χ− 2i(m+ λφ)ψχ. (2.120)
Because χ has no time derivatives in the action, it is a nondynamical field and we must
integrate it out by using its equations of motion. Since the Lagrangian is quadratic in
χ, this is straightforward and we obtain a new Lagrangian in terms of only dynamical























We can evaluate matrix elements of these nonlocal interaction terms using the same
methods as for local interaction terms, either in terms of integrals over momentum
in the Fock space approach or by computing matrix elements in position space and
Fourier transforming in the Wick contraction approach. There is one new issue that
deserves discussion, however, which is how the 1
∂
should be precisely defined in the
last term. Since 1
∂
arose from integrating out χ, it is just the χ propagator.
One fool-proof way to determine how to treat the χ propagator is to compare
with equal-time quantization. Because correlation functions of local operators are
independent of the quantization scheme, one can compare the two-point function of ψ
in both schemes and match them. This matching is made simpler by the fact that
LC quantization can be obtained as the infinite-momentum-frame limit of ET, up
to additional terms in the Hamiltonian that arise from modes that decouple in the
infinite-momentum limit. The Hamiltonian with these additional terms can be thought
of as an “effective LC Hamiltonian” Heff , and in (6), it was shown how to determine
them in perturbation theory by comparing the Dyson series of two-point correlators
computed in ET and LC quantization. The key point is that these additional terms
arise from δ functions of LC time x+ in the Dyson series. Following this prescription,
consider the χ propagator in position space:
〈χ(x)χ(0)〉 ∼ −i




The coefficient sign(x−) of δ(x+) is the propagator that is actually generated by taking











dx−dy−f(x)sign(x− − y−)g(y). (2.123)
When we use the Wick contraction method, we will use this definition to tell us how
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to define the correct integration constant when we integrate 1
∂
in position space. We
discuss this treatment further in the section on the Yukawa interaction in appendix C.
It is illuminating to also consider how one would treat the 1
∂
factor using Fock



















































(p′ − p)− 2(p1 − p′1)
)
.





′ are implicit. By momentum conservation,
p − p′ = 0. So, in the last line, the first term in parenthesis is 1/0 and the second
term has a pole at p1 = p
′
1. These poles arise from the on-shell singularities of the χ
propagator. The correct way to deal with them is to take their principal value part,







Physically, by taking the real part, we are discarding the δ-function localized part of
the spectral weight corresponding to the χ state, which is not present in lightcone
quantization. The principal value prescription is equivalent to regulating the p = 0 IR
divergence by drilling a hole in the propagator around p = 0, i.e. setting it to zero





































−1 is the n-th harmonic number.
Chapter 3
Advanced Techniques
Introduce the latest developments of the LCT methods, which allows us to compute
the basis and matrix elements efficiently in generic 2D models
3.1 Radial Quantization for Scalars
The goal of this section is to introduce radial quantization methods for computing
conformal truncation inner products and matrix elements. These methods significantly
improve the efficiency of computations, allowing us to reach higher values of ∆max.
3.1.1 Motivation and Setup
Let us briefly review the basic steps and ingredients of conformal truncation. The
underlying idea is to think of a QFT as a deformation of a UV CFT by some relevant
operator(s) OR and to write the QFT Hamiltonian as
H = HCFT + g V = HCFT + g
∫
dxOR(x). (3.1)
We then evaluate this Hamiltonian in a Hilbert space whose states are defined as
Fourier transforms of primary operators from the UV CFT,
|O(P )〉 = 1
NO
∫
dx e−iPxO(x) |0〉 , (3.2)
where NO is a normalization constant. It follows that inner products and Hamiltonian
matrix elements between conformal truncation states are given by Fourier transforms
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of CFT two- and three-point functions, respectively,





≡ 2P (2π)δ(P − P ′)GOO′ .
(3.3)
〈O(P )|V |O′(P ′)〉 = 1
NONO′
∫
dx dy dz ei(Px−P
′z)〈O(x)OR(y)O′(z)〉.
≡ 2P (2π)δ(P − P ′)M(OR)OO′ .
(3.4)
Our general strategy for computing these objects is to evaluate the position space
correlators on the right-hand sides and then apply standard Fourier transform formulas.
In Part I, we computed position space correlators using Wick contractions. This is
of course a natural strategy when dealing with free fields, and it was sufficient for
the low truncation levels considered in Part I. However, Wick contractions quickly
become computationally expensive. In practice, the proliferation of contractions for
correlators with many fields makes this strategy slow and inefficient for large ∆max.
We can phrase the problem concretely at the level of monomial operators ∂kφ.
Recall that these are the building blocks for primaries, with general primary operators


















The root of our inefficiencies is the fact that all of the monomial two-point functions
appearing on the right-hand side are nonzero. That is, when it comes to position
space correlators, all monomials “talk” to each other, and each monomial correlator
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requires Wick contractions to compute. This basic problem only worsens in the case
of three-point functions, where additional operators in the middle also need to be
Wick contracted.
If we take a step back, we realize that a lot of this effort is unnecessary, since
our UV theory is a CFT. In a CFT, two- and three-point functions are fixed up to a
handful of normalization and OPE coefficients, and it is really these coefficients that
we wish to compute. The normalization of the two-point function, for instance, is fixed
by the Zamolodchikov metric, which computes the radial quantization inner product
between two operators. Indeed, radial quantization is the natural and more efficient
arena for computing CFT data. If we compute inner products and matrix elements
in radial quantization, we can always use conformal transformations to subsequently
reconstruct the full position space correlator of interest.
We can thus formulate a general strategy for harnessing radial quantization to
compute conformal truncation data:
• First: Compute inner products and matrix elements in radial quantization.
• Second: Use conformal transformations to reconstruct the general position space
two- and three-point functions.
• Third: Fourier transform the position space correlators using standard formulas
to obtain conformal truncation inner products and matrix elements.
The goal of this section is to implement this strategy from start to finish in the case
of scalars. Fermions will be covered in the next section.
Let us begin by quickly recapping some aspects of radial quantization. Recall that
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k′ ] = δk,k′ . (3.8)
Throughout this section, a†k and ak will always denote radial quantization creation
and annihilation operators (not to be confused with Fock space modes!). A monomial
at the origin acting on the radial quantization vacuum defines an “out” state













k1 · · · kn. (3.10)




ckNk a†k |0〉 (3.11)
〈0| O(∞) ≡ lim
x→0
x−2∆ 〈0| O(1/x) =
∑
k
〈0| c∗kN ∗k ak. (3.12)
It is simple to see now how radial quantization provides a significant speedup in
the computation of correlation functions. The key point is that in radial quantization,
in and out states are orthogonal,
〈ak a†k′〉 = ‖k‖
2 δk,k′ , (3.13)
1We have dropped the singular term proportional to 1x (a0 + a
†
0), since a0 + a
†
0 annihilates the
vacuum and will never contribute to any of our computations.
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where we have defined
‖k‖2 ≡ n!
number of permutations of k
, δk,k′ ≡ δk1,k′1 · · · δkn,k′n . (3.14)
The Zamolodchikov metric gOO′ , defined as the radial quantization overlap between
two operators, thus has the simple formula












Clearly, computing gOO′ and plugging into (3.16) is simpler than using Wick contrac-
tions in (3.6) to evaluate the two-point function.
Radial quantization also provides speed ups for three-point functions for basically
the same reasons. If we add an operator in the middle of (3.13), the matrix element
〈akOR a†k′〉 will no longer be exactly diagonal, but it will still be almost diagonal. The
reason is that the middle operator will only contribute a handful of its own creation
and annihilation operators, such that k and k′ can only differ by the mismatches
caused by these new contributions. The general lesson is that matrix elements between
radial quantization in and out states tend to be sparse. This is the reason why radial
quantization matrix elements are much easier to compute than their general position
space counterparts.
Before diving into applications in the following subsections, there is an important
subtlety regarding the bra states defined in (3.12) that requires comment. The
subtlety is that the second equality in this formula only holds when O is primary, and
is generally not true for non-primaries. In particular, it does not hold for individual
2The phase is present because we are working in Lorentzian signature.
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monomial operators ∂kφ, which are generally non-primary, i.e., in general
〈0| ∂kφ(∞) 6= 〈0| N ∗k ak. (3.17)
The reason for this is that monomials and other non-primary operators do not transform
homogeneously under inversions. Consequently, there will be additional terms on
the right-hand side of (3.17) involving other monomials. The point is that when we
take linear combinations of monomials to form a primary O, all of these extraneous
terms precisely cancel and we end up with (3.12). Proving this fact is fairly easy.
First, we start with the usual invariance of correlation functions under conformal
transformations:
〈O(x) . . .〉 =
(
Ω−∆(x′) . . .
)
〈O(x′) . . .〉, (3.18)
where x′ is a conformal transformation of x, and Ω−d(x′) ≡
∣∣∂x′
∂x
∣∣ is the Jacobian of
the coordinate transformation. Now, we write the primary operator O as a sum over
monomials on both sides of this equation:
∑
k





Ω−∆(x′) . . .
)
〈∂kφ(x′) . . .〉. (3.19)
The individual terms in the sum on the RHS are exactly what we would get if we took
the individual terms on the LHS and transformed them as if the monomials were
primary operators themselves. Therefore, as long as we only use the primary operator
transformation law on monomials when they appear in linear combinations that
form primary operators, we will get the correct answer, even though the monomials
themselves do not transform as primary operators.
To keep this subtlety manifest in our notation, we will write monomial in and out
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states in radial quantization as
∂kφ(0) |0〉 = Nk a†k |0〉 , (3.20)
〈0| ∂kφ(∞) ∼= 〈0| N ∗k ak. (3.21)
The first line is always true, while ∼= in the second line means that the equation can
be used only when applied to all of the terms in a linear combination of monomials
that adds up to a primary operator.
Let us demonstrate some of these ideas with a simplified example. Consider the
primary two-particle operator that we introduced back in section 2.4 in eq. A.4:
O(2)(x) ≡ 6 · ∂φ∂3φ(x)− 9 · ∂2φ∂2φ(x). (3.22)
Let us denote the monomials that appear in the above operator as
O(2)(x) = 6 · ∂k1φ(x)− 9 · ∂k2φ(x), k1 = (1, 3), k2 = (2, 2). (3.23)
Individually, ∂k1φ(x) and ∂k2φ(x) are not primary, but as we saw in section 2.4, this
specific linear combination of monomials is primary.
We will now see how radial quantization gives us the correct norm of this operator,
even if the monomials themselves are not primaries. Using radial quantization, we
can associate the monomials in eq. 3.22 with the ket states











Γ2(k)k1 · · · kn ‖k‖2
(4π)n
. (3.25)
〈O(y)O(x)〉 = y−2∆O 〈0| O(0)†e(y·K)/y2ex·PO(0) |0〉 . (3.26)
67
The Fourier transform of the correlator on the left is the object we wish to diagonalize,
while the objects O(0) and O†(0) on the right hand side define the radial quantization
ket and bra states. Expanding out the exponential gives rise to commutators involving
K and P , such that radial quantization “builds up” the flat space correlator on the left,
order by order in the expansion. When O is a primary, these commutators simplify
and one obtains the usual CFT two-point function for primaries expanded about the
origin. For non-primaries, the action of K and P can be more nontrivial. For more
















where we took the limit x→ 0 and y →∞ multiplied by y2∆O . In order to compute
this inner product, we therefore need the commutation relations




k] = −k · a
†
k−1, (3.28)
which can be derived from the conformal algebra. It is straightforward to show that
from these commutation relations, the series obtained from expanding eK and eP
truncates at O(K2) and O(P 2) in this particular example. Computing the matrix












































= 36 · 13
45158400π2
− 54 · 1
5644800π2
− 54 · 1
4233600π2







Now, let us see what we get if we just apply eqs. 3.20 and 3.21 and use the naive



























exactly as required! Note in the above equation that the cross terms vanish, e.g.
〈ak1ak2〉 = 0.
To summarize, each individual monomial generically transforms “badly” under
inversions. More precisely, obtaining the correct monomial overlaps in radial quantiza-
tion requires carefully accounting for commutators that arise in eq. 3.26. However, if
we restrict our attention to primaries, then these nontrivial commutators are guar-
anteed to cancel, so that we can freely use the associations defined in eqs. 3.20 and
3.21.
We will now use radial quantization to compute conformal truncation inner products
and matrix elements in scalar field theory.
3.1.2 Inner products
We have already encountered two-point functions in our discussion in section 3.1.1.






where gOO′ is the Zamolodchikov metric in (3.15). We can Fourier transform this








Now referring back to (3.3), the Gram matrix of inner products between states created





Therefore, diagonalizing conformal truncation states in equivalent to diagonalizing
primary operators according to the standard Zamolodchikov metric.
3.1.3 Matrix elements for φn
Let us now imagine deforming the free scalar CFT by a relevant operator OR as in (3.1).
In this section, we consider an important class of deformations, OR = φn, and work
out Hamiltonian matrix elements for these operators. To simplify the presentation, we
will focus on the derivation of matrix elements for OR = φ2, which contains all of the
ingredients needed to handle general φn. At the end of this section, we present matrix
element formulas for general φn, but some of the intermediate steps are presented in
appendix C.
Focusing on OR = φ2, we see from the formula (3.4) for computing conformal
truncation matrix elements that the position space correlator we need to compute is
G
(φ2)












(x, y, z). (3.35)
In the second equality above, we have expanded each primary operator in terms of
3In (3.33), the iε prescription is the appropriate one for Wightman functions. Technically, there
should be a Heaviside step function Θ(P ) on the RHS, but we have dropped it since we always have
P = P− > 0. For a derivation and further details regarding this equation, see ().
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(x, y, z) ≡ 〈∂kφ(x)φ2(y)∂k′φ(z)〉. (3.36)
As discussed in detail in section 3.1.1, we can transform the operators ∂kφ as
if they were primary as long as in our final expressions they appear only in linear
combinations that form primary operators. However, the correlator above presents a
new problem: φ (and hence also φ2) is not a primary operator in 2d. If it were primary,
then we could immediately start applying conformal transformations to (3.36) to map
it to a radial quantization matrix element. Since φ2 is not primary, the mapping to
radial quantization cannot be carried out directly for this correlator.
Our strategy to get around the non-primariness of φ2 in (3.36) will be to make the
replacement
φ2(y)→ ∂φ(y1)∂φ(y2) (3.37)




(x, y1, y2, z) ≡ 〈∂kφ(x)∂φ(y1)∂φ(y2)∂k
′
φ(z)〉. (3.38)
Since ∂φ is primary, now we can apply conformal transformations to this new correlator
to map it to a radial quantization matrix element. Moreover, the correlator (3.36) can
be obtained from (3.38) after integrating over y1 and y2, as we will demonstrate. The
price we have to pay is that (3.38) is a four-point function; however, this four-point
function is still fixed by conformal symmetry and there is no barrier to computing
it in radial quantization. The replacement (3.37) is an extremely useful trick that
easily generalizes: we can deal with the non-primariness of φn in 2d by promoting it
to ∂φ(y1) · · · ∂φ(yn) and then integrating over the yi.






(y1, y2) ≡ 〈∂kφ(∞)∂φ(y1)∂φ(y2)∂k
′
φ(0)〉
= NkNk′〈ak ∂φ(y1)∂φ(y2) a†k′〉
(3.39)

















So, our strategy will be to compute G
(∂φ∂φ)
kk′
(y1, y2), for which we can use radial quan-
tization methods, and then use (3.40) to infer the full four-point function. The latter
can be integrated in y1, y2 and then Fourier transformed to obtain the Hamiltonian




(y1, y2) in radial quantization, we insert the radial mode decom-
position (3.7) for the ∂φ(yi) insertions. Because the final lightcone matrix elements
cannot create particles from the vacuum, we only need to keep the terms where ∂φ(y1)
contributes an a and ∂φ(y2) contributes an a
†, or vice versa; without loss of generality,



















where we are using the notation ∼= introduced in (3.21). To calculate the expectation
value, we move a` to the right and a
†
`′ to the left, and contract with all possible ak, a
†
ks.
Note that we can discard the contraction from [a`, a
†
`′ ] since this corresponds to the
singularity when y1 → y2 and is subtracted out in the definition of the mass operator
4In practice, this transformation is easiest to do by starting with G(∂φ∂φ)k,k′ (x, y1, y2, z), performing
a translation by −x, then performing a conformal inversion, then performing another translation
that puts the location of ∂k
′
φ at 0, and finally performing a rescaling by 1z−x .
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The advantage here is that the sums on ki, k
′




〉 vanishes unless k/ki is the same as k′/kj (and if they are the same, the
inner product is just 1). In fact, it is obvious that most k,k′ will differ by more than
just one of their ks and so the entire sum will vanish.
The next step is to use (3.40) to reintroduce the positions of the external operators,

































We will work with these individual terms, and then sum over them at the end. First,
we do the dy1 and dy2 integrations to turn the ∂φ’s into φ’s. The boundary condition



























At this point, we can set y1 = y2 = y. The combination ∂φ(y1)∂φ(y2) has become the
mass term φ2(y)!
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Next, we want to apply the general Fourier transform formula (2.76) for three-point
functions to obtain the contribution of each k, k′ term to the Hamiltonian matrix
elements of φ2. We will state the result in a form that naturally generalizes to matrix
















x−y ). In appendix C, we show























where the w contour is a small circle around the origin, and
N ≡ 2π(2P )δ(P − P ′) 2π
2P∆+∆
′−3
Γ(∆ + ∆′ − 1)
. (3.48)
The contour integral (3.47) is easy to evaluate, as follows. First, note that the
integrand has only two poles, one at w = 0 and one at w = 1, and the integrand is
invariant under w → 1−w and k ↔ k′ combined with reversing the orientation of the
contour. So, the integral can be seen to be symmetric under k ↔ k′ by deforming the
contour from the pole at w = 0 to the pole at w = 1 and changing variables. Now,























factor is regular at w ∼ 0
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Finally, let us put everything together. Using the notation of (3.4) our derivation
















where N was defined in (3.48).
For the general case OR = λn!φ
n, the steps in the derivation are conceptually the
same as for φ2. First, we make the replacement
φn(y)→ ∂φ(y1) · · · ∂φ(yn) (3.52)
inside correlation functions, thus trading a non-primary three-point function for a
primary (n+ 2)-point function. We evaluate this higher-point function using radial
quantization methods, integrate with respect to the yi and set y1 = · · · = yn = y,
and then Fourier transform to obtain Hamiltonian matrix elements. Some of the
intermediate steps required to do this are contained in appendix C. Here, we simply
state the final result for φn matrix elements:
M(φ
n)






































In this section, we will consider some concrete examples of the radial quantization
formulas presented above. We set P = 1 throughout. As a first exercise, let us
compute the 2× 2 Gram matrix GOO′ for the two operators
O = (∂φ)2
O′ = 6∂3φ∂φ− 9∂2φ∂2φ.
(3.54)
Recall that we computed GOO′ using Fock space methods and using Wick contractions.
Here, we will reproduce the answer using our radial quantization formulas. In this
example, there are three monomials to keep track of, which we will denote by k1 = (1, 1),
k2 = (3, 1), and k3 = (2, 2), corresponding respectively to ∂φ∂φ, ∂
3φ∂φ, and ∂2φ∂2φ.




and c′k3 = −9, with all other coefficients vanishing.
The first step is to compute the Zamolodchikov metric gOO′ in (3.15), where the
k-dependent factors entering the formula were defined in (3.10) and (3.14). In the




, Nk3 = − 12π and
‖k1‖2 = ‖k3‖2 = 2, ‖k2‖2 = 1. Plugging the coefficients ck along with these factors


























This is the same answer we obtained using Fock space and Wick contractions.
As another inner product example, let us compute the norm of the operator (∂φ)3.
In the language of (3.5), k = (1, 1, 1) and ck = 1. Moreover, Nk = − i8π3/2 and
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which agrees with our previous computations.
Now let us turn to some matrix element examples. First, consider the matrix
element of φ2 for in and out states defined by (∂φ)2. The formula we need is (3.51).
In this example, there is only one k and one k′, given by k = k′ = (1, 1), with
ck = c
′












Continuing with matrix elements of φ2, now consider the external states to be (∂φ)3.
Again, there is only one k and one k′, this time given by k = k′ = (1, 1, 1), with
ck = c
′
k′ = 1. The inner sum in (3.51) yields a factor of 9 · ‖(1, 1)‖













Finally, let us consider some φ4 matrix elements. Specifically, let us work out φ4
matrix elements in the 2× 2 Hilbert space spanned by the operators ∂φ and (∂φ)3. It
follows from computing inner products that the normalization of the external states is
given by N(∂φ) = 1/2 and N(∂φ)3 = 1/(8π
√
20). The formula we need for φ4 matrix
elements is (3.53) where n = 4. Let us start with the case when both in and out states
are ∂φ, i.e., k = k′ = (1). In this case, there is no way to satisfy the conditions of the
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inner sum in (3.53), and so the matrix element trivially vanishes,
M(φ
4)
(∂φ),(∂φ) = 0. (3.61)
Next, let us consider the case where the in state is ∂φ and the out state is (∂φ)3, i.e.,
k = (1) and k′ = (1, 1, 1). The only contribution to the inner sum in (3.53) comes
when {ki} = (1) and {k′j} = (1, 1, 1). In this case,
I({ki}, {k′j}) = 3(−1)1+1 min(1, 1) + 3(−1)1+2 min(1, 2) + (−1)1+3 min(1, 3) = 1
(3.62)













The last case to consider is when both in and out states are (∂φ)3, i.e. k = k′ = (1, 1, 1).
The only contribution to the inner sum in (3.53) comes when {ki} = {k′j} = (1, 1). In
this case
I({ki}, {k′j}) = 4(−1)1+1 min(1, 1) + 4(−1)1+2 min(1, 2) + (−1)2+2 min(2, 2) = 2
(3.64)
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Figure 3·1: The structure of the scalar mass matrix.
3.1.5 Code Implementation
We end this section with a discussion of how formulas like (3.53) are actually imple-
mented in the code in order to improve efficiency. One of the points of the following
implementation is that we want to avoid spending a lot of time searching for different
ways that ks can be subtracted from the ‘in’ and ‘out’ monomials in order for the
residuals to match. Instead, it is significantly faster to construct matrix representa-
tions of the creation and annihilation operators acting on monomials, and reduce the
computation to linear algebra.
Because we are essentially working with separate creation and annihilation operators
for each possible value of k, it is convenient to work with the occupation number
representation of the monomials
|n1n2 · · ·〉 ≡ |(∂φ)n1(∂2φ)n1 · · ·〉 (3.66)
where nk counts the occurrence of ∂
kφ in the monomial. The actions of an annihilation
operator ak′ and a creation operator a
†
k are depicted in the right and left matrices,





n|n − 1〉 for a standard harmonic oscillator. Constructing these matrix
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representations is fast, because for any ket state one can quickly enumerate all the
possible ways its oscillators can be lowered. In practice, the Kronecker δs are carried
as additional data for each entry, essentially keeping track of the k that was lowered.
So, continuing with the example ket state |21000〉, one immediately can see that only
the first two entries in its column in Fig. 3·1 are nonzero.
Once a†k and ak′ have been constructed this way, they can be applied to matrix
elements between arbitrary monomials without having to be recomputed each time.
Moreover, for any monomial external states, we essentially only have to take the inner
product of a row and a column weighted by I({ki}, {k′j}). For example, consider
the mass term φ2 and take the external monomial states to be 〈12000| and |21000〉.
Looking in Fig. 3·1 at the row in the left matrix associated with 〈12000| and at
the column in the right matrix associated with |21000〉, the only common entry is
〈11000|11000〉, with k = 2 and k′ = 1. We thus find that the only contribution in this
case is
√
2 · Iφ2(2, 1) ·
√
2 = 2.
3.2 Radial Quantization for Fermions
In this section, we will introduce radial quantization methods for fermions. The basic
strategy is the same as for scalars,
• First: Compute inner products and matrix elements in radial quantization.
• Second: Use conformal transformations to reconstruct general two- and three-
point functions.
• Third: Fourier transform to get inner products and matrix elements between
conformal truncation basis states.
Compared with scalars, fermions come with a few added complications that we will
cover in this section.
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3.2.1 Setup
Let us start by recapping what we learned about fermions in section 2.5. One of
our main lessons was that the building block for the fermion basis is ∂ψ, where ψ
is the left-chirality mode of the real fermion field and we have written ∂ ≡ ∂− for
short. Recall that the reason ∂ψ is the basic building block is twofold. First, the
right-chirality mode χ is non-dynamical and can be integrated out, leaving us with ψ.
Then, adding a mass term (which we always do in this work) introduces IR divergences
that lift out from the spectrum any operators that have a ψ without a derivative
attached to it. As explained in section 2.5.1, the states that do not get lifted out and
remain in the spectrum are the so-called “Dirichlet states” where all operators are
built from ∂ψ.
At first pass, it may seem that building operators out of ∂ψ raises issues for radial
quantization, since ∂ψ is strictly-speaking not primary. However, another important
lesson from section 2.5 was that operators built from ∂ψ constitute a generalized free
theory in which ∂ψ can be treated as a primary operator with h = 3/2. In other words,
correlation functions involving ∂ψ, technically defined via Wick contractions, transform
consistently under conformal transformations as if ∂ψ were primary. Indeed, we saw
that one can even define a shifted special conformal generator K̃µ that annihilates ∂ψ
and defines a notion of primariness for operators built from ∂ψ. This is all we need to
employ radial quantization.
Keeping the above lessons in mind, we define the radial quantization mode expan-















{bk, b†k′} = δk,k′ . (3.68)
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As with scalars, we can define monomial out states for fermions in radial quantization,
∂kψ(0) |0〉 = N (F )k b
†

















ki(ki + 1). (3.70)
Note that we have added a superscript on N (F )k to distinguish it from the normalization
constant for scalars. As with scalars, radial quantization inner products are orthogonal,
〈bk b†k′〉 = δk,k′ , δk,k′ ≡ δk1,k′1 · · · δkn,k′n , (3.71)
and again this is the reason behind the efficiency of radial quantization methods.










ckN (F )k b
†
k |0〉 (3.11)
〈0| O(∞) ≡ lim
x→0
x−2∆ 〈0| O(1/x) =
∑
k
〈0| ckN (F )k bk. (3.12)
The subtlety in defining bra states for individual monomials, which we discussed
for scalars in section 3.1.1, persists for fermions. That is, in general
〈0| ∂kψ(∞) 6= 〈0| N (F )k bk, (3.73)
5Recall that primary here means that O is annihilated by the shifted special conformal generator
K̃µ that annihilates ∂ψ.
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and instead we write
∂kψ(0) |0〉 = N (F )k b
†
k |0〉 , (3.74)
〈0| ∂kψ(∞) ∼= 〈0| N (F )k bk, (3.75)
where ∼= means that this equation can be used only when applied to all of the terms
in a linear combination of monomials that adds up to a primary operator. We are
now ready to apply radial quantization to fermions.
3.2.2 Inner product
Inner products are computed in the same way as was done for scalars. To briefly
summarize, given two primary operators expanded in terms of monomials as in (3.72),
the Zamolodchikov metric is given by
















Fourier transforming this two-point function following (3.3) gives the conformal
truncation inner product between the states created by these operators,
〈O(P )|O′(P ′)〉 = (2π)δ(P − P ′) · ·gOO′ . (3.78)
3.2.3 Mass term
Recall from Part I that In the presence of a mass deformation, the Lagrangian for ψ is







where, as always, ∂ ≡ ∂−. Therefore, we need to work out matrix elements of the
relevant deformation OR ≡ ψ 1∂ψ. Recall that in the case of fermions, we are applying
radial quantization in a generalized free theory where ∂ψ is a primary operator with
h = 3/2. We can perform conformal transformations on correlators as long as we treat
∂ψ as the primary.


















(x, y, z), (3.80)













We immediately encounter two problems. First, in our generalized free field
framework, ψ is not a primary operator, only ∂ψ is. Second, the mass term is non-
local due to the presence of the 1/∂. Both of these problems can be handled in









(x, y1, y2, z) ≡ 〈∂kψ(x) ∂ψ(y1)∂ψ(y2) ∂k
′
ψ(z)〉. (3.83)
In the case of scalars, we turned ∂φ(y1)∂φ(y2) into φ
2(y) by integrating with respect to
y1 and y2 (and then setting y1 = y2 = y). The schematic idea is that integration with




ψ(y) we need to do an extra integration on one of the ∂ψ’s.
Aside from this extra integration, the derivation of fermion mass matrix elements
proceeds very much as in the scalar case. First, one computes (3.83) by mapping it to
a radial quantization matrix element, which can be computed by expanding in radial
modes. Having computed (3.83), we integrate once with respect to y1 and twice with
respect to y2 before setting y1 = y2 = y in order to recover (3.81). Finally, we Fourier
transform to get Hamiltonian matrix elements. The technical details of all of these
steps are presented in appendix C.






























where kmin = min(ki, k
′
j), kmax = max(ki, k
′
j) and (−1)σi,j = (−1)i+j counts the number
of permutations required to contract the fermions in ψ 1
∂
ψ with the external states.
3.2.4 Yukawa interaction





2iχ∂−χ− 2i(m+ λφ)ψχ. (3.85)










The two types of interaction terms we need to handle are φψ 1
∂
ψ and φψ 1
∂
φψ.
Matrix elements of φψ 1
∂
ψ can be computed using the same technology as for the
fermion mass term described in the previous section. In particular, one can use radial
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quantization methods to work out matrix elements for ∂φ(y1)∂ψ(y2)∂ψ(y3) and then




other hand, require some extra care, because we ultimately have to integrate the
product φψ. The technical details of this integration are covered in appendix C.
Here we state the final result for matrix elements of the two interaction terms.






























φψ(ki, si) is given in equation (C.61). The notation is somewhat different
compared to previous interactions, in order to more compactly include all possible
contractions. Here, the index i always runs from 1 to 4, and the fields in the interaction
always are contracted with ki as follows: φk1ψk2
1
∂
φk3ψk4 . The si label indicates whether
the contraction is to the left (si = 1) or right (si = −1), and should be summed over
+1 and −1. As before, σ({ki, si}) counts the number of times that fermion modes
must be anticommuted past each other.


























and also depends on a function gφψ 1
∂
ψ that is given in an appendix, in equation (C.62).
In this case, the index i runs from 1 to 3, and the fields are contracted with ki in
the interaction as follows: φk1ψk2
1
∂





We use Lightcone Conformal Truncation to analyze the RG flow of the two-dimensional
supersymmetric Gross-Neveu-Yukawa theory, i.e. the theory of a real scalar superfield
with a Z2-symmetric cubic superpotential. The theory depends on a single dimension-
less coupling g, and is expected to have a critical point at a tuned value g∗ where it
flows in the IR to the Tricritical Ising Model (TIM); the theory spontaneously breaks
the Z2 symmetry on one side of this phase transition, and breaks SUSY on the other
side. We calculate the spectrum of energies as a function of g and see the gap close
as the critical point is approached, and numerically read off the critical exponent ν
in TIM. Beyond the critical point, the gap remains nearly zero, in agreement with
the expectation of a massless Goldstino. We also study spectral functions of local
operators on both sides of the phase transition and compare to analytic predictions
where possible. In particular, we use the Zamolodchikov C-function to map the entire
phase diagram of the theory. Crucial to this analysis is the fact that our truncation is
able to preserve supersymmetry sufficiently to avoid any additional fine tuning.
4.1 Introduction
Quantum Field Theory (QFT) has an astonishingly broad range of applicability, yet
is notoriously difficult at strong coupling. Hamiltonian truncation methods are a
promising approach for computing real-time dynamical quantities in generic QFTs,
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but much work remains to be done to develop them more fully. In this paper, we will
work with a specific Hamiltonian truncation method, Lightcone Conformal Truncation
(LCT) (2; 3; 4; 5; 8), which has a number of advantages but also comes with additional
challenges. We will focus on a specific model, the 2D Supersymmetric Gross-Neveu-
Yukawa (SGNY) model, as a useful case to explore issues that arise when studying
theories with both scalars and fermions. The 2D SGNY model is a theory of a real
superfield
Φ = φ+ θψ + θχ+ θθF, (4.1)
and a superpotential




The scalar potential is 1
2
(W ′(φ))2, and the scalar-fermion coupling is W ′′(φ)ψχ. Much
is known already about this theory, which will permit many nontrivial checks of our
numerical results.
LCT is a numeric method for studying QFT nonperturbatively. The basic idea is to
numerically diagonalize the lightcone Hamiltonian P+, i.e. the generator of translations
in the lightcone direction x+ = (x0 + x1)/
√
2, in a basis of operators that, roughly
speaking, have scaling dimensions below some truncation limit ∆max in the ultraviolet
(UV). The UV is taken to be a known, solvable CFT, and the full theory is the UV









Many interesting models, including the SGNY model, are of this form. The UV CFT
of SGNY is just a free massless scalar and fermion. For a pedagogical introduction to
the setup and methods of LCT, we refer the reader to the companion paper (1).
88
One of the main innovations that we will employ in this paper is to use a modified
definition of the truncated Hamiltonian which uses the SUSY algebra. In d = 2,
N = (1, 1) SUSY, there are two supercharges Q±, and they satisfy
Q2± = P±, (4.4)
where we have chosen a specific convention for the normalization of Q±. Rather than
computing the matrix elements of P+, we can compute the matrix elements of Q+ in
our truncated basis and then square it.1 One advantage of this approach is that Q+ is




Thus, Q+ contains fewer terms than P+, and on the LC it is also local (unlike the
Hamiltonian). However, the main advantage of using the supercharge is the ability
to preserve SUSY sufficiently in LCT, in a manner which avoids having to fine-tune
UV-divergent counterterms to maintain the symmetry. Indeed, in a naive use of
Hamiltonian methods, one normal-orders, generically leading to a breaking of SUSY.
Our main results include a numerical computation of the mass spectrum as a




in (4.13), as well as of spectral functions ρO(µ
2) of various operators O as a function
of invariant mass-squared µ2. We will pay special attention to the spectral function
of the stress-tensor, T , since its integral is Zamolodchikov’s C-function (41; 42).
1This same approach has been used to study supersymmetric theories in the context of Discrete
Light Cone Quantization (15; 16; 17; 18; 19; 20; 21; 22; 23; 24; 25; 26; 27; 28; 29; 30; 31; 32; 33; 34;
35; 36; 37; 38; 39; 40), where the x− direction is compactified. That method has largely focused on
gauge theories and, to the best of our knowledge, has not been used to study the 2D SGNY model.
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As this function appears in various thermodynamic quantities characterizing the
QFT, we may regard its dependence on µ as being equivalent to its dependence
on temperature. Hence, a map of the C-function as a function of µ and g can be
considered a representation of the phase diagram of the theory. This map is shown in
Fig. 4·13 which captures the more qualitative phase diagram illustrated in Fig. 4·1.
The coupling dependence of the mass spectrum is shown in Fig. 4·4. We discuss
its interpretation in Section 4.4.1. From the spectrum we read off the critical coupling
g∗ where the SGNY theory flows to the TIM critical point. In the Z2-breaking phase,
we fit the closing of the mass gap near the critical point as a function of g to extract
the critical exponent ν. Fig. 4·7 displays the convergence of the critical exponent
ν to the theoretical expectation ν = 1.25 as ∆max increases. The Zamolodchikov
C-function and the trace of T near the critical point are shown in Fig. 4·8 and Fig.
4·9 respectively. Included in these plots are the theoretical curves obtained from TIM
integrability results for comparison. The numerical spectrum Fig. 4·4 also shows that
the SGNY theory flows to the massless SUSY-breaking phase at large g. In the IR
the numerical C-function approaches the central charge cIsing = 0.5 of the IR fixed
point, shown in Fig. 4·11. We also check that other correlators agree with Ising CFT
behavior in Fig. 4·12.
The outline of the paper is as follows. In Section 4.2 we review some key features
of the RG flows of the SGNY theory. We will discuss how the SGNY model is defined
in the UV, what phases we are expecting in the IR, and the properties of the critical
point. In Section 4.3 we set up the Hamiltonian truncation framework. We will
compute the Hamiltonian matrix elements of the relevant deformation with respect to
the conformal basis in lightcone quantization. We warm up by discussing the SGNY
theory and Hamiltonian truncation in the free and perturbative regimes. We present
the numerical results of the strongly coupled SGNY theory in Section 4.4 and 4.5.
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Section 4.4 focuses on the gapped Z2-breaking phase. In the first subsection 4.4.1
we display the mass spectrum, read off the phase structure from the spectrum and
discuss the convergence of the numerics. In the following subsections 4.4.2, 4.4.3 and
4.4.4 we zoom-in to the vicinity of the TIM critical point, and compute the critical
exponent, the Zamolodchikov C-function and the spectral function of the trace of the
stress tensor, respectively. In the subsection 4.4.5 we show that the truncation effects
have universal behavior in the IR. In Section 4.5 we move on to the SUSY-breaking
phase, which has an IR fixed point in the universality class of the 2D Ising model. We
provide evidence that the spectrum and the spectral functions of various operators
match the Ising CFT in the IR.
4.2 The RG Flow and Infrared
Before we describe the truncation setup in more detail, here we will review some key
features of the SGNY theory; for more details, see (43; 44). By inspection of the
superpotential (4.2), the theory has an interesting phase structure depending on the
value of the dimensionless ratio g/h. In addition to supersymmetry, the Lagrangian
has a chiral Z2 symmetry under which φ and ψ are odd but χ is even. For large positive
h/g, the vacuum has 〈φ〉 = 0, 〈W ′(φ)〉 6= 0 so SUSY is broken spontaneously while the
chiral Z2 is not, whereas at large negative h/g, the vacuum has 〈φ〉 6= 0, 〈W ′(φ)〉 = 0
so the reverse is true. On the spontaneous SUSY breaking side, the theory has a
massless Goldstino, and so flows to the 2D Ising model in the infrared (IR). At the
transition between these two phases lies the Tricritical Ising Model (TIM). A cartoon
depicting this expectation is shown in Fig. 4·1.
The critical point of TIM is the unique CFT that shows up in both the nonsuper-
symmetric and N = 1 minimal series of 2D CFTs. When the interaction W (φ) ⊃ gΦ3
is turned on, Φ2 is a descendant of Φ by the equations of motion and the only relevant
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primary operators in the weakly coupled regime are 1 and Φ, as well as spin operators
σ and σ′ ∼ Φσ defined as boundary-condition-changing operators for the fermions.
Because σ, σ′ cannot be constructed from local products of the components of Φ acting
on the vacuum, they do not appear in our construction and we will not see them at
any point along the RG flow. In the IR, Φ flows to the ∆ = 1
5
operator ε in TIM.
TIM also has scalar operators ε′ and ε′′ with ∆ = 6
5
and ∆ = 3 that are primaries
under the Virasoro algebra, but are descendants of ε and 1, respectively, under the
super-Virasoro algebra.









Table 4.1: UV to IR matching of scalar Virasoro-primary operators in
the flow from the free theory to the critical point of TIM.
The flow from the critical point of TIM to Ising is triggered by deforming by ε′, so
supersymmetry is broken spontaneously. This deformation is described in the IR as
the term hΦ in the superpotential (4.2). If the sign of the coefficient is flipped, the
theory flows to a massive phase with preserved SUSY. By scaling, the ε′ deformation to
the massive phase can be written to leading order in the deformation in two equivalent
ways:






∝ m2−∆ε′gap ε′, (4.7)
where g∗ is the critical coupling. Therefore, the gap closes as a function of g near the
critical point as
mgap ∝ (g∗ − g)ν , ν = 1.25. (4.8)
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Figure 4·1: Cartoon of the phase diagram of SGNY, as a function of
the dimensionless parameter g and energy scale µ. The thick solid line
indicates the gap, while the color gradients indicate RG flows between
different regimes. A more precise version of this diagram obtained from
our numerical results, with a similar color scheme, is exhibited in Fig.
4·13.
In fact, the ε′ deformation around TIM is integrable, and it is in principle possible
to compute correlators along the resulting RG flow nonperturbatively. On the gapped
side, the massive particles can be thought of as ‘kink’ states created by a profile in φ
that interpolates between two minima. We will use such integrability results taken
from (45) to compare to our numeric results for correlators of the theory not only at
the critical point but also in the neighboring region on either side of it.
4.3 Conformal Truncation Setup
In this section, we will describe how we construct the conformal truncation Hamiltonian
in lightcone quantization. We will also work through a few perturbative computations
explicitly. These perturbative computations will allow us to provide some intuition
analytically, and also to perform a few consistency checks, before moving on to
completely numeric results in the subsequent sections.
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4.3.1 Lightning Review of Conformal Truncation
In LCT, we label our basis of states by their momentum and the primary operator
whose irrep they appear in under the conformal algebra. The Hamiltonian P+ in
lightcone quantization does not mix states of different spatial momentum P− and
thus we always work at a fixed value of P− for all physical states, which by boosting
we may set to P− = 1 without loss of generality. As mentioned in the introduction,
we consider theories that are deformations of a UV CFT by one or more relevant
operators, and we use the primary operators of the UV CFT for the basis. In this
paper, the UV CFT is a theory of a free massless superfield, i.e. a massless real scalar
φ and real fermion (ψ, χ). The primary operators are therefore built from the current
∂±φ, vertex operators Vα ≡ eαφ, and the fermion components ψ, χ. In the free theory,
the equations of motion set ∂+∂−φ = 0, so in momentum space p+p− = 0 for the
scalars. Similarly, the equations of motion for fermions set p+ = 0 for ψ and p− = 0
for χ. In LC quantization, we integrate out the p− = 0 “zero modes”, which are
nondynamical owing to the fact that they have no time derivative in their kinetic
term, removing operators built from ∂+φ and χ.
There is a further complication, however: because the relevant deformations we
consider have ∆ ≤ d
2
, there are IR divergences in the resulting Hamiltonian matrix
elements. The effect of these divergences is to remove all vertex operators from the
basis, as well as any operators without derivatives acting on ψ. Conveniently, the free
fermionic theory with all factors of ψ projected out is a Generalized Free Theory (GFT)
where ∂−ψ is a primary operator with h = 3/2. Nevertheless, even for free theories
and GFTs, explicitly constructing all the primary operators up to large dimension is
a nontrivial task; the methods we employ for constructing this basis, as well as the
details of the removal of states due to IR divergences, are described in (1).
In summary, the basis consists of operators Oi constructed from all products of
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∂−φ and ∂−ψ. The states themselves are constructed by Fourier transforming these
operators acting on the vacuum,
|Oi〉 ≡
∫
d2x e−iP ·xOi(x)|vac〉, (4.9)
so that they have definite momentum. It follows that the matrix elements of a






d2x dy− d2z ei(P ·x−P
′·z)〈Oi(x)Ok(y)Oj(z)〉. (4.10)
Once we diagonalize P+, we can construct spectral functions of local operators O,
as follows. Let |µk〉 be the eigenvectors of P+:
2P−P+|µk〉 = µ2k|µk〉. (4.11)





|〈vac|O(0)|µk〉|2δ(µ2 − µ2k). (4.12)
By diagonalizing P+, we obtain the overlaps in the above formula for each eigenvector
|µk〉 and local operator O.
4.3.2 Constructing the Supersymmetric Lightcone Hamiltonian
In this subsection, we describe the construction of the LC Hamiltonian and the
computation of its matrix elements. For reasons we discuss below, instead of using
the form of the superpotential (4.2), we will perform a field redefinition Φ→ Φ + c to









When h > 0 – i.e. the SUSY-breaking, Z2 respecting phase – the shift in φ to remove the
linear term is imaginary and it is not obvious that this new form of the superpotential
is equivalent to the original one. However, we will find numeric evidence that the form
(4.13) does indeed correctly produce the physics of the SUSY-breaking phase. This is
perhaps not too surprising since a model only needs to be able to dial the coefficients
of all relevant operators allowed by symmetry in order to be in the right universality
class.
Standard Construction
Our first task in constructing the LC Hamiltonian is to integrate out the component
χ of the fermion, which has no time derivatives in the Lagrangian and is therefore






























The deformed Hamiltonian δP+ has a total of 6 terms coming from the second line:
two mass terms, two cubic terms, and two quartic terms. SUSY is preserved up to
truncation effects when the coefficients of these terms are set according to the above
Lagrangian. Although it is possible to use this form of the theory for LC truncation,
in the next section we will turn to another construction that automatically implements
SUSY and has a number of practical advantages.
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Construction Through Q+
Because the 2D SUSY algebra equates the LC Hamiltonian P+ and the square Q
2
+
of the supercharge, we can also obtain a truncated form of the Hamiltonian by first









By contrast with the construction in the previous subsection, there are only two terms
here. This simplification saves a significant amount of effort and computation time,
but more importantly it leads to a number of qualitative simplifications as we will see.
Once we have computed the matrix elements of Q+ in our truncation basis, we





Note that this definition is a modification of P+, because the sum on k is only over
states in the truncation rather than over all states in the space. It is perhaps useful
to imagine taking two different truncation spaces, one ∆max for the external states
|Oi〉, |Oj〉 in the above equation, and a separate ∆intmax for the “internal” states in the
sum over k. In the limit that ∆intmax →∞, we would reproduce our previous definition
of P+. In practice, we will always use the same truncation space for both internal
and external states. As we discuss in detail in Section 4.3.3, UV divergences to the
mass term are removed when we use Q2+ to define P+. Such divergences in the original
P+ construction turn out to be a significant source of difficulty for studying the
supersymmetric critical point, and their absence in the Q2+ construction is therefore
almost crucial to our analysis. One notable aspect of the Q2+ construction is that P+ is
no longer simply the matrix elements of the exact Hamiltonian restricted to a subspace,
and so our truncation is not strictly speaking a variational method approximation.
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Consequently, the smallest eigenvalue of our new truncation P+ can in principle be
below the true smallest eigenvalue.




independently of the interaction terms. The SUSY algebra imposes Q2− = P−. Because
we work in a frame where all states have P− = 1, we therefore have the useful fact
that Q− squares to the identity. The relation Q
2
− = 1 does not hold exactly because of
truncation effects: Q− sometimes acts on states to raise their dimension and thereby
takes states within the truncation space to states outside of it. However, we can
mitigate these effects somewhat by modifying our truncation. In particular, note that
Q− does not change particle number, so the truncation effects that violate Q
2
− ∼ 1
will be less severe if we choose a truncation that counts the number of φs and ψs
equally. So, we define a modified maximum dimension ∆max for each operator that
treats each ψ as if it had dimension 0, i.e. the same as φ:




In other words, ∆̃ is just the total number of derivatives in the operator. For all
numeric results, we will impose ∆̃ ≤ ∆max as our truncation on the operators.
4.3.3 Weak Coupling Warm-up
Having set up the truncated Lightcone Hamiltonian for the SGNY model, we can now
diagonalize it and start making physical observations. The simplest observables are
the eigenvalues of P+, i.e. the mass spectrum of particles and bound states. We will
also use the eigenvectors of P+ to extract spectral functions of real-time correlators,
per (4.12). In this section, we will first warm up with free theory and perturbation
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theory, before turning to strong coupling in later sections. The perturbative warm-up
will also have the advantage of giving us analytic insight into the UV divergences of
the theory; because the theory is super-renormalizable, all such divergences can be
seen explicitly at low order in perturbation theory.
Free Theory
In lightcone quantization, the free theory Hamiltonian conserves particle number, so
we can analyze each particle number sector separately.2 The states |∂φ〉 and |∂ψ〉 are
the only one-φ and one-ψ states, respectively, so diagonalizing the Hamiltonian P+ in










2 in the free theory, so Q2+ = P+ = m
2/2 on
the one-particle sector as required by the SUSY algebra.
In the two-particle sector, we can have either two φs, two ψs, or one φ and one
ψ. In the first [second] case, there is one operator at each even [odd] integer degree3
k ≥ 0, whereas in the third case there is one at every integer k ≥ 0. We can therefore
uniquely label each two-particle state by its degree and particle content. For instance,
the two-particle states up to degree k ≤ 1 are
[φφ]0 ∝ ∂φ∂φ, (4.20)
[φψ]0 ∝ ∂φ∂ψ, (4.21)
[φψ]1 ∝ 2∂φ∂
2ψ − 3∂2φ∂ψ, (4.22)
[ψψ]1 ∝ ∂ψ∂
2ψ. (4.23)
2This property is not shared by equal-time quantization, where mass terms φ2 and ψχ can change
particle number by 0 or ±2.
3By ‘degree’, we mean the number ∆̃ of total derivatives in the operator minus the particle number
n. So e.g. the operator ∂φ∂ψ has degree k = 0.
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The generator Q− takes φ → ψ → ∂φ. By inspection, it takes [φφ]0 → [φψ]0, and
due to (anti)symmetry of (fermions) bosons, it takes [φψ]0 into a total ∂− derivative
of [φφ]0. In momentum space, ∂− is just a constant, so Q− takes |[φφ]0〉 ↔ |[φψ]0〉
acting on our lightcone basis states. By contrast, acting on two-particle states at
higher degree k > 0, Q− mixes states of different degree; e.g. it takes [ψψ]1 to a linear
combination of [φψ]1 and [φψ]2. More generally, Q− can act on states to increase
their degree, and therefore their modified dimension ∆̃, by at most 1. For states with
∆̃ = ∆max at the upper limit of the truncation, the action of Q− may
4 take them
out of the truncation subspace. Therefore our truncation explicitly breaks SUSY.
Fortunately, in LC quantization the only UV divergences in the theory are logarithmic
divergences; power-law divergences of the vacuum energy and tadpoles that would
be present in equal-time quantization require particle production from the vacuum,
which is not possible in LC quantization. Logarithmic divergences receive only a
1/∆max suppressed contribution from the last layer of modes near the truncation (since
δ log ∆/δ∆ ∼ ∆−1), where some states are missing their Q− superpartners, so this
breaking is fairly mild.
Next, we illustrate a simple explicit example where we can see how Q2+ approximates
P+ at finite truncation. The matrix element of 2P+ on the two-φ state [φφ]0 is
〈[φφ]0|2P+|[φφ]0〉 = 6m2, (4.24)
where implicitly we have divided out the normalization (2π)2p−δ(p− − p′−) of the
external states. Mixing with higher degree two-φ states lowers the mass-squared of
the lightest two-φ state to 4m2, as one can see from the formulas in appendix D.1.
For now, we mainly want to see explicitly in a simple example that as the truncation
4In some special cases, Q− keeps subsectors within the truncation space. For instance, Q− mixes
two-particle states at degree 2n − 1 and 2n for integer n, so in the two-particle subsector Q− is
preserved by the truncation if ∆max is even and broken by the truncation if ∆max is odd.
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is lifted, the individual matrix elements of Q2+ approaches those of P+. Q+ only mixes















which does indeed approach 〈[φφ]0|P+|[φφ]0〉 at K →∞.





+ |Ψ〉, s± = 0, 1. (4.27)
which generally gives a 4-fold degenerate mass eigenvalue, if all four states are linearly
independent. When a state is annihilated by a linear combination of Q+ and Q−,
i.e. the state is a BPS state, it will be 2-fold degenerate. The truncation effects
mentioned above break the two-fold degeneracy associated with Q− so that it is only
approximate at finite ∆max. In contrast, the two-fold degeneracy associated with Q+
is exact, since for any eigenvector |Ψ〉 of P+ = Q2+, the state Q+|Ψ〉 will always be
another eigenvector with the same eigenvalue. In some special circumstances – e.g. the
two-particle sector in the free theory with even ∆max – both Q+ and Q− are preserved
exactly, and then most states have an exact 4-fold degeneracy. As an example, Fig.
4·2 shows the result for ∆max = 8 at 2- and 3-particle sectors in the free theory. The
mass eigenvalues form a discrete sample of the n-particle continuum. Interestingly, in
this case, in the 2-particle threshold there is a BPS state with only a 2-fold degeneracy,
with mass eigenvalue exactly 4m2.


































Figure 4·2: Mass-squared eigenvalues of the free theory in 2- and
3-particle sector, respectively, from diagonalizing Q2+ and P+ in the
truncated basis up to maximum degree ∆max = 8. The truncated basis
has 14 and 28 states, respectively, in each sector. The numbers in the
table are in units m2, where m is the mass of a single particle.
of the truncation on the spectrum of multi-particle states. As we show in appendix







, 0 ≤ n ≤ ∆max/2. (4.28)
From this expression, we see that the truncation has both UV and IR effects. The
UV effect is that the spectrum of two-ψ states only goes up to m2max ∼ m2∆2max, so
∆max behaves like a UV cutoff as expected. The IR effect is that the free theory
spectrum of two-ψ states near its threshold 4m2 is discretized approximately as
m2n − 4m2 ∼ m2 n
2
∆2max
. Roughly speaking, we can think of this IR truncation effect as
putting the system in a box of size ∆−2max. Once we go to strong coupling, we will see
additional IR truncation effects.
A perhaps surprising consequence of lightcone quantization is that we must intro-
duce a small chiral Z2-breaking mass 2imψψχ in order to correctly obtain the spectral
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functions of the theory. The reason is that we integrate out the nondynamical field χ
and it becomes redundant with ψ, χ ∼ mψ
∂−
ψ. However, at mψ = 0, ψ and χ decouple
in the free theory, so the χ field is essentially lost. This disappearance would seem
to conflict with the fact that one can easily think of Feynman diagrams at mψ = 0
where χ is produced – for instance, in the fermion loop correction to the φ mass.
The resolution is that the limits mψ → 0 and ∆max → ∞ do not commute: as one
takes mψ smaller, one must take ∆max increasingly large in order for the remaining ψ
modes to reproduce the discarded χ. The role of ∆max in this case is to provide a UV
cutoff on P+, through e.g. (4.28), and similar arguments would apply to any other UV
regulator in lightcone quantization.









The spectral function ρψχ is nonvanishing even at mψ = 0. However, the overlap of
the operator (ψχ)(x) with any two-fermion state [ψψ]` is proportional to mψ, since
χ only creates ψ modes through the equations of motion χ ∼ mψ
∂−
ψ. Naively, there
is a contradiction here, because the spectral function at mψ = 0 is a nonvanishing
function that is a sum over terms that each individually vanish. The resolution is
that the order of limits mψ → 0 and ∆max →∞ do not commute. To understand this












Here, x is a momentum fraction of an individual ψ in the two-ψ state, and the factor
x−2(1− x)−2 in the measure is from the norm of the ψψ states. The overlap of the
operator (ψχ)(0) with the states [ψψ]x is 〈ψχ|[ψψ]x〉 = x−1− (1− x)−1, and inserting
this in the above expression for ρψχ we obtain the correct answer (4.29). However,
it is manifest that as mψ is taken to be smaller, the contribution to the δ-function
comes from smaller x, where the energy m2ψ/(x(1 − x)) of the two-particle state is
much larger than the mass mψ. For finite truncation, then, the problem is clear: if the
mass mψ is too small, then such states are above the truncation (as for instance one
can see from (4.28). Consequently, for any finite truncation level, it is necessary to
break the chiral Z2 symmetry by at least a small amount with a fermion mass term.
Perturbation Theory
Next we consider how the truncated theory behaves at weak coupling g  1, where
we can use perturbation theory in the coupling g. The UV cutoff is determined by
the truncation as described in the previous subsection, and the resulting UV regulator
is quite different from more standard regulators. For one, it treats p− and p+ on
different footings. Moreover, lightcone energy for a massive particle is ∼ m2/p−, which
is inversely proportional to p− and therefore a UV cutoff also acts as an IR cutoff on
p−.
This aspect of the lightcone regulator leads to some perhaps surprising differences
in the UV divergences compared to more standard regulators. Because the theory is
super-renormalizable, divergences arise only at low loop order. Consider the one-loop
divergence of the fermion and boson masses:
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With a standard supersymmetry-preserving regulator, the divergences from dia-
grams a and b cancel against each other, whereas diagrams c and d are finite. However,
in a Hamiltonian formulation where one computes P+ matrix elements directly (instead
of using Q2+), one usually normal orders the quartic φ
4 interaction, so diagram a is set
to zero. Consequently, the divergence in b does not get canceled and the scalar mass
receives a divergent correction. This correction to m2φ2 breaks the Q+ symmetry, since
Q+ relates quadratic, cubic, and quartic terms in the Lagrangian (4.15) and the cubic
and quartic terms do not receive divergent corrections. In addition, the SUSY enforced
relation between the various terms also enforces that the Z2 is broken spontaneously.
Thus the correction to the scalar mass also breaks Z2 explicitly. Naively, the scalar
mass divergence also breaks the Q− symmetry, which relates the scalar and fermion
masses. But, a perhaps surprising consequence of the lightcone truncation is that the
fermion mass correction from diagram c is also divergent. Normally, such a divergence
is forbidden by chiral symmetry, but note that in the lightcone action (4.15) with χ
integrated out, the mass term ∼ m2ψ 1
∂−
ψ is actually invariant under the ψ → −ψ
symmetry! In second-order old-fashioned perturbation theory for the single-fermion









where x is the momentum fraction of φ in the φψ intermediate state. The numerator
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of this integrand is the matrix element squared |Vψ,[φψ]x|2 = g2(2− x)2 for ψ → φψ,






x(1−x) , and the factor x
−1(1 − x)−2 is the measure from the norm of the φψ
states. The integral is logarithmically divergent at x ∼ 1. The lightcone energy P+ of
the two-particle state is ∼ m2
x(1−x) , so a UV cutoff Λ+ on P+ is also an IR cutoff on
small 1− x, and the log divergence in x becomes log Λ+. As before, at finite ∆max the
truncation itself sets a UV cutoff Λ+ ∼ ∆maxm. The upshot, which we have verified
numerically, is that both the fermion and scalar mass receive a one-loop correction of
the form
δm2 ∼ g2 log ∆max, (4.32)
and moreover the Q− symmetry enforces that the divergence is the same for both.
Now let us discuss the status of these divergences when we use Q2+ to construct
the Hamiltonian. As discussed previously, although Q2+ = P+ at infinite truncation,
there is a difference between truncating Q2+ vs truncating Q+ and then squaring it.
Crucially, in the latter case, diagrams such as a are not discarded by normal-ordering
φ4. Rather, φ4 is obtained by “exchanging a fermion” between two factors of φ2 when
we compute Q2+. Since φ
4 is not normal-ordered in this case, diagram a again produces
a divergence that can cancel against the divergence in diagram b, and in fact we
expect that it must cancel since the construction P+ ≡ Q2+ manifestly preserves the
Q+ symmetry that relates the (finite) cubic and quartic diagrams to the quadratic
diagram. This expectation will be demonstrated in the numerics in later sections
through the fact that we see only very weak dependence on ∆max of the mass shift at
weak coupling.
The fact that the mass does not receive a counterterm in the P+ ≡ Q2+ construction
is remarkably useful. For one, it means that physical predictions at different ∆max can
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be directly compared as a function of coupling g without having to compensate for
the counterterm. It also means that the mass is not renormalized and therefore there
is a hope of extracting anomalous dimensions from the gap as a function of coupling.
Moreover, we do not have a full understanding of possible nonlocal counterterms that
may be induced in the subleading finite part of the divergent diagrams. Finally, if
we were to construct matrix elements for P+ directly, then as discussed above, at
large ∆max and large coupling we would have to include a counterterm and fine tune
it to restore both SUSY and the Z2 symmetry, which is cumbersome. Without the
counterterm, there would be no guarantee that we would reach the critical point
simply by scanning over g. Indeed, as we show in Fig. 4·3, in the construction based
on computing P+ directly without any additional tuning, we appear to hit a first-order
phase transition before reaching the critical point. For these reasons, our numeric
analysis at strong coupling will use the Q2+ construction unless stated otherwise.
4.3.4 Heff
One final important feature of perturbation theory is that it provides a regime
where we can explicitly compute the effect of zero modes discarded by lightcone
quantization. One can think of lightcone quantization as ‘integrating out’ p− = 0
zero modes, potentially leaving behind additional terms in a new effective lightcone
Hamiltonian Heff . To all orders in perturbation theory, a scalar with a λφ
4 interaction
generates a shift in the mass proportional to λ〈φ2〉 (46; 47; 6), and (7) argued that
the nonperturbative shift in the mass could be obtained from the perturbative shift by
comparing the Borel-resummation of the perturbation series for the mass in equal-time
and lightcone. The basic point for φ4 theory is that lightcone quantization does not
just discard the ‘normal-ordering’ piece (i.e. diagram a above) of the mass shift from
φ4, it also discards all diagrams where additional interactions are added on the loop







































Figure 4·3: Life is hard when using P+. The eigenvalues of P+ at
∆max = 18 are shown above, with the two lowest states highlighted in
red. They are (almost) exactly paired by the supercharge Q−. Near
g ≈ 0.6, states come from the top of the spectrum and rapidly go to
negative mass squared eigenvalues. This sharp drop in the smallest
eigenvalue is characteristic of a first order phase transition, which we
reach before the critical point.
However, in the supersymmetric theory, in the SUSY-preserving phase g < g∗, there are
no corrections to 〈φ2〉 as a simple consequence of SUSY preservation, since from (4.2)
we have 〈W ′(φ)〉 = h+ g
2
〈φ2〉 = 0 (48).5 This fact will be important when we extract
the critical exponent ν from the mass gap as a function of g, because a nonvanishing
Heff could spoil the relation (4.8) (and in fact does spoil it for nonsupersymmetric φ
4
theory (7; 5)).
5Note that this argument fundamentally relies on a perturbative expansion around g = 0, and so
cannot be trusted at g > g∗ on the other side the phase transition.
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4.4 Z2-breaking Phase and TIM
Next we move on from the perturbative regime to study the SGNY theory numerically
at strong coupling in our truncation framework. For each value of the dimensionless
coupling g ≡ g/m, we take our Hamiltonian (4.16) truncated at ∆max and numerically
find its eigenvalues and eigenvectors. The mass spectrum of the SGNY theory as a
function of g are just these eigenvalues, and spectral functions can be computed from
the eigenvectors using (4.12).
Because the vacuum energy is automatically set to zero in LCT, the lowest mass
eigenvalue of our Hamiltonian is the mass gap of the theory. At weak coupling, the
gap is approximately just the bare mass, and decreases with increasing coupling g
until it closes at the critical coupling g∗, where the IR of the theory is the TIM critical
point. Slightly away from the critical point in either direction, the IR theory is TIM
with a relevant SUSY-preserving deformation ε′:
LUV ⇒ LTIM − λε′ . (4.33)
where the arrow represents the RG flow from the UV to the IR. In this section, we will
focus on the range g < g∗, where the theory breaks the Z2 symmetry spontaneously
and by dimensional analysis λ is proportional to m
4/5
gap. We will discuss the range
g > g∗, where the theory breaks SUSY spontaneously and the gap remains zero, in
Section 4.5.
4.4.1 Mass Spectrum of Interacting Theory
We begin with the simplest observable, the mass spectrum as a function of the coupling,
shown in Fig. 4·4. All states come in exact pairs due to the Q+ symmetry. The lowest
eigenstate is the mass gap (shown in red). At zero coupling, the gap is just the mass
term m, and it decreases as the coupling g gets stronger. For weak coupling, the
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Figure 4·4: Mass eigenvalues of the truncated Hamiltonian Q2+ as a
function of the coupling g. We truncate the basis at ∆max = 26, which
includes 40824 states. Each mass eigenvalue is exactly 2-fold degenerate
due to supersymmetry. We highlight the lowest two mass eigenvalues
at each g with red and blue solid curves. The rest of the eigenvalues
are gray solid curves. The higher states become very dense and their
curves fill the upper right region.
next state (blue) is the threshold of two-particle states, above which we see a near-
continuum of two-particle states that is discretized due to the truncation. These states
come in approximately degenerate sets of 4 (pairs of pairs), due to the approximate
Q− symmetry.
Near g ≈ 1 the gap turns down more rapidly as the one-particle state and two-
particle continuum eigenvalues collide.6 For now, note that as we continue increasing
the coupling eventually the gap closes at g∗ ≈ 1.5. Near g∗ we have a prediction,
(4.8), that the mass gap closes as the critical exponent ν of TIM. We will study this
6 This feature is somewhat surprising. A possible explanation is that at weak coupling, the lowest
states are particles, whereas near the TIM critical point, the lowest states are massive “kinks” which
do not form bound states. In the intermediate regime, there must be a transition between bounded
particle states to a continuum of unbounded kinks. It is possible that the bound states remain stable
until they cross over the kink states.
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prediction numerically in Section 4.4.2. Note that although we expect the spectrum
to be continuous at the critical point, in our figure the first and second eigenvalues do
not reach zero at the same coupling. This is due to truncation effects, and we expect
that as the results converge to their infinite ∆max limit, the higher eigenvalues will
close at the same coupling as the lowest one.
Finally, for g > g∗ the gap fluctuates near zero, until g ≈ 2 where the spacing
become invisible. This result is in agreement with the expectation of a massless
Goldstino when SUSY is spontaneously broken.
Fig. 4·5 shows how the mass gap converges as we increase the truncation level
∆max. The gap has converged well in the small coupling regime, where the gap is set
by the single particle state which is well-separated from the more energetic continuum.
By contrast, for larger couplings beyond where the continuum states cross the one-
particle state, the gap is still visibly changing as we increase ∆max even at the highest
truncation ∆max = 28. This means it may be tricky to extract physical data from an
individual gap value at fixed g. However, the general shape of the function seems to
have stabilized and behave much better than individual mass eigenvalues.
4.4.2 Critical Exponent
Next, we zoom in to the vicinity of the critical point, on the gapped side. In the IR,
the theory flows to TIM with a relevant deformation ε′. Dimensional analysis demands
that the gap should vanish as a power law of the small parameter (g∗ − g)




where ν is the critical exponent. In this section we study the critical exponent
quantitatively from our truncation data. Recall in Fig. 4·4 the mass gap turns down
























Figure 4·5: The mass gap mgap as a function of the coupling g, at
different ∆max. At each ∆max the mass gap is a smooth function of g,
with one kink at g ≈ 1 where the continuum collides with the single
particle state. The mass gap before the collision is almost the same
for all ∆max. As ∆max increases (from red to blue), the coupling g0 at
the collision moves to the left. The critical coupling g∗ where the gap
closes also shifts to the left. The shape of the curve between g0 and g∗
deforms for small ∆max and stabilizes for large ∆max.
fit to this region. For each ∆max, we take the gap function between the collision g0
and g∗, and fit this function to a power law.
Fig. 4·6 shows an example fit to the mass gap data. We do the fit at each ∆max
and extract the critical exponent. The results are summarized in Fig. 4·7. We sketch
the procedure as follows. First, for each ∆max we scan the coupling g with a small step
size and diagonalize the Hamiltonian Q2+ at each gi, obtaining the mass gap mgap,i.
From the data {(gi,mgap,i)} we locate the beginning g0 and the end g∗ of the fit range,
and restrict the data to g0 ≤ gi ≤ g∗. We then fit the data to
mfit(gi)
2 = a(g∗ − g)2ν (4.35)
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Δmax = 28, fit
2 = 5.2 (ℊ* - ℊ)
2.48
Figure 4·6: The power law fit to m2gap as a function of g near the
critical coupling g∗ on the massive side. The blue dots are the (gi,m
2
gap,i)
data points obtained from diagonalizing the Hamiltonian Q2+ at coupling
gi. The magnitude of the error bar on the points are defined as the
change of mgap magnitude between ∆max = 26 and ∆max = 28 fixing gi.
The red curve is the best fit. The inset plot shows the same data and
fit, normalizing the best fit m2fit to 1.









Specifically, we choose to fit m2gap as a function of g. However, there is some ambiguity
in this choice, and one could instead choose to fit, say, mgap as a function of g in order
to extract ν. As a measure of the uncertainty arising from this ambiguity, in Fig. 4·7
we show the critical exponent extracted from both fitting m2gap and mgap. Note that as
∆max increases, the extracted value of ν from these two fits becomes closer, indicating
that the uncertainty of the fit is also shrinking as ∆max increases.
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Figure 4·7: The numerical fit to the critical exponent ν of the SUSY
Yukawa theory near the critical coupling. The theoretical expectation
(black dashed line) from TIM is ν = 5
4
. The best fit values (red dots)
oscillate around the theoretical prediction and approch it as ∆max
increases. The blue squares are the critical exponents extracted from
the same data using the same procedure but fitting to mgap instead of
m2gap.
Our best numerical result, at ∆max = 28, is
ν = 1.24± 0.05 . (4.37)
The central value is obtained from the best fit of m2gap(g) at ∆max = 28. The uncertainty
is estimated as the difference between the best fit value at ∆max = 28 and ∆max = 22.
We use this difference as our uncertainty because Fig. 4·7 shows that the measured
ν oscillates with a shrinking amplitude and ∆max = 22 is the nearest peak. The
difference between different ways of fitting the mass gap is also of the same magnitude.
The result is clearly consistent with the TIM theoretical expectation ν = 1.25.
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Figure 4·8: Zamolodchikov C-function at different values of g near
the critical point for ∆max = 28 (blue dots) and ∆max = 22 (red squares).
The truncation data for SGNY is compared to the IR theoretical pre-
diction for TIM from eq. (4.43) (black dashed line), which includes
the effects of the relevant deformation ε′ as well as the leading higher-
dimensional operator ∂2ε′. The value for mgap for the TIM prediction
was obtained by fitting to the ∆max = 28 data for the integrated C-
function (see appendix D.3) at each value of g, while the value Λ ≈ 10m
was obtained by specifically fitting to the data at g = 1.35.
this is interesting is that one could easily imagine obtaining ν = 1 for completely
unphysical reasons, due to the fact that we are studying a truncated system. That is,
since mgap is an eigenvalue of the finite dimensional matrix Q+, in general it should
be an analytic function in the parameter g. In fact, if we get too close to the critical
point, the gap as a function of coupling can always be series expanded around g∗
where the leading power of g∗ − g must be an integer at finite truncation. As ∆max




As mentioned in section 4.3, we can use the eigenstates |µi〉 of the truncated Hamil-
tonian to compute dynamical observables, such as the spectral functions of local
operators ρO(µ). However, because spectral functions formally correspond to a sum of
delta functions, in practice it is simpler to study integrated spectral function, which










One particularly useful operator to study in 2D is the stress-energy tensor com-





Famously, this monotonically increasing function of µ interpolates between the central
charges of the IR and UV fixed points.
For the SGNY theory, we can construct the C-function by computing the overlaps
of the mass eigenstates with the UV operator
T−− = (∂−φ)
2 + iψ∂−ψ. (4.40)
In the SUSY-preserving phase, we generically expect C(µ) to start at cIR = 0 (since
the theory has a mass gap), then increase to eventually reach the UV value cUV =
3
2
as µ → ∞. Near the critical point, though, we expect the IR behavior of C(µ) to
match that of the ε′-deformed TIM. This provides us with a concrete prediction for
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ρε′(µ) (g → g∗, µ g). (4.41)
Fortunately, the deformation of TIM by ε′ is integrable, so the theoretical prediction
for C(µ) can be computed analytically (see appendix D.2 for more details).
However, if mgap is not sufficiently separated from the UV scale g, there are
additional corrections due to higher-dimensional TIM operators, specifically those
which preserve SUSY. The leading correction comes from the descendant ∂2ε′, with
the contribution suppressed by some scale Λ,












∂2ε′ + · · ·
)
. (4.42)


























Figure 4·8 shows the truncation results for C(µ) at ∆max = 28 (blue dots) at
four different values of g near g∗, compared with the TIM prediction from eq. (4.43)
(dashed black line). The TIM prediction has two free parameters: mgap and Λ. For
each plot, the value of mgap was obtained by fitting to the data.
7 However, because
the scale Λ should be proportional to the coupling g, its value should not change by
much in these four plots. As a simple sanity check, we therefore have fit the value of Λ
using only the data at g = 1.35, obtaining Λ
m
≈ 10. As we can see, this value of Λ still
provides excellent agreement with the truncation data in the remaining three plots.
For reference, we have also provided results at ∆max = 22 (red squares), in order
to convey the level of convergence of the truncation data. At low values of µ, the data
7Specifically, the value was extracted by fitting to the integral of the C-function, which in practice
is a much smoother function (see appendix D.3).
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largely agrees with the TIM prediction, then begins to deviate as we proceed to higher
µ. This deviation towards the UV is physical, and arises because the SGNY model
is not identical to the TIM, and only flows to it in the IR. Additionally, we see that
the correction due to ∂2ε′ is significant, lowering the IR plateau away from the naive
value of cTIM =
7
10
. Again, this correction is physical, and its size is set by the ratio of
mgap with respect to g. If we had infinite IR resolution, such that we could accurately
study the theory at energies orders of magnitude below g, then this correction would
diminish, raising the plateau to the naive TIM value.
At finite truncation, we also see that the C-function has a step-like structure,
where particular mass eigenstates provide the main contributions to C(µ), leading
to discrete jumps in the function. We can smooth out these steps by integrating a
second time, which we show in appendix D.3. Doing such additional integrations not
only smooths out the spectral functions, but moreover it decreases the relative error
of the truncation result compared to the analytic result.
4.4.4 Trace of Stress Tensor
Another operator we can consider is the trace of the stress-energy tensor
T µµ = 2T+−. (4.44)
Technically, the spectral function for T+− is not an independent observable, since it is
related to the spectral function of T−− via the Ward identity
P+T−− + P−T+− = 0. (4.45)
However, the trace of the stress tensor is still useful, as it must vanish if the theory
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Figure 4·9: Integrated spectral function for the trace of the stress
tensor at different values of g near the critical point for ∆max = 28 (blue
dots) and ∆max = 22 (red squares). The truncation data was obtained
from the spectral function for T−− by using the Ward identity (4.45),
and is compared to the IR prediction for TIM (black dashed line). The
values for mgap and Λ in the TIM prediction are the same as those in
figure 4·8.
transition is described by TIM, so we therefore expect the IR behavior
T+− → 0 as g → g∗. (4.46)
More concretely, near the critical point we expect that T+− should match the spectral
function of the TIM operator ε′, with the leading correction coming from the descendant









∂2ε′ + · · · (4.47)
Figure 4·9 shows the integrated spectral function for T+− at ∆max = 28 (blue dots),
compared with the theoretical prediction from TIM (black dashed line). The values
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for mgap and Λ in the TIM prediction are the same as those used in figure 4·8. As
we can see, the spectral function clearly vanishes in the IR as mgap → 0, confirming
that the critical point is described by a CFT. The deviation from zero also matches
the TIM prediction at low energies, eventually deviating as we go to the UV. As with
the C-function, we show in appendix D.3 that the relative error compared to the
continuum prediction can be reduced by integrating the spectral function once more.
4.4.5 Universal IR Scale Due to Truncation
We have seen that the critical exponent prediction fits well to a range of mass gap
values computed numerically from LCT, and that the fit breaks down when we get
too close to the critical point. In other words, there is an IR scale beyond which the
Hamiltonian truncated at finite ∆max does not have enough resolution. We expect such
a scale since in Hamiltonian truncation we are trying to approximate a Hamiltonian
eigenstate in the IR using a finite basis. The convergence usually becomes worse
when approaching a fixed point, where the deep IR is very far from the UV. In this
subsection we would like to probe the IR scale of LCT using a simple scaling ansatz.
We consider the ratio of the observed mass gap m̃gap(∆max) and the exact mass
gap mgap ∝ (g∗ − g)ν . At finite truncation, we would like to propose that there is an
IR scale ΛIR ∼ ∆−αmax, such that below the scale mgap  ΛIR the observed mass gap,
m̃gap, is dominated by a universal function of the dimensionless quantity mgap/ΛIR.
Using our assumption for ΛIR in terms of ∆max, and the behavior of the gap mgap in
terms of the coupling near the critical point, we can write this dimensionless quantity
in terms of ∆max and g as
mgap
ΛIR
∝ ∆αmax(g∗ − g)ν . (4.48)
Above the IR scale, the observed mass gap m̃gap should approach the exact mass gap,
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so the ratio is constant
m̃gap
(g∗ − g)ν
= const , mgap  ΛIR . (4.49)
However, below the IR scale, the observed gap m̃gap will be increasingly sensitive to
IR effects. If these corrections depend on ∆max only through a universal function of
mgap/ΛIR, then we can generalize (4.49) to
m̃gap
(g∗ − g)ν
= f (∆αmax(g∗ − g)ν) . (4.50)
We check the agreement between the above two equations and our data in Fig.
4·10. The plot shows the key features that we propose. There is a clear, uniform IR
scale on the x-axis. To the right, the mass gap is above the IR scale, and the ratio
is constant. To the left, the mass gap is below the IR scale, the mass gap deviates
from the critical exponent and behaves uniformly across different ∆max. Assuming the
thoretical prediction ν = 1.25, the parameter α = 2 has the best agreement with the
universal IR behavior. In Appendix D.5 we discuss different choices of parameters and
theoretical input ν. If α is much above 2, then the IR scale does not look universal
for different ∆max, though for values between 1 and 2 the scaling collapse is not much
worse than at α = 2. This IR ansatz also has a preference for the theoretical critical
exponent ν = 1.25. Far away from ν = 1.25 there is no α that can realize both (4.49)
and (4.50).
The numerical result suggests that the IR scale is ΛIR ∼ ∆−αmax for α near 2.
Above the IR scale there may be other truncation effects that have not converged at
∆max = 28. Fig. 4·10 tells us that the IR scale as well as the critical exponent above



























Figure 4·10: Testing the scaling collapse ansatz of the IR truncation
effects. The hypothesis is that the mass gap data at different truncation
level ∆max are related by (4.49) and (4.50) above and below the proposed
IR scale (4.48), respectively. Taking the theoretical value of the critical
exponent ν = 1.25 we find from observation that the best parameter
that relates different ∆max is near α ≈ 2. First, above the IR scale
(large x-axis), the ratio (y-axis) between the mass gap and the power
law becomes constant (4.49) for all ∆max, indicating that the mass gap
is well-fitted by a power law with the correct critical exponent. Second,
below the IR scale (small x-axis) the curves for all ∆max merge to the
same behavior, indicating the truncation effect attracts the mass gap to
a universal behavior modeled by (4.50) with the parameter α ≈ 2.
4.5 Spontaneously Broken SUSY
In Fig. 4·4 we see the emergence of a massless phase as we dial g > g∗. There is a
fuzzy region at the vicinity of the TIM critical point g∗, where the mass gap is still
fluctuating. For greater g, the gap obviously vanishes, and so has the level spacing.
The IR spectrum at large coupling nearly forms a continuum. From the discussion in
Section 4.2 we expect the phase to be the SUSY-breaking Z2-preserving phase. The
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Figure 4·11: The C-function of the SUSY broken phase at g = 15.
The coupling is chosen to be far beyond the critical point, g  g∗,
where g∗ ≈ 1.5, so that the TIM critical behavior is not present. At this
coupling, the spacing between individual mass eigenvalues is smaller
than the resolution of this plot, so the plot shows continuous curves. The
blue solid curve is the numerical C-function at the largest truncation
level ∆max = 28. The red dashed curve is computed at a lower truncation
level ∆max = 22. The difference between the two curves qualitatively
reflects the convergence of the C-function at different mass scales µ. At
very large and very small µ, the result is still sensitive to truncation.
At intermediate µ, the function stabilizes between 0.4 < C(µ) < 0.6, in
agreement with the Ising model central charge cIsing = 0.5. The leading
deviation from the Ising prediction is due to the higher-dimensional
deformation TT , which can lift the asymptotic value of the C-function
above cIsing as ∆max →∞.
theory has massless goldstino, so the IR is in the same universality class as the 2D
Ising theory.
We would like to study the spectral function and compare it to the Ising model
in the IR. We first compute the C-function from the spectral function of T−−. The























































































































Figure 4·12: Integrated spectral functions for φ and φ2 at g = 15
and ∆max = 26. Note that both follow the power-law behavior µ
2 as
expected from the fact that neither φ nor φ2 creates the σ operator in
the SGNY model, and therefore both operators flow to the ε operator
from the Ising model at low energies. The spectral function Iφ(µ) has
been rescaled to more easily compare its shape with that of Iφ2(µ).
This plot indicates that for µ . 3m at this value of g, the theory has
approached the Ising model.
deformation. In the Z2-preserving phase, the theory respects two Z2 symmetries.
One is the spin Z2 symmetry, under which σ is odd and ε is even. Focusing on the
even sector, we have a second Z2 symmetry, the Kramers-Wannier duality, under
which ε is odd. It is the second Z2 that protects the fermion mass on the g > g∗ side.
The leading UV deformation that preserves both Z2 symmetries is the TT operator.
The TT deformation has a positive contribution to the T−− spectral function. The
numerical result of the C-function is shown in Fig. 4·11. At finite ∆max the truncation
effect shuts down the spectral function in the deep IR. We see that as ∆max increases




We study more operators in Fig. 4·12. As is discussed in Section 4.2, the spin
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Z2-odd operators cannot be constructed as local operators made from products of φs
and ψs in the UV. So, the σ operator should never appear in the spectral function
of such operators. In the IR fixed point, the spectral function of operators φ and φ2
should both be dominated by the most relevant operator ε. From dimensional analysis
〈εε〉 ∼ µ2hε , where hε = 12 , so the integrated spectral function should have the scaling
behavior Iε(µ) ∼ µ2. Fig. 4·12 shows that φ and φ2 both match to this behavior at
the lowest states.
In studying the spectral function in the SUSY-breaking phase we take g = 15,
which is significantly larger than the critical coupling g∗. Unlike the TIM, where we
have to tune g to the critical point, in the SUSY-breaking phase all RG flows with
g > g∗ have the same IR fixed point. The finite ∆max truncation introduces both a
UV and an IR cutoff, so we have to deal with the fact that the numerical spectrum
only has access to a finite range of the RG flow. Near the TIM critical point, it is
likely that this range will be dominated by the TIM. Therefore, we move away from
the TIM fixed point by taking g  g∗ in order to have better resolution at the Ising
fixed point.
The C-function is computed at ∆max = 28, where the plot has stabilized to show
the qualitative trend. If we would like to extrapolate the C-function to ∆max →∞,
it will require a reliable model capturing corrections to both the strength and the
position of each spectral line, which is beyond the scope of this paper. Instead, we
choose to simply show two different ∆max results to indicate how much we expect the
function to change as we increase ∆max.
4.6 Conclusion and Future Directions
Our analysis of the SGNY model represents the first application of LCT to a theory
where the UV CFT is supersymmetric, and in fact is the first application with both
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Figure 4·13: Zamolodchikov C-function at different couplings.
fermions and scalars in the UV Lagrangian. Our numeric results pass many nontrivial
checks by comparing to analytic results in different regimes of the theory. One of the
most interesting observables we compute is the C-function, shown as a function of
coupling g and scale µ in Fig. 4·13. We have seen in Sections 4.4 and 4.5 various slices
of this plot at particular values of g and confirmed its level of convergence. The color
scheme of this plot was chosen to match that of Fig. 4·1, allowing us to clearly see
how our numerical results confirm the conceptual picture presented in Section 4.2.
It is remarkable to us that the formulation used here, where we construct the
Hamiltonian by squaring one of the supercharges computed in a truncated basis, works
on both sides of the phase transition; in lightcone quantization, correctly dealing with
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changes in the vacuum from one minimum of the potential to another can be quite
subtle. It would be useful to understand whether this is a general feature of SUSY
theories, especially in higher dimensions, such that we can use supercharges to study
a wide range of phase transitions. One further advantage of using Q+ to construct
the Hamiltonian is that it allows us to avoid integrating out χ, thereby keeping all of
the interactions local.
Relatedly, we would like to study the far side of the phase transition, where SUSY
is spontaneously broken, in more detail. Near the critical point, the IR behavior
should match the integrable flow from TIM to the Ising model, for which many
correlation functions have been computed analytically (49; 50; 51). Even far away
from the critical point, however, the IR behavior should be accurately modeled by a
TT deformation of the Ising model, and it would be interesting to precisely match
this effective description to spectral functions. In addition, one could explicitly break
SUSY with a φ2 deformation, which in the IR should be equivalent to deforming the
Ising model by ε.
The numerical results in this paper relied crucially on several technical innovations
for constructing the conformal truncation basis and computing the Hamiltonian matrix
elements, which will be described in detail in (1). The methods used in a previous
paper (5), running for approximately one day, would allow only about 7000 basis
states; the highest truncation level in this work is ∆max = 28, which includes 69568
basis states. The matrix elements of Q+ are computed in series and the matrix
diagonalization is parallelized. The matrix Q+ has approximately 2 × 108 nonzero
elements. Generating the basis and the matrix elements, which is required only once,
takes one day on a desktop. For each coupling value g, exactly diagonalizing the
∆max = 28 Q+ matrix to obtain the full set of eigenvalues and eigenvectors takes two
hours on a 28-core cluster. There are a number of additional techniques that could
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be implemented in the future to improve the quality of the results from this kind
of analysis. Some improvements could come simply from increased computational
power, for instance by further parallelizations of the code. Moreover, all the numeric
computations in this paper were done in Mathematica and could potentially be sped
up by moving to a more efficient programming language.
Beyond the above, there are more conceptual improvements that could be made to
the convergence of LCT. For instance, one could potentially adapt the renormalization
techniques of (52; 53; 54; 55; 56; 57; 58; 59; 60; 61; 62; 63) to modify the truncated
Hamiltonian to include the effects of operators above ∆max. In this work, we observed
the emergence of a universal IR scale due to truncation. It would be interesting to




A.1 Fock Space Method
Once one has constructed a complete basis of primary operators, the chief compu-
tational task of lightcone conformal truncation is to determine their Gram matrix
of inner products and their Hamiltonian matrix elements. Because this task is so
central to applying LCT, over the course of this review we will describe three different
methods of increasing sophistication and speed for achieving it. The first is the “Fock
space method”, where we simply write out the states and operators in terms of their
lightcone quantization Fock space creation and annihilation operators, and integrate
over momentum space. In fact, we have already been using this approach in the
previous subsection. This method has the advantage that it is simple and familiar,
but it does not take advantage of the conformal structure of the free theory; in later
methods, we will see how to use this conformal structure to speed up the computations
significantly. In this subsection, we will simply do a few more example computations
with the Fock space approch to show how it works in more detail. For ease of reference,

















p|vac〉, [ap, a†q] = (2π)δ(p− − q−).
(A.1)
Our first example is a computation of the inner product of states. We have already
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where we have used (cf (2.33) and (2.31) )






(2π)δ(p− − p1− − p2−)p1−p2−|p1, p2〉. (A.3)
Next, consider the overlap of |(∂φ)2〉 with the following operator:
O(2) ≡ 6∂φ∂3φ− 9∂2φ∂2φ. (A.4)










6x2 − 9x(1− x)
)
= 0. (A.5)
That is, their overlap vanishes. The underlying reason for this cancelation is that the
factors 6 and 9 were chosen so that O(2) is a primary operator, and primary operators















6x2 − 9x(1− x)
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The first and second lines are from the two different ways of contracting the φs.
It will be convenient to define the Gram matrix with the momentum-conserving
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delta function factored out:
〈O, p|O′, p′〉 ≡ GOO′2π2p−δ(p− − p′−). (A.7)











Let us do one more example of an inner product, this time for a three-particle state
created by an operator of the form ∂kφ = ∂k1φ∂k2φ∂k3φ. This “monomial” operator is
not primary, but the primary operators will be written as sums over such monomials
and therefore they are basic building blocks.
We will drop the p label on the state and the − subscript on momenta p− to avoid







(2π)δ(p− p1 − p2 − p3)pk11 pk22 pk33 |p1, p2, p3〉. (A.9)
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Computations of the Hamiltonian matrix elements are similar. From (2.12), we
see that the matrix elements of P 2 = 2P−δP+ are (2π)(2p)δ(p− p′) times
M(OR)O,O′ ≡ 〈O, p|gOR(0)|O
′, p′〉. (A.12)
















Comparing to our calculation of the normalization of (∂φ)2, we reproduce (2.34).















In the last line, we have used (A.11) to set N2(∂φ)3 =
1
20(8π)2
so that the state is








dxdydz(xy + yz + zx)δ(1− x− y − z)∫ 1
0
dxdydz (xyz)δ(1− x− y − z)
= 15m2. (A.15)

































where implicitly p3, p
′




p′i = p. In any contraction of φ
4, there
is a ‘spectator’ particle from the in state and from the out state that does not get
contracted with φ4. There are 9 ways to pair such spectators, and for each of these
cases there are 4! ways to contract the φs from φ4. These contractions give
〈p1p2p3|φ4(0)|p′1p′2p′3〉 = 2p12πδ(p1 − p′1) + permutations, (A.17)






















A.2 Primary Operators and Jacobi Polynomials
This subsection contains some technical details of the Fock space construction of
primary operators, which will not be used in the remaining sections of the paper, and
can be skipped on a first reading.
For a free scalar in 2D, constructing a complete basis of primary operators is equivalent
to finding a complete basis of momentum space wavefunctions FO(p) which are
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dp1 · · · dpn
(2π)n2p1 · · · 2pn
(2π)δ(p− |p|n)FO(pi)FO′(pi). (A.20)
We can organize this basis into eigenfunctions of the conformal Casimir C, which in












Because this operator is a sum of terms acting only on pairs of particles, we can










The eigenfunctions of this operator take the general form














Γ(α + `+ 1)














The eigenvalues of these two-particle wavefunctions are
C12F(`1,`2)(p1, p2) = 2`1(`1 − 1)F(`1,`2)(p1, p2), (A.25)
which is precisely the Casimir eigenvalue of a holomorphic primary operator with
dimension ∆ = `1. Note that the Casimir eigenvalue is independent of the second
parameter `2, which simply controls the overall power of p = p1 + p2. Eigenfunctions
with `2 > 0 therefore correspond to descendants, so we can restrict to primaries
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by demanding `2 = 0, which is equivalent to requiring that the eigenfunctions are








We can use these two-particle wavefunctions as building blocks to construct the
three-particle Casimir eigenfunctions







× (p1 + p2 + p3)`2+`3P (2`1+3,1)`2
(
p3 − p1 − p2




Because the top line clearly corresponds to a two-particle primary operator and the
second line is only a function of p3 and p1 + p2, this wavefunction is an eigenfunction
of both the two-particle Casimir C12, with eigenvalue 2`1(`1 − 1), as well as the
three-particle Casimir,
C123F(`1,`2,`3)(p1, p2, p3) = 2(`1 + `2)(`1 + `2 − 1)F(`1,`2,`3)(p1, p2, p3). (A.28)
Similar to before, we can restrict to primary operators by requiring `3 = 0.
Proceeding with this same recursive construction, we can now write the general
n-particle Casimir eigenfunction


















These wavefunctions have the Casimir eigenvalues
C` = 2|`|n−1(|`|n−1 − 1), (A.31)
and can be restricted to primary operators by fixing `n = 0.
Schematically, these wavefunctions correspond to operators of the form















However, the basis of momentum space wavefunctions in eq. (A.29) is actually over-
complete, due to the fact that these states are built from indistinguishable particles.
We therefore need to restrict the full space of Jacobi polynomials to only those linear
combinations which are symmetric under the exchange of any two particles pi ↔ pj.
While there are some useful tools for improving this symmetrization procedure, in
practice we have found that it is more efficient to work directly with the local operators,
rather than construct the corresponding symmetric momentum space wavefunctions.
For the remainder of this paper, we will therefore focus on the operator construction
of basis states and matrix elements. However, the Fock space representation can often
provide a useful, conceptually simple picture when computing matrix elements or
comparing results to perturbation theory.
Appendix B
Technical Details of Lightcone
Quantization
B.1 Fourier Transforms of Correlators
In the free UV theories we consider in this work, all states are constructed from
holomorphic (i.e. left-moving) operators built from ∂−φ and ψ. In the original,
undeformed CFT of free field theory, these states thus all have zero lightcone energy,
|O, Pµ〉 ≡
∫




We can absorb this overall delta function into the normalization of our basis states,





Because these basis states are built from local operators, their inner products
and matrix elements correspond to Fourier transforms of CFT correlations functions.
Specifically, they are the Fourier transform of Wightman functions, which have a
particular fixed ordering for the local operators, to ensure well-defined in- and out-
states.






















In a CFT, the two-point function between these two primary operators vanishes unless
the two operators have the same conformal weight h, in which case the two-point




The iε prescription in this two-point function fixes the ordering of these two operators,
such that O acts after O′. To compute the inner product, we therefore need to









Once we’ve constructed an orthonormal basis of primary operators, we then need
to compute the matrix elements of the full QFT Hamiltonian in this basis. Naively,





dx−OR(x+ = 0, x−), (B.6)
However, because our free field theory basis is purely holomorphic, the states are all
annihilated by the original CFT Hamiltonian,
P
(CFT)
+ |O, P−〉 = 0. (B.7)
The only nonzero contribution to the Hamiltonian thus comes from the deformation,
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whose matrix elements are given by


















As we can see, these Hamiltonian matrix elements are diagonal with respect to the
total lightcone momentum P−. We can therefore choose to work in any reference
frame, with some fixed total P−. Factoring out this overall momentum-conserving
delta function, we can write the matrix elements in the general form
〈O, P−|δP+|O′, P ′−〉 ≡ (2π)δ(P− − P ′−)M
(OR)
OO′ (P−). (B.9)
The remaining function M(OR)OO′ (P−) is given by the Fourier transform of a CFT





(x− − iε)A(z− + iε)B(x− − z− − iε)C
=
4π2Γ(A+B − 1)PA+B+C−2−
Γ(A)Γ(B)Γ(A+B + C − 1)
,
(B.10)
where again the iε prescription ensures that the correlation function has a particular
fixed order.
B.2 Heff and the Infinite Momentum Limit
In this appendix, we review the construction of the effective LC Hamiltonian Heff to
include the effects of non-dynamical “zero modes” (i.e. particles with LC momentum
p− = 0). This prescription for Heff was initially presented in (), where interested
readers can find a much more thorough discussion of the effects of zero modes, but
here we present a brief summary of the need for an effective Hamiltonian and the
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motivation for our prescription.
The overall goal of conformal truncation is to obtain the eigenvalues and eigenstates
of the invariant mass operator M2 for any QFT obtained by deforming a CFT by one
or more relevant operators OR. In this work, we have focused on constructing the
operator M2 from the lightcone Hamiltonian P+, which is obtained by integrating the
relevant deformation over a slice of fixed lightcone time x+ ≡ 1√
2
(t+ x),
M2LC = 2P+P−, P+ ≡ P+CFT + λ
∫
dx−OR(x+, x−). (B.11)
An alternative (and perhaps more familiar) approach would be to instead construct
M2 from the equal-time Hamiltonian H, obtained by integrating the deformation over
a slice of fixed time t,
M2ET = H
2 − P 2x , H ≡ HCFT + λ
∫
dxOR(t, x). (B.12)
In both approaches, we then compute the matrix elements of M2 between momen-
tum eigenstates created by primary operators, which can be written in the general
form











The dynamical information is all contained within the functions MOO′(p, p′), while
the overall prefactors are set by the normalization of our basis states in lightcone and
equal-time quantization, respectively.
These two approaches must agree as the truncation level ∆max → ∞, since the
eigenvalues of M2 should be independent of the quantization scheme. In fact, this
equivalence appears to be quite manifest, as it was shown in () that the matrix









We can understand this relation kinematically by looking at the difference in p− at
large px,

















so the LC momentum p− is conserved in the infinite momentum limit, just as it is in
LC quantization.
Naively, it thus appears that we can think of conformal truncation in LC quantiza-
tion as simply the infinite momentum limit of ET quantization. However, there is an
important subtlety, which is most easily seen by considering old-fashioned perturbation
theory with respect to the relevant deformation. From eq. (B.14), it is clear that the
equivalence between LC and ET holds to leading order in λ. However, the quadratic














where δM is the correction to M2 due to the relevant deformation OR.
How can this be? The problem is that in summing over intermediate states, we
often need to impose a cutoff Λ on the invariant mass. In many cases, however, the
limit of taking this cutoff to infinity and taking the infinite momentum limit do not
1Note that the LHS of eq. (B.14) is independent of p−, so the matrix elements of M
2
LC in any




















This noncommutativity arises due to intermediate states whose invariant mass becomes
infinite as |px| → ∞, but whose cumulative contribution in perturbation theory remains
finite as Λ→∞. As a consequence, the eigenvalues of the naive M2LC in eq. (B.11)
do not always match the eigenvalues of M2ET. We therefore need to add a correction
to M2LC to include the contributions that are removed in the infinite momentum limit.
As a simple example, consider a free massive fermion in 2D. In the original
undeformed CFT, there are two independent massless components, which obey the
equations of motion
∂+ψ = 0, ∂−χ = 0. (B.18)






The full invariant mass operator is thus given by
M2ET = (HCFT + VET)
2 − P 2x = M2CFT + {HCFT, VET}+ V 2ET. (B.20)
In the infinite momentum limit, the contribution due to V 2ET vanishes (), which means
we can focus solely on the contribution from the linear term.
Let’s consider the resulting invariant mass for the one-particle state created by ψ.
Because ψ is strictly left-moving, it must have px ≤ 0. It therefore cannot directly
mix with the right-moving χ, which must have px ≥ 0,
〈ψ, px|VET|χ, p′x〉 = 0. (B.21)
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Figure B·1: Second-order contribution to m2ψ due to mixing with
three-particle states. In the infinite momentum limit, the invariant mass
of the intermediate state µ′2 →∞, lifting this state above any UV cutoff
and naively removing this contribution in LC quantization.
The leading contribution to the invariant mass is therefore due to mixing with three-
particle states containing two ψ and one χ, shown in figure B·1. Writing the sum over















where the intermediate invariant mass is given by
µ′2 = (|pψ1|+ |pψ2|+ |pχ|)2 − (pψ1 + pψ2 + pχ)2. (B.23)
Due to conservation of momentum, the momenta of the intermediate particles are all
fixed in terms of the incoming momentum px,
pψ1 = pψ2 = px, pχ = −px. (B.24)
We can then evaluate the intermediate matrix elements and rewrite the overall integral
2The first line of eq. (B.22) simply correponds to a sum over intermediate three-particle states
between two insertions of VET. The numerator of the second line arises from the factors of HCFT in
M2ET ⊃ {HCFT, VET}, which gives the sum of the energies of the external and intermediate states,
while the denominator is simply the difference between the invariant mass of the external state (which
in this case is zero) and that of the intermediate state, µ′2.
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where we’ve explicitly introduced the cutoff on the invariant mass of the intermediate
state.
As we can see, the mass eigenvalue for ψ comes specifically from an intermediate
state with mass µ′2 = 8p2x. If we take |px| → ∞ with fixed cutoff Λ, this state is
therefore lifted above our cutoff, such that we lose its contribution. In other words,
the naive M2LC in eq. (B.11), which is equivalent to taking the infinite momentum
limit of M2ET, has no matrix element mixing ψ with an intermediate three-particle
state and is therefore missing this contribution to m2ψ.
Before discussing how to correct M2LC to include this contribution, let’s first
understand why this intermediate state is removed in the infinite momentum limit.
In this example, the intermediate three-particle state has total momentum px ≤ 0,
due to the fact that the incoming state is created by the left-moving ψ. However, this
intermediate state contains at least one χ particle, which must have pχ ≥ 0, due to
the fact that χ is strictly right-moving (i.e. has p− = 0). In the limit px → −∞, the
right-moving χ must therefore have infinite relative momentum with respect to the
other left-moving particles, such that the total invariant mass µ′2 →∞.
This behavior is quite general, such that all states involving χ become infinitely
heavy in the limit px → −∞.3 This is simply a manifestation of the right-moving χ
becoming non-dynamical in LC quantization. From our discussion in section 2.5, we
know that we therefore need to integrate out χ to obtain an effective Hamiltonian
Heff for the remaining left-moving degrees of freedom created by ψ, to include the
3The decision to send px → −∞ simply follows from our convention of defining the LC Hamiltonian
on slices of fixed x+. If we instead took px → +∞, we would obtain an equivalent LC Hamiltonian
on slices of fixed x−, with the roles of ψ and χ swapped.
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corrections that are naively removed in the infinite momentum limit.
More generally, any state involving particles with p− = 0, whether they correspond
to a purely right-moving field χ or a zero mode of a left-moving field, become infinitely
heavy as px → −∞. While in this particular example we know how to use the equation
of motion for χ to obtain Heff, let’s discuss a more general approach, which can be
used to include the effects of zero modes in the deformation of any CFT.
This approach, initially proposed in (), involves first constructing the LC time-
evolution operator
ULC(x









where VLC is the naive LC Hamiltonian in eq. (B.11). We can then define an effective









Naively, this definition would simply recover the original Hamiltonian P+CFT + VLC.
However, as we’ll now demonstrate, there are additional contributions, coming precisely
from states which are lifted from the Hilbert space in the infinite momentum limit.
Returning to our 2D fermion example, let’s use this prescription to compute the
Heff matrix element for ψ,





〈ψ, p−|ULC(x+, 0)|ψ, p′−〉. (B.28)
We can evaluate the RHS of this expression by expanding the time-evolution operator
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as the Dyson series
ULC(x
+, 0) = 1− i
x+∫
0









2 T {[P+CFT + VLC(x+1 )][P+CFT + VLC(x+2 )]}+ . . .
(B.29)
Because ψ is purely left-moving, it is annhilated by the undeformed P+CFT, such
that we only need to consider the contributions from VLC. The first few terms in the
expansion are therefore
〈ψ, p−|ULC(x+, 0)|ψ, p′−〉 = 〈ψ, p−|ψ, p′−〉 − i
x+∫
0







2 〈ψ, p−|T {VLC(x+1 )VLC(x+2 )}|ψ, p′−〉+ . . .
(B.30)
Let’s now look at each of these terms more carefully. The first term, while nonzero,
will vanish when we take a derivative with respect to x+. The second, linear term is
zero, since VLC only mixes ψ with χ.
The third term is naively quadratic in x+, which suggests it will vanish when we
act with a derivative then take x+ → 0. However, if we look more carefully at the
four-point function in the integrand, we see that it contains a time-ordered two-point
function for χ,





2 〈T {χ(x1)χ(x2)}〉〈ψ, p−|T {ψ(x1)ψ(x2)}|ψ, p′−〉,
(B.31)
where we’ve used the independence of the two fermion modes to factorize this expression
into a product of a left-moving correlator and right-moving correlator. The time-
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ordered χ two-point function takes the form
〈T {χ(x1)χ(x2)}〉 =
−i












where P indicates the principal value. This four-point function therefore contains a
delta function in x+12, which eliminates one of the integrals, reducing this expression
to a term which is linear in x+. We thus obtain a nonzero contribution to Heff from













the equation of motion for χ: this factor corresponds to the coefficient of δ(x+) in the
χ propagator (B.32).
While it may not be immediately apparent, the δ(x+12) in this four-point function is
due to the three-particle intermediate state we considered in old-fasioned perturbation
theory, which was removed in the infinite momentum limit. In fact, a factor of
δ(x+) occurs anytime a correlator loses its spectral decomposition in LC quantization
(i.e. has finite contributions which are naively removed in the infinite momentum
limit). These delta functions in higher-point functions then give rise to contributions
to Heff, reproducing the effects of the infinite mass intermediate states that have been
integrated out.
While this discussion has been somewhat technical, the prescription for Heff
in (B.27) can be understood as simply demanding that LC quantization reproduce




where Ô indicates that this is a correlator in the deformed theory. We can rewrite
this correlator using a general LC time-evolution operator,
〈Ô(x+)Ô′(0)〉 = 〈O(0)Ueff(x+, 0)O′(0)〉,
Ueff(x










Expanding this expression as a Dyson series, we can in principle completely fix Heff
by matching the full correlator to linear order in x+.
However, this requires us to know correlation functions in the deformed theory.
Fortunately, correlation functions should be the same in any quantization scheme,
so we can also compute this correlator in ET quantization, with the corresponding
time-evolution operator









We can expand this time-evolution operator as a series in the relevant deformation,
computing the correlator perturbatively in λ. We can then fix Heff by matching to
all terms in this perturbative expansion that are linear in x+. The prescription in
eq. (B.27) can therefore be thought of as simply a matching procedure between LC
and ET quantization.
Note that while in this example we have focused on the case where an entire field
becomes non-dynamical in LC quantization, non-trivial contributions to Heff can also
arise due to zero modes of dynamical fields. For example, in 2D φ4 theory, zero modes
lead to a coupling-dependent shift in the bare mass (). However, these effects are still
captured by the general prescription in eq. (B.27), and must be included to correctly
match LC results with those in ET quantization ().
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B.3 The Fate of Vertex Operators
For a free massless scalar in 2D, there are two building blocks we can use to construct
primary operators. First, we have the conserved current Jµ ≡ ∂µφ, which we’ve used
throughout this work. However, there is also the infinite set of vertex operators
Vα(x) ≡ eiαφ(x). (B.36)
In principle, these primary operators should be included in constructing our UV basis
for free scalar field theory. However, we’ll now demonstrate that in the presence of a
mass term ∼ m2φ2 the Hamiltonian matrix elements for these vertex operator states
are all divergent, such that these states are lifted from the IR Hilbert space.
The inner product and matrix elements for vertex operators can be computed in









To compute the norm of the φn, we can use the Fock space method discussed in





dx eipx〈φn(x)φn(0)〉 = n!
2p
∫
dp1 · · · dpn
(2π)n2p1 · · · 2pn
(2π)δ(p− |p|n). (B.38)
Looking at the integrand, we see that this norm is actually logarithmically divergent,
due to the 1/pi singularities in the integration measure. We can regulate this divergence
by placing a lower bound on the momentum of each individual particle,4
ε ≤ pi
|p|i
≤ 1− ε (i = 2, . . . , n), (B.39)
4This somewhat peculiar regulator was chosen to make the evaluation of these Fock space integrals
much simpler, but the overall results will be the same with any other choice of regulator, such as
imposing a more uniform cutoff on particle momentum or placing this system in finite volume.
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Using this regulated monomial norm, we can then compute the normalization of























The ε-dependence in this norm is important for ensuring the orthogonality of distinct














we see that it vanishes as ε→ 0 unless α = β, reproducing the familiar selection rule
for two-point functions.
We can use the same approach to compute Hamiltonian matrix elements involving
vertex operators. First, let’s consider mixing between vertex operators and our basis
built from ∂φ. For example, if we compute the matrix element between the n-particle
monomial (∂φ)n and an arbitrary vertex operator Vα, we find that only the φ
n term
















dp1 · · · dpn
(2π)n2p1 · · · 2pn
















While the Fock space integral is logarithmically divergent, the normalization of the
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vertex operator causes this expression to vanish as ε → 0 for α > 0. This behavior
holds for all matrix elements between states built from ∂φ and those built from vertex
operators, such that there is no mixing between the α = 0 sector and vertex operators
in the presence of a mass term (as well as higher φn interactions). We can therefore
safely consider the states built from ∂φ as an isolated system, with no effects due to
vertex operators, as we have in this work.
We also can consider mass term matrix elements between vertex operators, which







dp1 · · · dpn





























As we can see, this matrix element diverges as ε→ 0, even after properly normalizing
the external states. This behavior also holds for all states created by acting on Vα
with factors of ∂φ. We therefore find that in every vertex operator sector (except
α = 0) the mass term matrix elements are all divergent as ε→ 0.
These divergent matrix elements lift all states created by vertex operators, removing
them from the low-energy Hilbert space and leaving only states created by ∂φ, which
is the set of states used in this work. This behavior is perhaps not too surprising,
as vertex operators are all built from φ, and the equation of motion ∂+∂−φ = m
2φ
restricts φ to no longer be an independent degree of freedom. The removal of vertex
operators from the massive scalar Hilbert space is analogous to the restriction to
Dirichlet states for fermions.
It is important to note that vertex operators are only lifted from the Hilbert space
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because we are considering relevant deformations (i.e. φ2) which completely break
the shift symmetry φ → φ + c. However, if we instead considered a theory such
as sine-Gordon, vertex operators with the appropriate periodicity would have finite
matrix elements, such that they remain in the Hilbert space.
Appendix C
Radial Quantization Method Technical
Details
In this appendix, we discuss some of the details of the manipulations required to
evaluate the matrix elements using radial quantization techniques. First, we show how
to reduce the integrals over positions to a single contour integral, as in (3.47).
We begin with a general formal argument, where we will be cavalier about conver-
gence and behavior of the integrand at infinity. This will allow us to get to the result
quickly, after which we will rederive it more carefully in various examples. Start with








′z)(x− z − iε)−aF
(
x− y − iε
z − y + iε
)
. (C.1)
The iε prescription was determined in 2.76. Change coordinates from x, y, z to (w, y, z′)
according to
z = z′w + y, x = z′(w − 1) + y. (C.2)
The new form of the integral I is
































The above formula agrees with (3.47) after we specify the w contour.
In our applications, F (w−1
w
) as a function of w just has poles at w = 0 and w = 1,
or branch cuts from w = 0 to −∞ and w = 1 to ∞. In these cases, the w contour can
be determined quickly as follows. Do the change of variables in stages, first eliminating
y by a translation, then taking z = z′ + x, and then taking x = z′(w − 1). The z
integral along the real axis becomes the z′ integral along the real axis, which has a
branch cut starting at iε and a pole (or branch cut endpoint) at −iε. This pole is
turned into a pole in w by the second change in variables, so the z′ integral has only
the branch cut and its integration is performed explicitly above. The x integral has
a pole (or branch cut endpoint) at iε and at −z′ − iε, so its integral along the real
axis runs between these two poles. When we do the last change of variables, the x
integral between these two poles becomes a w integral between the poles (or branch
cut endpoints) at 0 and 1.
In the following example, we will see how to rederive this result for a scalar mass
term by reducing the integral to a sum over terms of the form a general CFT three-
point integral formula (2.76) where we were careful about the iε prescription and the
resulting contours. For the remaining applications, we will apply (C.4) directly.
Scalar Mass Term




















The advantage of this expansion is that each term decays at y →∞. Applying the
































′−3Γ(n+ n′ − 1)





















(1 + z)k. (C.7)




























Γ(n+ n′ − 1)
Γ(n)Γ(n′)








z + z′ + zz′






((1− w−1)k − 1)((1− w′−1)k′ − 1)
1− w − w′
(C.9)
where z = −w−1, z′ = −w′−1. Finally, we deform the w′ contour away from the origin
until it wraps the pole at w′ = 1− w from the denominator. In this way we obtain
the contour integral on the RHS of (3.47).
Scalar φn Interaction
We also want to generalize our treatment of the scalar mass term to a φn interaction





























in radial quantization by inserting the mode decompositions of
the monomials and the φ(yi)s. The result is a sum over terms where the creation/anni-
hilation operators from the ∂φs contract with the creation/annihilation operators from
the external states. For any contribution, let s the number of annihilation operators
coming from ∂φs and n− s be the number of creation operators. By symmetrizing
the φs, we can take the annihilation operators to come from ∂φ(yi) with 1 ≤ i ≤ s,
and the creation operators from ∂φ(yi) with s+ 1 ≤ i ≤ n, and multiply by n! for the











































(yi) becomes an individual term in G(∂φ
n)
k,k′






















−ki 1 ≤ i ≤ s
k′i s+ 1 ≤ i ≤ n
. (C.14)




means the sum over all choices of a subset {ki} of k and a subset {k′j}
of k′, such that k and k′ are the same after removing the subsets, and moreover the the total number
of ks in {ki, k′j} is n. For each such choice of subsets, s is the number of ks in {ki}.
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To obtain the contribution to the Hamiltonian matrix elements, we integrate over y
and Fourier transform with respect to x and z. As with the mass term, we can use
(C.4) or apply the binomial expansion to each term in the product above, integrate






















To obtain the full matrix element for the primary states, we sum over these individual
contraction terms.
For any individual φn, we can In the case of φ4, we can evaluate the contour
integral as a function of the ais by expanding out the products and grouping them
together into a sum of terms of the form (3.49) we saw for the case of the scalar mass
term. For instance, for n = 4 with a1, a2 > 0 and a3, a4 < 0, we can group together
the positive ai terms as
(va1 − 1)(va2 − 1) = (va1+a2 − 1)− (va1 − 1)− (va2 − 1), (C.17)
and similarly for the negative ai terms. So for this case, the product in (C.16) reduces
to a sum over nine terms, each of which is of the form (3.49) that we evaluated to be


























In words, the above equation says that for every possible subset of the positive ais and
of the negative ais, take the minimum of the sum over the elements in the positive
subset and of the sum over (minus) the elements in the negative subset, multiply by
an overall minus sign if the total number of elements from both subsets combined is
odd, and then sum this quantity over all such subsets.
Fermion Mass Term
When we apply radial quantization to fermions, we treat ∂ψ as a h = 3
2
primary
operator. Consequently, we must integrate ∂ψ to obtain ψ in any interaction term.
Additional integrations are typically required because in lightcone, we integrate out
the chiral field χ ∼ (m/∂)ψ. As our first example, we consider the fermion mass term
∼ m2ψ∂−1ψ.








































Inserting this mode expansion into G(∂ψ
n)
k,k′













































where (−1)σ({ki},{k′j}) keeps track of the number of times we have to anticommute the
bk, b
†







(yi) becomes a term in G(∂ψ
n)
k,k′

















)bi (x− z) 32







−ki − 1 1 ≤ i ≤ s
k′i s+ 1 ≤ i ≤ n
. (C.23)
Each yi variable can be integrated in closed form to turn the ∂ψs into ψs. We choose
the integration constant so that the correlator decays like y−2i at yi → ∞. This
behavior at infinity follows from the fact that we use only Dirichlet basis states for
the fermion external operators, and 〈ψ(y)∂ψ(z)〉 decays like y−2 at large y in the free
theory. The structure of the result is clearer if we define
g
(ψ)
b (v) ≡ (−1)
bv
b(b(v − 1)− 1) + 1√
2b(b+ 1)
. (C.24)


















We can eliminate the strange asymmetry between ki and k
′









Using this identity, we can write G(ψ
n)
{ki},{k′j}


























To construct the mass term ∼ ψ 1
∂
ψ, we need to do another integration on one of
the ψs. This integration can also be done in closed form, and 1
∂




























−1). The result of integrating one of the yis to turn
ψ(yi) into ∂

















in (C.27), where the sign is
(−) for i ≤ s and (+) otherwise.
























We have taken y1 = y2 = y. By equivalent arguments to those for scalar operators,


























This last contour integral can be done explicitly, using a similar argument to the one
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where kmin = min(k, k
′), kmax = max(k, k
′).
Yukawa Interaction
So far, we have seen how to integrate the radial mode expansions of ∂φ and ∂ψ to
make φ and ψ, as well as 1
∂
ψ, inside correlators. A new complication arises when we





where we have to integrate the product φψ. For certain contractions, this integration
produces branch cuts as a function of the variable w from (C.4), whereas up until
now we have only had to deal with poles. Our strategy will be to separate out the
poles from the branch cut, which generally is due to a logarithm, and deal with each
separately when we integrate
∫
dxdydzei(Px−P
′z) to get the LC matrix elements.
First, we discuss how to do the 1
∂
integration in the interaction term itself. We





















We dropped the (k′ + 1) and (k + 1) terms from the g(
1
∂ψ) functions because they are killed by the
derivative ∂w, which can act to the left or to the right using integration by parts. As with the scalar
mass term, this last expression is symmetric under k ↔ k′ so we may take k′ ≤ k without loss of




























can compute matrix elements of
φ(y)ψ(y)φ(y′)ψ(y′) (C.35)
using the methods in the previous subsections; each individual contraction of radial































where si = ± depending on whether the contraction was to the left or the right. The
function g
(ψ)
k was given in (C.24) and g
(φ)




to integrate with respect to y′ and then set y′ = y. The integration constant should
be chosen to subtract off the value at y′ → ∞. 4 It is convenient to switch to the
variable w that we have been using above,
w ≡ y − z
x− z

















(v′s4) , v = 1− w−1. (C.38)
Now we are supposed to integrate with respect to w′ and set w′ = w after choos-







(v′s4) falls off like w′−3 at infinity, its integral then decays like w′−2 at
4This prescription for the integration constant follows from the origin of 1∂ . It is produced by the
χ propagator when we integrate out χ, and in momentum space we take the propagator to be the
principal value part PV 1p = Re
1
p+iε . Physically, we are removing χ as a degree of freedom from the
theory since the imaginary part of the propagator is exactly the spectral weight due coming from the
state χ. Fourier transforming
∫
dpeip(y−y
′)PV 1p ∼ sign(y − y
′), we see that the y′ integral is of the
form
∫∞
−∞ sign(y − y
′)f(y′) = F (∞) + F (−∞)− 2F (y), where F is the indefinite integral of f . In
most of the cases we will encounter, F (∞) = F (−∞). In some cases, F (y) will contain logs, and one
must be more careful about “the value at infinity”.
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infinity.
In general, the w′ integral can be done in closed form and written in terms of
hypergeometric functions, but with a little more work we can beat the integrand into
a more useful form where we separate out the power law pieces from the log pieces






(v′s4) is a sum over a finite number of
















The logarithm comes from the n = 1 terms r0,1 = r1,1, where equality follows from the
fact that the above vanishes like w′−2 at infinity. The remaining terms integrate to
poles, which can be grouped back into a sum over integer powers of v′. Performing


















































−k3 log(−v) s3s4 = −1 and k3 ≤ k4
0 otherwise
, (C.41)
where k = s3s4k3 + k4, sk and ` are given by
if k ≥ 0, then sk = 1, ` = k (C.42)
else sk = −1, ` = −k − 1 , (C.43)
5The sign inside log(−v) arises from doing the principal value 1∂ integral with the appropriate iε
prescription.
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The last step is to integrate
∫
dxdydzei(Px−P
′z). When we multiply g(
1
∂







(vs2) to get the integral, we get a sum over terms that are all either
integer powers of v or integer powers times a log, i.e. vk log v. We have already
seen how to deal with integer powers, so we just have to understand how to deal
with the log terms. The log term log(−v) = log(1−w
w
) has a branch cut from w = 0
to −∞ and a branch cut from w = 1 to +∞. The w integration contour passes
between these two branch cuts. The integral of vk log(−v) along this contour diverges.






(vs2) vanishes at v ∼ 1 like (1− v)2







with vk − 1 − k(v − 1), i.e. with the first two terms of its series expansion around








k − 1− k(v − 1)), (C.45)

















where Hk is the k-th harmonic number. For the purposes of evaluating the integrals
over the vk log v terms, we can therefore apply the rule∮
dw
2πi
vk log(−v)→ I(k). (C.47)
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Having sorted out the nonlocal piece of Yukawa coupling generating functional,
the next step is to put back the rest of the Yukawa term φψ, perform the contour
integral and obtain a formula in terms of ki’s and si’s. Given the form of (C.41), it is
efficient to compute the formula of the following building blocks





































and recycle these formula for different parts of (C.41) by substituting combination of




k (v) and g
(H)
k (v) piece to be
always positive, since one can expand the contour to infinity, which is regular, and
capture the pole at w → 1 instead of 1, then redefine w → 1− w (thus v → 1
v
) to flip





















Now let’s get a formula for each building blocks of (C.48) - (C.50):








k(k − 1)Θ(k − 1) . (C.52)
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=kvk1s1 − kvk1s1+1 − vk1s1+1 + vk1s1+k+1 + kvk2s2 + kk2vk2s2 − kvk2s2+1
− kk2vk2s2+1 − k2vk2s2+1 − vk2s2+1 + k2vk2s2+k+1 + vk2s2+k+1
− kvk1s1+k2s2 − kk2vk1s1+k2s2 + kvk1s1+k2s2+1 + kk2vk1s1+k2s2+1
+ k2v
k1s1+k2s2+1 + vk1s1+k2s2+1 − k2vk1s1+k2s2+k+1 − vk1s1+k2s2+k+1
− kk2vk2s2+s2 + kk2vk2s2+s2+1 + k2vk2s2+s2+1
− k2vk2s2+k+s2+1 + kk2vk1s1+k2s2+s2 − kk2vk1s1+k2s2+s2+1
− k2vk1s1+k2s2+s2+1 + k2vk1s1+k2s2+k+s2+1 − vk+1 + kv − k + v,
(C.53)
and use the elemental integral term by term to get a big conditional expression
as follows:
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(s1, s2) 2× gY,1(k, k1, k2, s1, s2)
(++) 0
(−+)
(k − k1) (k − k1 + 1) k ≥ k1
−k (k1 − k2) (k1 − k2 + 1) (k2 + 1) k2 ≥ k1 + 1
(k2 − k1) (−k1 + k2 + 1) (2k2k + k + k2 + 1) k2 ≥ k1
− (k2 + 1) (k − k1 + k2) (k − k1 + k2 + 1) k + k2 ≥ k1
−(k + 1)k2 (−k1 + k2 + 1) (−k1 + k2 + 2) k2 + 1 ≥ k1
k2 (k − k1 + k2 + 1) (k − k1 + k2 + 2) k + k2 + 1 ≥ k1
(+−)
(k − k2) (k − k2 + 1) (k2 + 1) k ≥ k2
− (k1 − k2 − 1) (k1 − k2) (2k2k + k + k2) k1 ≥ k2 + 1
(k + 1) (k1 − k2) (k1 − k2 + 1) (k2 + 1) k1 ≥ k2
(−k2 − 1) (k + k1 − k2) (k + k1 − k2 + 1) k + k1 ≥ k2
− (k − k2 − 1) (k − k2) k2 k ≥ k2 + 1
k (k1 − k2 − 2) (k1 − k2 − 1) k2 k1 ≥ k2 + 2
(k + k1 − k2 − 1) (k + k1 − k2) k2 k + k1 ≥ k2 + 1
(−−)
−k(k + 1) True
(k − k1) (k − k1 + 1) k ≥ k1
(k − k2) (k − k2 + 1) (k2 + 1) k ≥ k2
− (k2 + 1) (−k + k1 + k2 − 1) (−k + k1 + k2) k ≥ k1 + k2
− (k − k2 − 1) (k − k2) k2 k ≥ k2 + 1
(k − k1 − k2 − 1) (k − k1 − k2) k2 k ≥ k1 + k2 + 1
(C.54)
The way to read this table is, for any (s1, s2), go to the corresponding cell; then,
add up every term in that cell for which the inequality holds true.
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=− (k − Σ(k, p)) Θ(p) , (C.55)





. This translates the v powers with the rule
vp 7→ − (k − Σ(k,−p)) Θ(−p) , (C.56)













(vs2) =− vk1s1 − k2vk2s2 − vk2s2 + k2vk1s1+k2s2 + vk1s1+k2s2
+ k2v
k2s2+s2 − k2vk1s1+k2s2+s2 + 1 (C.57)
into a table
(s1, s2) gY,2(k, k1, k2, s1, s2)
(++) 0
(−+)
k − Σ (k, k1) True
− (k2 + 1) (k − Σ (k, k1 − k2)) k2 ≤ k1
k2 (k − Σ (k, k1 − k2 − 1)) k2 + 1 ≤ k1
(+−)
k − (k2 + 1) Σ (k, k2) + k2Σ (k, k2 + 1) True
− (k2 + 1) (k − Σ (k, k2 − k1)) k1 ≤ k2
k2 (k − Σ (k,−k1 + k2 + 1)) k1 ≤ k2 + 1
(−−) −Σ (k, k1)− (k2 + 1) Σ (k, k2) + k2Σ (k, k2 + 1)
+ (k2 + 1) Σ (k, k1 + k2)− k2Σ (k, k1 + k2 + 1) + k
(C.58)
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 = k (1−H|k|) . (C.59)
to get
gY,log(k1, k2, s1, s2) =
k1 (Hk1 −Hk1+k2) (s1, s2) = (+,+)
k1Hk1 + (k1 − k2 − 1) k2H−k1+k2+1
+ (k2 + 1) (k2 − k1)Hk1−k2 + k2
(s1, s2) = (+,−)
k1 (−Hk1) + (k1 − k2) (k2 + 1)
Hk1−k2 + k2 ((−k1 + k2 + 1)H−k1+k2+1 − 1)
(s1, s2) = (−,+)








(vs2) with (C.41) and apply our building blocks (C.48) - (C.50),







gY,1(`; k1, k2, s4sks1, s3s4s2)− gY,1(k3; k1, k2, s3s1, s3s2)
)
− s3 gY,2(k3; k1, k2, s3s1, s3s2)− s4 gY,2(k4; k1, k2, s4s1, s4s2)
+ sks4 gY,2(`; k1, k2, s4sks1, s4sks2)
+

k3gY,log(k1, k2, s1, s2) s3s4 = −1 and k3 ≤ k4
0 otherwise
(C.61)
and formulas (C.54), (C.58) and (C.60) for gY,1, gY,2 and gY,log respectively.
Finally, we also have to obtain the formula for the φψ 1
∂
ψ Yukawa factor. Fortu-
nately, by inspection, this factor is just the term gY,1 from (C.48) that we have already
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evaluated in (C.54)! That is,
gφψ 1
∂
ψ(ki, si) = gY,1(k3, k1, k2, s1, s2), (C.62)
where k3 is the external leg contracted with
1
∂ψ
from the interaction, k1 is contracted
with φ, and k2 is contracted with ψ. The sign s1 is positive (negative) if φ is contracted
in the same (opposite) direction as 1
∂
ψ is; the analogous statement holds for s2 and
the direction ψ is contracted.
Appendix D
Technical Details of SGNY Model
D.1 Free and Perturbative Theory Details
Here we provide some details of the LCT calculations done for small (n ≤ 2) particle
number in the free theory and in perturbation theory. First, we quote the result for
the wavefunctions for two-particle [φφ], [ψψ], and [φψ] primary operators. Particle
states satisfy
|p1, . . . , pn〉 =
√
2p1 . . . 2pna
†
p1
. . . a†pn|0〉. (D.1)
with 〈p|p′〉 = (2p)(2π)δ(p− p′). The momentum space wavefunctions f(p1, . . . , pn) for
an operator O are defined by
〈p1, . . . , pn|O(0)〉 ≡ p1 . . . pnfO(p1, . . . , pn). (D.2)





k (p1) = P̂
(1,1)
k (1− 2p1) , k = 0, 2, 4, . . .
[ψψ]k : f
(ψψ)
k (p1) = P̂
(2,2)
k (1− 2p1) , k = 1, 3, 5, . . .
[φψ]k : f
(φψ)
k (p1) = P̂
(1,2)
k (1− 2p1) , k = 0, 1, 2, . . . . (D.3)
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where we have eliminated p2 by using p1 + p2 = p = 1 in our momentum frame, and
P̂
(α,β)











Γ (k + 1) Γ (k + α + β + 1) Γ (2k + α + β + 2)
Γ (k + α + 1) Γ (k + β + 1) Γ (2k + α + β + 1)
. (D.5)
Here, N is a constant prefactor that can be absorbed into the normalization of the






dxx(1− x)f (φφ)k (x)f
(φφ)






dxx2(1− x)2f (ψψ)k (x)f
(ψψ)






dxx(1− x)2f (φψ)k (x)f
(φψ)
k′ (x) = δkk′ ,
(D.6)
Matrix elements, exact spectrum and ∆−2max IR scale, spectral functions.










k′ (x) = 2m
2
√
(km + 1)(km + 2)
(kM + 1)(kM + 2)
















(km + 1)(km + 3)
(kM + 1)(kM + 3)








dxx(1− x)f (ψψ)k (x)f
(ψψ)





(5 + 2k)(5 + 2k′),(D.7)
where km = min(k, k
′) and kM = max(k, k
′).
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The characteristic polynomial of the two-fermion mass matrix M truncated at
k ≤ ∆max is

























and the mass-squared spectrum m2n = m
2xn is given by the zeros xn of this polynomial.
We can obtain the spectrum at large ∆max through a useful asymptotic relation for
the Jacobi polynomials:































It is easy to solve for the values of θ for which the leading term at large n vanishes.









For reference, we also provide the following expressions for the overlaps for some
states and operators discussed in the main body of the paper. First, the overlap













(k + 1)(k + 4)(2k + 5)
(k + 2)(k + 3)
.
(D.11)
This overlap enters in the calculation of the spectral function ρψχ for ψχ in the free
theory. Second, the matrix element of the interaction φψ 1
∂
ψ between a single-fermion
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(k + 1)(k + 2)(k + 3)
(
k + 2 + (−1)k
)2
. (D.12)
This matrix element enters into the calculation of the divergence in the shift in the ψ
mass at second order in perturbation theory.
D.2 TIM Form Factors
The phase transition between the Z2-breaking and SUSY-breaking phases of the SGNY
model is in the same universality class as the tricritical Ising model. In the vicinity of
this critical point, we thus expect the IR regime to correspond to a deformation of
TIM by its only relevant, SUSY-invariant scalar: the vacancy operator ε′,
SIR ≈ STIM + λ
∫
d2x ε′(x). (D.13)
This particular deformation of TIM is integrable, and falls into a general class of
integrable deformations of minimal models by Φ1,3 Virasoro primaries (64; 43). For
λ > 0, the RG flow preserves the spin-reversal Z2, but SUSY is spontaneously broken,
resulting in a massless theory described by the 2D Ising model in the IR (65). For
λ < 0, however, SUSY is preserved, but now Z2 is spontaneously broken, with three
degenerate ground states. The spectrum of this theory contains massive “kinks”
connecting the different ground states, whose S-matrix is described by the restricted
solid-on-solid (RSOS) scattering theory (66). These kinks do not form bound states,
so in the sector with periodic boundary conditions, the lowest states in the spectrum
correspond to the continuum of unbound kink-antikink states.1
1This spectrum was studied numerically in (67; 68).
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The spectral functions of local operators in the deformed theory can be expressed




O (θ1, . . . , θn) ≡ 〈Ω|O(0)|θ1, . . . , θn〉, (D.14)
where θi is the rapidity of a single (anti)kink. For a given operator O, the spectral








dθ1 · · · dθn
(2π)n
(2π)2δ2(P − p1 − · · · − pn)|F (n)O (θ1, . . . , θn)|
2. (D.15)
This sum over multi-kink states converges very rapidly, so in practice we can
accurately approximate the spectral function by only including the first contribution
in this sum (this was demonstrated explicitly for the case of TIM in (45)). For local
operators such as the stress-energy tensor, the first contribution to these spectral
functions comes from kink-antikink states (n = 2). The associated form factor is only
a function of the difference in rapidities, which we can write in terms of the kink mass
mkink ≡ mgap2 and total invariant mass µ as








The resulting approximate spectral function (where we neglect contributions from
higher-kink states) thus takes the form
ρO(µ) ≈






We just need to compute the kink-antikink form factor F
(2)
O (θ), which can be fixed by
analyticity, unitarity, and crossing symmetry (see (69) for a thorough review of such
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methods).





































In practice, this integral can be evaluated numerically for a range of values of θ, in
order to obtain the resulting spectral function.
This kink-antikink form factor was used to compute the TIM prediction for
the integrated spectral function of T+− in figure 4·9 (black dashed line). Via the













shown in figure 4·8 (black dashed line).
While we have technically only included the leading contribution to the spectral
function for these TIM predictions, we can check the validity of this approximation by
looking at the asymptotic behavior of C(µ) in the UV, finding
C(µ) ≈ 0.69 (µ→∞), (D.21)
compared with the exact value of cTIM = 0.7. We thus see that all higher-kink
contributions provide at most a percent-level correction to the TIM spectral functions.
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Figure D·1: Integrated spectral function I(µ) and doubly-integrated
spectral function I(2)(µ) for the operator ψχ in the free massive theory,
where the spectral function in the continuum is ρψχ(µ) ∝ (1−4m2/µ2)1/2.
The truncation result at ∆max = 30 is the black solid line, and the
continuum result is shown in red dashed line. The relative error δI ≡
Itrunc/Ianalytic − 1 is shown in the inset.
D.3 Doubly-Integrated Spectral Functions
The spectral functions computed in a truncation framework generally have unphysical
discontinuities due to the fact that often they are trying to approximate continuous
spectra with discrete ones. This fact is most apparent in the spectral functions
themselves, which strictly speaking are sums over isolated delta functions for any finite
truncation despite the fact that in the continuum limit most of these delta functions
merge to form continuous functions. Integrating at least one time is necessary in order
to even plot the truncated spectral functions. Integrating additional times has the
advantage that not only do the resulting spectral functions become more smooth, but
they generally also have reduced relative errors compared to the multiply-integrated
spectral functions of the continuum theory.
As a simple example of this feature, consider the spectral function for the operator
ψχ in the free massive theory. The analytic result is eq. (4.29). To compute the result
in truncation, we find the eigenvalues of the mass matrix (2P+)
(ψψ) for two particle
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ℊ /  = ����
���� ����� μ / 
Figure D·2: Integrated C-function, as defined in eq. (D.23). Main
plots: integrals of the truncation data and theoretical TIM prediction
from figure 4·8. Insets: ratio of the truncation data at ∆max = 28 (blue
dots) and ∆max = 22 (red squares) to the IR theoretical prediction
(black line). The values of mgap for the theoretical prediction were
determined by fitting to the data.
given in (D.11), and compute the spectral function according to the general spectral













respectively, are shown in Fig. D·1, and compared to the analytic results. The relative
error of the doubly-integrated spectral function is significantly reduced compared to
the integrated spectral function.
Next, we show similar additional integrations for some spectral functions in the
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ℊ /  = ����
���� ����� μ / 
Figure D·3: Double-integrated spectral function for T+−, as defined in
eq. (D.24). Main plots: integrals of the truncation data and theoretical
TIM prediction from figure 4·9. Insets: ratio of the truncation data at
∆max = 28 (blue dots) and ∆max = 22 (red squares) to the IR theoretical
prediction (black line).





Figure D·2 shows the truncation results for C(2)(µ), again compared to the TIM
prediction. As we can see, these results are much smoother, and agree with the
theoretical prediction to within a few percent, as we can see from the ratio shown in
each inset. It is worth reiterating that the results in figure D·2 are simply the integral
of the results in figure 4·8. While taking this integral adds no new information, it
allows us to see more clearly how well our truncation results match the TIM prediction
at low energies. We can also easily see the scale at which the SGNY results deviate
from the TIM description in the UV.
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Similarly, we can smooth out the truncation data somewhat for the spectral









Figure D·3 shows this double-integrated spectral function, again compared to the TIM
prediction. The ratio of the truncation data to the theoretical curve is shown in the
insets, where we can see that the values agree to within roughly 25%. The reason this
error is much larger than in figure D·2 is that T+− is going to zero, so the numerical
value for its spectral function is orders of magnitude smaller than that of T−−.
D.4 Convergence of Mass Eigenvalues
In Section 4.4.1 we briefly discussed the convergence of the mass gap. We treated the
mass gap at different values of g collectively and measured the change of the curve
mgap(g) due to ∆max. This strategy is useful in extracting the critical exponent. We
would like to also study the convergence of individual mass eigenvalues.
We study each mass eigenvalue as a function of ∆max at fixed g. At ∆max →∞,
the eigenvalues should converge to constants. For sufficiently large ∆max, the shift due
to truncation should fall off as a power law of 1/∆max. Based on the behavior of Fig.
4·4 and Fig. 4·5 we expect
• The convergence at small coupling g is better than at large g. For each eigenvalue,
its convergence is better before the collision with the continuum than after the
collision.
• As g increases, the continuum states start colliding with the lower spectrum
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Figure D·4: The convergence of the first (red circle) and second (blue
diamond) lowest mass eigenvalues at strong couplings g = 0.85 (left plot)
and g = 1.25 (right plot). The plot shows the eigenvalues at fixed g as a
function of 1/∆max. The insets of the plots zoom in to each individual
eigenvalue to show the dependence on 1/∆max. The dashed trend lines
are linear fits of the last 4 points. At the smaller coupling, g = 0.85, both
eigenvalues have converged well. At the larger coupling, g = 1.25, which
is close to the TIM critical point, both eigenvalues are still changing
as a function of ∆max. The lowest eigenvalue at g = 0.85 has a clear
linear dependence on 1/∆max. The others have slower convergence rates.
The changing slope may suggest that the dependence on 1/∆max has
a different power, or the dependence is linear but the slopes have not
converged to constants.
In Fig. D·4 we take the lowest two mass eigenvalues (the red and blue curves in Fig.
4·4) as an example of the spectrum. We pick g = 0.85 as an example of the regime
where the second state has merged into the continuum and the first state has not
collided yet, and we pick g = 1.25 as an example of the regime where both states have
merged into the continuum. We plot each mass eigenvalue as a function of 1/∆max.
The result matches our expectation. The shift due to truncation is smaller at g = 0.85
than at g = 1.25. In addition, the shift of the first mass eigenvalue at g = 0.85 fits to
a linear law of 1/∆max. In all of the other 3 cases, the convergence are worse. It is
unclear from the data whether the fall-off of the truncation effect for the states in the
continuum obeys a different power law, or ∆max is not sufficiently large for the power
law to dominate.





















































Figure D·5: Testing the universal IR scale model with different
parameters. Fixing the critical exponent at the theoretical value, we
plot the function with parameter α = 1 (upper left), α = 2 (upper right)
and α = 3 (lower left). Compared with α = 2, α = 1 has moderately less
universal behavior across different ∆max in the IR region (small x-axis),
while α = 3 clearly does not have universality. Fixing the parameter
α = 2 we also consider a different critical exponent, ν = 1 (lower right).
Compared with ν = 1.25, there is no universal IR behavior in the small
x-axis region and the ratio is also not constant above the IR scale (large
x-axis).
exponent at each ∆max works, even before the mass gap has converged. If the truncation
effects between different g were uncorrelated, we would have no choice but to wait
until mgap(g) at all g have converged. In fact, it is likely that the truncation effects
modify the physical observables in a universal manner that depends only on a mass
scale set by ∆max. We discuss this in detail in Section 4.4.5.
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D.5 Parameter Dependence of the IR Scale
In Section 4.4.5 we briefly mentioned that the universal IR scale model prefers the
parameter α = 2 and ν = 1.25. In this appendix we provide the details by contrasting
the prefered parameters with more general choices and argueing how the analysis




∝ ∆αmax(g∗ − g)ν . (4.48)
and we measure the behavior of the quantity m̃gap
(g∗−g)ν
which has the meaning of the
ratio of the observed (truncation modified) mass gap to the true mass gap. We expect
the relationship to be
• When the mass gap is above the IR scale (∆αmax(g∗ − g)ν large), and the ratio is
constant.
• When the mass gap is below the IR scale (∆αmax(g∗ − g)ν small), the mass gap
deviates from the critical exponent and behaves uniformly as a function of the
variable (4.48) across different ∆max.
In Fig. D·5 we try different combinations of α and ν in the Universal IR scale
model. We try two different values above and below the chosen parameter α = 2, and
the plots show the IR universality is not as good as α = 2. We also find that the
model weakly prefers ν = 1.25. In particular we would like to contrast it with ν = 1.
The plot of ν = 1 fails to realize both features. First, the ratio is not a constant
above the IR scale, suggesting ν = 1 does not fit the critical exponent. Second, below
the IR scale, curves of different ∆max span out, demonstrating no universal behavior.
We emphasize that the preference on ν = 1.25 is weak and should not be used to
determine the critical exponent.
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