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a b s t r a c t
In this paper we develop a fast Petrov–Galerkin method for solving
the generalized airfoil equation using the Chebyshev polynomials.
The conventional method for solving this equation leads to a linear
system with a dense coefficient matrix. When the order of the
linear system is large, the computational complexity for solving the
corresponding linear system is huge. For thiswepropose thematrix
truncation strategy,which compresses the dense coefficientmatrix
into a sparsematrix.Weprove that the truncatedmethodpreserves
the optimal order of the approximate solution for the conventional
method. Moreover, we solve the truncated equation using the
multilevel augmentation method. The computational complexity
for solving this truncated linear system is estimated to be linear up
to a logarithmic factor.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The Petrov–Galerkin method using the Chebyshev polynomial basis for solving the generalized
airfoil equation is a standard numerical method (see [1–9]). This method preserves the optimal order
of the approximate solution. But we find that the discrete coefficient matrix is a dense matrix, which
means that it has O(n2) nonzero elements, where n denotes the order of the matrix. When n is large,
the computational complexity for setting up the coefficient matrix and solving the corresponding
linear system is huge. Thus developing the fast Petrov–Galerkin method for solving the generalized
airfoil equation becomes crucial.
The generalized airfoil operator can be written as A + B + C, where operator A is a strongly
singular operator and operatorB is a compact operator with a logarithmic kernel and operator C is a
compact operator with a smooth kernel. Usually, the matrix representation of the operator A under
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the Chebyshev polynomial basis is a diagonalmatrix,while thematrix representations of the operators
B and C under the same basis are two dense matrices.
In this paper we use two sparse matrices to replace the two matrix representations of operator
B and operator C. This serves as the foundation of the fast Petrov–Galerkin method for solving the
generalized airfoil equation. We show that the approximate solution obtained from the truncated
Petrov–Galerkin method has the same convergence order as that obtained from the conventional
Petrov–Galerkin method. Moreover, we use the multilevel augmentation method proposed in [10]
to solve the truncated linear system.
We organize the paper as follows. In Section 2, we describe the setting of the Petrov–Galerkin
method for solving the generalized airfoil equation. In Section 3, we propose a matrix truncation
strategy to compress the matrix representation for a compact integral operatorB with a logarithmic
kernel and then we prove that the truncated matrix has only O(n log2 n) nonzero entries. Moreover,
we use the Γ truncation strategy proposed in [11] to compress the representation of operator C into
a sparse matrix. In Section 4 we give the estimates of the entries of Bn, which help us to analyze the
truncated algorithm. In Section 5 we show that the truncated linear system has a unique solution.
An optimal order of the approximate solution for this equation is retained. In Section 6, we use the
multilevel augmentation method proposed in [10] to solve the truncated linear system and present
two numerical examples to demonstrate the efficiency of our method.
2. The Petrov–Galerkin method for the generalized airfoil equation
In this paperwedevelop a fast Petrov–Galerkinmethod for solving the generalized airfoil equation:
1
pi
∮ 1
−1
φ(y)
y− xdy+
1
pi
∫ 1
−1
k1(x, y) log |y− x|φ(y)dy+ 1
pi
∫ 1
−1
k2(x, y)φ(y)dy = f (x),
x ∈ I := (−1, 1), (2.1)
where the symbol
∮
means the integral in the Cauchy principal value sense, the functions k1(x, y),
k2(x, y) and f (x) are given and φ is to be determined. It follows from [3] that the solution is relative
to the index κ of Eq. (2.1). In this paper we suppose that κ := −1. Under this supposition the solution
φ can be written as
φ(x) := ρ(x)u(x), x ∈ I,
where ρ(x) is given as
ρ(x) := (1− x2)− 12 , x ∈ I.
Eq. (2.1) is rewritten as
1
pi
∮
I
ρ(y)u(y)
y− x dy+
1
pi
∫
I
ρ(y)k1(x, y) log |y− x|u(y)dy+ 1
pi
∫
I
ρ(y)k2(x, y)u(y)dy = f (x),
x ∈ I. (2.2)
Before establishing the solution of Eq. (2.2), it is convenient to express the various forms of the
airfoil equation in the operator notations. Like [3] we denote by Lρ(I) the Hilbert space of all square
integrable functions on I with respect to the weight function ρ. The inner product of the space Lρ(I)
is defined by
(v,w)ρ :=
∫
I
ρ(x)v(x)w(x)dx, (2.3)
and its corresponding norm is given by ‖v‖ρ := (v, v)
1
2
ρ . Choosing the subspace L0ρ(I) of the space
Lρ(I) such that
L0ρ(I) :=
{
v ∈ Lρ(I) :
∫
I
ρ(x)v(x)dx = 0
}
,
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and letting X := L0ρ(I) and Y := Lρ−1(I)we define the Cauchy integral operatorA : X → Y by
(Aw)(x) := 1
pi
∮
I
ρ(y)
w(y)
y− xdy, x ∈ I
with a boundedA−1 : Y → X and two compact integral operatorsB : X → Y and C : X → Y by,
(Bw)(x) := 1
pi
∫
I
ρ(y)k1(x, y) log |y− x|w(y)dy, x ∈ I,
and
(Cw)(x) := 1
pi
∫
I
ρ(y)k2(x, y)w(y)dy, x ∈ I
respectively. Eq. (2.2) is written as:
(A+B + C)u = f . (2.4)
It is well known (cf., [3]) that for any f ∈ Y , Eq. (2.4) has a unique solution u ∈ X .
Next, we consider the numerical solution of Eq. (2.4). For this we introduce index sets: N :=
{1, 2, . . .}, N0 = N ∪ {0} and Zn := {1, 2, . . . , n}. Letting c0 := pi− 12 , cj :=
√
2c0, j ∈ N and
Tk(x) := ck cos(k arccos x), Uk(x) := ck+1 sin((k+ 1) arccos x)sin(arccos x) , x ∈ I
for k ∈ N0, we give two finite dimension subspace sequences Xn and Yn for n ∈ N:
Xn := {Tj(x) : j ∈ Zn}, Yn := {Uj−1(x) : j ∈ Zn}.
The Petrov–Galerkin scheme for solving (2.4) is to seek a vector u := [aj : j ∈ Zn]T such that the
function un :=∑j∈Zn ajTj in Xn satisfies
((A+B + C)un, ψ)ρ−1 = (f , ψ)ρ−1 , for each ψ ∈ Yn. (2.5)
If we let P Xn , P
Y
n be the two orthogonal projection operators from X to Xn and from Y to Yn, then
Eq. (2.5) is written as:
(P Yn A+ P Yn B + P Yn C)un = P Yn f . (2.6)
It is well known (cf., [3]) that operatorA satisfies the next equation:
AP Xn = P Yn A. (2.7)
Eq. (2.7) is equivalent to
A−1P Yn = P Xn A−1.
LetBn := PYnB|Xn ,Cn := PYn C|Xn , fn := PYn f ; then Eq. (2.6) is rewritten as:
(A+Bn + Cn)un = fn. (2.8)
In order to consider the convergence for the approximate solution, we require the regularity on
the solution u. Noting from [2,12] that {Tj : j ∈ N0} and {Uj : j ∈ N0} are the orthonormal basis of
Lρ(I) and Lρ−1(I), we denote the Sobolev-type space Hρ,s(I), s ≥ 0 of the function v ∈ X such that∑
j∈N0(1 + j2)s|(v, Tj)ρ |2 < +∞. It follows from [2,12] that the inner product of the Hilbert space
Hρ,s(I) is given by
(v,w)ρ,s :=
∑
j∈N0
(1+ j2)s(v, Tj)ρ(w, Tj)ρ . (2.9)
Its norm is given by ‖v‖ρ,s := (v, v)
1
2
ρ,s. Clearly, (v,w)ρ = (v,w)ρ,0 and ‖v‖ρ = ‖v‖ρ,0. By replacing
ρ and Tj by ρ−1 and Uj in (2.3) and (2.9) we similarly define the space Hρ−1,s(I) and its corresponding
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inner product and the norm. For µ ≥ 0 following from [2,12] there exists a positive constant c such
that forw ∈ Hρ,µ(I), v ∈ Hρ−1,µ(I) and ν ∈ [0, µ],
‖w − P Xn w‖ρ,ν ≤ cnν−µ‖w‖ρ,µ, ‖v − P Yn v‖ρ−1,ν ≤ cnν−µ‖v‖ρ−1,µ. (2.10)
For µ, ν ≥ 0, we define the space Hµ,ν
ρ−1,ρ
(
I2
)
of the function ψ with the property∑
j,l∈N0
(1+ j2)µ(1+ l2)ν |ψjl|2 < +∞,
where ψj,l is the Fourier coefficient of ψ defined by
ψjl :=
∫
I
∫
I
ρ−1(x)ρ(y)ψ(x, y)Tj(y)Ul(x)dxdy, j, l ∈ N0.
The norm ‖ψ‖µ,ν
ρ−1,ρ of the space H
µ,ν
ρ−1,ρ(I
2) is given by
‖ψ‖µ,ν
ρ−1,ρ :=
{∑
j,l∈N0
(1+ j2)µ(1+ l2)ν |ψj,l|2
}1/2
.
Similarly, we can define the Hilbert space Hµ,νρ,ρ (I
2). The next stability and convergence results
regarding the Petrov–Galerkin method can be found in [3].
Theorem 2.1. Suppose that Eq. (2.4) has a unique solution u; then Eq. (2.8) has a unique solution un.
Moreover, there exist a positive integer n0 and a positive constant α such that for n ≥ n0, for w ∈ Xn,
‖(A+Bn + Cn)w‖ρ−1 ≥ α‖w‖ρ, (2.11)
and there exists a positive constant c such that
‖u− un‖ρ ≤ c‖u− P Xn u‖ρ .
Clearly, if k1 ∈ H t,tρ,ρ(I2) and k2 ∈ H t,tρ−1,ρ(I2) and f ∈ Hρ−1,t(I), t > 0, then
‖u− un‖ρ ≤ c‖u‖ρ,tn−t .
To conclude this section, we present thematrix form of Eq. (2.8). To this end, for j, l ∈ Zn we define
bj,l := 1
pi
∫
I
∫
I
ρ−1(x)ρ(y)k1(x, y) log |y− x|Tl(y)Uj−1(x)dxdy, (2.12)
cj,l := 1
pi
∫
I
∫
I
ρ−1(x)ρ(y)k2(x, y)Tl(y)Uj−1(x)dxdy, (2.13)
and then introduce the matrices:
Bn := [bj,l, j, l ∈ Zn], Cn := [cj,l, j, l ∈ Zn].
For j ∈ Zn, we let
f˜j :=
∫
I
ρ−1(x)f (x)Uj−1(x)dx, fn :=
[
f˜j, j ∈ Zn
]T
. (2.14)
We obtain the following matrix form of Eq. (2.8):
(In + Bn + Cn)u = f, (2.15)
where u := [aj : j ∈ Zn] and In is the identity matrix of order n. In general, the matrix In + Bn + Cn
is a dense matrix. When n is large, a huge computational effort is required to set up the matrix and
to solve the corresponding linear system. Thus developing a fast method for solving the generalized
airfoil equation becomes crucial.
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3. Two truncation strategies for Bn and Cn
Matrix Bn andmatrix Cn are two densematrices, which require two different truncation strategies.
We first compress the matrix Bn into a sparse matrix. For this we define
I′n :=
{
(j, l) : j ≤ l ≤ j+ n log n
j
, j ∈ Zn
}
, I′′n :=
{
(j, l) : l ≤ j ≤ l+ n log n
l
, l ∈ Zn
}
,
and then let
In := I′n ∪ I′′n.
We now describe the truncation strategy. For j, l ∈ Zn, we keep only the entries bj,l such that the
pairs (j, l) ∈ In and replace all the entries bj,l for the pairs (j, l) 6∈ In by zero. Specifically, we let
b˜j,l :=
{
bj,l, (j, l) ∈ In,
0, otherwise, (3.1)
and then define the truncation matrix B˜n by
B˜n := [b˜j,l, j, l ∈ Zn].
In the next theorem we estimate the number of nonzero entries in matrix B˜n. Let N (G) be the
number of nonzero elements in matrix G and bxc be the largest integer not greater than x.
Theorem 3.1. For the truncation strategy (3.1), there exists a positive constant c such that for all n
N (B˜n) ≤ cn log2 n.
Proof. Based on truncation strategy (3.1) we have
N (B˜n) ≤ 2
∑
l∈Zn
⌊
n log n
l
⌋
+ n ≤ cn log2 n,
which completes the proof of Theorem 3.1. 
For the dense matrix Cn we use the Γ -type truncation strategy proposed in [11] to compress the
matrix Cn into a sparse matrix. Specially, we set
c˜j,l :=
{
cj,l, jl ≤ n,
0, otherwise, (3.2)
and then we define C˜n by
C˜n := [c˜j,l, j, l ∈ Zn].
From [11] we have:
Theorem 3.2. For the truncation strategy (3.2), there exists a positive constant c such that for all n
N (C˜n) ≤ cn log n.
The next table also shows the difference in the number of the nonzero entries between the dense
matrix Bn + Cn and the sparse matrix B˜n + C˜n. We denote the compression rate by CR := N (B˜n+C˜n)N (Bn+Cn) .
n CR n CR n CR n CR
256 3.79e−1 1024 1.46e−1 4096 5.19e−2 16384 1.75e−2
512 2.38e−1 2048 8.76e−2 8192 3.03e−2 32768 1.00e−2
Replacing the matrix Bn and Cn in Eq. (2.15) by B˜n and C˜n we obtain the truncated linear system:
(In + B˜n + C˜n)u˜ = f, (3.3)
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with u˜ := [a˜j, j ∈ Zn]. Because the coefficient matrix In+ B˜n+ C˜n is a sparsematrix, the fast algorithm
for Eq. (3.3) becomes possible.
In the remainder of this section we give another representation of bj,l of matrix Bn. We set
T ∗j (x) := cos(j arccos x), x ∈ I,
and then let
ei,j :=
∫
I
∫
I
ρ(x)ρ(y)k1(x, y)T ∗i (x)T
∗
j (y)dxdy,
for i, j ∈ N0.
Lemma 3.3. Suppose that the function k1(x, ·) ∈ Lρ(I) for any x ∈ I; then the entry bj,l in matrix Bn is
rewritten as:
bj,l =
∑
h∈N0
(d′h,j,l + d′′h,j,l)
for j, l ∈ N, where d′h,j,l and d′′h,j,l are defined by
d′h,j,l := −
c2h cjcl
4(h+ l) (eh+l+j−1,h − eh+l+j+1,h + e|h+l−j−1|,h + e|h+l−j+1|,h), (3.4)
d′′h,j,l := −
c2h cjclsig(h, l)
4
(e|h−l|+j−1,h − e|h−l|+j+1,h + e||h−l|−j−1|,h + e||h−l|−j+1|,h) (3.5)
with the function sig(h, l) being
sig(h, l) :=
{|h− l|−1, h 6= l,
log 2 otherwise.
Proof. Using the hypothesis k1(x, ·) ∈ Lρ(I) for any x ∈ I we may expand k1(x, ·) into a series:
k1(x, y) =
∑
h∈N0
ah(x)Th(y), x, y ∈ I,
where ah(x) is given by
ah(x) :=
∫
I
k1(x, y)Th(y)dy, x ∈ I, (3.6)
for h ∈ N0. Thus bj,l in Eq. (2.13) is written as
bj,l := 1
pi
∑
h∈N0
∫
I
∫
I
ρ−1(x)ρ(y)ah(x)Th(y) log |y− x|Tl(y)Uj−1(x)dxdy.
Using the following equation of the Chebyshev polynomials
Th(y)Tl(y) = chcl(T ∗h+l(y)+ T ∗|h−l|(y)),
and the identity from [3,6] produces that
1
pi
∫
I
ρ(y) log |y− x|T ∗j (y)dy =
− log 2 j = 0,−1j T ∗j (x) j ≥ 1, x ∈ I,
we have
bj,l := −
∑
h∈N0
chcl
∫
I
ρ−1(x)ah(x)
(
1
h+ l T
∗
h+l(x)+ sig(h, l)T ∗|h−l|(x)
)
Uj−1(x)dxdy. (3.7)
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Substituting (3.6) and the relation
ρ−1(x)T ∗p (x)Uq(x) =
cq+1
4
ρ(x)(T ∗p+q(x)+ T ∗|p−q|(x)− T ∗p+q+2(x)− T ∗|p−q−2|(x))
into the right hand side of Eq. (3.7) yields the desired conclusion. 
4. The estimate of matrix Bn
In this section, our goal is to estimate the entries of matrix Bn. For any x ∈ R, dxe denotes the
smallest integer not less than x. Setting
J′n :=
{
(j, l) : l > j+
⌈
n log n
j
⌉
, j ∈ Zn
}
, J′′n :=
{
(j, l) : j > l+
⌈
n log n
l
⌉
, l ∈ Zn
}
,
we define
Jn := J′n ∪ J′′n.
For a vector w := [wk : k ∈ Zn]T, we let ‖w‖ denote its spectral norm and for a nonnegative
number ν define a weighted vectorwν := [kνwk : k ∈ Zn]T. Clearly,w0 := w.
Lemma 4.1. Suppose that µ is a positive constant such that µ > 12 ; then for ν = 0 or ν = µ and a vector
w := [wk : k ∈ Zn]T,∑
h∈N0
∑
(j,l)∈Jn
l−2ν(1+ (h+ l− j)2)−µ(1+ h2)−µ(h+ l)−2|wj|2
≤ (22µ + 2)‖w‖2min {n−2ν, log−(2µ−1) n} . (4.1)
Proof. For convenience we let
sh,j,l := l−2ν(1+ (h+ l− j)2)−µ(1+ h2)−µ(h+ l)−2|wj|2.
Suppose that the condition (j, l) ∈ J′n holds, using
l > j,
∑
h∈N0
(1+ h−2µ) ≤ 1, max
h∈N0
∑
l∈Zn
(h+ l)2 ≤ 1;
∑
j∈Zn
|wj|2 = ‖w‖2;
we have∑
h∈N0
∑
(j,l)∈J′n
sh,j,l ≤ ‖w‖2min
{
n−2ν, log−2µ n
}
. (4.2)
Next we suppose that (j, l) ∈ J′′n; we define three sets A1,A2 and A3 as follows: A1 = {0, 1, . . . , j −
l − 1}, A2 := {j − l} and A3 := {j − l + 1, j − l + 2, . . .}. For h ∈ A1, using the inequality
(1+ (j− l− h)2)(1+ h2) ≥ 1+ (j− l− 1)2 produces∑
h∈A1
∑
(j,l)∈J′′n
sh,j,l ≤ 22µ‖w‖2min
{
n−2ν, log−(2µ−1) n
}
. (4.3)
For h ∈ A2, that is, h = j− l, a direct estimation shows that∑
h∈A2
∑
(j,l)∈J′′n
sh,j,l ≤ ‖w‖2min
{
n−2ν, log−2µ n
}
. (4.4)
For h ∈ A3, we conclude that∑
h∈A3
∑
(j,l)∈J′′n
sh,j,l ≤ ‖w‖2min
{
n−2ν, log−2µ n
}
. (4.5)
Using the fact Jn = J′n ∪ J′′n and Eqs. (4.2)–(4.5) yields the desired conclusion. 
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Lemma 4.2. Suppose that a sequence fh,j,l ∈ C, h ∈ N0, j, l ∈ N satisfies the following condition: there
exists a positive constant θ independent of h, j, l, n,∑
h∈N0
∑
j∈N
(1+ (h+ l− j)2)µ(1+ h2)µf 2h,j,l ≤ θ2, (4.6)
for some constant µ > 12 . Then for two arbitrary vectors w := [wk : k ∈ Zn]T and v := [vk : k ∈ Zn]T
and for ν = 0 or ν = µ,∑
h∈N0
∑
(j,l)∈Jn
(h+ l)−1|fh,j,lwjvl| ≤ (22µ + 2) 12 θ‖w‖‖vν‖min
{
n−ν, log−(µ−
1
2 ) n
}
. (4.7)
Proof. Associated with the sequence fh,j,l, for h ∈ N0, j, l ∈ N, we define
gh,j,l := (1+ (h+ l− j)2) µ2 (1+ h2) µ2 |fh,j,l||lνvl|
and associated with the vectorsw and v, we define
rh,j,l := (h+ l)−1l−ν(1+ (h+ l− j)2)− µ2 (1+ h2)− µ2 |wj|.
Letting
S :=
∑
h∈N0
∑
(j,l)∈Jn
gh,j,lrh,j,l, (4.8)
and using the Cauchy inequality produce
S ≤
(∑
h∈N0
∑
(j,l)∈Jn
g2h,j,l
) 1
2
(∑
h∈N0
∑
(j,l)∈Jn
r2h,j,l
) 1
2
. (4.9)
Clearly, applying the condition (4.6) yields∑
h∈N0
∑
(j,l)∈Jn
g2h,j,l ≤ θ2‖vν‖2. (4.10)
Using Eq. (4.1) in Lemma 4.1 produces∑
h∈N0
∑
(j,l)∈Jn
r2h,j,l ≤ (22µ + 2)‖w‖2min
{
n−2ν, log−(2µ−1) n
}
.
Substituting the resulting inequality and the estimate (4.10) into the right hand side of (4.9) produce
the desired result (4.7). 
Theorem 4.3. Suppose that there exists a positive constant β such that∑
i∈N0
∑
j∈N0
(1+ i2)µ(1+ j2)µe2i,j ≤ β2, (4.11)
for a positive constant µ > 12 , then for two arbitrary vectorsw and v and for ν = 0 or ν = µ,∑
h∈N0
∑
(j,l)∈Jn
|d′h,j,lwjvl| ≤ γ (µ)β‖w‖‖vν‖min
{
n−ν, log−(µ−
1
2 ) n
}
(4.12)
with γ (µ) := pi−1(2u+1 + 2) 12 (22µ + 2) 12 .
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Proof. This theorem can be proved by Lemma 4.2. Choosing fh,j,l := (h + l)d′h,j,l in Eq. (4.7) we only
need to show∑
h∈N0
∑
j∈N
(1+ (h+ l− j)2)µ(1+ h2)µ(h+ l)2d′2h,j,l ≤
1
pi2
(2µ+1 + 2)β2. (4.13)
In fact, using the representation (3.4) we obtain that
(h+ l)2d′2h,j,l ≤
2
pi2
(
e2h+j+l+1,h + e2h+j+l−1,h + e2|h+l−j+1|,h + e2|h+l−j−1|,h
)
. (4.14)
On the other hand, we let
p′h,j,l := (1+ (h+ j+ l+ 1)2)µ(1+ h2)µe2h+j+l+1,h,
p′′h,j,l := (1+ (h+ j+ l− 1)2)µ(1+ h2)µe2h+j+l−1,h,
q′h,j,l := (1+ (h+ l− j+ 1)2)µ(1+ h2)µe2|h+l−j+1|,h,
q′′h,j,l := (1+ (h+ l− j− 1)2)µ(1+ h2)µe2|h+l−j−1|,h
and then define:
V1 :=
∑
h∈N0
∑
j∈N
p′h,j,l, V2 :=
∑
h∈N0
∑
j∈N
p′′h,j,l, V3 :=
∑
h∈N0
∑
j∈N
q′h,j,l, V4 :=
∑
h∈N0
∑
j∈N
q′′h,j,l.
For fixed l ∈ N using condition (4.11) yields
V1, V2 ≤ β2, V3, V4 ≤ 2β2. (4.15)
For (j, l) ∈ Jn using the result (4.14) and the four inequalities
1+ (h+ l− j)2 ≤ 1+ (h+ l+ j+ 1)2, 1+ (h+ l− j)2 ≤ 1+ (h+ l+ j− 1)2,
1+ (h+ l− j)2 ≤ 2(1+ (h+ l− j− 1)2), 1+ (h+ l− j)2 ≤ 2(1+ (h+ l− j+ 1)2),
produces that∑
h∈N0
∑
j∈N
(1+ (h+ l− j)2)µ(1+ h2)µ(h+ l)2d′2h,j,l ≤
2
pi2
(V1 + V2 + 2µV3 + 2µV4). (4.16)
Substituting the estimates (4.15) into the right hand side of (4.16) yields (4.13). 
Similarly to Lemma 4.1 we have:
Lemma 4.4. Suppose that µ is a positive constant such that µ > 12 ; then for a vector w := [wk : k ∈ Zn]T
and ν = 0 or ν = µ, the following result holds:∑
h∈N0
∑
(j,l)∈Jn
l−2ν(1+ (|h− l| − j)2)−µ(1+ h2)−µsig2(h, l)|wj|2
≤ 22µ+3‖w‖2min {n−2ν, log−(2µ−1) n} . (4.17)
Proof. We first let
sh,j,l := l−2ν(1+ (|h− l| − j)2)−µ(1+ h2)−µsig2(h, l)|w2j |.
Suppose that the condition (j, l) ∈ J′n holds; we define seven sets Aj, j = 1, 2, . . . , 7: A1 := {0, 1,
. . . , l−j−1},A2 := {l−j},A3 := {l−j+1, l−j+2, . . . , l−1},A4 := {l},A5 := {l+1, l+2, . . . , l+j−1},
A6 := {l+ j} and A7 := {l+ j+ 1, l+ j+ 2, . . . , }. For h ∈ Ak, k = 2, 4, 6, that is, h = l− j, h = l or
h = l+ j, a direct computation yields∑
h∈Ak
∑
(j,l)∈J′n
sh,j,l ≤ ‖w‖2min
{
n−2ν, log−2µ n
}
. (4.18)
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If the condition h ∈ A1 holds, then applying the inequality (1+ (l− j− h)2)(1+ h2) ≥ (l− j− 1)2
produces∑
h∈A1
∑
(j,l)∈J′n
sh,j,l ≤ 22µ‖w‖2min
{
n−2ν, log−(2µ−1) n
}
. (4.19)
For h ∈ A3, from the fact (h− l+ j)h ≥ (l− j+ 1)we have∑
h∈A3
∑
(j,l)∈J′n
sh,j,l ≤ 22µ+1‖w‖2min
{
n−2ν, log−2µ n
}
. (4.20)
In case that h ∈ A5, using the inequality (l+ j− h)h ≥ (l+ j− 1) yields∑
h∈A5
∑
(j,l)∈J′n
sh,j,l ≤ ‖w‖2min
{
n−2ν, log−2µ n
}
. (4.21)
For h ∈ A7, we have that∑
h∈A7
∑
(j,l)∈J′n
sh,j,l ≤ ‖w‖2min
{
n−2ν, log−2µ n
}
. (4.22)
From Eqs. (4.18)–(4.22) and the fact N0 =⋃k∈Z7 Ak we obtain∑
h∈N0
∑
(j,l)∈J′n
sh,j,l ≤ 22µ+3‖w‖2min
{
n−2ν, log−(2µ−1) n
}
. (4.23)
We now suppose that the condition (j, l) ∈ J′′n and at the same time we define five sets Bk, k =
1, 2, 3, 4, 5 as follows: B1 := Zj−l, Bj := Aj+2, j = 2, 3, 4, 5. We proceed as before and obtain that∑
h∈N0
∑
(j,l)∈J′′n
sh,j,l ≤ 22µ+2‖w‖2min
{
n−2ν, log−(2µ−1) n
}
. (4.24)
At last, using the right hand sides of Eqs. (4.24) and (4.23) and the fact that Jn := J′n ∪ J′′n produces the
desired Eq. (4.17). 
Using Lemma 4.4 yields:
Lemma 4.5. Suppose that a sequence fh,j,l ∈ C, h ∈ N0, j, l ∈ Zn satisfies the condition: there exists a
positive constant θ independent of h, j, l, n,∑
h∈N0
∑
j∈N
(1+ (|h− l| − j)2)µ(1+ h2)µf 2h,j,l ≤ θ2, (4.25)
for some constant µ > 12 . Then for two arbitrary vectorsw and v and for ν := 0 or ν := µ,∑
h∈N0
∑
(j,l)∈Jn
sig(h, l)|fh,j,lwjvl| ≤ 2µ+2θ‖w‖‖vν‖min
{
n−ν, log−(µ−
1
2 ) n
}
. (4.26)
Proof. We first use (1+ (|h− l| − j)2) µ2 to replace (1+ (h+ l− j)2) µ2 of the expression gh,j,l in proof
of Lemma 4.2, that is,
gh,j,l := (1+ (|h− l| − j)2) µ2 (1+ h2) µ2 |fh,j,l||lνvl|.
Similarly, replacing (h + l)−1(1 + (h + l − j)2)− µ2 of rh,j,l in the proof of Lemma 4.2 by sig(h, l)(1 +
(|h− l| − j)2)− µ2 we have
rh,j,l := sig(h, l)l−ν(1+ (|h− l| − j)2)− µ2 (1+ h2)− µ2 |wj|.
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Using the condition (4.25) yields∑
h∈N0
∑
(j,l)∈Jn
g2h,j,l ≤ 2θ2‖vν‖2, (4.27)
and by the result equation (4.17) in Lemma 4.4 we obtain the next estimate:∑
h∈N0
∑
(j,l)∈J′n
r2h,j,l ≤ 22µ+2‖w‖2min
{
n−2ν, log−(2µ−1) n
}
.
Substituting the above equation and (4.27) into Eq. (4.8) completes this proof. 
Thus we conclude that:
Theorem 4.6. Suppose that the conditions in Theorem 4.3 hold for some positive constant µ > 12 , then
for two arbitrary vectorsw and v and for ν = 0 or ν = µ,∑
h∈N0
∑
(j,l)∈Jn
|d′′h,j,lwjvl| ≤ δ(µ)β‖w‖‖vν‖min
{
n−ν, log−(µ−
1
2 ) n
}
, (4.28)
with δ(µ) := pi−12µ+2(8+ 4µ+1) 12 .
Proof. This proof is similar to Theorem 4.3. For this we let
p′h,j,l := (1+ (|h− l| + j+ 1)2)µ(1+ h2)µe2|h−l|+j+1,h,
p′′h,j,l := (1+ (|h− l| + j− 1)2)µ(1+ h2)µe2|h−l|+j−1,h,
q′h,j,l := (1+ (|h− l| − j+ 1)2)µ(1+ h2)µe2||h−l|−j+1|,h,
q′′h,j,l := (1+ (|h− l| − j− 1)2)µ(1+ h2)µe2||h−l|−j−1|,h
and then define the following sums Vk as in the proof in Theorem 4.3. Thus we have
V1, V2 ≤ 2β2, V3, V4 ≤ 4β2.
For (j, l) ∈ Jn using the above estimate, the expression (3.5) and the four inequalities
1+ (|h− l| − j)2 ≤ 1+ (|h− l| + j+ 1)2, 1+ (|h− l| − j)2 ≤ 1+ (|h− l| + j− 1)2,
1+ (|h− l| − j)2 ≤ 2(1+ (|h− l| − j− 1)2),
1+ (|h− l| − j)2 ≤ 2(1+ (|h− l| − j+ 1)2),
produces that∑
h∈N0
∑
j∈N
(1+ (|h− l| − j)2)µ(1+ h2)µsig−2(h, l)d′′2h,j,l ≤ 2µ+2β2. (4.29)
Letting fh,j,l := sig−1(h, l)d′′h,j,l and θ := 1pi (8 + 4µ+1)
1
2 β in Eq. (4.25) produces the desired
conclusion. 
Theorems 4.3 and 4.6 help us to analyze the truncated method for solving the generalized airfoil
equation.
5. The analysis of the truncation equation
In this section, we discuss the truncation strategy for the Petrov–Galerkinmethod.Wewill analyze
the stability and the convergence order of the approximate solution. To this end, we denote by B˜n or
C˜n the linear operator with its matrix representation B˜n or C˜n relative to the basis
{
Tj : j ∈ Zn
}
and{
Uj−1 : j ∈ Zn
}
.
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Lemma 5.1. Suppose that the kernel function k1 ∈ H t,tρ,ρ(I2) and k2 ∈ H t,tρ−1,ρ(I2) with t > 12 , then there
exists a positive integer n0 such that for n ≥ n0 and for each v ∈ X and for ν = 0 or ν = t,
‖(Bn − B˜n)P Xn v‖ρ−1 ≤ (γ (µ)+ δ(µ)) ‖k1‖t,tρ,ρ‖v‖ρ,ν min
{
n−ν, log−(t−
1
2 ) n
}
. (5.1)
‖(Cn − C˜n)P Xn v‖ρ−1 ≤ ‖k2‖t,tρ−1,ρ‖v‖ρn−t; (5.2)
γ (µ) and δ(µ) are defined in Theorems 4.3 and 4.6, respectively.
Proof. Eq. (5.2) is obtained using the result in [11]. In the following we prove the result (5.1). By the
definition of the norm,
‖(Bn − B˜n)P Xn v‖ρ−1 = max‖w‖
ρ−1=1
∣∣∣((Bn − B˜n)P Xn v,w)ρ−1 ∣∣∣
= max
‖w‖
ρ−1=1
∣∣∣((Bn − B˜n)P Xn v,P Yn w)ρ−1 ∣∣∣ . (5.3)
For v ∈ X andw ∈ Y , we express P Xn v and P Yn w as:
(P Xn v)(x) :=
∑
j∈Zn
vjTj(x), (P Yn w)(x) :=
∑
j∈Zn
wjUj−1(x), x ∈ I. (5.4)
Their coefficient vectors in (5.4) are denoted by v := [vj : j ∈ Zn]T and w := [wj : j ∈ Zn]T. Clearly,
we have the next results:
‖vν‖ ≤ ‖v‖ρ,ν, ‖w‖ ≤ ‖w‖ρ−1 . (5.5)
From (5.4) and the definitions of the operators Bn and B˜n we obtain
((Bn − B˜n)P Xn v,P Yn w)ρ−1 = vT(Bn − B˜n)w.
According to the truncation strategy (3.1), we write vT(Bn − B˜n)w as
vT(Bn − B˜n)w :=
∑
h∈N0
∑
(j,l)∈Jn
d′h,j,lwjvl +
∑
h∈N0
∑
(j,l)∈Jn
d′′h,j,lwjvl.
Using the assumption k1(x, y) ∈ H t,tρ,ρ(I2) we obtain that β := ‖k1‖t,tρ,ρ in Eq. (4.11). It follows from
Eqs. (4.12) and (4.28) that∣∣∣vT(Bn − B˜n)w∣∣∣ ≤ (γ (µ)+ δ(µ)) ‖k1‖t,tρ,ρ‖w‖‖vν‖min {n−ν, log−(t− 12 ) n} .
Substituting the above result into the right hand side of (5.3) and applying (5.5) complete the
proof. 
In the following we consider the stability of the operatorA+ B˜n + C˜n.
Theorem 5.2. Suppose that k1 ∈ H t,tρ,ρ(I2) and k2 ∈ H t,tρ−1,ρ(I2) with t > 12 , then there exist a positive
integer n0 and a positive constant c such that for n ≥ n0 and v ∈ Xn,
‖(A+ B˜n + C˜n)v‖ρ−1 ≥
α
2
‖v‖ρ, (5.6)
where α is the constant appearing in Theorem 2.1.
Proof. This proof is obtained by using Theorem 2.1 and Lemma 5.1. Using Lemma 5.1 and the fact that
limn→∞ log−(t−
1
2 ) n = 0 and limn→∞ n−t = 0, we conclude that there exists a positive integer n0 such
that for all n ≥ n0 and for all v ∈ Xn,
‖(Bn − B˜n)v‖ρ−1 + ‖(Cn − C˜n)v‖ρ−1 ≥
α
2
‖v‖ρ .
432 H. Cai / Journal of Complexity 25 (2009) 420–436
It follows from the above equation and (2.11) that
‖(A+ B˜n + C˜n)v‖ρ−1 ≥ ‖(A+Bn)v‖ρ−1 − ‖(Bn − B˜n)v‖ρ−1 − ‖(Cn − C˜n)v‖ρ−1 ,
which completes the proof. 
This theorem ensures that for n ≥ n0 the next equation
(A+ B˜n + C˜n)u˜n = fn, (5.7)
has a unique solution u˜n given by
u¯n :=
∑
j∈Zn
a˜jTj.
We next consider the optimal order of the approximate solution in Eq. (5.7).
Theorem 5.3. Suppose that the conditions of Theorem 5.2 hold. If f ∈ Hρ−1,t(I), then there exists a
positive integer n1 such that for n ≥ n1
‖u− u˜n‖ρ ≤ c‖u‖ρ,tn−t .
Proof. By the triangle inequality we have
‖u− u˜n‖ρ ≤ ‖u− P Xn u‖ρ + ‖P Xn u− u˜n‖ρ . (5.8)
Upon Eq. (2.10) we only need estimate ‖P Xn u − u˜n‖ρ . By Theorem 5.2 there exist a positive constant
c and a positive integer n0 such that n ≥ n0,
‖P Xn u− u˜n‖ρ ≤ c‖(I+A−1B˜n +A−1C˜n)(P Xn u− u˜n)‖ρ . (5.9)
On the other hand, applying the operatorA−1P Yn to both sides of Eqs. (2.4) and (5.7) yields
P Xn (I+A−1B +A−1C)u = (I+A−1B˜n +A−1C˜n)u˜n +A−1(f − fn). (5.10)
A direct computation by (2.8) and (5.10) confirms that
(I+A−1B˜n +A−1C˜n)(P Xn u− u˜n) = P Xn (I+A−1B +A−1C)(P Xn u− u)
+A−1(B˜n −Bn)P Xn u+A−1(C˜n − Cn)P Xn u+A−1(f − fn). (5.11)
Consequently, we have that
‖(I+A−1B˜n +A−1C˜n)(P Xn u− u˜n)‖ρ
≤ c‖P Xn u− u‖ρ + c‖(B˜n −Bn)P Xn u‖ρ−1 + c‖(C˜n − Cn)P Xn u‖ρ−1 + ‖f − fn‖ρ−1 .
Substituting the above estimation into the right hand side of (5.9) and then substituting the resulting
inequality into (5.8) we obtain
‖u− u˜n‖ρ ≤ c‖u− P Xn u‖ρ + c‖(Bn − B˜n)P Xn u‖ρ−1
+ c‖(Cn − C˜n)P Xn u‖ρ−1 + ‖f − fn‖ρ−1 . (5.12)
Using Eq. (2.10), Eqs. (5.1) and (5.2) in Lemma 5.1 and the fact that ‖u‖ρ ≤ ‖u‖ρ,t the first, second
and third terms of (5.12) are bounded by the same value c‖u‖ρ,tn−t . By Eq. (2.10) the fourth term is
bounded by c‖f ‖ρ−1,tn−t . This completes the proof of Theorem 5.3. 
Theorem 5.3 confirms that the truncated method retains the optimal order.
H. Cai / Journal of Complexity 25 (2009) 420–436 433
6. A fast solver for the truncated linear system
In this sectionwe develop a fast solver for the truncated linear system (3.3) taking advantage of the
structures of the truncated matrices B˜n and C˜n. This method was proposed in [10]. Letting n := 2m+q,
wherem and q are two positive integers, we write B˜n and C˜n in block form:
B˜n :=

B0,0 B0,1 · · · B0,q−1
B1,0 B1,1 · · · B1,q−1
...
...
...
...
Bq−1,0 Bq−1,1 · · · Bq−1,q−1
 , C˜n :=

C0,0 C0,1 · · · C0,q−1
C1,0 C1,1 · · · C1,q−1
...
...
...
...
Cq−1,0 Cq−1,1 · · · Cq−1,q−1
 , (6.1)
where B0,0 or C0,0 is 2m × 2m, B0,j or C0,j is 2m × 2m+j−1, similarly, Bj,0 or Cj,0 is 2m+j−1 × 2m for
j = 1, 2, . . . , q − 1. Bj,l or Cj,l is 2m+j−1 × 2m+l−1 for j, l = 1, 2, . . . , q − 1. For each j = 1, 2, . . . , q,
we define two submatrices GBm,j−1 and G
C
m,j−1 by replacing the subscript q − 1 in the right hand side
matrix of (6.1) with j − 1, respectively. Clearly, GBm,0 := B0,0, GCm,0 := C0,0. For j = 1, 2, . . . , q, we
denote DBm,j−1 and D
C
m,j−1 by
DBm,j−1 :=

B0,0 B0,1 · · · B0,j−1
0 0 · · · 0
...
...
...
...
0 0 · · · 0
 , DCm,j−1 :=

C0,0 C0,1 · · · C0,j−1
0 0 · · · 0
...
...
...
...
0 0 · · · 0
 ,
and define EBm,j−1 and E
C
m,j−1 by,
EBm,j−1 := GBm,j−1 − DBm,j−1, ECm,j−1 := GCm,j−1 − DGm,j−1.
We give the multilevel augmentation method for solving Eq. (3.3).
Algorithm 6.1. Letm > 0 be a fixed positive integer.
Step 1: Solve the equation
(I2m + GBm,0 + GCm,0)u∗2m = f2m .
Step 2: Let v2m := u∗2m , and compute the matrices DBm,1, DCm,1,, EBm,1 and ECm,1.
Step 3: For j = 1, 2, . . . q− 1, suppose u∗
2m+j−1 has been obtained and do the following:
• Augment the matrices DBm,j−1, DCm,j−1, EBm,j−1 and ECm,j−1 to form DBm,j, DCm,j, EBm,j and ECm,j,
respectively.
• Augment u∗
2m+j−1 by setting v2m+j =
[
u∗
2m+j−1
0
]
.
• Solve u∗
2m+j from the equation
(I2m+j + DBm,j + DCm,j)u∗2m+j = f2m+j − (EBm,j + ECm,j)v2m+j .
We first analyze the computational effort of this algorithm in the next theorem.
Theorem 6.2. The total number of multiplications required for obtaining u∗2m+q is O(n log
3 n).
Proof. We assume that the computation of u∗2m needsM(m)multiplications. From Algorithm 6.1 the
total number of multiplications required for u∗2m+q is given by
qM(m)+
q−1∑
j=1
N (I2m+j + GBm,j + GCm,j). (6.2)
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Clearly,
N (I2m+j) = 2m+j. (6.3)
Based on the truncation strategy (3.1) we have
N (GBm,j) ≤ 2(m+ q)
2m+j∑
l=1
[
2m+q
l
]
+ 2m+j ≤ 5(m+ q)(m+ j)2m+q. (6.4)
Based on the truncation strategy (3.2) we have
N (GCm,j) ≤ 2(m+ j)2m+q. (6.5)
Substituting (6.3), (6.4) and (6.5) into the second term of (6.2) yields
q−1∑
j=1
N (I2m+j + GBm,j + GCm,j) ≤ c(m+ q)32m+q.
Again substituting the above estimation into (6.2) with the help of the relation qM(m) = O(log n)we
obtain the desired conclusion. 
We suppose that u∗2m+q := [a∗j : j ∈ Zn] and define
u∗2m+q :=
∑
j∈Zn
a∗j Tj.
The next theorem shows that the approximate solution u∗2m+q has the same optimal order of conver-
gence as u˜n.
Theorem 6.3. Suppose that the conditions in Theorem 5.3 hold; then there exist a positive constant c and
a positive integer n0 such that for n ≥ n0,
‖u− u∗n‖ρ ≤ c‖u‖ρ,tn−t .
Proof. We let γn := ‖u‖ρ,t2−nt , clearly, the sequence γn is a majorization sequence as in [10].
Following Theorem 5.3 there exists a positive constant c such that
‖u− u˜n‖ρ ≤ cγn. (6.6)
It follows from the compactness of operatorB and operator C that
lim
m→∞ ‖B2m+p + C2m+p − B˜2m+p − C˜2m+p‖ = 0 (6.7)
uniformly for p ∈ N0. Using Theorem 2.2 in [10] and Eqs. (5.6), (6.6) and (6.7) yields the desired
conclusion. 
In the following we illustrate the efficiency and accuracy of our methods. All computer programs
are compiled by Matlab language and run on a personal computer with a 1.70 GHz celeron CPU
and 256M memory. We use n to denote the order of the coefficient matrix. ‘‘CO’’ is the optimal
order of the approximation solution; CO := log2 ‖u−u
∗
2n‖ρ
‖u−u∗n‖ρ for the compressed linear system and
CO := log2 ‖u−u2n‖ρ‖u−un‖ρ for the uncompressed linear system. The symbol ‘‘CT’’ denotes the timemeasured
in seconds, which is used for solving it by the multilevel augmentation method. We assume that the
exact solution is u(x) := |x| − 2
pi
, x ∈ I . A direct computation shows
u(x) :=
(
8
pi
) 1
2
(∑
j∈N
(−1)j+1
4j2 − 1 T2j(x)
)
, x ∈ I.
By definition we have u ∈ Hρ,t(I)with t = 1.5− , where  is an arbitrary positive constant.
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Table 1
n Uncompressed Compressed
CT ‖u− un‖ρ CO CT ‖u− u∗n‖ρ CO
256 10.3 1.16e−4 7.31 3.28e−4
512 31.4 4.10e−5 1.501 9.43 1.16e−4 1.499
1024 117.6 1.45e−5 1.500 13.28 4.09e−5 1.498
Table 2
n En,1 En,2 En,3 En,4
256 2.23e−5 4.65e−5 1.89e−5 2.87e−5
512 2.65e−6 1.87e−6 8.75e−6 3.12e−6
1024 2.86e−7 2.35e−7 6.67e−7 5.89e−7
Table 3
n Uncompressed Compressed
CT ‖u− un‖ρ CO CT ‖u− u∗n‖ρ CO
256 9.7 3.28e−4 6.24 1.16e−4
512 29.5 1.16e−4 1.501 8.31 4.10e−5 1.501
1024 114.9 4.09e−5 1.500 12.27 1.45e−5 1.500
Table 4
n En,1 En,2 En,3 En,4
256 2.83e−5 1.75e−5 2.14e−5 2.87e−5
512 8.15e−6 6.87e−6 7.43e−6 5.34e−6
1024 8.42e−7 8.75e−7 8.67e−7 9.24e−7
Example 6.4. We suppose that the kernel function of the operator B is defined by k1(x, y) := exy +
cos xy, x, y ∈ I and the kernel function of the operator C is given by k2(x, y) := x2 + y3, x, y ∈ I . By
choosingm = 7 using the augmentation method we obtain the values as in Table 1.
Choosing four points x1 := −0.8, x2 := −0.4, x3 := 0.5, x4 := 0.7 and then for j = 1, 2, 3, 4,
letting
En,j := u(xj)− u∗n(xj)
we obtain the values as in Table 2.
Example 6.5. The kernel function of the operator B1 is k1(x, y) := sin xy + xy, x, y ∈ I and the
kernel function of the operator C is given by k2(x, y) := x2y2, x, y ∈ I . Letting m = 7 in the
multilevel augmentation method we obtain the values as in Table 3. Using the definitions xj and En,j
for j = 1, 2, 3, 4 as in Example 6.4, we obtain the values as in Table 4.
Remark. In the last two numerical examples, we first use the fast Fourier transformmethod to obtain
the fully discrete matrices Bn and Cn and then obtained the truncated matrix, which require the
computational complexity of O(n2). How to compute the nonzero entries in the truncated matrices
with a low complexity remains open. We will discuss this problem in a sequel to this paper.
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