Penalized regression methods are becoming increasingly popular in genome-wide association studies (GWAS) for identifying genetic markers associated with disease. However, standard penalized methods such as the LASSO do not take into account the possible linkage disequilibrium between adjacent markers. We propose a novel penalized approach for GWAS using a dense set of single nucleotide polymorphisms (SNPs). The proposed method uses the minimax concave penalty (MCP) for marker selection and incorporates linkage disequilibrium (LD) information by penalizing the difference of the genetic effects at adjacent SNPs with high correlation. A coordinate descent algorithm is derived to implement the proposed method. This algorithm is efficient in dealing with a large number of SNPs. A multi-split method is used to calculate the p-values of the selected SNPs for assessing their significance. We refer to the proposed penalty function as the smoothed MCP and the proposed approach as the SMCP method. Performance of the proposed SMCP method and its comparison with a LASSO approach are evaluated through simulation studies, which demonstrate that the proposed method is more accurate in selecting associated SNPs. Its applicability to real data is illustrated using data from a study on rheumatoid arthritis.
Introduction
With the rapid development of modern genotyping technology, genome-wide association studies (GWAS) have become an important tool for identifying genetic factors underlying complex traits. From a statistical standpoint, identifying SNPs associated with a trait can be formulated as a variable selection problem in sparse, high-dimensional models. The traditional multivariate regression methods are not directly applicable to GWAS because the number of SNPs in an association study is usually much larger than the sample size.
The LASSO (least absolute shrinkage and selection operator) provides a computationally feasible way for variable selection in high-dimensional settings Tibshirani [1996] . Recently, this approach has been applied to GWAS for selecting associated SNPs Wu et al. [2009] . It has been shown that the LASSO is selection consistent if and only if the predictors meet the irrepresentable condition Zhao and Yu [2006] . This condition is stringent and there is no known mechanism to verify it in GWAS. Zhang and Huang Zhang and Huang [2008] studied the sparsity and the bias of the LASSO in high-dimensional linear regression models. It is shown that under reasonable conditions, the LASSO selects a model of the correct order of dimensionality. However, the LASSO tends to overselect unimportant variables. Therefore, direct application of the LASSO to GWAS tends to generate findings with high false positive rates. Another limitation of the LASSO is that, if there is a group of variables among which the pairwise correlations are high, then the LASSO tends to select only one variable from the group and does not care which one is selected Zou and Hastie [2005] .
Several methods that attempt to improve the performance of the LASSO have been proposed. The adaptive LASSO Zou [2006] uses adaptive weights on each penalty so that the oracle properties hold under some mild regularity conditions. In the case that the number of predictors is much larger than sample size, adaptive weights cannot be initiated easily. Elastic net method Zou and Hastie [2005] can effectively deal with certain correlation structures in the predictors by using a combination of ridge and LASSO penalties. Fan and Li Fan and Li [2001] introduced a smoothly clipped absolute deviation (SCAD) method. Zhang Zhang [2010] proposed a flexible minmax concave penalty (MCP) which attenuates the effect of shrinkage that leads to bias. Both the SCAD and MCP belong to the same family of quadratic spline penalties and both lead to oracle selection results Zhang [2010] .
The MCP has a simpler form and requires weaker conditions for the oracle property. We refer to Zhang [2010] and Mazumder et al. [2011] for detailed discussion.
However, the existing penalized methods for variable selection do not take into account the specifics of SNP data. SNPs are naturally ordered along the genome with respect to their physical positions. In the presence of linkage disequilibrium (LD), adjacent SNPs are expected to show similar strength of association. Making use of LD information from adjacent SNPs is highly desirable as it should help to better delineate association signals while reducing randomness seen in single SNP analysis. Fused LASSO Tibshirani et al. [2005] is not appropriate for this purpose, since the effect of association for a SNP (as measured by its regression coefficient) is only identifiable up to its absolute value -a homozygous genotype can be equivalently coded as either 0 or 2 depending on the choice of the reference allele.
We propose a new penalized regression method for identifying associated SNPs in GWAS.
The proposed method uses a novel penalty, which we shall refer to as the smoothed minimax concave penalty, or SMCP, for sparsity and smoothness in absolute values. The SMCP is a combination of the MCP and a penalty consisting of the squared differences of the absolute effects of adjacent markers. The MCP promotes sparsity in the model and does automatic selection of associated SNPs. The penalty for squared differences of the absolute effects takes into account the natural ordering of SNPs and adaptively incorporates possible LD information between adjacent SNPs. It explicitly uses correlation between adjacent markers and penalizes the differences of the genetic effects at adjacent SNPs with high correlation.
We derive a coordinate descent algorithm for implementing the SMCP method. We use a resampling method for computing p-values of the selected SNPs in order to assess their significance.
The rest of the paper is organized as follows. Section 2 introduces the proposed SMCP method. Section 3 presents a genome-wide screening incorporating the proposed SMCP method. Section 4 describes a coordinate descent algorithm for estimating model parameters and discusses selection of the values of the tuning parameters and p-value calculation.
Section 5 evaluates the proposed method and a LASSO method using simulated data. Section 6 applies the proposed method to a GWAS on rheumatoid arthritis. Finally, Section 7 provides a summary and discusses some related issues.
The SMCP method
Let p be the number of SNPs included in the study, and let β j denote the effect of the jth SNP in a working model that describes the relationship between phenotype and markers. Here we assume that the SNPs are ordered according to their physical locations on the chromosomes. Adjacent SNPs in high LD are expected to have similar strength of association with the phenotype. To adaptively incorporating LD information, we propose the following penalty that encourages smoothness in |β|s at neighboring SNPs:
where the weight ζ j is a measure of LD between SNP j and SNP (j+1). This penalty encourages |β j | and |β j+1 | to be similar to an extent inversely proportional to the LD strength between the two corresponding SNPs. Adjacent SNPs in weak LD are allowed to have larger difference in their |β|s than if they are in stronger LD. The effect of this penalty is to encourage smoothness in |β|s for SNPs in strong LD. By using this penalty, we expect a better delineation of the association pattern in LD blocks that harbor disease variants while reducing randomness in |β|s in LD blocks that do not. We note that there is no monotone relationship between ζ and the physical distance between two SNPs. While it is possible to use other LD measures, we choose ζ j to be the absolute value of lag one autocorrelation coefficient between the genotype scores of SNP j and SNP (j+1). The values of ζ j for rheumatoid arthritis data used by Genetic Analysis Workshop 16, the data set to be used in our simulation study and empirical study, are plotted for chromosome 6 ( Fig. 1(a) ). The proportion that ζ j > 0.5 over non-overlapping 100-SNP windows is also plotted (Fig. 1(b) ).
[ Figure 1 about here.]
For the purpose of SNP selection, we use the MCP, which is defined as
where λ 1 is a penalty parameter and γ is a regularization parameter that controls the concavity of ρ. Here x + is the nonnegative part of x, i.e., x + = x1 {x≥0} . The MCP can be easily understood by considering its derivative, which iṡ
where sgn(t) = −1, 0, or 1 if t < 0, = 0, or > 0, respectively. As |t| increases from 0, MCP begins by applying the same rate of penalization as the LASSO, but continuously relaxes that penalization until |t| > γλ 1 , a condition under which the rate of penalization drops to 0. It provides a continuum of penalties where the LASSO penalty corresponds to γ = ∞ and the hard-thresholding penalty corresponds to γ → 1+. We note that other penalties, such as the LASSO penalty or SCAD penalty, can also be used to replace MCP.
We choose MCP because it possesses all the basic desired properties of a penalty function and is computationally simple Mazumder et al. [2011 ], Zhang [2010 .
Given the parameter vector β = (β 1 , . . . , β p ) and a loss function g(β) based on a working model for the relationship between the phenotype and markers, the SMCP in a working model can be expressed as minimizing the criterion
We minimize this objective function with respect to β, while using a bisection method to determine the regularization parameters (λ 1 , λ 2 ). SNPs corresponding toβ j = 0 are selected as being potentially associated with disease. These selected SNPs will be subject to further analysis using a multi-split sampling method to determine their statistical significance, as described later.
3 Genome-wide screening incorporating LD A basic method for GWAS is to conduct genome-wide screening of a large number of dense SNPs individually and look for those with significant association with phenotype. Although several important considerations, such as adjustment for multiple comparisons and possible population stratification, need to be taken into account in the analysis, the essence of the existing genome-wide screening approach is single-marker based analysis without considering the structure of SNP data. In particular, the possible LD between two adjacent SNPs are not incorporated in the analysis.
Our proposed SMCP method can be used for screening a dense set of SNPs incorporating LD information in a natural way. To be specific, here we consider the standard case-control design for identifying SNPs that potentially associated with disease. Let the phenotype be scored as 1 for cases and −1 for controls. Let n j be the number of subjects whose genotypes are non-missing at SNP j. The standardized phenotype of the ith subject with non-missing genotype at SNP j is denoted by y ij . The genotype at SNP j is scored as 0, 1, or 2 depending on the number of copies of a reference allele in a subject. Let x ij denote the standardized genotype score satisfying i x ij = 0 and
Here the loss function is
We note that switching the reference allele used for scoring the genotypes changes the sign of β j but |β j | remains the same. It may be counter-intuitive to use a quadratic loss in (4) for case-control designs. We now show that this is appropriate. Regardless how the phenotype is scored, the least squares regression slope of the phenotype over the genotype score at SNP j (i.e., a regular single SNP analysis) equals
where φ j is the proportion of cases out of total subjects computed from the subjects with non-missing genotype andp 1j andp 2j are allele frequencies of the SNP j in cases and controls, respectively. This shows that the β j in the squared loss function (4) can be interpreted as the effect size of SNP j. In the classification literature, quadratic loss has also been used for indicator response variables .
An alternative loss function for binary phenotype would be the sum of negative marginal log-likelihood based on a working logistic regression model. We have found that the selection results using this loss function are in general similar to those based on (4). In addition, the computational implementation of the coordinate descent algorithm described in the next subsection using the loss function (4) is much more stable and efficient and can easily handle tens of thousands SNPs.
Computation
In this section, we first present a coordinate descent algorithm for the proposed SMCP method. Then we discuss methods of selecting tuning parameters and evaluating p-values for the selected SNPs.
Coordinate Descent Algorithm
In this part, we derive a coordinate descent algorithm for computing the solution to (3).
This algorithm was originally proposed for criterions with convex penalties such as LASSO Knight and Fu [2000] , Friedman et al. [2010] , Wu and Lange [2007] . It has been proposed to calculate nonconvex penalized regression estimates Mazumder et al. [2011] , Breheny and Huang [2011] . This algorithm optimizes a target function with respect to one parameter at a time, iteratively cycling through all parameters until convergence is reached. It is particularly suitable for problems such as the current one that have a simple closed form solution in a single dimension but lack one in higher dimensions.
We wish to minimize the objective function L n (β) in (3) with respect to β j while keeping all other β k , k = j, fixed at their current estimates. Thus only the terms involving β j in L n matter. That is, this problem is equivalent to minimizing R(β j ) defined as
where C is a term free of β j ,β j+1 andβ j−1 are current estimates of β j+1 and β j−1 , respectively, and a j , b j , and c j are determined as follows:
• For |β j | < γλ 1 ,
x ij y ij , and
• For |β j | ≥ γλ 1 ,
while b j remains the same as in the previous situation.
Note that function R(β j ) is defined for j = 1, p. It can be defined for j = 1 by setting β j−1 = 0 and for j = p by settingβ j+1 = 0 in the above two situations.
Minimizing R(β j ) with respect to β j is equivalent to minimizing a j β 2 j + b j β j + c j |β j |, or equivalently,
The first term is convex in β j if a j > 0. In the case |β j | ≥ γλ 1 , a j > 0 is trivially true. In the case |β j | < γλ 1 , a j > 0 holds when γ > 1.
Letβ j denote the minimizer of R(β j ). It has the following explicit expression:
This is because if c j > 0, minimizing (7) becomes a regular one dimensional LASSO problem.
β j is the soft-threshold operator. If c j < 0, it can be shown thatβ j and b j are of opposite sign. If b j ≥ 0, expression (7) becomes
The novel penalty (1) affects both a j and c j . Both 2a j and c j are linear in λ 2 . As λ 2 increases, 2a j increases at rate ∂(2a j )/∂λ 2 = ζ j−1 + ζ j while c j decreases at rate ∂c j /∂λ 2 = |β j+1 |ζ j + |β j−1 |ζ j−1 . In the case of |b j | − c j ≥ 0, these are the rates of change for the denominator and the numerator of
as it involves the intercepts of its numerator and denominator. In terms of |β j+1 | and |β j−1 |, β j is larger when these two values are larger. Since b j does not depend on λ 2 , more SNPs will satisfy |b j | − c j ≥ 0 and thus be selected as λ 2 increases.
We note that a j and b j do not depend on any β j . They only need to be computed once for each SNP. Only c j needs to be updated after all β j s are updated. In the special case of λ 2 = 0, the SMCP method becomes the MCP method. Even c j no longer depends oñ β j−1 andβ j+1 : c j = λ 1 if |β j | < γλ 1 and c j = 0 otherwise. Expression (8) gives the explicit solution for β j .
Generally, an iterative algorithm is required to estimate these parameters.
p ) be the initial value of the estimate of β. The proposed coordinate descent algorithm proceeds as follows:
1. Compute a j and b j for j = 1, . . . , p. 5. Repeat steps (3) and (4) until the estimate of β converges.
In practice, the initial values β (0) j , j = 1, . . . , p are set to 0. Each β j is then updated in turn using the coordinate descent algorithm described above. One iteration completes when all β j s are updated. In our experience, convergence is typically reached after about 30 iterations for the SMCP method.
The convergence of this algorithm follows from Theorem 4.1(c) of Tseng [2001] . This can be shown as follows. The objective function of SGL can be written as
and f j (β j ) = ρ(|β j |; λ 1 , γ). Since f is regular in the sense of (5) in Tseng (2001) and J j=1 f j (β j ) is separable , the GCD solutions converge to a coordinatewise minimum point of f , which is also a stationary point of f .
For now, the property of the second penalty is discussed. We assume that currently, λ 1 and λ 2 are fixed and we want to solve the objective function (2). Suppose that in the most recent step (s − 1), β j−1 was updated and compare the value of estimates under adjacent steps, δ = |β is non-zero and δ is usually positive. We now go into the step s to update β j .
• If corr(x j , x j−1 ) > 0, then ζ j−1 = corr(x j , x j−1 ). We have c The sign ofβ j is also positive if it is not zero. It makes sense that the correlation between (j − 1)th and jth predictors is assumed to be positive.
• It is similar when corr(x j , x j−1 ) < 0.
Thus, incorporating the second penalty increases the chance that adjacent SNPs with high correlation to be selected together.
Tuning parameter selection
Selecting appropriate values for tuning parameters is important. It affects not only the number of selected variables but also the estimates of model parameters and the selection consistency. There are various methods that can be applied, which include AIC Akaike [1974] , BIC Schwarz [1978] , Chen and Chen [2008] , cross-validation and generalized crossvalidation. However, they are all based upon the the performance of prediction error. In GWAS, disease markers may not be in the set of SNP markers. Practically it is rare that disease markers are part of SNPs data, which consequently results in non-true model for SNPs data. Hence, the methods mentioned above may be inadequate in GWAS. Wu et al. Wu et al. [2009] used a predetermined number of predictors to select the tuning parameter and implement a combination of bracketing and bisection to search for the optimal tuning parameter. We adopt Wu et al. [2009] method to select tuning parameters. For this purpose, tuning parameters λ 1 and λ 2 are re-parameterized through τ =λ 1 +λ 2 and η=λ 1 /τ . The value of η is fixed beforehand. When η = 1, the SMCP method becomes the MCP method.
The optimal value of τ that selects the predetermined number of predictors is determined through bisection as follows. Let r(τ ) denote the number of predictors selected under τ . Let τ max be the smallest value for which all coefficients are 0. τ max is the upper bound for τ . From (5), τ max = max j | n j i=1 x ij y ij |/(n j η). To avoid undefined saturated linear models, τ can not be 0 or close to 0. Its lower bound, denoted by τ min , is set at τ min = τ max for preselected . Setting = 0.1 seems to work well with the SMCP method. Initially, we set τ l = τ min and τ u = τ max . If r(τ u ) < s < r(τ l ), then we employ bisection. This involves testing the
If r(τ m ) < s, we replace τ u by τ m . If r(τ m ) > s, we replace τ l by τ m . This process repeats until r(τ m ) = s. From simulation study, we find that regularization parameter γ also has an important impact on the analysis. Based on our experience, γ = 6 is a reasonable choice for the SMCP method.
P -values for the selected SNPs
The use of p-value is a traditional way to evaluate the significance of estimates. However, This is a simulation-based method that automatically adjusts for multiple comparisons.
In each iteration, the multi-split method proceeds as follows:
1. Randomly split the data into two disjoint sets of equal size: D in and D out . The case:control ratio in each set is the same as in the original data.
2. Fit the SMCP method with data in D in . Denote the set of selected SNPs by S.
3. Assign a p-valueP j to SNP j in the following way:
(a) If SNP j is in set S, setP j to be its p-value on D out in the regular linear regression where SNP j is the only predictor. 
where π 0 is chosen to be 0.05. It was shown that Q j , j = 1, . . . , p, can be used for both FWER (family-wise error rate) and FDR control Meinshausen et al. [2009] .
Simulation studies
To make the LD structure as realistic as possible, genotypes are obtained from a rheumatoid arthritis (RA) study provided by the Genetic Analysis Workshop (GAW) 16. This study involves 2062 individuals. Four hundred of them are randomly chosen. Five thousand SNPs are selected from chromosome 6. For individual i, its phenotype y i is generated as follows: [ Table 1 [ Table 2 about here.]
To investigate further the performance of the SMCP method and the LASSO method, we look into a particular simulated data set. The 50 SNPs selected by the SMCP method and their p-values obtained using the multi-split method are reported in Table 2 . It is apparent that the number of true positives is much higher for the SMCP method than for the LASSO method. SMCP selects 25 out of 31 true disease associated SNPs while LASSO selects 21.
Note that multi-split method can effectively assign p-values for the selected SNPs: All the non-disease associated SNPs are insignificant for the SMCP method. In conparison, two SNPs (SNP 2320 and SNP 2321) are significant for the LASSO method.
Application to Rheumatoid Arthritis Data
Rheumatoid arthritis (RA) is a complex human disorder with a prevalence ranging from around 0.8% in Caucasians to 10% in some native American groups Amos et al. [2009] . Its risk is generally higher in females than in males. Some studies have identified smoking as a risk factor. Genetic factors underlying RA have been mapped to the HLA region on region 6p21 Newton et al. [2004] , PTPN22 locus at 1p13 Begovich et al. [2004] , and the CTLA4 locus at 2q33 Plenge et al. [2005] . There are some other loci reported. These loci are at 6q (TNFAIP3), 9p13 (CCL21), 10p15 (PRKCQ), and 20q13 (CD40) and seem to be of weaker effects Amos et al. [2009] .
GAW 16 RA data is from the North American Rheumatoid Arthritis Consortium (NARAC).
It is the initial batch of whole genome association data for the NARAC cases (N=868) and controls (N=1194) after removing duplicated and contaminated samples. The total sample size is 2062. After quality control and removing SNPs with low minor allele frequency, there are 475672 SNPs over 22 autosomes, of which 31670 are on chromosome 6.
The SNPs on the whole genome are analyzed simultaneously. By using different numbers for predetermined number of SNPs, we found that 800 SNPs along the genome are appropriate for the GAW 16 RA dataset. For the SMCP method, the optimal value for tuning parameter τ corresponding to this setting is 1.861 with η = 0.05. p-values of the selected SNPs are computed using multi-split method. The majority of the SNPs (539 out of 800)
selected by the SMCP method are on chromosome 6, 293 of which are significant at significance level 0.05. The plot of − log 10 (p-value) for the selected SNPs against their physical positions is shown in Fig. 2(a) for chromosome 6.
For the LASSO method (i.e., η = 1 and γ = ∞), the same procedure is implemented to select 800 SNPs across the genome. The optimal value for tuning parameter τ is 0.091.
There are 537 SNPs selected on chromosome 6 and 280 of them are significant with multisplit p-value less than 0.05. The plot of − log 10 (p-value) for chromosome 6 is shown in Fig. 
2(b).
We also analyzed the data using the MCP method (i.e., η = 1). It selects the same set of SNPs as the LASSO method. The difference of the LASSO and the MCP lies in the magnitude of estimates, since the MCP is unbiased under proper choice of γ but the LASSO is always biased. Two sets of SNPs selected by the SMCP and the LASSO, respectively, on chromosome 6 are both in the region of HLA-DRB1 gene that has been found to be associated with RA Newton et al. [2004] .
There are SNPs on other chromosomes that are significant or close to be significant ( Table [ 
Discussion
Penalized method is a modern variable selection approach developed to handle "large p,
small n" problems. Application of this approach to GWAS is highly anticipated. Compared to traditional GWAS where each SNP is analyzed one at a time, penalized method is able to handle a collection of SNPs at the same time. We have proposed a novel SMCP penalty and introduced a penalized regression method suited to GWAS. A salient feature of this method is that it takes into account the LD among SNPs in order to reduce the randomness often seen in the traditional one-SNP-at-a-time analysis. We developed a coordinate descent algorithm to implement the proposed SMCP method. Also, we applied a multi-split method to compute p-values which can be used to assess the significance of selected SNPs.
The proposed SMCP method is different from the fused LASSO. The objective function for fused LASSO can be written
One apparent difference between SMCP and fused LASSO is in the second penalty. SMCP uses a L 2 penalty on the absolute difference which makes soft smoothing. In comparison fused LASSO uses L 1 for the smoothing penalty. Hence, it will put adjacent parameters to be exactly the same. Second, SMCP is not affected by the choice of reference allele for genotype scoring. Third, SMCP explicitly incorporate a measure of LD of adjacent SNPs to only encourage smoothness of the effects of those with high LD. This feature of the penalty is particularly suitable for GWAS. Fourth, SMCP is computationally efficient as it has an explicit solution when updating β j . In comparison, no such explicit solution exists for fused LASSO. Its computation is not as efficient as SMCP even using the method proposed by Friedman et al. [2007] .
A thorny issue in handling large number of SNPs simultaneously is computation. We used several measures to tackle this issue. We introduced explicit expressions for implementing the coordinate descent algorithm. This algorithm is stable and efficient in our simulation studies and data example. For a dichotomous phenotype, we showed that a marginal quadratic loss function yields correct estimate of the effect of a SNP. Two important advantages in using the marginal loss (4) instead of a joint loss are its convenience in computing over genome and handling missing genotypes, a phenomenon common in high-throughput genotype data.
As the expression (5) 
