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Abstract—We investigate the use of dominating-set neighbor
elimination as an integral part of the distribution of route
requests using the Ad hoc On-demand Distance Vector (AODV)
protocol as an example of on-demand routing protocols. We
use detailed simulations to show that simply applying dominant
pruning (DP) to the distribution of route requests in AODV
results in pruning too many route requests in the presence
of mobility and cross-trafﬁc. Accordingly, we introduce several
heuristics to compensate the effects of DP and show that the
resulting AODV with Dominating Set heuristics (AODV-DS) has
comparable or better delivery ratio, network load, and packet
latency than the conventional AODV. AODV-DS exhibits over
70% savings on RREQ trafﬁc than conventional AODV, and in
some situations, AODV-DS may have a lower control overhead
using Hello packets than conventional AODV without Hellos.
I. INTRODUCTION
Wireless ad hoc networks present many opportunities and
challenges. Because these networks require no ﬁxed infras-
tructure, such as base stations or cell sites, they may be
deployed quickly and changed as needs evolve. One may
ﬁnd ad hoc networks used in disaster recovery situations,
impromptu meetings or conferences, and military battleﬁeld
environments.
Routing in an ad hoc network has several challenges not
present in wire-line networks. Bandwidth and energy are
limited, so one must have message efﬁciency. Nodes typically
use a single contention-based radio channel, so in multi-hop
environments – where one would need routing – all-node
broadcasts are error-prone due to hidden-terminal losses. Links
are ephemeral and nodes have no means to detect the creation
or loss of a link except through use of the link. Mobility
further complicates matters because the network topology may
be in a state of constant change and a node’s picture of the
network graph must be continually refreshed. A number of
approaches to routing in ad hoc networks have been proposed
in the recent past that address the aforementioned challenges
by either having all nodes act as peers (i.e., execute the same
protocols and algorithms), or by deﬁning a backbone of nodes
that carry out special routing functions.
To reduce the signaling overhead on a peer-to-peer basis,
on-demand routing protocols maintain routes to only those
destinations for which trafﬁc exists. A couple of examples
of such protocols are DSR [1] and AODV [2] [3]. For the
purposes of this paper, the main feature of these protocols is
that a node uses a series of network-wide all-node broadcasts
to disseminate its route request to discover a route to an
intended destination. In most situations, the node uses an
expanding-ring search to limit ﬂooding the whole network,
but this comes at additional cost to the local area of a node
where the same route request is likely to be repeated several
times. Hence, it would be highly desirable to limit the number
of unnecessary broadcast transmissions.
Another peer-oriented approach to reducing routing over-
head is exempliﬁed by the Optimized Link State Routing
(OLSR) protocol [4], which operates by ﬂooding link-state
information and limits the overhead incurred by ﬂooding by
only having the multipoint relays (MPR) of a node forward the
ﬂooded packets. A node selects MPRs from its symmetrical
one-hop neighbors. A node designates a neighbor symmetrical
after verifying a bi-directional channel to that neighbor. OLSR
defaults to an MPR set of all symmetric neighbors and
thus ﬂoods over well-connected nodes and uses all well-
connected nodes in routing computations. Each node may
reduce the MPR set based on a locally tunable parameter called
MPR COVERAGE, which is the minimum number of covers
desired per two-hop neighbor. The algorithm suggested in [4]
uses a greedy approach to minimize the number of repeater
nodes while trying to achieve the desired MPR COVERAGE.
The Topology Broadcast Reverse Path Forwarding
(TBRPF) [5] routing mechanism uses broadcasts and limits
ﬂooding through a packet cache similar to AODV. It is based
on [6], which has the potential to limit the default blind
ﬂooding but does not have any speciﬁc mechanisms to do so.
A TBRPF node may choose to not participate in routing, in
which case it only receives TBRPF topology packets but does
not originate any. Thus, no other node will create a route
through the passive member.
There have been a few proposals for establishing a virtual
backbone over which routing takes place (e.g., [7], [8]). In [7]
a spine is used for all communications, while in [8] the
backbone is used as a secondary route in case shortest-pathroutes fail. These approaches assume a perfectly scheduled
MAC layer. Subsequent work [9] provides more advanced
algorithms and more sophisticated methods to handle node
movement, shutdown and power-on. [9] also suggests a way
to run Dynamic Source Routing (DSR) [1] over a connected
dominating set of the network. The dominating set of a
network is a subset of nodes such that each node is either in the
dominating set, or is adjacent to a node in the dominating set.
Obtaining the minimum connected dominating set of a graph
is known to be NP-hard [10] [11] even when the complete
network topology is available.
Our work is distinct from [9] and OLSR’s MPR scheme
in that we only use dominating sets for ﬂooding control, not
packet routing, and we construct a more robust connected
dominating set through several heuristics. In particular, we
address the process of distributing route requests of an on-
demand routing protocol in ways that reduce the overhead in-
curred by the protocol without incurring a substantial negative
impact on the ability of the network to deliver data packets to
their destinations.
In the present work, we use Dominant Pruning (DP) [12]
as our dominating-set broadcast distribution mechanism and
apply it to AODV, which we use as our example of on-demand
routing protocols. Section II describes how DP is applied to
the forwarding of route request (RREQ) packets in AODV.
To facilitate DP, each node needs two-hop neighbor informa-
tion. We use a neighbor-exchange protocol called NXP [13].
Applying DP directly to AODV does not result in better
performance from that obtained by the conventional AODV
in many situations, due to the loss of RREQ packets. We
present several heuristics to re-introduce some of redundancy.
Although we have only used DP, the heuristics should apply
to many dominating-set approachs. The resulting approach is
called ‘AODV-DS.’
Section III presents the results of our simulation perfor-
mance analysis between conventional AODV, AODV with DP,
and AODV-DS. The results from our analysis are consistent
with the ﬁndings for OLSR [14], which show that multi-point
relays (MPR) signiﬁcantly reduce the protocol overhead, but
also results in a lower route availability and packet delivery
rates, except for one topology. Our results show that AODV
with DP has similar behavior: lower overheadand lower packet
delivery ratio. The AODV-DS protocol using our heuristics has
lower overhead and equal or higher delivery ratio.
II. DOMINATING SETS IN AODV
This section reviews the RREQ process of AODV and the
Dominant Pruning algorithm. It then describes our integration
of a neighbor elimination scheme to AODV. We present several
heuristics to boost the performance of dominant pruning by
adding more redundancy.
In AODV, a node generates a RREQ to ﬁnd a path to a
speciﬁc destination, generally using an expanding ring search.
The expanding ring search begins with a small TTL ﬂood
over the neighborhood of the source. If a RREQ times out,
the source re-transmits the RREQ with a larger TTL until it
ﬁnds a route to the destination or has exceeded a threshold and
terminates the search in failure. A node receiving a RREQ
with positive TTL will relay the RREQ if it cannot send a
Route Reply (RREP) for the desired destination. RREP packets
are sent unicast. Nodes keep a packet cache of recently seen
RREQ packets, and drop duplicates.
Dominant Pruning is an algorithm to achieve a minimum
connected dominating set (MCDS). A connected dominating
set of graph
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A. AODV-DS
It is straightforward to apply a neighbor elimination scheme
to the process of ﬂooding RREQs in an on-demand routing
protocol. In the case of AODV, every node connected by the
dominating set may receive the RREQ, and any node with
an active route to the destination and appropriate sequence
numbers may respond. Only nodes listed in the forwarder set
RREQ extension may relay the RREQ. The main issues in
making use of dominating sets worthwhile are how to make
the dominating-set scheme more robust, and how to ensure
fairness so the broadcast backbone is not unduly burdened with
both broadcast and unicast trafﬁc. Our main implementation
difﬁculty with combining a neighbor elimination scheme with
the AODV RREQ process arises from packet loss. We found
that replacing the greedy set cover of DP with a least-ﬁrst set
cover (LFSC) and using hints from the AODV routing table
yielded the best performance.
The AODV-DS algorithm is based on three heuristics to
the DP scheme. We eliminate certain nodes from the eligible
one-hop neighbors when performing the set cover of two-hop
nodes, we use a LFSC rather than a GSC, and we add certain
nodes to the forwarder set in addition to the LFSC results.
When computing the DP cover set, we ﬁrst compute the set
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the one-hop set reported by the neighbor protocol and then
compute the DP cover (which could be an empty set). We
compute the cover using a LFSC, which is essentially the
inverse of GSC: begin with the node whose cover size isminimal but non-zero. After we have the set cover from LFSC,
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9 set to the forwarder list.
Finally, if we have any route information for the destination
(either an active or broken route), we add the listed next-hop
to the forwarder list.
To summarize, we construct the forwarder list on a hop-
by-hop basis. We ﬁrst remove from consideration any one-
hop nodes listed by AODV as broken routes (but listed by
the neighbor protocol as Up) and perform LFSC to get the
forwarder list. We then add the excluded invalid nodes to the
forwarder list. Finally, if we have any routing information for
the destination from either an active route or broken route, we
add the listed next-hop to the forwarder list.
III. SIMULATION RESULTS
We implemented AODV draft 10 and Dominant Pruning
in GlomoSim [15]. We did not use the version of AODV
distributed with Glomosim, but rather made a new version
to conform with recent AODV speciﬁcation. This section
ﬁrst reviews our implementation of AODV, then describes the
simulation environment before ﬁnishing with the results of
simulation. We used all default parameters from AODV draft
10, with the following differences. We set TTL START = 2, we
use local repair, we do not use link-layer drop detection, and
we do not use reboot hold. ALLOWED HELLO LOSS only
applies to conventional AODV as AODV with DP and AODV-
DS use an external two-hop neighbor protocol. Following
the recommendation in draft 10, we unicast RERR packets
whenever there is only one destination in the precursor list.
Our version of AODV has the following implementation-
speciﬁc features. If a RREQ for a destination has failed within
DELETE PERIOD and a new packet arrives for that destina-
tion, it starts with a TTL of NETWORK DIAMETER. After a
RREQ failure for a destination, a node will not issue another
RREQ for that node for 6 seconds, and it will have a TTL of
NETWORK DIAMETER. After each failure (the conventional
2 retries are allowed), queued packets are dropped. We have
not investigated the Hello reduction technique that is speciﬁed
in the more recent AODV speciﬁcation [16], where only nodes
participating in active routes need to issue Hello packets to
maintain connectivity. All AODV control packets – broadcast
and unicast – are jittered by an exponential delay with mean
value of 10 milliseconds, with a minimum of 1 ms and a
maximum of 100 ms.
Our simulations generally replicate [17] for a 50-node
network. We have scenarios with 10 source nodes and 30
source nodes, transmitting 4 packets/sec CBR trafﬁc of 512
byte UDP packets. Nodes begin transmitting at 50 seconds
plus an offset uniformly chosen over a 5 second period to
avoid all nodes sending a packet at exactly 50s. Destination
nodes are chosen uniformly from any node except the source.
All simulations run for 900 seconds.
We use a random waypoint movement model with velocities
between 0 and 20 m/s in a 1500m x 300m space with random
initial node palcement. We use six pause times of 100s, 200s,
300s, 500s, 700s, and 900s. The radio is a 2 Mbps IEEE 802.11
device with a maximum range of 280m. The radio uses an
accumulated noise interference model and a two-ray path loss.
We used two Hello periods of 1 second and 2 seconds. We
repeated all experiments over 10 trials with different random
number seeds. Each data point represents the mean over the
10 trials. We show 95% conﬁdence intervals all graphs except
some cumulative distribution plots.
Our performancemetrics are similar to [17]. We measure the
delivery ratio of CBR packets received to packets transmitted,
the latency of received CBR data packets, and the control
overhead. The control overhead is the ratio of the total number
of AODV control packets (RREQ,RREP, RERR, Hellos) to the
number of data CBR packets received. In cases where we used
NXP, all NXP packets are counted in the control overhead.
Table I presents the four performance metrics averaged over
all pause times and the 95% conﬁdence interval. Due to space,
we only show graphs for the delivery ratio, RREQ load, and
RREQ distribution. Any entries in a column with overlapping
conﬁdence intervals are statistically identical. AODV-DS has
a statistically identical delivery ratio to AODV in all cases.
AODV-DS has a signiﬁcantly better delivery ratio than AODV
with DP in all cases. For 10-source network load, AODV-DS is
statistically identical to AODV, while for 30-sources, AODV-
DS has about 1/3 the load of AODV. In terms of the number
of RREQ packets transmitted, AODV-DS averages under 1/3
the number of AODV, but is at times an order of magnitude
higher than AODV with DP. For 10-sources, AODV-DS has
about double the latency of AODV, but for 10-sources, it has
about 1/2 the latency of AODV.
Figures. 1 and 2 show the delivery ratio for 10 and 30
source nodes. For 10 source nodes, AODV and AODV-DS
have approximately equal delivery rates. AODV with DP has
a signiﬁcantly lower delivery ratio, due to multiple failures
of RREQs. Overall, conventional AODV averaged under 0.5
failed route requests per node (for both 1s and 2s intervals),
AODV-DS averaged under 1.0 failed route requests per node.
AODV with DP averaged 3.3 failed route requests per node
(3.29 for 1s and 3.35 for 2s hello intervals), but had the
fewest number of transmitted RREQs. For 30 source nodes,
the differences are not as pronounced as for 10 source nodes.
AODV-DS has the highest delivery ratio, AODV is next, and
AODV with DP has the lowest delivery ratio.
Figures 3 and 4 show the average number of RREQ packets
transmitted per node over the simulation period. For both 10
sources and 30 sources, AODV with DP transmitted signif-
icantly fewer RREQ packets than AODV or AODV-DS. On
average over the ten trials, AODV with DP transmitted 34
RREQs for 1s Hellos and 32 RREQs for 2s Hello. AODV-
DS transmitted between on average 104 RREQs per node, but
had a very wide range between 24 and 205, depending on
pause time. Conventional AODV averaged 428 RREQs per
node, with a range of 109 to 965, depending on pause time.
AODV-DS exhibits over a 70% savings in RREQs compared
to conventional AODV and has a similar or better delivery
ratio.
Figures 5 and 6 show the cumulative distribution (CDF) ofTABLE I
PERFORMANCE AVERAGE OVER ALL PAUSE TIMES
sources nodes hello protocol delivery ratio net load rreq load latency (sec)
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Fig. 1. Delivery ratio, 10 sources
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Fig. 2. Delivery ratio, 30 sources
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Fig. 3. Average # RREQs transmitted, 10 sources
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Fig. 4. Average # RREQs transmitted, 30 sources
RREQ transmissions for a 100s and 900s pause times. The
CDF measures the fraction of RREQs transmitted by nodes.
These plots illustrate a sense of fairness in the routing protocol
– if the CDF is linear, then all nodes bear an equal share of
load. The 30-source 100-second pause time graph is closest
to linear for all scenarios. The 10-source 900-second pause
time graph is the least linear. Intuitively, when there are more
ﬂows and move movement, the ﬂows spread over the graph
more evenly. When there is no movement and few ﬂows, paths
become established early and do not change. In both graphs,
AODV is closest to linear because it completely ﬂoods the
network. AODV with DP is the furthest from linear while
AODV-DS is close to AODV.
When we compare our results with those in [17], there
are three signiﬁcant differences between AODV in [17] and
our implementation of AODV. [17] uses link-layer feedback
for failed links. When the MAC layer fails an RTS/CTS/ACK
handshake and has used all allowable retries, it notiﬁes AODV
that a speciﬁc packet failed. AODV immediately breaks the
link. [17] does not use Hello packets, which we rely on to
detect link failures and exchange two-hop data. [17] broad-
casts all RERR packets while our implementation sometimes
unicasts them.
In terms of delivery ratio, our simulations of AODV show0
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Fig. 5. RREQ distribution, 30 sources, 100s pause
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Fig. 6. RREQ distribution, 10 sources, 900s pause
similar performance to [17], which observes a 97% or higher
delivery ratio for 10 source nodes and between a 76% to 85%
ratio for 30 source nodes. Our results show for 10 source
nodes a similar 96% or higher delivery ratio. For 30 source
nodes, our work shows between 68% and 89% delivery for
conventional AODV and between 75% and 92% delivery for
AODV-DS.
For the control load (“routing load” in [17]), one would
expect a large difference because we used Hello packets. For
10 source nodes, [17] reports a routing load of 1.0 or less,
dropping towards zero as the pause time increases. For 30
source nodes, the routing load is between 1.5 and 2.4. If we
look at our best results, which is for a 2s Hello interval,
for 10 source nodes conventional AODV showed 0.8 to 1.5
control load and AODV-DS 0.5 to 1.3. For 30 source nodes,
AODV ranged between 1.3 and 5.9 while AODV-DS ranged
between 0.4 and 1.7. Interestingly, for 30 source nodes we
achieved a lower control load using Hello packets and AODV-
DS than [17] reported for conventional AODV without Hello
packets.
IV. CONCLUSION
We present a method to combine dominating-set broadcast
distribution with the AODV RREQ process. The novelty of our
contribution is in addressing the fragility of a minimum con-
nected dominating set in the presence of mobility and cross-
trafﬁc. We develop three heuristics to fortify the dominating set
process against loss by re-introducing some redundancy using
a least-ﬁrst set cover rather than a greedy set cover. We also use
hints from the AODV routing table to compute the forwarding
list. AODV-DS exhibits about a 70% savings in RREQ trafﬁc
while maintaining the same or better latency and delivery ratio
for 30 source nodes in a graph of 50 nodes. AODV-DS is also
about as fair as conventional AODV in distributing the RREQ
burden among all nodes, except in cases of low-mobility and
few source nodes. For low-mobility networks, AODV-DS is
not as fair to forwarding nodes as AODV, but is better than
AODV with DP.
Future work includes detailed study of over-covering two-
hop neighbors for more efﬁcient mechanisms than a LFSC.
We need a more thorough understanding of the interactions
between a two-hop neighbor protocol and the AODV route
expiry mechanism. From the RREQ load results, it appears
at times that the LFSC adds very many nodes to the cover
set. Investigating how to create more tightly bound cover sets
should further reduce the network load.
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