In this paper, we consider the reverse order laws for {1, 3, 4}-generalized inverses in C*algebras. We present purely algebraic necessary and sufficient conditions for b{1, 3, 4}· a{1, 3, 4} ⊆ (ab){1, 3, 4} and (ab){1, 3, 4} = b{1, 3, 4} · a{1, 3, 4}. Also, we prove that (ab){1, 3, 4} ⊆ b{1, 3, 4} · a{1, 3, 4} is actually equivalent to (ab){1, 3, 4} = b{1, 3, 4} · a{1, 3, 4}.
Introduction
Let A be a complex C * -algebra with the unit 1. The Moore-Penrose inverse of an element a ∈ A is the unique element a † ∈ A satisfying the four Penrose equations [2] :
If K ⊆ {1, 2, 3, 4} is a subset we shall call x ∈ A a K-inverse of a ∈ A if it satisfies the Penrose equation (j) for each j ∈ K. We shall write aK for the collection of all K inverses of a ∈ A, and a K for an unspecified element x ∈ aK.
The set of all a ∈ A that possess the Moore-Penrose inverse will be denoted by A † . We also write A −1 for the set of all invertible elements in A. The word 'projection' will be reserved for an element q of A which is self-adjoint and idempotent, that is q = q * = q 2 . We say that a ∈ A is generalized invertible (regular), provided that there exists some b ∈ A such that aba = a. In this case b is called an inner generalized inverse of a and a is an outer inverse of b. We use a − to denote an arbitrary inner generalized inverse of a. Let us recall that a ∈ A is relatively regular if and only if a ∈ A † (see [5] ). For an arbitrary a ∈ A † , we will denote e a = 1 − a † a and f a = 1 − aa † .
If p and q are projections in A then we can represent elements x ∈ A as 2 × 2 matrices over A, writing
where
The following result can be found in [1] for complex matrices and in [4] for operators on Hilbert spaces. Here, we present the generalization for elements of C*-algebras:
Let a ∈ A be generalized invertible and b ∈ A. Then the following statements are equivalent:
(1) aba = a and (ab) * = ab,
Hence, Lemma 1.1 characterizes the set a{1, 3}. Analogously, we have the following result which characterizes the set a{1, 4}:
(1) aba = a and (ba) * = ba,
Now, we will give a characterization of the set a{1, 3, 4}. Lemma 1.3 Let a ∈ A be generalized invertible and b ∈ A. Then the following statements are equivalent:
(2) a * ab = a * and baa * = a * .
(2) ⇒ (1) If a * ab = a * and baa * = a * , then
Results
In this section we will obtain necessary and sufficient conditions for the following inclusions:
We shall prove that
(ii) By Lemma 1.3, we get that b{1,
(iii) We have that d ∈ rAr is invertible in that subalgebra, (d)
Theorem 2.1 Let a, b ∈ A be such that a, b, ab, a(1 − bb † ) and (1 − a † a)b are generalized invertible. Then the following conditions are equivalent:
(ii) bb † a * ab = a * ab and abb * a † a = abb * ,
e. a 2 a * 2 a 1 = 0. Multiplying the last equality by a † 2 from the left side, we get a * 2 a 1 = 0 which is equivalent to bb † a * ab = a * ab. Similarly, we get that abb * a † a = abb * .
(ii) ⇒ (i) The condition bb † a * ab = a * ab is equivalent to a * 2 a 1 = 0, i.e. a * 1 a 2 = 0. For arbitrary a (1,3,4) and b (1, 3, 4) we have that
Since,
it follows that abb (1, 3, 4) a (1,3,4) ab = ab. To prove that abb (1,3) a (1,3) is hermitian it is sufficient to prove that a 1 a * 1 d † is hermitian and a 1 (z 2 − a * 1 d † a 1 z 2 ) = 0. By computation, we get that
Hence, b{1, 3, 4}·a{1, 3, 4} ⊆ (ab){1, 3}. Similarly, the condition abb * a † a = abb * implies that b{1, 3, 4} · a{1, 3, 4} ⊆ (ab){1, 4}, so (i) holds.
(i) ⇒ (iii) : It is sufficient to prove that b † a † is an outer inverse of ab . That is equivalent to
The proof of this part follows directly from the proof of the part (i) ⇒ (ii).
The following theorem gives a characterization of the inclusion (ab){1, 3, 4} ⊆ b{1, 3, 4} · a{1, 3, 4} and shows that it is equivalent to (ab){1, 3, 4} = b{1, 3, 4} · a{1, 3, 4}. 
is solvable for any z ∈ A, where s 1 = 1 − (ab) † (ab) and
The fact that (ab){1, 3, 4} ⊆ b{1, 3, 4} · a{1, 3, 4} is equivalent to the fact that for every (ab) (1, 3, 4) there exist a (1, 3, 4) and b (1, 3, 4) such that (ab) (1, 3, 4) = b (1,3,4) · a (1, 3, 4) . Now, (i) holds if and only if (7) holds and for an arbitrary y ∈ A, there exist t 1 , t 2 ∈ A such that the equation (13) is valid.
(i) ⇒ (ii) : If (i) holds, then there exist a (1, 3, 4) and b (1, 3, 4) such that (ab) † = b (1,3,4) a (1,3,4) . Now, if we multiply the last equality by b † b from the left and by aa † from the right, we get that (ab) † = b † bb (1,3,4) a (1,3,4) aa † = b † bb † a † aa † = b † a † . Now, by Theorem 2.1, we get that (ii) holds.
(ii) ⇒ (i) : It is evident.
