A new problem of system parameter estimation from qualitative data is stated and algorithms for its solution are proposed. Their convergence is proved.
Introduction
The main stream of research in system identication is based on the assumption that output signals can be measured, possibly with a random noise 6], 9]. Our aim in this note is to indicate a possibility of estimating unknown parameters from qualitative output data These data are obtained by answering the question, whether the system response is above or below a prespeci ed level, chosen at random.
It seems that qualitative output data of this type are not only easier to collect, than quantitative measurements, but also much cheaper. For example, very imprecise observations of the ame in a high temperature furnace are su cient to decide, whether its temperature is above or below 500 C, but may not be good enough for saying that its value is 510 C. More generally, this kind of data can be collected by a cheap measuring instrument { a threshold device with the treshold level, which can be tuned in a certain range. Furthermore, in some cases this is the only kind of available data. A large number of examples comes from the area of remote sensing, e.g., by radar or sonar devices. Indeed, before a target is localized one can only send probing signals of (randomly) varying depth and receive yes/no answers (more precise measurements are possible only when a probing signal is properly reected from a target). Similar situations arise
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in the geophysics, when an initial search of petroleum reservoirs or subsurface aquifers is performed. If it is not known whether deposits are hidden under a given area, a random depth of the search with the binary answer seems to be reasonable. Our aim is to show how data of this kind can be used to estimate unknown parameters in a nonnegative and bounded function, e.g. in the steady-state system response (Section 3). Proposed parameter estimation algorithm is based on the celebrated von Neumann theorem 4], 7] and on the maximum likelihood principle.
The paper is organized as follows. In the next section the precise problem statement is given together with preliminary results. In Section 3 the algorithm is described and its consistency is proved. Then, the algorithm is embeded in the family of conditional maximum likelihhod approaches (Section 4). 2 
Assumptions and problem statement
Denote by F the static characteristic of the system y = F(x; ); (2.1) where x, y is the scalar input and output, respectively. F is assumed to be known with the accuracy to the vector 2 R r of constant parameters to be estimated ( is the set of admissible parameters). Problem statement. Assuming A1) A5) and having data (x i ; z i ; w i ), i = 1; n our aim is to estimate unknown parameters 2 in F(x; ). Estimator^ n of will be satisfactory, if^ n n!1 ?! almost surely (a.s.). Comment Note that the scheme of data collection A5) is random in nature, i.e., for the same sequence of inputs fx i g n i=1 one can obtain di erent sets of qualitative responses fz i g n i=1 , since di erent sets of comparison levels fw i g n i=1 can be generated in A5). This, in turn, implies randomness of^ n . In this context, the phrase "almost surely" means "with probability one" in the space of all in nite sequences (x i ; w i ), i = 1; : : :.
Additional randomness is introduced into data by the experimenter, using a pseudorandom generator of uniform random variables (see 4]). Otherwise, one can not construct the estimation algorithm in the way presented below, since we have no replicate data for given x i .
Random nature of data is in force independently of possible presence of random errors in observations. Even if such errors occure, it is assumed that values of fz i g n i=1 are correct, i.e., (2.2) holds.
Preliminary results. The estimation algorithm is based on the following well known result ( 7] , 4]). To the end of the paper jXj = 1 and M = 1 is assumed for simplicity of formulas. 3 Conditional ML estimation algorithm According to Remark 2.2, one of possible approaches to our problem is to estimate 2 in f(x; ) from the sample X N = fx i : (x i ; w i ) 2 D n ; i = 1; ng. The probabilistic structure of our problem appears to be rich, in the sense that a wide range conditional likelihood functions can be constructed (see Section 4). The one considered here seems to be the compromise between the statistical e ciency and computational tractability.
Description of conditional ML algorithm. Let In addition to A1){A5) we need the following more technical assumptions. A6) Set of parameters is compact. A7) 8 where the set i 6 2 I N is equivalent to f1; 2; : : :ng ? I N . Thus, the full ML estimator Analysis of (4.1) and Fig. 2 leads to the following conclusions. 1) L F n takes only 0 and 1 values and its global maximum is attained in a region F n .
2) The volume of F n ! 0 as n ! 1.
3) L F n (T n ; ) is not di erentiable and we have not any indications concerning localization of F n in . It seems that for a large dim the task of nding F n is as di cult as global optimization problems.
On the other hand, refusing to use the full MLE (in the favour of its conditional versions) some information is lost. In fact, using the full MLE, one can expect supere ciency, since here { as in other supere cient problems { the support of L F n (T n ; ) (this time treated as a function of T n ) depends on . Proving supere ciency of F n in the multidimensional case seems to be di cult. where L N (X N ; ) is exactly the same as (3.1). Now, it is clear that L N (X N ; ) is the conditional likelihood of that part of the sample for which z i = 1, i = 1; n, while the second factor in (4.2) corresponds to z i = 0, i = 1; n. Thus, using L N (X N ; ) instead of L C n leads to the further loss of information, which is not substantial if N is close to n. Otherwise, one should use the second factor in (4.2) or both. Note however, that using L N instead of L C n can be much simpler from the computational point of view (compare L N and L C n in Example 1).
Conditional likelihoods
The simplest form of conditional likelihood is obtained when we restrict information to that contained in fz i g n i=1 only. It seems that this approach, although computaionally the simplest one, is useful when dim = 1.
Summarizing, the approach considered in Section 3 is the intermediate one, taking into account the information contents and computational di culties. 5 
Generalizations
The above method can be immediately generalized to the case of multiple inputs, since Thm. 1 has a multidimensional counterpart.
One can also relax assumption A4), by mimicking the proof of Thm. 1 to generalize it to the case of x having an arbitrary density or even to be measured at prescribed points ( xed design case).
