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ABSTRACT 
 
 
 
 
 In optimization, most established search methods are local searches. Thus the 
development of a method that can be relied upon to find global solutions are 
therefore highly significant. Homotopy Optimization with Perturbations and 
Ensembles (HOPE) is such a method. In HOPE, a large storage space is required to 
store the points generated during its execution and subsequently its space and time 
complexity will become higher which causes the operational cost of HOPE to be 
expensive. This is the weakness of HOPE. In this study, a new method which is an 
improvement over HOPE called Homotopy 2-Step Predictor-Corrector Method 
(HSPM) is proposed. HSPM applies the Intermediate Value Theorem (IVT) coupled 
with the modified Predictor-Corrector Halley method (PCH) to overcome the 
weakness of HOPE. In HSPM, subintervals within which the extremizers lie, called 
'trusted' intervals are found based on IVT. A random point is selected from the 
'trusted' interval as an initial point to a local search. Each 'trusted' interval produces 
one local solution. Lastly, the global solution is determined from the local solutions 
accumulated. From the results, HSPM has been very successful as a minimization 
tool.  It is able to cope with various types of functions' landscapes and able to detect 
more than one global solutions. Furthermore, HSPM can identify all the minimizers 
regardless of the step sizes used by the homotopy function. Hence, it has a high 
success rate in getting to a global minimizer compared to HOPE. Complexity 
analysis is employed to show the improvement achieved by HSPM. Based on the 
analysis, HSPM successfully managed to reduce the computational burden suffered 
by HOPE and acts as a good method in solving one dimensional optimization 
problem. However, to cope with the requirements today it needs to be extended to 
deal with multivariable functions for its future work. 
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ABSTRAK 
 
 
 
 
Dalam pengoptimuman, kebanyakan kaedah pencarian yang wujud masa kini 
adalah kaedah pencarian setempat. Oleh itu, pembangunan suatu kaedah yang 
diyakini untuk memperoleh penyelesaian sejagat adalah sangat bererti. 
Pengoptimuman Homotopi dengan Usikan dan Ensembel (HOPE) adalah 
seumpamanya. HOPE memerlukan ruang simpanan yang besar untuk menyimpan 
titik terhasil semasa pelaksanaannya, akibatnya kekompleksan ruang dan masa 
menjadi tinggi yang menyebabkan kos pelaksanaan HOPE mahal. Ini adalah 
kelemahan HOPE. Dalam kajian ini, suatu kaedah baharu yang merupakan 
penambahbaikan kepada HOPE, dikenali sebagai Kaedah Homotopi dengan 
Peramal-Pembetul 2-Langkah (HSPM) dikemukakan. HSPM mengaplikasikan 
Teorem Nilai Pertengahan (IVT) diganding dengan kaedah Peramal-Pembetul Halley 
(PCH) untuk mengatasi kelemahan HOPE. Dalam HSPM, subselang di mana 
pengekstremum berada dikenali sebagai selang 'boleh-percaya' diperoleh berdasarkan 
IVT. Suatu titik rawak dipilih daripada selang 'boleh-percaya' sebagai titik permulaan 
untuk gelintaran setempat. Setiap selang 'boleh-percaya' akan menghasilkan satu 
penyelesaian setempat. Akhirnya, penyelesaian sejagat akan ditentukan daripada 
penyelesaian setempat terkumpul. Berdasarkan keputusan, HSPM sangat berjaya 
sebagai alat peminimuman. Ia mampu menangani pelbagai jenis landskap fungsi dan 
boleh mengesan lebih daripada satu penyelesaian sejagat. Tambahan pula, HSPM 
boleh mengenal pasti semua peminimum tanpa mengira saiz langkah yang digunakan 
oleh fungsi homotopi. Oleh itu, ia mempunyai kadar kejayaan yang tinggi untuk 
sampai ke peminimum sejagat berbanding HOPE. Analisis kekompleksan digunakan 
untuk menunjukkan penambahbaikan yang dicapai oleh HSPM. Berdasarkan analisis, 
HSPM berjaya mengurangkan beban pengiraan yang dialami oleh HOPE dan 
berperanan sebagai kaedah yang baik untuk menyelesaikan masalah pengoptimuman 
satu matra. Walau  bagaimanapun, untuk menangani keperluan semasa, ia perlu 
diperluaskan pada masa hadapan supaya dapat menyelesaikan masalah melibatkan 
fungsi berbilang pembolehubah. 
 
 
 
 
 
 
