The concept of typed topological space is introduced, for which open sets in a topology on a finite set will be assigned types (from lattice). The neighborhood system of a point, the closure and the connectedness can be defined according to chain of types, which effectively avoids the situation when most singletons are closed an open. Furthermore, statistics can be used to provide semantics of points with statistical characteristics.
Introduction
Topological spaces in general study properties of open sets under arbitrary union and finite intersection. The concept of neighborhood, separation axioms and covering properties help describe the local and global behaviors of a space. Spaces with separation axioms and covering properties are useful tools to study infinite spaces. A finite space with T 1 separation property is automatically discrete, which renders such kind of spaces uninteresting.
Finite topological spaces have been discussed in many areas such as Psychology ( [5] ), Social Science, Database (and big data). Because of the nature of being discrete, there has not had any substantial applications of tools and concepts from General Topology in those areas. However, the concepts of neighborhood, approximation, and limit are still widely used.
Similarly, a database contains several tables, and each table contains a fixed number of columns and arbitrary length of rows. When treating each row as a point and each column as a predicate to define open sets, which will have a topological space. The SQL commands let us to retrieve information by selecting data using union and intersections.
The space can easily be discrete.
On the other hand, one may have several different ways to define open sets on a given finite set. For example, in a community with several streets. We can use leftneighbor and right-neighbor on the same street to define open sets, which eventually becomes a discrete topology. We can also use use friendship, relative and other properties to define open sets, which will becomes a discrete topology too. The topology are the same, but there do have something different here.
To facilitate applications of general topological concepts and tools to above mentioned examples, we define a so-called typed topology on finite sets, in which each open The notation a < b is used when a ≤ b and a = b. The pair (P, ≤) is a lattice if for any two elements a, b ∈ P , both the greatest lower bound (the meet) a ∧ b and least upper bound (the join) a ∨ b exist. A lattice is bounded if bottom 0 and top 1 exist. Furthermore, a lattice is distributive if the two operators ∧ and ∨ obey the distribution law. Two elements p, q ∈ P are called compatible if there exists an element r ∈ P satisfying r ≤ p and r ≤ q. A proper subset F ⊂ P is called a f ilter if (1) 0 / ∈ F provided 0 exists; (2) for any p, q ∈ F , there exists r ∈ F satisfying r ≤ p and r ≤ q; and (3) for any p, q ∈ P with p ≤ q, q ∈ F whenever p ∈ f .
In this paper, we assume all topological spaces, partially ordered sets are finite and all lattices are bounded finite distributive lattices.
Typed Topology
Let X be a set and let (P, ≤) be a partially ordered set. For each x ∈ X, we define two element, x ′ s and ¬x ′ s, which means belonging to x and not belonging to x respectively. We denote the set {x ′ s : x ∈ X} by X ′ s and {¬x ′ s : x ∈ X} by ¬X ′ s. We consider X ′ s ∪ ¬X ′ s as be unordered. Furthermore, The set P ∪ X ′ s ∪ ¬X ′ s is denoted L 0 . We consider the partially ordered set (L 0 , ≤) as an extension of (P, ≤) in the way that ≤ restricted to P is (P, ≤), and ≤ restricted to X ′ s ∪ ¬X ′ s is only x ≤ x for any element x.
Following ( [3] ), the free distributive lattice L(P, X) generated by L 0 is defined as the family of terms (or words) in L 0 in the form of
Furthermore, (L(P, X) has a partial order that extends (P, ≤), which is defined as follows ( [4] ). The order relation A ≤ B holds for A, B ∈ L(P, X) when one of the following is true: (1) for some a, b ∈ L 0 , A = a, B = b and a ≤ b; (2) for some S ⊆ L 0 and b ∈ L 0 with A = ∧{a : a ∈ S 2 } and B = b, a ≤ b holds for some b ∈ S; (3) for some S 1 , S 2 ⊆ L 0 with A = ∧{a : a ∈ S 1 } and B = ∧{b : b ∈ S 2 },
Furthermore, we consider L(P, X) as being bounded in the way that for any x ∈ X, x ′ s ∧ ¬x ′ s = 0 is the bottom, and x ′ s ∨ ¬x ′ s = 1 is the top.
Similarly, we can define the free distributive lattice L(P ′ , X) for any subset P ′ ⊆ P .
In particular, we have the free distributive lattice L({p}, X) for any p ∈ P .
Since (L(P, X), ∧, ∨, , ≤, 0, 1) is a finite distributive lattice, every element can be Residents on each street have their neighbors. Let X be the set of all residents in a given community. Let P be an unordered set that includes 5 street names. Each street name defines an open set, which consists of all residents on that street. In addition, we add two more types into P , i.e., "left-neighbor" and "right-neighbor". For a resident on a street s, we define U x ′ s,s,lef t neighbor to be the set of all residents on the street s that are on the left-hand side of x, including x, and U x ′ s,s,right neighbor to be the set of all residents on the street s that are on the right-hand side of x including x. The type mapping can be defined naturally. Hence, we have a typed topological space.
Without considering types, one can show that every singleton is closed and open.
When using open sets that involving right-neighbor type but not left-neighbor type, the closure of each singleton {x} is the set of all left neighbors of x on the same street.
Similarly, when using open sets that involving left-neighbor type but not right-neighbor type, the closure of the singleton {x} is the set of all right neighbors of x on the same street. ✷ Let X be the set of all instances (rows) from all tables in a relational database.
Since each table represents an entity type, we will add the table name to the partial order set P . Further, each column in a table describes an attribute and each attribute is assigned a domain, which together form a type. For instance, an amount column f ee may form predicates such as "f ee < 1000" or "f ee ≥ 200". Similarly, a column of product name product may form predicate such as "product likes S*", which means the product name starts with "S". We will include predicates of each attribute as a subset of P . The partial order on P is based on the partial order on predicates. open set. However, when restricted to a set of predicates, the selected set of rows may not be a singleton. ✷ For any typed topological space (X, T , P, ≤, σ), since for any non-empty open set U ∈ T , σ(U) = 0, we have the following proposition.
Proposition 2.6 Let (X, T , P, ≤, σ) be a typed topological space. For any x ∈ U ∈ T , if p, q ∈ L(P, X) are incompatible, then we cannot have both p x and q x at the same time. In particular, we cannot have both p x and ¬p x at the same time.
Proof: Let everything be as above. Assume for a contradiction, there are open
Since p and q are incompatible, we have p ∧ q = 0. Hence σ(W ∩ V ) = 0 and W ∩ V = ∅, which is however a contradiction with
In a finite lattice L, any filter F has the smallest element F satisfying F ≤ p for any p ∈ F . In general, for any other element q ∈ L, we may not have either q ∈ F or ¬q ∈ F (or equivalently, either F ≤ q or F ≤ ¬q). When p is join-prime (i.e.,
, we have for any q ∈ L, either p ≤ q or p ≤ ¬q holds. As a known fact, in a distributive lattice, join-prime is equivalent to join-irreducible, which is further equivalent to being atomic.
Proof: When p is join-irreducible, or equivalently join-prime, the family F = {q :
p ≤ q} is a filter, since p ≤ q ∧ r for any two elements q, r ∈ F . It is also an ultrafilter, since for any q ∈ L, p ≤ q ∨ ¬q = 1, which implies either q ∈ F or ¬q ∈ F .
When F is an ultrafilter in L, for any q ∈ L, we have either q ∈ F or ¬q ∈ F , which implies F ≤ q or F ≤ ¬q respectively. Hence F is a join-irreducible (or join-prime) element. ✷ When a filter F is not an ultrafilter, we may have element p ∈ P satisfying neither p ∈ F nor ¬p ∈ F . The following proposition is easy to verify. Recall, in a finite distributive lattice (L, ∧, ∨) with bottom and top, an element p ∈ L is called join-irreducible if p = 0 and whenever p = q ∨ r one must have either p = q or p = r, and meet-irreducible if p = 1 and whenever p = q ∧ r one must have either p = q or p = r. As a known fact, every element in such type of lattice is a meet of meet-irreducible elements or a join of join-irreducible elements.
Let (X, T , P, ≤, σ) be a typed topological space. Then, (T , ∩, ∪) is a finite distributive lattice. The family of all join-irreducible open subsets of X is a base of T .
and whenever U = W ∪ V for some U, V ∈ T satisfying p ≤ σ(W ) and p ≤ σ(V ), one must have either
Similarly, we can define the concept of being p-meet-irreducible.
Certainly, if an open set U satisfying p ≤ σ(U) is p-join-irreducible then it is also
q-join-irreducible for any q ∈ L(P, X) with p ≤ q. Furthermore, if an open set U is join-irreducible, then it is p-join-irreducible for all p ∈ L(P, X On the other hand, the singleton {W.W.Comf ort} is an open set. Certainly, it is p-join-irreducible for any p ∈ L(P, X). ✷
The type mapping in a typed topological space does not guarantee that σ(U) σ(V ) when U is a proper subset of V .
Definition 3.3 Let (X, T , P, ≤, σ) be a typed topological space. When σ(U) σ(V ) holds for any two non-empty open sets U and V with U V , the space is called strictly typed.
The spaces in Example 2.3, 2.4 and 2.5 are strictly typed topological spaces. In the rest of this article, we will assume all spaces are strictly typed.
Lemma 3.4 Let (X, T , P, ≤, σ) be a strictly typed topological space. For any non-empty open set U ∈ T , the set U is σ(U)-join-irreducible.
open sets. By sandwiching open sets' types, we are able to limit those types from P in the operation.
Definition 3.7 Let (X, T , P, ≤, σ) be a strictly typed topological space. For k > 1, let
" be a chain of types in L(P, X). For any point x ∈ X, the c−neighborhood system is defined as the family T c (x) = {U ∈ T : (x ∈ U) ∧ ∃i(0 ≤
We also set T c (X) = {T c (x) : x ∈ X}, and Proof: For any U ∈ T c (x), we need to show that there exists V ∈ J c (x) such that
. By Theorem 3.6, U is the join of elements from J ≥p i (X), say U = V 1 ∪...∪V m with V k ∈ J ≥p i (X) for each k ≤ m. Since x ∈ U, we have x ∈ V j for some j ≤ m. Hence
To complete the proof, we will show that V j ∈ T c (x), for which it suffices
for all k ≤ m. On the other hand, we have Definition 3.9 Let (X, T , P, ≤, σ) be a strictly typed topological space. Let p ∈ P be a type. A chain of types c = "
In the Example 2.3, let p be the type ancestors. Then the family T p−chain (X) is
family of all open sets of the form U x ′ s,ancestors .
Proposition 3.10 Let everything be as in Definition 3.9. The p − chain-neighborhood
Proof: For any q ∈ L({p}, X) and q ≤ p, we can form a chain q ≤ p, which 
Theorem 3.12 Let (X, T , P, ≤, σ) be a strictly typed topological space. Let {c i : i < w(L(P, X))} be a family of chains that covers L(P, X). Then, for any x ∈ X, {T c i (x) :
i < w(L(P, X))} is the neighborhood system of x, and {J c i (x) : i < w(L(P, X))} is a neighborhood base.
Proof: Since {c i : i < w(L(P, X))} covers L(P, X), for any U ∈ T satisfying x ∈ U, there exists i < w(L(P, X)) such that σ(U) ∈ c i . Then U ∈ T c i (x). Hence {T c i (x) : i < w(L(P, X))} is the neighborhood system of x. By Theorem 3.8, J c i (x) is a neighborhood base of T c i . Hence, there exists V ∈ J c i (x) satisfying x ∈ V ⊆ U. Hence {J c i (x) : i < w(L(P, X))} is a neighborhood base of x. ✷
Typed Closure
As we discussed before, closure in a typed topological space will be more meaningful when it is restricted to types. (∀U ∈ J c (x))U ∩ A = ∅}.
Since J c (x) is finite, the following lemma is straightforward. 
Theorem 5.4 Let p ∈ P be a type. For any U ∈ T p−chain (X), there exists a p-chain c such that U is c-connected.
Proof: By Theorem 3.11, every U ∈ T p−chain (X) is an element in J c (X) for the p-chain c = "σ(U) ≤ p". Hence U is σ(U)-join-irreducible, i.e., U ∈ J ≥σ(U ) (X). By In addition to the types such as street names, and left-neighbor and right-neighbor, we add the type "classmate". For a resident x on a street s, the open set U x ′ s,s,lef t−neighbor
and U x ′ s,s,right−neighbor are the same. For the type of classmate, we define U x ′ s,classmate to be the set of all residents in the community, including x, who are classmates of x in any grades.
If two elements x and y are classmates, then let c be the chain "
classmate is a c-connected subset, and x and y are c-connected
Since our spaces are finite, statistics can play a key role in studying individual points. For instance, we can measure the neighborhood system of each individual point.
We can also measure the relationship between two points.
Let c be a chain of types, Then, the set {|A| : A ⊂ X is a c-connected subset} is a finite set of non-negative integers. According to basic statistics, it has mean and standard deviation. In Example 5.6, for any point x and the chain c = "x ′ s ∧classmate ≤ classmate", there are few (actually 1) sets that are c-connected. That may not be enough for statistical calculation. We can include more sets in to the calculation.
Definition 5.7 Let (X, T , P, ≤, σ) be a typed topological space. Let p ∈ P be a type. the family that contains c-connected subsets with c = "x ′ s ∧ classmate ≤ classmate" for any x ∈ X. Hence, it is the family that contains subsets of the form {y ∈ X: y is one of x's classmates in the community} for any resident x. In that case, x p represents the sample mean of number of classmates residents has in the community and s p represents the corresponding standard deviation. Furthermore, for any resident x, the corresponding z p -score of U x ′ s,classmate describes how many classmates of x in the community, comparing to others in the community. ✷ Individual points in a typed topological space can be evaluated by related statistics. The relationship between two points can be measured statistically too.
Definition 5.10 Let (X, T , P, ≤, σ) be a strictly typed topological space. For any two disjoint points x, y, we define L x,y = {p ∈ L(P, X) : p x and p y}. Then the sample mean x x,y and sample standard deviation s x,y of the pair {x, y} are defined as the mean and standard deviation of the set {|L x,y | : x, y ∈ X}. Furthermore, the z L -score of {x, y} is the z-score of |L x,y | with respect to x x,y and s x,y .
Pairs with higher z L -scores indicate more interactions between them. In the Example 2.4 of Community and Neighborhood, if we add more types such as "party together",
