The dust-to-metals ratio describes the fraction of the heavy elements contained in dust grains, and its variation provides key insights into the life cycle of dust. We measure the dust-to-metals ratio in M101, a nearby galaxy with a radial metallicity (Z) gradient spanning ∼1 dex. We fit the spectral energy distribution of dust from 100 to 500 µm with five variants of the modified blackbody dust emission model in which we vary the temperature distribution and how emissivity depends on wavelength. Among them, the model with a single-temperature blackbody modified by a broken power-law emissivity gives the statistically best fit and physically most plausible results. Using these results, we show that the dust-to-gas ratio is proportional to Z 1.7 . This implies that the dust-to-metals ratio is not constant in M101, but decreases as a function of radius, which is equivalent to a lower fraction of metals trapped in dust at low metallicity (large radius). The dust-to-metals ratio in M101 remains at or above what would be predicted by the minimum depletion level of metals observed in the Milky Way. Our current knowledge of the metallicity-dependent CO-to-H 2 conversion factor suggests that variations in the conversion factor cannot be responsible for the trends in dust-to-metals ratio we observe. This change of dust-to-metals ratio is significantly correlated with the fraction of molecular hydrogen, which suggests that the accretion of gas-phase metals onto existing dust grains could contribute to a variable dust-to-metals ratio.
INTRODUCTION
Interstellar dust grains participate in many important physical and chemical processes in the interstellar medium (ISM). For example, the surface of dust is the catalyst for formation of some molecules, especially H 2 (Gould & Salpeter 1963; Cazaux & Tielens 2004) . Dust also shields gas from the interstellar radiation field (ISRF), and allows the low temperatures crucial to star formation to emerge deep within molecular clouds (Krumholz et al. 2011; Yamasawa et al. 2011; Glover & Clark 2012) . Dust plays an important role in the observed spectral energy distribution (SED) of galaxies: it absorbs and scatters starlight, and reemits the absorbed energy at infrared (IR) wavelengths (Calzetti 2001; Buat et al. 2012) . Thus, it is important to understand the properties of dust before we can fully understand the ISM and the observed SED from galaxies.
The amount of interstellar dust depends on the balance between dust formation and dust destruction. The mechanisms of dust destruction include supernovae (SNe) shocks, thermal evaporation, cosmic rays, and dust incorporated into newly formed stars (Dwek 1998; Hirashita 1999) . The dust formation mechanisms include accretion of metals in the ISM onto existing dust grains, formation of new dust grains in the winds of AGB stars, and dust formation in type II SNe (Dwek 1998; Asano et al. 2013) . Different dominant dust destruction and formation mechanisms would result in a different dust-to-gas mass ratio (DGR):
and dust-to-metals ratio (DTM):
where Σ d is the dust mass surface density, Σ gas is the total gas mass surface density, which includes the contribution from HI, H 2 and He, and Z is the metallicity. Note that some authors replace Σ gas with hydrogen mass surface density in the definition of DGR, e.g., Draine et al. (2014) ; Gordon et al. (2014) . Other than the formation and destruction mechanisms affecting DGR and DTM, the DTM itself can directly impact the ISM dust accretion rate (Dwek 1998). Thus, studying DGR and DTM provides key insights into the dust life cycle. Theoretical dust life cycle models yield varying predictions for the DTM as a function of metallicity and local environment. Models in Sodroski et al. (1997) ; Dwek (1998) show that the DGR gradient scales linearly with the metallicity gradient, and the DTM is nearly a constant. This can be achieved by a constant rate of dust formation and destruction, which results in a constant fraction of metal incorporated into dust, and thus DTM at all chemical evolution stages is a constant (Galliano et al. 2008) . Other studies show that DTM is not always a constant, but a multi-stage variable as metallicity increases. At low metallicity, ISM accretion is less effective and the dust production rate is dominated by stellar ejecta, which could result in a locally constant DTM in this low metallicity regime (Hirashita & Kuo 2011) . Above a certain critical metallicity, the efficiency of dust accretion may increase, which would result in a DTM increasing with metallicity (Zhukovska et al. 2008; Hirashita & Kuo 2011; Feldmann 2015) . The critical metallicity depends on model and choices of parameters, and usually falls in the range of 12 + log 10 (O/H) = 7.5 and 8.5 (Hirashita 1999; Zhukovska et al. 2008; Hirashita & Kuo 2011; Asano et al. 2013; Zhukovska et al. 2016) .
Several observational studies support a constant DTM. In Issa et al. (1990) , the authors collated the DGR gradients and metallicity gradients from previous studies in M31, M33, and M51, and reached the conclusion that the slopes of DGR and metallicity with galactic radius are consistent with each other. In Leroy et al. (2011) , the authors followed the approaches in Draine & Li (2007) to derive the dust masses in local group galaxies. They showed that DTM is a constant across 8.0 12 + log 10 (O/H) 9.0. In Draine et al. (2014) , the authors fit the IR SED in M31 to a renormalized version of dust model described in Draine & Li (2007) . The authors showed that their derived DGR scales linearly with metallicity where metallicity measurements are reported by Zurita & Bresolin (2012) . Importantly, the relation between dust and metallicity is consistent with M d /M H ∼ 0.0091Z/Z , a prediction from depletion conditions in the cloud toward ζOph in the Milky Way (MW) (Draine 2011; Draine et al. 2014) .
There are also observational results supporting a varying DTM. In Lisenfeld & Ferrara (1998) , the authors studied the DTM in 44 dwarf galaxies, and found a varying DTM. In Hirashita et al. (2002) , the authors study 16 blue compact dwarf (BCD) galaxies, and found that log 10 (DGR) spreads from −3.3 to −4.6 within 7.9 < 12 + log 10 (O/H) < 8.6, indicating an variable DTM because the slope between DGR and metallicity is not unity. The authors hypothesized that this phenomenon is the result of the variation in dust destruction efficiency by SNe, which depends on the star formation history of the region. Hunt et al. (2005) also showed a 2 dex spread of DGR at 8 ≤ 12 + log 10 (O/H) ≤ 9. They also reported that the BCD SBS 0335−052, which has a metallicity 12 + log 10 (O/H) = 7.32, has an extremely low dust mass, two orders of magnitude below a linear trend with metallicity. Similarly, Herrera-Camus et al. (2012) and Fisher et al. (2014) showed that the local dwarf galaxy I Zw 18 has a DGR two orders of magnitude below the linear trend derived from local galaxies. In Rémy-Ruyer et al. (2014) , the authors compiled DGR measurements for 126 galaxies, with 30% of their sample having 12 + log 10 (O/H) ≤ 8.0. They showed that there might be a discontinuity of the linear DTM at oxygen abundance 12 + log 10 (O/H) = 8, and the galaxies below that metallicity have DGR ∝ Z 3.1 . That is, instead of a simple linear relation between DGR and Z, the authors suggest a broken power-law. In Roman-Duval et al. (2017) , the authors showed that the DGR changes by factors of 3 to 7 in the Magellanic Clouds, where metallicity is considered to be constant. This result also indicates a variable DTM. In Giannetti et al. (2017) , the authors found a DGR(Z) ∝ Z 1.4 in a sample set composed by 23 massive and dense star-forming regions in the far outer MW.
In this work, we revisit the possible variation of DTM in a single galaxy, M101. There are several benefits to studying DTM within a single galaxy. First, metallicity measurements are calibrated more uniformly within one galaxy than across galaxies, which is crucial for study-ing DTM variation (Rémy-Ruyer et al. 2014; Berg et al. 2015; Croxall et al. 2016) . Moreover, focusing on one galaxy can avoid the problem in galaxy-integrated results that DTM can be underestimated by integrating over dust-poor HI in outer disks (Draine & Li 2007) . By comparing the DTM within one galaxy and across galaxies, we will also be able to determine whether the possible variation in DTM depends more on local physical properties or galactic properties. Lastly, observations within one galaxy would have the minimum differences of MW foreground, calibration, and background level estimation, which means the data are more uniform.
M101 is an ideal target for this study for four reasons: 1) M101 has one of the most detailed studies of its metallicity from the Chemical Abundances Of Spirals survey (CHAOS, Berg et al. 2015; Croxall et al. 2016) , based on electron temperature (T e ) derived from auroral line measurements. 2) M101 has the largest metallicity gradient among those galaxies where direct T ebased metallicity measurements are available, ranging 7.5 12 + log 10 (O/H) 8.8 (Croxall et al. 2016 ). This range covers both as high as the solar neighborhood and as low as the turning point in Rémy-Ruyer et al. (2014) broken-power law. 3) M101 has a good radial resolution even at far-infrared (FIR) observations because it is nearby (distance ∼ 6.7 Mpc), physically large (the 25th magnitude isophote in B band, or r 25 , is 0.2 • = 23.4 kpc at distance 6.7 Mpc), and relatively face on (inclination ≈ 16
• , Freedman et al. 2001; Makarov et al. 2014) . 4) M101 also has high sensitivity Hi and CO maps Leroy et al. 2009 ), which let us map the total gas distribution. This paper is presented as follows. §2 presents FIR, Hi, CO, and other supporting data used in this study, with our data processing procedures. The five modified blackbody (MBB) model variants and the fitting methodologies are described in §3. We present our fitting results in §4, and compare them with known physical limitations and statistical properties. In §5, we discuss the implication of our results, and the relation between our DTM and previous findings. Finally, we give our conclusions in §6.
OBSERVATIONS

Data
In this section, we introduce the multi-wavelength measurements of M101 from several surveys and their uncertainties, which we adopted for this study. The physical properties (position, distance and orientation) of M101 adopted for this study are listed in Table 1 . 
0.7 (4) † Consistent with the value in Shappee & Stanek (2011) . * See §2.1.3 for discussion of the αCO factor we use.
References-(1) HyperLeda database (http://leda.univ-lyon1. fr/), Makarov et al. (2014) ; (2) 
Infrared Imaging
We use FIR images from the "Key Insights on Nearby Galaxies: A Far-Infrared Survey with Herschel " survey (KINGFISH, Kennicutt et al. 2011 ) to fit dust surface densities in M101. KINGFISH imaged 61 nearby galaxies in the FIR with the Herschel Space Observatory (Pilbratt et al. 2010 ), covering 70 µm, 100 µm, and 160 µm from Photoconductor Array Camera and Spectrometer (PACS, Poglitsch et al. 2010) , and 250 µm, 350 µm, and 500 µm from Spectral and Photometric Imaging Receiver (SPIRE, Griffin et al. 2010 ). We do not include the 70 µm flux in our SED modeling because stochastic heating from small dust grains makes nonnegligible contribution in that spectral range (Draine & Li 2007) , which is not accounted for by the simple SED models we employ in this study. The PACS images were processed from level 1 with Scanamorphos v16.9 (Roussel 2013) by the KINGFISH team. The SPIRE images were processed with HIPE (Ott 2010) version spire-8.0.3287 and from level 1 to final maps with Scanamorphos v17.0 (Roussel 2013) by the KINGFISH team. According to the KINGFISH DR3 user guide (KINGFISH Team 2013), the SPIRE images have been multiplied by correction factors of 0.9282, 0.9351, and 0.9195 for SPIRE250, SPIRE350, and SPIRE500, respectively, due to improved effective beam size estimation. The FWHMs are approximately 7 .0 = 0.23 kpc, 11 .2 = 0.36 kpc, 18 .2 = 0.59 kpc, 24 .9 = 0.81 kpc, and 36 .1 = 1.17 kpc for the 100µm, 160µm, 250µm, 350µm, and 500µm band images, respectively.
Hi
We obtain Hi 21 cm line data from "The Hi Nearby Galaxy Survey" (THINGS, Walter et al. 2008 Walter et al. (2008) assuming it is optically thin, and then further converted to surface density Σ HI by multiplying by the atomic weight of hydrogen. The uncertainty in the THINGS survey is dominated by the estimated zeropoint uncertainty in Hi, which is around 1 M /pc 2 , corresponding to 0.04 to 0.17 dex in the center of M101 (molecular gas dominated region), 0.03 to 0.04 dex for most atomic gas dominated region, and goes above 0.08 dex for the outer most pixels.
CO and Total Gas
We obtain CO emission line measurements from the "HERA CO Line Extragalactic Survey" (HERACLES, Leroy et al. 2009; Schruba et al. 2011 Schruba et al. , 2012 Leroy et al. 2013 ), a survey mapping the 12 CO J = (2 − 1) rotational line at 230.538 GHz of 48 nearby galaxies, including M101. The observation was carried out with Heterodyne Receiver Array (HERA, Schuster et al. 2004 ) on the IRAM 30-m telescope 2 . The survey has 13 angular resolution and 2.6 km s −1 velocity resolution. The CO line integrated intensity can be converted to surface density of H 2 plus He (Σ mol ) by:
where α CO is the CO-to-H 2 conversion factor, see Table  1 . The standard α CO is quoted for I CO J=(1−0) , thus, we convert the I CO J=(2−1) with a fixed line ratio 3 R 21 = (2 − 1)/(1 − 0) = 0.7 .
With Σ HI and Σ mol , we calculate the total gas mass surface density (Σ gas ) with Eq. 4. A multiplier of value 1.36 is included in Σ mol for helium mass . We multiply the Σ HI by this factor to calculate the total gas surface density correctly.:
We have checked that a metallicity dependent α CO (Wolfire et al. 2010; Bolatto et al. 2013) would make no significant difference in Σ gas because in the region where H 2 is important in M101, the metallicity is still relatively high. See more discussion in §5.1.2.
Metallicity
We obtained metallicity measurements from CHAOS survey (Croxall et al. 2016) . Measurements were taken in 109 Hii regions by the Multi-Object Double Spectrographs (MODS) on the Large Binocular Telescope (LBT, Pogge et al. 2010) . They derived T e from a threezone model with [Oiii] , [Siii] , and [Nii] line ratios. The electron densities are derived from [Sii] line ratios. This gives us gas phase oxygen abundances in 74 Hii regions inside M101, and also an average metallicity gradient spread over the galactocentric radius considered in this study. We will compare our derived DGR with their derived metallicity gradient (Eq. 10 in Croxall et al. 2016 , second line 4 ). The uncertainty in 12 + log 10 (O/H) from the average metallicity gradient is ∼ 0.02 dex in the center and ∼ 0.07 dex in the outer most part.
Star formation rate and stellar mass
We calculate star formation rate surface density (Σ SFR ) from the Galaxy Evolution Explorer (GALEX) FUV (Martin et al. 2005) and Spitzer Multiband Imaging Photometer (MIPS) 24 µm data (Werner et al. 2004; Rieke et al. 2004) , and stellar mass surface density (Σ ) from Spitzer Infrared Array Camera (IRAC) 3.6 µm. These data are from the Local Volume Legacy survey (LVL, Dale et al. 2009 ).
We use the following equation to convert observed FUV and IR emission to Σ SFR :
where i is the inclination of M101. Σ SFR is in M kpc −2 yr −1 , and both I FUV and I 24 are in MJy sr −1 . Eq. 5 is adopted from Leroy et al. (2008) , and it is functionally similar to the prescription in Kennicutt & Evans (2012) .
For converting 3.6 µm SED to Σ , we use the relation:
where Σ is in M pc −2 , and I 3.6 is in MJy sr −1 . Note that the appropriate mass to light ratio (Υ 3.6 ) remains a topic of research (McGaugh & Schombert 2014; Meidt 4 Instead of the 7.4 Mpc distance quoted in Croxall et al. (2016) , we used a galaxy distance of 6.7 Mpc, thus we multiplied the slope in their Eq. 10 by 7.4 6.7 to account for the difference. Leroy et al. (2008) and A. K. Leroy et al. (2018, in preparation The IR and GALEX images that we use include contributions from various backgrounds and foregrounds. Throughout this study, we will neglect the structure in MW foreground over the relatively small angular (r 25 = 0
• .2) extent of M101. To estimate the foreground/background (hereafter referred to as background) level for each image, we need a uniform definition of background region. We define our background region as where N HI < 1.0×10
18 cm −2 . For the GALEX map, we take the mean value in the background region as recommended due to the Poisson statistics of the GALEX counts. For the IR images, we fit a tilted plane and iteratively reject outliers. This includes several steps: we fit a tilted plane to all the background pixels. We then subtract the tilted plane from the data and calculate the absolute deviation (AD) from the median for all pixels and derive median absolute deviation (MAD). Finally, we use only the pixels with AD smaller than three times MAD to fit a tilted plane, and iterate over step two and three for five times, keeping the last fitted tilted plane as the background to be removed.
After background subtraction and convolution ( §2.2.2), we calculate the covariance matrix 5 in the background region of the five Herschel bands. This covariance matrix (C bkg ) will play an important role in calculation of likelihood in our fitting procedure because it incorporates the observed band-to-band correlation in the noise due to confusion and other astronomical sources into our fitting ( §3.2).
Convolution
Maps obtained from different surveys do not have the same pixel scale and point spread function (PSF). In order to compare them pixel-by-pixel, we first convolve all the maps to match the PSF of SPIRE500 using the convolve fft function in astropy.convolution (Astropy Collaboration et al. 2013) . Most kernels in this study were adapted from Aniano et al. (2011) , except the Gaussian kernels for THINGS and HERACLES surveys. For these two surveys, we built elliptical or circular Gaussian kernels according to their beam sizes Leroy et al. 2009 ) to convolve them to match a Gaussian PSF with 25 FWHM. Then, we convolve the images with a second kernel from Aniano et al. (2011) , which convolves Gaussian PSF with 25 FWHM to SPIRE500 PSF.
Alignment
After convolution, we align the coordinates of all the images with the SPIRE500 image and its pixel scale using the function reproject exact in reproject, an astropy affiliated package. The final pixel scale is 14.0 , or ∼ 0.45 kpc, which is smaller than half of SPIRE500 PSF FWHM, 36 , thus enough for properly sampling the PSF. In the final images, one resolution element contains ∼ 5.2 pixels, therefore, neighboring pixels are not independent.
Binning
One of our main interests is to analyze DTM in regions with 12 + log 10 (O/H) 8.0, where the relation of DTM with metallicity is expected to change (Hirashita 1999; Hirashita & Kuo 2011; Rémy-Ruyer et al. 2014) . However, individual pixels in the low metallicity region, or outer disk, tend to have insufficient signal-to-noise ratio (SNR) for analysis. One way we can solve this problem is to bin neighboring pixels together and average the measured quantities in those pixels to increase SNR according to:
where the summation is over resolution elements inside the binned and n is the number of resolution elements. As a consequence, uniform binning requires all regions on the map to sacrifice their spatial resolution in order to recover the regions with lower SNR, which means some structures that could have been resolved would be smoothed out in the binning process. To optimize the resolution and extend to the outer disk simultaneously, we choose to use adaptive binning: binning more pixels together in the low SNR region, while binning fewer pixels together or leaving pixels as individuals in the high SNR region.
The adaptive binning method we choose is the voronoi 2d binning function (Cappellari & Copin 2003) . Instead of directly apply the algorithm to the entire SED, we execute some extra procedures listed below in order to preserve radial information:
1. We calculate SNR map for all five Herschel bands using the square root of diagonal terms in the covariance matrix (C bkg ), which is the variance of each band, as the noise of each band.
2. For each pixel, we select the lowest SNR among five bands at that pixel to build the worst SNR map, which is plotted in Figure 1 (a). This worst SNR map is used for the subsequent binning process in order to make sure all five bands will reach the target SNR with the same binned regions. 58% of pixels have their worst SNR from PACS100.
3. We cut the target galaxy into concentric rings with the same radial spacing, which is set to be the same as the FWHM of the SPIRE500 PSF. This initial radial cut is shown in Figure 1 (b).
4. Starting from the outermost ring, if the average SNR of all pixels within a ring is lower than target SNR, we combine it with one ring inside until target SNR is achieved. This final radial cut is shown in Figure 1 (c). The target SNR is set to be 5. However, since the pixels are oversampled with the SPIRE500 PSF (see §2.2.3), the effective target SNR is 5/ √ 5.2 ∼ 2.2.
5. We apply voronoi 2d binning with targetSN set to 5, to each ring from Step 4 and worst SNR map from
Step 2 to generate the final binned regions, as shown in Figure 1 (d).
Note that we discard the roundness threshold in the original function (Cappellari & Copin 2003) . This roundness threshold makes sure all binned region are nearly circular, which will result in malfunctions when we cut the image into concentric circles at the beginning. All pixels within radius 7.4 kpc (0.3 r 25 ) have high enough SNR thus remain unbinned.
3. METHODS
Models
In this work, we focus on the FIR part of the dust emission SED. It is reasonable to assume that emission from dust grains in thermal equilibrium dominates the FIR range (Li & Draine 2001; Blain et al. 2002; Gordon et al. 2014 ), therefore we start with fitting the FIR emission with a modified blackbody (MBB) model:
where I ν is the specific intensity, κ ν is the wavelengthdependent emissivity, Σ d is the dust surface density, and B ν (T d ) is the blackbody spectral radiance at dust temperature T d . An empirical power law emissivity is often assumed, that is, κ ν = κ ν0 (ν/ν 0 ) β , where the emissivity index β is a constant and ν 0 = c/λ 0 . Throughout this study, λ 0 = 160 µm is used.
There are a few possible drawbacks to this simple model, some of them are physical, and the others are inherent to the process of fitting the model. The physical drawbacks include: 1) The simple model above does not allow for wavelength or environmental dependence of β, which might exist (Reach et al. 1995; Finkbeiner et al. 1999; Li & Draine 2001; Gordon et al. 2014) . 2) The model does not include stochastic heating (Draine & Li 2007) , which might contribute to our shortest wavelength observation due to the width of the response functions of the PACS instruments. 3) The model does not include the broadening in the SED due to multiple heating conditions involved in one resolution element (Dale et al. 2001) . The fitting process drawbacks include: 1) κ ν0 and Σ d are completely degenerate, thus there will be an inherent uncertainty in Σ d from how we determine the κ ν0 value. 2) Due to the nature of this model, β and T d are covariant, since they both shift the peak wavelength of the SED. Thus, there might be artificial correlation between them. Kelly et al. (2012) demonstrated this artificial correlation with traditional χ 2 -minimization fitting.
We calibrate κ ν0 with high-latitude MW diffuse ISM following the approach in Gordon et al. (2014) (see §3.2.1). It is possible that this calibration is not appropriate at all local environmental conditions and it would result in a systematic uncertainty in our results (see §5.1.1 for further discussion). We also use a probabilistic fitting procedure following Gordon et al. (2014) that lets us assess the correlations between fit parameters and properly marginalize over the degeneracy between β and T d . Still, there is no simple way to solve all the physical drawbacks of the MBB model. In order to address the physical shortcomings of the MBB model, we construct five variant models. These each address a shortcoming of the MBB. They are not all mutually exclusive, and a full model (e.g., Draine & Li 2007 ) might incorporate several of these. Our goal here is to identify the simplest possible modifications that yield a good fit to the IR SED. These variants are listed below:
Here, we assume a simple power-law emissivity, which gives a dust emission SED described by the following equation:
The free parameters in this model are Σ d , T d and β. This method allows β to vary spatially, thus could partially avoid the environmental-dependent β drawback. However, it is also heavily affected by the possible artificial correlation between β and T d .
Fixing β (FB)
Using the same functional form as Eq. 9, we can also fix the β value. This is one way to remove the inherent covariance between T d and β based on what is expected for the optical properties of ISM dust grain materials. In some previous studies (Mennella et al. 1998; Boudet et al. 2005; Galliano et al. 2017 ) and our preliminary test of SE method, there are fitting results with anticorrelated T d and β. This could mean that β is a function of T d , however, due to the degeneracy of T d and β in the model, it is also possible that this anti-correlation is all, or partially, artificial (Shetty et al. 2009a,b; Kelly et al. 2012 ). In the latter case, fixing β can improve the accuracy of fitted T d (Shetty et al. 2009b ). Thus, we adapted β = 2 from previous studies (Reach et al. 1995; Dunne & Eales 2001; Draine & Li 2007 ) as a variation of MBB spectrum. We also tested β values of 1.6, 1.8, and 2.2 and the difference in Σ d and chi-square values between them and β = 2 results are insignificant. The insensitivity of the resulting Σ d to our choice of β results from the fact that we calibrate the emissivity for each β value accordingly. The process of emissivity calibration is described in §3.2.1. It is also true for the other methods where we also have β fixed at 2 at short wavelength or the whole spectral range.
Broken Emissivity (BE)
It is possible that the dust emissivity is not a simple power law, but varies with wavelength. Previous studies have shown that the emissivity in the long wavelength end tends to be flatter than the short wavelength end. Thus, many authors including Reach et al. (1995) and Gordon et al. (2014) have tried to build more complicated forms of emissivity as a function of wavelength. Here, we adapted the BEMBB model in Gordon et al. (2014) : assuming β as a step function in wavelength, which makes the emissivity a broken-power law (Eq. 10).
λ c is the critical wavelength corresponding to the break, and ν c is the frequency corresponding to λ c . λ c is fixed at 300 µm in this study. We explored varying the break wavelength with the spectral range of 50 to 600 µmand found it had no major impact on the results. β 2 is the dust emissivity index at long wavelength. The short wavelength dust emissivity index β is fixed at 2 in this study.
Warm dust component (WD)
In the spectral region below 100 µm, it is possible that the SED is affected by stochastic emission from small grains (Draine & Li 2007) , which is within the effective bandpass of the PACS100 response function (around 80 to 120 µm). In this model, we add a second MBB component with T d = 40 K to our SED, called "warm dust", to simulate the contribution from stochastically heated dust. We made this choice of T d to have the peak of warm dust SED at the boundary of PACS100 response function. The fraction of warm dust relative to total dust is symbolized as f W . The fitting model in this method becomes (Note that both components have power-law emissivity with β = 2):
(11) To properly take this effect into account, one would need to adopt a complete physical dust model. However, among the dust properties, we are mainly interested in Σ d , which is necessary for calculating DGR and DTM, and which does not require adopting a full dust model. This is because within our current understanding of dust heating and the dust grain size distribution, only a small fraction of the dust mass is stochastically heated (Draine & Li 2007) . Our preliminary test confirms this: the mass fraction of stochastically heated dust in the WD modeling is usually under 1%. This means that we can still acquire reasonable accuracy in Σ d even when the SED of stochastically heated dust is not modeled with high accuracy.
Power Law distribution (PL)
At the SPIRE500 resolution, the FWHM of PSF would have a large physical size (∼ 1.22 kpc). Thus, it is likely that there are various dust heating conditions within one resolution element. To attempt to model such a distribution of heating conditions, we adopt a model wherein a fraction (1 − γ) of the dust mass is heated by a single value ISRF U min , while the other γ fraction is heated by a distribution of ISRF between U min and U max with Dale et al. 2001; Draine & Li 2007) . Each mass fraction emits a FB MBB spectrum, which makes the total emission 6 :
(12) To calculate the equivalent MBB temperature, we con-
, with a normalization of U = 1 corresponding to T d = 18 K (Draine et al. 2014 ). This approach adds several free parameters, however, since we do not have good constraints for all of them, we fix some parameters before fitting: U max is fixed at 10 7 (following Aniano et al. 2012) , and β is fixed at 2. Thus, the number of free parameters is 4, which is not a major difference from the other models.
Fitting techniques
We follow the fitting techniques in Gordon et al. (2014) : we build model SEDs on discrete grids in parameter space, and then calculate the likelihood for all models given the SED in each binned region. The multidimensional (3 dimensional for SE, BE and WD methods, 2 for FB and 4 for PL) grids have axes defined in §3.1, and grid spacing defined in Table 2 .
For each grid point, we can generate a model SED M ij...d (ν), where the subscript represents a unique combination of parameters in the grid with d dimensions.
The calculated model is a continuous function of frequency ν. To compare with the real observation, we integrated M ij...d (ν) over the response function R n (ν) of each band n in PACS and SPIRE with the following integral:
6 The normalization factor
in Eq. 12 only works when α = 1. For α = 1 (which is excluded in this study), one should use Note that the denominator is added to account for the fact that Herschel intensities are quoted assuming a spectrum with S(ν) ∝ ν −1 within the response function. The ν n values are the frequencies corresponding to the representative wavelength at each band, that is, 100, 160, 250, 350, and 500 µm.
Next, in each binned region, we calculate the relative likelihood (L) of the model SED (M ij...d ) given the observed SED (I obs ) assuming Gaussian errors 7 , that is:
where
and
The T sign represents the transpose matrix, and −1 sign represents the inverse matrix. C bkg is the background covariance matrix discussed in §2.2.1 with values: 
As described in §2.2.4, C bkg will be lower for resolution elements binned together. For a binned region with a number of pixels greater than one resolution element (5.2 pixels, see §2.2.3), C bkg is divided by number of resolution elements in the region.
C cal = I T M fit I is the covariance matrix generated from calibration error, where M fit is the percentage calibration errors and I is the observed SED at the binned region. There are two kinds of errors from calibration. The first one is absolute calibration uncertainty, estimated from the systematic uncertainty by comparing the calibrator to model (Bendo et al. 2017) . We assume this absolute calibration uncertainty will affect all the bands calibrated together at the same time, thus we will fill this uncertainty both in the diagonal terms and the band-to-band off diagonal terms in M fit . The second one is the relative uncertainty, or random uncertainty, which is estimated from the ability of an instrument to reproduce the same measurement (Bendo et al. 2017 ). We assume this noise is band-independent thus we only put it in diagonal terms in M fit .
Among the Herschel observations, the SPIRE instruments were calibrated with Neptune, and were estimated to have 4% absolute calibration and 1.5% relative calibration uncertainty. The PACS instruments were calibrated with 5 stars. and the result gave a 5% absolute uncertainty and 2% relative uncertainty (Herschel Science Centre 2013; Balog et al. 2014 ). In the diagonal terms in M fit , where we need to consider both kinds of uncertainties, it is recommended that we should take the direct sum of the two errors instead of quadratic sum (Balog et al. 2014; Bendo et al. 2017 ). Since our object is an extended source, we must also take the uncertainty in the beam shape into account when calculating calibration errors (Bendo et al. 2017) . It is recommended that we double the absolute uncertainties for this (Gordon et al. 2014) . The final M fit is: 
With the relative likelihood L(M ij...d |I obs ) calculated, we can construct the full probability distribution function (PDF) for each parameter by summing over all other dimensions in parameter space. For example, if the index i corresponds to Σ d , then the PDF of Σ d with observed I n would be
can then calculate the expectation value 8 , and the prob-ability weighted 16% and 84% values, which represent the 1-σ confidence interval and are sampled to represent the uncertainty of the fit. An example of observed SED versus fitted models with all methods is shown in Figure 2 . An example of the log-scale likelihood distribution and correlation between fitting parameters is shown in Figure 3 .
Calibrating κ160
We use the procedure and integrated dust SED of the MW diffuse ISM from Gordon et al. (2014) for the 100, 160, 250, 350, and 500 µm bands. These values differ from those given by Gordon et al. (2014) because we include a factor of 0.97 for the molecular cloud correction (Compiègne et al. 2011) . The ionized gas factor in Compiègne et al. (2011) is excluded because we do not include ionized gas through out this study, including the calculation of average DGR in the MW diffuse ISM (Jenkins 2009; Gordon et al. 2014 ).
The dust-to-Hydrogen mass ratio appropriate for this high-latitude diffuse region is calculated by averaging the depletion strength factor F value over sightlines in Jenkins (2009) with similar hydrogen column densities as the observed region. The resulting F is 0.36, and the dust-to-Hydrogen mass ratio is 1/150, which corresponds to a dust surface density to H column density ratio of 5.30 × 10 −3 M pc −2 (10 20 H atom) −1 . During calibration, it is important to use the same models and fitting methods as the real fitting (Gordon et al. 2014) . We follow the same steps of our fitting techniques except four necessary differences: 1) We replace the original M fit with M cali (Eq. 19) for calibration since the calibration data came from COBE instead of Herschel. Following Fixsen et al. (1997) , we assume 0.5% relative uncertainty and 2% absolute uncertainty for FIRAS (calibrating PACS160 and SPIRE bands), and 1% relative uncertainty and 10% absolute uncertainty for DIRBE (calibrating PACS100 µm). 
/1000 for plotting. Note that both WD and PL methods allow FB components with peak wavelength below 100 µm where we do not include observational constraint in this study. Therefore, the unusual shape in SED at short wavelength will not affect the fitting qualities of those models. However, we can still get similar expectation values in Σ d from these methods.
2) No C bkg term is applied. C cal is the only variance term considered. 3) Due to the small uncertainty of COBE data, the normal parameter spacing is not finelysampled enough to resolve the PDF for all the parameters. Thus, we use a two-step calibration: first, we fit with the normal parameter space; then reduce the parameter range to a smaller region near the peak with a finer spacing (see "Range c " and "Spacing c " columns in Table 3 . This is a fairly large range, which indicates that the choice of model does affect the measurement of dust properties. Our results are comparable with calculated κ 160 values in literature, e.g., the widely used Draine & Li (2007) model, with updates in Draine et al. (2014) Gordon et al. (2014) and Gordon et al. (2017) , the resulting κ 160 falls between 30.2 and 36.4 cm 2 g −1 , depending on the model used. The common model between us is the SMBB in Gordon et al. (2014) , where they have κ 160 = 30.2 cm 2 g −1 , and our SE, where we have κ 160 = 10.1 cm 2 g −1 . Our calibration method differs from Gordon et al. (2014) in four ways: 1) With the values of COBE uncertainty we quote, we are allowed to have more deviation at 100 µm than the other bands. On the other hand, Gordon et al. (2014) have both correlated and uncorrelated uncertainty values uniform for all bands. 2) We use a M cali which assumes 100 µm calibration independent of the other bands since DIRBE and FIRAS were calibrated independently. Gordon et al. (2014) assumed that all bands are correlated with the same absolute uncertainties. 3) We use a two-step fitting to increase the accuracy only for calibration, while Gordon et al. (2014) used exactly the same methods for calibration and fitting. 4) Our SED per hydrogen atom of the MW diffuse ISM is weaker by a factor of 0.97 due to the molecular cloud fraction. In Section 5.4 we discuss the sensitivity of the results to choices in the SED fitting and calibration in more detail. 
RESULTS
We fit the SEDs from all binned regions with all five MBB variants introduced in §3.1. We calculate the DGR in each bin from the observed Σ gas and the fitting results of Σ d . Here, we look at the DGR and dust temperature radial gradients for each model, and at the residuals and reduced chi-square values about the best fit. Doing so, we will be interested in which models meet our physically motivated expectations and which models provide good fits to the SED. In Figure 4 , we plot the DGR-metallicity relation from all fitting methods. The metallicity-radius relation is calculated with Eq. 10 in Croxall et al. (2016) . We first separate M101 into 20 radial regions, and, at each region with r i ≤ r < r j , we take the sum of the expectation value of dust mass divided by the total gas mass as the expectation value of DGR (< DGR >) in that region, that is:
where < Σ d > k and A k are the expectation value of Σ d and area at the k-th binned region, respectively. We estimate the uncertainties of these expectation values of DGR with the "realize" method (Gordon et al. 2014) , and the uncertainties are ∼ 0.02 dex in the high metallicity region, ∼ 0.09 dex at 12 + log 10 (O/H) ∼ 8.2, and ∼ 0.6 dex in the lowest metallicity region, which are reasonably small. However, there is also intrinsic scatter of 2.7 ± 0.3 −25.3 ± 2.1 3.2 ± 0.2 −29.4 ± 1.8 FB 1.5 ± 0.1 −14.9 ± 0.9 1.5 ± 0.1 −15.3 ± 0.7 BE 1.7 ± 0.1 −16.9 ± 1.0 1.9 ± 0.1 −18.1 ± 0.7 WD 1.5 ± 0.2 −14.9 ± 1.4 1.3 ± 0.1 −13.1 ± 0.5 PL 1.3 ± 0.1 −13.3 ± 0.9 1.2 ± 0.1 −12.8 ± 0.5 Note: Data are fitted with log 10 DGR = a × (12 + log 10 (O/H)) + b.
DGR in each radial region, which would be larger than the uncertainties. To estimate this intrinsic scatter of DGR per M gas within one radial region, we calculate the distribution by summing up the PDFs of DGR from each bin in that radial region, weighted by their M gas . Next, we take the region between the 16th and 84th percentile of the distribution as the range of the intrinsic scatter. This intrinsic scatter is included in Figure 4 , along with the zero-point uncertainty in Σ gas .
The distribution of our original data points is denser in the region with 12+log 10 (O/H) 8.2, where the original SNR is high. This is illustrated in Figure 5 (a) with the results from the BE model. Within this range, all models except SE have their DGR dropping by nearly 1 dex, which is around twice faster than the metallicity gradient. The SE has its DGR dropping by 1.5 dex. At 12 + log 10 (O/H) < 8.0, the scatter in PDF is large (generally with σ 1 dex), which makes determining a trend difficult. By treating metallicity as an independent variable, we fit our DGR versus metallicity with a linear equation log 10 DGR = a × (12 + log 10 (O/H)) + b in both the full metallicity range and only 12+log 10 (O/H) ≥ 8.2 region. An example showing results from the BE model is shown in Figure 5 (b) . The results are listed in Table  4 . All the fitting results indicate a log 10 DGR variation steeper than 12 + log 10 (O/H). The three methods with β fixed over the whole spectral range, FB, WD, and PL, have fitted slopes closer to one.
Physical limitations to DGR
Dust grains are built from metals. Thus, we can calculate the theoretical upper limit to the DGR by calculating the DGR for the case when all available metals are in dust. If the fitted DGR exceeds the calculated upper limit, we would consider the fitting result physically less plausible. To convert to total metallicity from oxygen abundance, we need to assume the ISM chemical composition. We calculate the mass ratio of oxygen to total metal from two literature of solar chemical composition M Z is the mass of all metals. This is the composition used in Jenkins (2009), which we will discuss in §5.3. 2) A later version in Asplund et al. (2009) , which gives M O /M Z = 44.5%. The conversion from 12+log 10 (O/H) to metallicity is given by:
where m O and m H are the atomic weights of oxygen and hydrogen. The solar 12 + log 10 (O/H) adopted in this study is 8.69 ± 0.05 (Asplund et al. 2009 ). This estimation of the DGR upper limit can be incorrect if the actual chemical composition deviates from this range. For example, Croxall et al. (2016) showed there is a trend that log 10 (N/O) goes from −0.4 to −1.4 as radius increases in M101, which means we can overestimate the upper limit in the outer disk if other major elements have similar trends.
We overlay the DGR upper limit calculated between M O /M Z = 44.5% and 51% with our results in Figure 4 . We find that in the highest metallicity region, the DGR given by SE method is greater than the upper limit by a factor of 3, which is outside the 16-84 percentile of intrinsic scatter. This is unlikely being a result of α CO variation because we will need to have α CO ∼ 9 in the center of M101 to explain this apparent DGR. This α CO value is unlikely to be true with our knowledge of α CO in M101 ) and metallicity-dependency of α CO (Bolatto et al. 2013) . We thus consider the results from SE method less physically plausible. We also notice that for all methods listed, there is a DGR spike in expectation value exceeding the upper limit near 12 + log 10 (O/H) ∼ 7.9. Nevertheless, all the others still have their 16-84 percentile scatter falling under the DGR upper limit. Thus, we consider all methods except SE still reasonable under DGR upper limit test. Note that the scatter in the regions with 12 + log 10 (O/H) < 8.2 reach the order of 1 dex, which means the fit values are less reliable.
Temperature profiles
In the top panel of Figure 6 , we plot the M gasweighted dust temperature as a function of radius for each method. Within a small radial range, we assume that the DGR variation is small, thus the M gas -weighted dust temperature would be a representative T d in the corresponding radial region. For the PL method, temperature is not a directly fitted variable. Thus, we calculate the dust mass-weighted average U , and convert it to temperature according to §3.1.5. The equilibrium dust temperature depends on the heating radiation field, which should be related to a combination of Σ and Σ SFR here, shown in bottom panel of Figure 6 . By comparing to the radial trend of heating sources, the one model that stands out is SE: it has a temperature profile rising from the galaxy center to 0.8R 25 . It is possible to change the relationship between heating sources and dust temperature if the geometry and/or the opacity of the ISM changes with radius. However, with both heating source tracers having intensity decreasing by more than one dex within 0.8R 25 , we expect that a decreasing T d with radius to be the dominant trend. Thus, we also reach the conclusion as previous section that results from SE method are less physically plausible.
Residual distributions
The residual distribution is one of the most straightforward ways to check the goodness of fit. For each method, we plotted the 2-dimensional histogram of relative surface brightness residuals in Figure 7 . We expect that a good fit will give a residual distribution that is symmetric about zero (The gray lines in all panels in Figure 7 ) and has no trend with the measured surface brightness. An example of well-behaved residual distribution can be seen for the BE model at the SPIRE 250 band. Otherwise, there may be a underlying systematic effect which tells us that the model is flawed or an additional free parameter is needed.
There are two features occurring for all MBB methods: 1) At the high intensity end, all of our methods underestimate PACS160. 2) In general, the relative residuals are smaller at the low intensity end (see more discussion in §4.4). The SE method gives the most compact residual distributions. This means that letting both T d and β free provides the highest flexibility to fit the SED among all models here. However, we should bear in mind that the SE model yields DGR and temperature gradients distinct from the other models and that we consider these results less physically plausible, as previously shown in §4.1 and 4.2. The FB method yields the residual distribution least consistent with random scatter about the model. It shows the least compact residual distribution with long tails in positive residuals, especially in PACS100, SPIRE350 and SPIRE500. These positive residuals mainly come from low intensity regions. These indicate the need for β to change between high and low intensity regions. Among the remaining methods, both the WD and PL improve the residuals the short wavelengths covered by PACS100. This reflects the expected presence of warm, possibly out-of-equilibrium dust at these short wavelengths. The BE method has the second most compact residual distribution, and shows a better fit to the long wavelength bands that are crucial to accurately trace Σ d .
The reduced chi-square values
The reduced chi-square value is defined asχ 2 ≡ χ 2 /(n − m), where n is the number of observations (which is 5 in our study) and m is the number of fitting parameters (3 for SE, 2 for FB, 3 for BE, 3 for WD and 4 for PL). This value takes both uncertainties in the observations and the degrees of freedom (DoF) of the models into account. Theχ 2 value gives the information of how good the fitting is and how much an extra fitting parameter improves the fitting quality. We plot theχ 2 distribution versus observation in the left panels in Figure 8 . As we have seen in residual maps, the FB and WD methods have long tails in the low luminosity region. FB and WD methods haveχ 2 ≥ 1 in the high luminosity region, mainly due to the residuals in long wavelength, where the corresponding uncertainties are much smaller. The PL method has relatively largeχ 2 everywhere, which means the extra DoF does not offer an improvement in the quality of the fitting. Note that this result does not imply the physical correctness of single temperature over ISRF distribution, but indicates that the DoF from ISRF distribution is less effective in improving the quality of FIR SED fitting.
All the methods have a gradually risingχ 2 toward the high luminosity region. By calculating the contribution toχ 2 from each band, the most important contributor to this phenomenon is the PACS160 band. There is in general a ∼20% systematic underestimation by the model fits in PACS160 in the center of M101. One possible explanation is that the contribution from dust emission models. This effect is shown to be minor by Galametz et al. (2014) , where the authors demonstrated that [Cii] contributes only around 0.4% to integrated 160 µm emission. Another possible explanation is an unknown systematic uncertainty in PACS160. Pre-vious work by (Aniano et al. 2012) found that PACS160 was ∼20% higher than Spitzer MIPS160 measurements in the bright regions of some nearby galaxies.
We also examine the histograms ofχ 2 (Figure 8 right panels) with two features: 1) The mean value, which is expected to be one. 2) The shape of the histogram, which should resemble the χ 2 -distribution with k DoF 9 . The SE method has meanχ 2 of 0.77. The histogram is more compact than a χ 2 -distribution with k = 2. Both indicate that we might be overestimating the uncertainties in the SE method. FB and WD have mean values of 1.5 and 1.64, respectively, and flatter histograms than expected. BE has a mean value of 0.97 and a distribution resembling what we expected. PL has a mean value of 3.16, which means the extra parameters in the PL model do not help it making a more precise fit corresponding to its DoF.
Summary of model comparison
Among the MBB variants we have tested, we consider the SE method physically less plausible because the resulting temperature and DGR gradient do not match our physically-motivated expectations. The DGR results from the other four MBB variants are consistent with each other in regions with 12 + log 10 (O/H) ≤ 8.5, as illustrated in Figure 4 . This implies that the dust masses measure from the MBB fitting is mostly insensitive to the specific choices about the radiation field distribution. According to the residual distribution and χ 2 values, the BE model gives the statistical best fit, which means that the most important first-order correction to the basic MBB is to allow β vary in the long wavelength region. We will consider BE as the preferred model based on these tests.
DISCUSSION
Is DTM Constant in M101?
All of our models indicate that DGR falls off steeper than metallicity, showing a variable DTM ratio. Our preferred model (BE) has DGR ∝ Z 1.7 , which is equivalent to DTM changing from 0.25 at 12+log 10 (O/H) ∼7.8 to 1 above 12 + log 10 (O/H) ∼8.5. Models with β fixed have smaller power-law indices, specifically the FB and WD models show DGR ∝ Z 1.4 , and PL model shows DGR ∝ Z 1.2 . Even if we only consider region with 12 + log 10 (O/H) ≥ 8.2, where the majority of our data points reside, we still obtain a DGR trend steeper than metallicity gradient. These results are based on direct-T e method metallicity measurements (Croxall et al. a p-value is the probability that we get a ρ S greater or equal to the calculated value from the given data when null hypothesis is true. In other words, p-value goes from 0 to 1, and a smaller p-value implies a more significant correlation.
2016) with uncertainties in 12 + log 10 (O/H) around 0.04 − 0.08 dex.
In order to understand what aspects of the dust life cycle could result in a variable DTM, we look for mechanisms that affect dust mass and metals in the ISM with different rates. The five most important mechanisms of this kind are: 1) Accretion of metals in the ISM onto existing dust grains, which raises DTM. 2) ISM enrichment from stellar sources (e.g. AGB stars, SNe), which have DTM characteristic of the particular stellar source instead of DTM in the current ISM. 3) Dust destruction by SNe, which lowers DTM. 4) Infall of circumgalactic medium (CGM) into the galaxy, which dilutes the ISM DTM with the lower DTM in the CGM (Dwek 1998; Hirashita 1999; Zhukovska et al. 2016) . 5) Outflows of dust and metals into CGM, which increases the ISM DTM because the outflow is less dusty than the ISM (Lisenfeld & Ferrara 1998) .
Among these mechanisms, ISM accretion has a rate that increases with ISM density, especially in cold clouds (Dwek 1998; Asano et al. 2013) . Observationally, ISM density can be roughly traced by the mass fraction of molecular hydrogen (f H2 ) 10 . The rate of enrichment from stellar sources should follow the stellar mass surface density (Σ ) modulo stellar age effects. The effects of production and destruction of dust by SNe should track both the massive star formation rate (Σ SFR ) and the older stellar populations (Σ ).
To test these potential correlations of DTM with environmental characteristics, we calculate the Spearman's rank correlation coefficient (ρ S ) and p-value between log 10 DTM and these three quantities. Note that we only include the region with f H2 ≥ 5% for all four quantities, namely DTM, f H2 , Σ and Σ SFR , due to the detection limit of HERACLES. log 10 DTM correlates strongly and significantly with both log 10 f H2 and Relations after removing the radial trends in all four quantities: log 10 DTM, log 10 fH 2 , log 10 Σ and log 10 ΣSFR. The radial trend removal is done by first fitting the quantities versus radius with linear regression, and then subtracting the regression results from the original data. The discussion of radial trend removal is described in §5.1. The mean uncertainty in Σ d is 0.1 dex. Σ has unit in M pc −2 and ΣSFR has unit in M kpc −2 yr −1 .
log 10 Σ , while it shows a weaker but significant correlation with log 10 Σ SFR . This is shown in the "direct" columns in Table 5 and top panels in Figure 9 . While there are significant correlations between DTM and these environmental characteristics, all the quantities here (DTM, f H2 , Σ and Σ SFR ) to first order have major trends that vary with radius. f H2 , Σ and Σ SFR all have ρ S with radius greater than the ρ S with log 10 DTM. log 10 DTM also has a higher ρ S with radius than with other quantities. The results of calculating the ρ S and p-value directly will therefore be dominated by this major radial trend. In order to investigate what drives the DTM variation, we need to remove these dominant radial trends. This removal is done by first fitting log 10 DTM, log 10 f H2 , log 10 Σ and log 10 Σ SFR versus radius with linear regression, and then subtracting the regression results from the original data points to get the residuals. The correlations between log 10 DTM and log 10 f H2 , log 10 Σ and log 10 Σ SFR after radial trend removal are shown in the bottom panels in Figure 9 and the "Residual" columns in Table 5 .
The resulting ρ S between residual log 10 DTM and residual log 10 f H2 is 0.26, with a p-value 1. This indicates that the correlation between them is weak compared to the scatter in the data but significant. The null hypothesis, that the two variables (residual DTM and f H2 ) are unrelated, is extremely unlikely to be true.
Residual log 10 Σ and residual log 10 Σ SFR , on the other hand, have their ρ S drop relative to the direct correlation and the residual ρ S of them show extremely weak correlations, and thus considered negligible.
Based on this calculation, we suggest that ISM density may be the most important environmental factor that affects DTM in M101. This would explain the correlation between variations of DTM at a fixed radius and variations in f H2 . The stellar sources, traced by Σ and Σ SFR , do not correlate significantly with the variations of DTM at a fixed radius.
Variable emissivity coefficient
Although we have thus far interpreted our results as changes in DTM, an alternative possibility is that κ 160 varies with environment instead. As discussed in §3.1 all of our MBB variants are subject to the degeneracy between Σ d and κ 160 . The way we deal with it is by calibrating κ 160 with the MW diffuse ISM SED ( §3.2.1) and assuming all the variation in temperature-corrected SED amplitude is due to Σ d only. However, this assumption might fail if we observe environments that differ from the high-latitude MW diffuse ISM we used for calibration and if κ 160 varies with local environment. In general, our DGR(Z) does not follow the DGR(Z) calculated from F = 0.36, which have been used for our calibration. This leaves the possibility that the changes we see in DTM are still degenerate with the changes in κ 160 . κ 160 can be a function of dust size, temperature, and composition, which may change as gas transitions from diffuse to dense phases. The calculations in Ossenkopf & Henning (1994) ; Köhler et al. (2011) show an enhanced dust emissivity due to coagulation of dust particles in dense ISM regions. This phenomenon is also observed by Planck Collaboration et al. (2014) and Planck Collaboration et al. (2015) in the MW, where the authors show an increase in total opacity with increasing ISM density and decreasing T d . However, we note that both Planck Collaboration et al. (2014) and Planck Collaboration et al. (2015) assumed a constant DGR, and explained their observations with a change in the composition and structure of the dust particles.
We will focus on the dense regions in M101 for discussing emissivity variation with coagulation, where coagulation is more likely to happen. We use the constant DTM in MW (Draine 2011) Thus we continue our analysis with log 10 DTM DTMMW -to-log 10 f H2 relation. By fitting log 10 DTM DTMMW to log 10 f H2 , our DTM DTMMW varies from 0.9 to 2.0 in this region. If we attribute this change to the increase in emissivity, then κ 160 will go from 19 to 41 cm 2 g −1 in this region, with a relation of κ 160 ∝ f 0.2 H2 . This is comparable to the emissivity changes inferred by Planck Collaboration et al. (2014) using similar reasoning in MW clouds and well within the range allowed by theoretical grain coagulation models (Ossenkopf & Henning 1994; Köhler et al. 2011 ).
Variable conversion factor
Another potential explanation of the change in DGR (and thereby DTM) is that the conversion factor α CO is not a constant, therefore, we could be wrong in estimating Σ H2 . There are two major observed trends in α CO (Bolatto et al. 2013) . The first trend is a metallicity dependent α CO . In the model derived in Wolfire et al. (2010) , among others, α CO increases as metallicity decreases, which means we could be overestimating Note that this plot only includes data with fH 2 5% (12 + log 10 (O/H) 8.4), and that the y-axis is in log scale.
DGR in the outer part of M101. Recovering this overestimation would increase the variation in DTM and make the observed trends stronger. Moreover, since f H2 traced by a fixed α CO drops steeply with increasing radius in M101, any modification from metallicity dependent α CO that can affect DGR in the disk must posit a large and almost totally invisible reservoir of CO-dark molecular gas. It is suggested by Bolatto et al. (2013) to use a constant α CO in regions with 12 + log 10 (O/H) ≥ 0.5Z . When we test the total gas mass from a constant α CO against the one calculated with Wolfire et al. (2010) metallicity-dependent α CO , the difference between them is at most 0.12 dex. This small change is due to the fact that in the radial region of M101 where H 2 makes a substantial contribution to the total gas mass, the metallicity is greater than 12 + log 10 (O/H) = 8.4, where α CO only changes by a small amount. Considering the unknown uncertainties caused by the constant DTM assumption in the metallicity-dependent model (Bolatto et al. 2013) , we decide to only present the results with a fixed α CO .
The second trend is the decrease of α CO in the very center of some nearby galaxies, shown by Sandstrom et al. (2013) . It is worth noting that the Sandstrom et al. (2013) analysis assumed DGR was locally independent of f H2 to simultaneously solve for α CO and DGR in their solution pixels. Over most of M101, however, the average α CO they find is similar to the standard MW conversion factor, so using the Sandstrom et al. (2013) values or making the standard assumption of a MW α CO will not greatly impact our results. Sandstrom et al. (2013) found that M101 has one of the largest observed central decreases in α CO , showing α CO = 0.35
−0.13 in the central solution pixel, which is far lower than the galaxyaverage value. Adopting the galaxy average value of α CO therefore causes us to overestimate the amount of gas in the center and subsequently underestimate the DGR and DTM. As shown in Figure 5 (c), we do observe a decrease in the DGR and DTM in the central ∼kpc of M101, which is likely the result of an incorrect conversion factor assumption there. However, since the affected region is small compared to our full M101 maps, we can neglect this effect in the DTM discussion.
Beyond radial trends that alter α CO relative to what we have assumed, it is also possible that α CO varies from cloud-to-cloud at a fixed radius. If we overestimate α CO for a cloud, the DTM would be underestimated and f H2 would be overestimated. If we underestimate α CO , we would underestimate f H2 and overestimate DTM. Both overestimation and underestimation work in the opposite sense of the correlation we observe in the residual DTM and f H2 and, if corrected for, would therefore strengthen our conclusions. Thus, the positive correlation between DTM and f H2 we calculate previously is not a result of α CO variation.
Summary of DTM Measurements
To summarize, we can explain our fitting results from all our MBB variants except the SE model with a variable DTM, where DGR ∝ Z 1.7 in the BE model. The maximum DGR is still within the available total metal abundance limits. By comparing the correlation between DTM and physical quantities f H2 , Σ and Σ SF R , we conclude that the strongest environmental correlation of DTM is with f H2 , which we take to be a reasonable observational indicator of ISM density and thus a tracer for accretion process. We see no clear trends that indicate correlations of DTM with stellar sources or massive star formation.
On the other hand, we could also explain the DTM results with enhanced dust emissivity in dense regions due to coagulation. The increase in κ 160 is at most twice of the originally calibrated value, which is within the findings in Planck Collaboration et al. (2014) . A nonextreme metallicity-dependent α CO does not affect our DGR trend much due to the low f H2 in most regions, however, the change of α CO in the center is related to our observed decrease of DGR in the central kpc. Variability of α CO from cloud to cloud at fixed radius would lead to a negative correlation between residual DTM and residual f H2 , which is opposite what we observe.
Both explanations of variable DTM and variable emissivity are within the physically plausible range, thus we cannot definitively conclude if the variations we see are mainly due to changes in DGR or changes in the emissivity. However, given the observation that elemental depletions in the Milky Way are a function of ISM density and f H2 (Jenkins 2009 , see further discussion below), which is equivalent to a variable DTM, we argue that attributing all variation to emissivity is unlikely. To break the degeneracy between emissivity and Σ d , one future path is to calculate emissivity from dust models according to physical properties of local ISM. Another is to build an observational database of Σ d -to-SED, with known metallicity and ISM density, for future calibration. Another powerful test available in the near future will be to measure the properties of the UV/optical extinction curve, like R V , as a tracer for coagulation and processes that can change the IR emissivity in the Local Group, and correlate this extinction curve tracer with quantities observable outside the Local Group.
Comparison with previous DTM studies
In Figure 11 , we plot our results compared to the linear DGR(Z) relation discussed in Draine et al. (2014) . Draine et al. (2014) show that the M31 DTM matches very well with the DTM predicted from depletions along the line of sight to ζOph in the MW (F = 1 line of sight in Jenkins 2009). In the corresponding metallicity range, our DGR is larger than the one in Draine et al. (2014) . This is illustrated in Figure 11 green zone. The derived κ 160 value in Draine et al. (2014) is 12.51, which is around 0.75 times of our κ 160 value. Thus, the DGR discrepancy at high metallicity end is not a result of our choice of κ 160 . Moreover, Dalcanton et al. (2015); Planck Collaboration et al. (2016) indicates that the Draine & Li (2007) model might overestimate Σ d by ∼ 2 times, which also makes the difference larger. Thus, The difference between Draine et al. (2014) and our results in high metallicity region is not due to parameter selection, but due to physical differences between M101 and M31, or differences in the modeling.
Instead of comparing region with the same metallicity, we can also compare the DTM between regions in M31 and M101 with similar ISM density, traced by f H2 here. According to Nieten et al. (2006) , the region in M31 where Draine et al. (2014) gives the direct metallicity measurements has f H2 below 0.2, marked by the horizontal dashed line in Figure 11 . This f H2 = 0.2 upper Figure 11 . Top: We compare our DGR(Z) with that from M31 measured by Draine et al. (2014) . The solid line is where Draine et al. (2014) presents their DGR fitting in M31 with observed metallicity, and the dashed line is extrapolation of their linear DGR(Z). Within this metallicity region, our M101 results suggest a DTM 2 times higher than M31. However, if we instead select the range of radii where the M31 fH 2 matches what we see in M101 (red region), we find a much better agreement between our observed DTM and extrapolation of Draine et al. (2014) . Bottom: Demonstration of how we select the green and red zones. Grey zone: Draine et al. (2014) fH 2 range corresponding to the presented 12 + log 10 (O/H) range. Blue: fH 2 -metallicity relation in M101. Green zone: Region with the same metallicity as Draine et al. (2014) limit meets our M101 data at 12 + log 10 (O/H) = 8.44, indicated at where the horizontal dashed line meets the blue curve in Figure 11 . We pick the region between 12+log 10 (O/H) = 8.44 and where we have minimum f H2 , shown in red in Figure 11 , as the region that has similar ISM density with M31 data in Draine et al. (2014) . Within this region, our DTM is consistent with the extrapolation of Draine et al. (2014) Draine et al. (2014) may be a consequence of M101 having a higher f H2 and therefore enhanced depletion (e.g. larger DTM) at the metallicity of M31.
Rémy-Ruyer et al. (2014) has compiled integrated DGR(Z) for a large set of galaxies observed by Herschel. In Figure 12 we compare our measured DGR(Z) with theirs. At the high metallicity end, our slope is shallower than their power law fitting, but within 1-σ confidence level of each other (2.02 ± 0.28 from Rémy-Ruyer et al. (2014) ). Unfortunately, the turnover point of broken power law derived in Rémy-Ruyer et al. (2014) is at 12 + log 10 (O/H) = 8.10 ± 0.43, and we do not have enough reliable DGR fitting results below that metallicity to compare with. It is hard to draw a conclusion whether a broken power law with turnover point around 12+log 10 (O/H) = 8.0 would fit our results better than a power law. The Rémy-Ruyer et al. (2014) broken power law in high metallicity region is basically identical to the (Draine 2011) power law.
Comparison with MW depletion
Studies of the depletion of heavy elements in the MW (Jenkins 2009 ) also found a dependence of DTM on average ISM density and f H2 . In Figure 13 , we display DTM corresponding to various MW F regions described in Jenkins (2009) 12 + log 10 (O/H) ≤ 8.4 fall inside this range. The highlatitude diffuse ISM in the MW used to calibrate our κ 160 has an F of 0.36, thus it was selected for DGR calculation in calibrating our κ 160 , see §3.2.1. The F = inf line means total depletion, which is physically the same as the DGR upper limit discussed in §4.1. All our DGR fitting results are within this limit. It is interesting to note that the point where the DGR trend falls below the maximum depletion is at the boundary of molecular gas dominant region and atomic gas dominant region (f H2 ∼0.4).
Sensitivity of results to fitting methods
It is worth noting that given the same dust emission SED, the fitting results are sensitive to methods and parameters in the fitting process. Thus, it is important to be clear and self-consistent about the choices we make for calibration and fitting, as demonstrated by Gordon et al. (2014) . We also need to be careful when comparing cross-study results. Here, we use the process of κ 160 calibration with SE model, which gives κ 160 = 10.48 ± 1.48 cm 2 g −1 with the SED of the MW diffuse ISM from Gordon et al. (2014) , to illustrate the possible variations in results due to different choices. Note that we want to focus only on the methods, thus we use the MW diffuse ISM from Gordon et al. (2014) in this section instead of ours described in §3.2.1 to eliminate the simple offset.
• By changing to different models, κ 160 can go up to 21.16 (PL model), which is a 100% change. Thus, the choice of fitting model strongly affects fitting results.
• By making the fitting grid spacing coarser, from the original 0.002 spacing to a 0.1 spacing in log 10 κ 160 , the resulting κ 160 becomes 11.7, which is a 10% change. This has a mild effect on fitting results, and is especially important when the grid spacing is larger than the adopted uncertainties.
• The matrix form and values of the covariance matrix can affect the fitting results. By changing the covariance matrix from ours to the one in Gordon et al. (2014) and keeping all other factors the same, the resulting κ 160 goes to 17.9, which is a 70% change. This also affects the results strongly.
• The covariance matrix can also change the fitting residuals. For example, Gordon et al. (2014) assumes a flat uncertainty across the five bands and equal correlation, which results in similar residuals among the five bands. On the other hand, we assume different values and correlation between DIRBE and FIRAS bands, which results in better residuals in FIRAS bands and worse residual in the DIRBE band.
CONCLUSIONS
We present dust SED fitting results from five MBB variants in M101 with kpc scale spatial resolution. We compare the resulting Σ d and T d with known physical limitations, and conclude the results from a simple, variable emissivity, modified blackbody model are not physically plausible. The other four models have results consistent with each other at 12 + log 10 (O/H) ≤ 8.5, which demonstrates the robustness of modified blackbody model under many conditions. Among the four models, the one with a single temperature blackbody modified by a broken power-law emissivity has the highest fitting quality in residuals andχ 2 distribution. Thus, the first order correction to the MBB, necessitated by our observed SEDs in M101, is to add flexibility in the emissivity spectral index at long wavelengths.
The resulting DTM, derived from our dust and gas surface densities and direct T e -based metallicities, is not constant with radius or metallicity in M101 from all five models. From the preferred BE model, a relation of DGR ∝ Z 1.7 is observed overall, and DGR ∝ Z 1.9 in region with 12 + log 10 (O/H) ≥ 8.2. We try to explain this variable DTM by searching for correlations between tracers of formation and destruction mechanisms of dust and metallicity to the observed physical quantities. By comparing the correlation between DTM and physical quantities (f H2 , Σ and Σ SFR ) after removing the major radial trend, we argue that the accretion of metals in ISM onto existing dust grains could be a cause of this variable DTM, while we do not see evidence for correlations with stellar or SNe related production and destruction.
It is also possible that the change in DTM is actually the enhancement of emissivity due to coagulation. In the center of M101, if we assume the Draine et al. (2014) DTM and calculate the possible change in emissivity, the resulting κ 160 would be ∼19 to 41 cm 2 g −1 , which are 0.9 to 2.0 larger than the originally calibrated value of 16.52 cm 2 g −1 in the high latitude diffuse ISM in the MW. This change is still within the range of previous observational and theoretical calculations. Both changes in DTM and in emissivity are possible according to our current knowledge.
When comparing with previous DTM studies, our DTM is 2 times larger than the Draine et al. (2014) results in the same metallicity region, but our DTM are consistent with their DTM extrapolated to the region with similar f H2 . Comparing with Rémy-Ruyer et al. (2014) , our DTM has a slope consistent with their power-law fitting slope. Unfortunately, we do not have enough low-metallicity data to compare with their broken-power law. When comparing with known depletion relations from the MW and the amount of available metals in the central 5 kpc of M101, our DTM suggests essentially all available heavy elements are in dust, which is consistent with F = inf line from extrapolating the Jenkins (2009) calculations, and also larger than most of the previous studies. Our DTM results in the lower metallicity region would fall between F = 1 and F = 0 in the MW. This suggests that even in the lowest metallicity regime of our study, we have not yet probed conditions where the dust life cycle differs in major ways from that in the Milky Way.
During the fitting process, we found that the fitting results from the likelihood calculated with a multidimensional Gaussian distribution and a complete covariance matrix are sensitive to the choice of model and covariance matrix. Therefore, it is important to be selfconsistent between calibration and fitting processes. It is also important to note the covariance matrix adopted when comparing fitting results across studies because the fitting results could change by 70% with different covariance matrices.
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