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ABSTRACT
En las últimas décadas, la simulación de diferentes procesos hidráulicos/hidrológicos ha consti-
tuido una herramienta de gran utilidad tanto en la prevención de riesgos como en la gestión de
sus consecuencias. La predicción de caudales, calados y manchas de inundación para distintos
episodios de ondas de avenida permite valorar la situación con antelación y proporciona
información útil a la hora de tomar medidas de contención como, por ejemplo, la colocación
óptima de diques para evitar o paliar daños. En este trabajo, se describe la aplicación de un
modelo distribuido de simulación hidráulica basado en las ecuaciones 2D de aguas poco
profundas a la simulación de ondas de avenida en un tramo urbano del río Ginel (Fuentes de
Ebro). Mediante este modelo, se pueden obtener resultados de calado de agua y velocidad en
cualquier punto del dominio de cálculo. El código está diseñado para aprovechar la potencia de
las tarjetas gráficas (GPU) de última generación, proporcionando una simulación ágil y precisa y
constituya el motor de cálculo del programa RiverFlow2D. Los resultados obtenidos permiten







La disciplina de la hidráulica computacional ha evolu-
cionado enormemente en las últimas décadas gracias al
incremento en la potencia de cálculo de los ordena-
dores personales. El desarrollo de nuevas técnicas
experimentales también ha contribuido en gran medida
a mejorar la calidad de los resultados numéricos de los
modelos computacionales, ya que proporcionan una
información detallada de los datos de partida como,
por ejemplo, mapas digitales de terreno de alta
resolución [1,2]. De manera alternativa, también exis-
ten modelos digitales de terreno de resolución media
pero de libre acceso, como por ejemplo el AW3D30 de
Japón [3] o el SRTM [4] de la NASA. La suma de estos
dos factores, potencia y precisión de los datos de par-
tida, ha convertido a la simulación hidráulica compu-
tacional en una herramienta fundamental para predecir
los efectos de riadas, avenidas extraordinarias, roturas
de presas, etc., además de servir como guía para la
elaboración de planes de riesgo y mitigación de daños.
Los modelos de simulación se pueden clasificar en dos
grandes grupos, agregados y distribuidos. La diferencia
principal entre ambos reside en el hecho de que en los
modelos agregados el flujo se calcula como una función
del tiempo en un punto concreto mientras que, en un
modelo distribuido, el flujo se calcula como una función
del espacio y del tiempo [5]. A su vez, dentro de los
modelos distribuidos se puede establecer una división
entre modelos 1D promediados en la sección y modelos
2D promediados en la vertical. Los modelos agregados se
emplean habitualmente en aplicaciones hidrológicas. En
este trabajo se aplica un modelo hidrodinámico de tran-
sito distribuido 2D promediado en la dirección vertical,
debido a la posibilidad de resolver simultáneamente el
calado y dos componentes de la velocidad del flujo en
cada celda de cálculo. La discretización espacial detallada
de la topografía del terreno mediante una malla de
cálculo permite realizar simulaciones precisas de flujo de
agua superficiales en geometrías complejas como la con-
siderada en este artículo. También es posible introducir
de manera natural estructuras hidráulicas como pueden
ser los puentes, de forma que sea posible considerar su
efecto sobre el flujo. La importancia de la correcta
evaluación de los impactos en zonas urbanas implica la
necesidad de obtener herramientas numéricas lo suficien-
temente complejas para representar los procesos físicos
presentes [6–11].
Desde otro punto de vista, los modelos hidrodinámicos
se pueden subdividir en modelos de onda dinámica, basa-
dos en las ecuaciones de aguas poco profundas (shallow
water) y onda difusiva, en los que no se tienen en cuenta las
aceleraciones [11–14].
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Una de las mayores dificultades que se presenta al
trabajar con flujos superficiales es el correcto tratamiento
de los frentes seco-mojado. Esto constituye un reto
importante al diseñar un modelo número preciso, fiable
y conservativo, ya que este tipo de situaciones pueden
conllevar la aparición de velocidades sin sentido físico en
la frontera seco-mojado, provocando inestabilidades en la
solución numérica y la necesidad de una reducción
drástica en el paso de tiempo [15–17].
Otra preocupación a tener en cuenta cuando se emplean
modelos distribuidos de simulación es el tiempo de cálculo,
ya que normalmente se requiere unamalla con un número
elevado de celdas para obtener resultados precisos. Este
factor, junto con la complejidad numérica del sistema de
ecuaciones de aguas poco profundas en 2D, hace que el
número de cálculos en cada paso de tiempo sea muy
elevado. Con el objetivo de reducir el tiempo de
computación, en este trabajo se emplea un algoritmo de
resolución de las ecuaciones implementado en GPU [18],
que es capaz de aprovechar la potencia de las tarjetas
gráficas para reducir el tiempo de cálculo.
La aplicación realista que se presenta en este trabajo
consiste en la simulación de dos ondas de avenida de
períodos de retorno de 100 y 500 años en un tramo del
río Ginel a su paso por la localidad zaragozana de Fuentes
de Ebro. La información topográfica disponible se ha
mejorado mediante la medida en campo de más de 800
puntos de elevación, con el objetivo de representar lo más
fielmente posible la topografía del terreno y, de esta forma,
aprovechar al máximo las capacidades de un modelo dis-
tribuido de simulación. Los resultados obtenidos para las
dos avenidas simuladas se presentan en forma de exten-
siones de lamancha de inundación, infiltración acumulada
en el terreno e hidrogramas de caudal en secciones de
control. En el año 2008 se llevó a cabo un estudio similar
mediante la herramienta de cálculo HEC-RAS [19],
obteniéndosemapas de inundabilidad bajo los dosmismos
supuestos de ondas de avenida, pero sin considerar uno de
los puentes presentes en el dominio, lo que generó un
efecto de taponamiento en la zona de aguas abajo del
dominio [20]. Dado que este caso de estudio carece de
medidas experimentales que puedan servir de validación
para el modelo, se presentan dos ejemplo de validación del
modelo de simulación en casos test de laboratorio consis-




Para la simulación presentada en este artículo, se han con-
siderado las ecuaciones 2D de aguas poco profundas o
shallowwater equations [17,23]. Estas ecuaciones represen-
tan la conservación demasa ymomento promediados en la
dirección vertical. El sistema de ecuaciones se puede expre-









































¼ gh S0y  Sfy
 
(3)
donde las variables conservadas h, qx ¼ hu y qy ¼ hv
representan el calado de agua (m) y los caudales uni-
tarios en las direcciones x e y, respectivamente, con u y
v (m/s) las componentes del vector velocidad u a lo
largo de las direcciones x e y. La aceleración de la
gravedad está representada por g (m/s2). Los términos
fuente de la parte derecha de las ecuaciones se escriben
en función de las pérdidas por infiltración en el suelo f
(m/s) y las pendientes del fondo z (m) en las direc-
ciones x e y, S0x y S0y, respectivamente, las cuáles
vienen dadas por:
S0x ¼  @z
@x
; S0y ¼  @z
@y
(4)
Los términos Sfx; Sfy representan las pendientes de
fricción en ambas direcciones, aquí escritas en












2.2. Modelo de infiltración
En este trabajo se ha empleado el modelo de Horton
[24] para calcular las pérdidas de agua superficial por
infiltración. Este modelo propone una ecuación expo-
nencial para modelar la capacidad de infiltración del
suelo f (m/s):
f ðtÞ ¼ fc þ f0  fcð Þekt (6)
donde f0 y fc son las capacidades de infiltración inicial y
final (m/s) y k es una constante que representa la rapidez
con la que decrece la capacidad de infiltración (s−1).
Los parámetros de este modelo no tienen una base
física clara, por lo que no es posible una estimación de
sus valores a partir de las propiedades geológicas del
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suelo y deben ser estimados mediante un proceso de
calibración con datos experimentales. En [25] y [26] se
pueden encontrar tablas de valores para estos
parámetros en función del tipo de suelo. El modelo
de Horton se aplica en cada una de las celdas de
cálculo de la malla computacional, por lo que cada
celda podrá tener una tasa de infiltración diferente en
función de sus parámetros de infiltración y de la dis-
ponibilidad de agua superficial sobre la misma [27].
Adicionalmente, resulta interesante calcular la cantidad
total de agua infiltrada o infiltración acumuladaF (m) hasta




f ðtÞdt ¼ fct þ f0  fck 1 e
kt  (7)
El sistema de ecuaciones (1)–(3) se puede considerar
hiperbólico y, en este trabajo, su solución numérica se
obtiene mediante un esquema de volúmenes finitos que
trabaja sobre mallas triangulares adaptadas al terreno
descrito en detalle en [17,28]. Una de las principales
dificultades numéricas a abordar en problemas
hidráulicos/hidrológicos es la correcta resolución de
los frentes de seco-mojado, los cuales se resuelven
correctamente gracias a un control dinámico del paso
de tiempo, garantizando un error de conservación de
masa del orden de la precisión de máquina. La
implementación del algoritmo numérico de resolución
en GPU [18] permite reducir el tiempo de
computación mediante el aprovechamiento de la
potencia de las tarjetas gráficas para reducir el tiempo
de cálculo.
3. Caso test 1: Lluvia sobre una cuenca de
laboratorio
En este caso test se pretende validar el modelo numérico y
la robustez del algoritmo de secado/mojado mediante la
comparación con las medidas de laboratorio presentadas
en [21]. Se supone una precipitación constante de
300 mm/h durante 20 s en todo un dominio impermeable
donde se colocan varios obstáculos. El coeficiente de
rugosidad de Manning se establece en 0:016. Todos los
contornos se considerarán cerrados a excepción de la
frontera inferior en donde se integrará el caudal a la salida
para su comparación con el caudal experimental. Se
supone que los obstáculos son mucho más altos que la
profundidad de agua previsible, por lo que se tratan como
agujeros en la malla computacional. La Figura 1
(izquierda) muestra el mapa de elevación en una
proyección tridimensional y la malla computacional tri-
angular no estructurada de 8925 celdas empleada. La
Figura 1 (derecha) muestra una instantánea del calado
en el tiempo t = 75 s correspondiente a una situación con
numerosos frentes seco/mojado, que son resueltos por el
esquema numérico sin generar ningún tipo de inestabil-
idad. La Figura 2 muestra la comparación entre los hidro-
gramas de salida computacional y experimental. Se
observa una gran similitud entre los resultados
numéricos y la curva de caudal experimental.
4. Caso test 2: Inundación de un distrito
urbano a escala
En este caso test se considera la simulación numérica de
un distrito urbano a escala de laboratorio, cuyo ensayo
experimental se detalla en [22]. Los edificios (cuadrados
de 0.15 m de lado) se disponen ordenados siguiendo un
patrón alterno en una reproducción a escala reducida de
una cuenca fluvial (Figura 3). La información de la
topografía se ha obtenido a partir de un modelo digital
de terreno (DTM) de 0.15 m de resolución. Las avenidas
se generaron elevando el nivel de agua en la región aguas
arriba del dominio y fueron caracterizadas en la
simulación mediante una medida del caudal frente al
tiempo (Figura 4). Los datos experimentales de calado
se tomaron mediante sondas colocadas en 10 posiciones
diferentes, dispuestas de forma que se permita observar
las características del flujo en todomomento (Figura 5). A
la salida del dominio no se impone ninguna condición de
contorno, de forma que el flujo pueda salir libremente. De
acuerdo con [22], se ha seleccionado para todo el dominio
un coeficiente de rugosidad de Manning n ¼ 0:0162,
correspondiente al cemento. En cuanto a los detalles
computacionales, la Figura 6 muestra las dos mallas tri-
angulares que se han elegido para las simulaciones. En la
primera malla (M1), los edificios se definen como paredes
sólidas, por lo que malla se adapta a la forma de los
edificios, tal como se muestra en la parte izquierda de la
Figura 6. En la segunda malla (M2), los edificios se
representan mediante elevaciones en el terreno
(Figura 6, derecha).
La Figura 7 muestra una representación tridimensional
del calado en el instante t = 15 s para las mallas M1 y M2,
mientras que en la Figura 8 se puede ver la evolución
temporal del calado en la posición de las sondas para
ambas mallas (líneas gris y negra), así como los puntos
Figura 1. Mapa de elevaciones y malla de cálculo (izquierda).

















Figura 2. Hidrogramas computacional y experimental.
Figura 3. Representación del dominio computacional considerado junto con la distribución alterna de las edificaciones.
Figura 4. Hidrograma de entrada para el Caso test 2.
Figura 5. Posición de las sondas y disposición de los edificios para el Caso test 2.
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experimentales (círculos). En general, se observa una gran
coincidencia entre los resultados numéricos y los datos
experimentales para los dos tipos de malla. Cabe destacar
también que la malla M2 no predice una situación de
sobrepasamiento de los edificios en ningún momento.
5. Aplicación a un caso real: Fuentes de Ebro
5.1. Área de estudio
El río Ginel es un afluente del río Ebro por su margen
derecha. La cuenca se sitúa en la zona central de la
depresión del Ebro y posee una superficie de 77.3 km2
con una morfología alargada y orientación SW-NE [29]
(Figura 9). La longitud de la cuenca es de 17.3 km y las
altitudes en el nacimiento y a la desembocadura son
328 m.s.n.m. y 165 m.s.n.m., respectivamente, lo que
supone una pendiente media del 0:9%.
El interés de este trabajo se centra en el paso del río
Ginel por la localidad de Fuentes de Ebro, por lo que se
limitará el estudio a un tramo de unos 1400m de río, en el
cual se simularán los efectos de dos avenidas fluviales con
períodos de retorno de 100 años (T100) y 500 años
(T500). La Figura 10 (izquierda) muestra el mapa de
elevaciones de la región de estudio, así como la posición
de las dos secciones de control en las cuales se integrará el
caudal volumétrico para las dos avenidas simuladas. En la
Figura 10 (centro) se muestra la distribución en tres
regiones del coeficiente de rugosidad de Manning: (1)
En la zona del cauce se considerará un valor de 0:04, ya
que se trata de un cauce limpio en general, con zonas
pedregosas, sin depresiones profundas y con algo de
vegetación en las orillas. La vegetación en el propio
cauce es escasa o directamente nula en la mayor parte
del tramo de estudio; (2) El suelo de la zona urbana está
asfaltado prácticamente en su totalidad, salvo algunas
Figura 6. Detalle de las mallas computacionales M1 y M2.
Figure 7. Representación tridimensional del calado en el instante t = 15 s en las mallas M1 y M2.
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zonas de poca extensión en las que el pavimento es de
cemento sin pulir, por lo que para esta región se tomará
un valor de 0:016 para el coeficiente de Manning; (3) Por
último, la región aguas abajo del dominio está formada
por varias zonas de cultivo y de vegetación silvestre de
tamañomedio, por lo que se considerará un valor de 0:05,
ligeramente superior al de la zona del cauce bien definido
[5]. El mapa de regiones con diferentes parámetros de
infiltración se ha diseñado en función de la tipología de
suelos presente en la región y se muestra en la Figura 10
(derecha). La Tabla 1 muestra los valores numéricos de
los parámetros de infiltración de Horton elegidos para
estas tres zonas en base a las recomendaciones presentes
en la literatura [25,26].
El dominio computacional se discretiza mediante una
malla de cálculo refinada localmente de aproximada-
mente 150000 celdas triangulares. De esta forma, se
puede tener una mayor exactitud de cálculo en las zonas
Figura 8. Evolución temporal del calado en la posición de las sondas. Comparación entre los resultados numéricos para las mallas
M1 (negro) y M2 (gris) y los datos experimentales (puntos).
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demás interés, como pueden ser el cauce del río o la parte
urbana del terreno. El límite del refinamiento lo marca la
resolución del Modelo Digital de Terreno (MDT) de
partida (2 m × 2 m), por lo que se ha tomado dicho
valor como tamaño mínimo para los lados de las celdas
triangulares. Refinar más allá de este nivel no generaría
variaciones en los resultados numéricos, aunque sí
incrementaría notablemente el coste computacional.
Este hecho constituye la razón de que no se muestren
resultados en una malla de cálculo más fina. El punto de
partida para la discretización espacial ha sido un MDT
proporcionado por el Centro Nacional de Información
Geográfica (CNIG), obtenido mediante un vuelo LIDAR
con una densidad de 0.5 puntos/m2. Esta información ha
sido completada con con 842 medidas topográficas in
situ, realizadas con taquímetro. La Figura 11 muestra la
malla de cálculo empleada, así como dos detalles del
refinamiento en zonas de especial relevancia. Todo el
contorno del dominio se considera como una frontera
abierta que permite el paso libre del agua hacia el exterior
a excepción de la sección del cauce aguas arriba, en donde
se imponen los hidrogramas de entrada de caudal.
Los dos puentes que se encuentran dentro del dominio
de la simulación se han tenido en cuenta mediante la
Figura 9. Situación geográfica del río Ginel (Fuente: Confederación Hidrográfica del Ebro).
Figura 10. Mapas de los datos de partida distribuidos: Elevación del terreno y secciones de control (izquierda), coeficientes de
rugosidad de Manning (centro) y regiones de infiltración (derecha).
Tabla 1. Parámetros del modelo de infiltración de Horton para
las zonas consideradas.
Zona k (s−1) f0 (m/s) fc (m/s)
A 0:0001 1:9  106 1:0  106
B 0:0001 1:9  108 1:0  108
C 0:0001 1:9  107 1:0  107
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modelización de sus pilares principales en la malla de
cálculo (Figura 11). El refinamiento de la malla alrededor
de los pilares permite realizar una discretización adecuada
de esta región tan sensible y obtener resultados numéricos
fiables. El procedimiento utilizado para modelar los
puentes implica que solamente se incluyen las pilas de
los puentes, lo que significa que se asume que el flujo
siempre estará en régimen de lámina libre. Un procedi-
miento más detallado para esta estructura hidráulica
mejoraría las predicciones de calado y caudal en las
cercanías del puente cuando éste se ve presurizado.
Aguas abajo del segundo puente (sección 2), el río Ginel
no tiene un cauce definido y el flujo se distribuye de
manera dispersa siguiendo la topografía natural del
terreno.
El uso de un modelo distribuido de simulación
numérica para el flujo superficial permite calcular
todas las variables hidráulicas e hidrológicas, como el
calado h, las velocidades u; v o la tasa de infiltración f
de manera individual para todas las celdas de la malla,
por lo que la información disponible es ahora el calado
y las dos componentes de la velocidad en cada celda
simultáneamente. Esto es común a todos los modelos
2D de onda dinámica.
5.2. Resultados numéricos
En esta sección se presentan los resultados numéricos
para las dos avenidas simuladas de períodos de retorno
de 100 años (T100) y 500 años (T500). La condición de
contorno de entrada se supone una función triangular
para el caudal con una duración de 10 horas y unos
caudales máximos de 52 m3/s para la avenida T100 y
102 m3/s para la avenida T500. El resto de contornos
permanecen abiertos para que el agua pueda salir con
libertad del dominio. Como condición inicial, se
supondrá un dominio completamente seco (h ¼ 0 en
todas las celdas de cálculo).
Las Figuras 12 y 13 muestran la evolución temporal
de la avenida sobre el cauce principal del río y la
llanura de inundación para los dos caudales máximos
simulados. En las Figuras 14 y 15 se representa de
forma ampliada en dos regiones de interés la
comparación de los resultados numéricos para ambas
avenidas. Como era de esperar, tanto los valores de
calado como la mancha de inundación son mucho
mayores para la avenida T500. A pesar de ello, en
ambos casos el centro del núcleo urbano no sufre
ninguna inundación y el agua queda encauzada
prácticamente en su totalidad. En el caso del la avenida
T500, el puente sobre la carretera se ve completamente
desbordado, lo que provoca la inundación parcial de la
zonal final del área de estudio, como se puede ver en la
Figura 15 (derecha). En este caso, la acumulación de
agua en los muros del puente 1 genera calados
máximos de unos 3.7 m.
La Figura 16 muestra una comparación de la
infiltración acumulada F en la parte final del dominio,
Figura 11. Malla de cálculo localmente refinada.
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que es la más susceptible de sufrir inundaciones, por lo
que previsiblemente será la región donde la infiltración
cobre más importancia. Se observa que, en general, los
valores de F son más elevados en la avenida T500. En
concreto, en la avenida T100 se infiltraron 6560 m3 en
las 10 horas de simulación, mientras que en la avenida
T500 fueron 7193 m3. Estas cantidades representan
aproximadamente un 0:73% y un 0:4% del total del
volumen de agua introducido en el dominio en las
avenidas T100 y T500, respectivamente.
Las dos secciones de control (Figura 10) registran
los hidrogramas mostrados en la Figura 17. Se puede
observa como la sección 2, situada aguas abajo del
puente de la carretera, registra un descenso del cau-
dal pico. Esto se debe al desbordamiento lateral del
río en esa zona, debido al efecto de taponamiento del
puente.
Los resultados presentados en esta sección no se pueden
comparar con ningún evento real, ya que se carece de datos
sobre avenidas de similares características en la región de
estudio. Por otro lado, sería interesante realizar un análisis
de incertidumbre de los resultados numéricos [30] para el
cual, resulta especialmente útil la implementacióndelmod-
elo en GPU. Esto permite ahorrar un tiempo de cálculo
considerable en las numerosas repeticiones que se requie-
ren en el análisis.
La Tabla 2 muestra los tiempos de cálculo (tc) para
las dos simulaciones (T100 y T500) empleando distin-
tas implementaciones de RiverFlow2D: CPU sin para-
lelizar, CPU paralelizada en cuatro núcleos y GPU. En
la avenida T100 se consigue una ganancia de un factor
50,3 de la GPU frente a la versión en CPU sin para-
lelizar y de 13,6 frente a la versión paralelizada en
cuatro núcleos. En la avenida T500, estas ganancias
son de 51,0 y 13,8, respectivamente.
6. Conclusiones
En este trabajo se han presentado varias aplicaciones de
un modelo distribuido de simulación numérica basado en
Figura 12. Resultados numéricos para el calado correspondientes a la avenida T100 para los tiempos t = 0.6 h, 1 h, 1.3 h, 1.6 h, 5 h y
10 h.
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las ecuaciones bidimensionales de aguas poco profundas.
Mediante dos casos test de zonas urbanas a escala de
laboratorio se ha validado el modelo, tanto en la
predicción de la respuesta de salida de la cuenca en
forma de hidrograma como de valores distribuidos e
instantáneos del calado de agua. En ambos casos, los
resultados concuerdan satisfactoriamente con las medidas
experimentales disponibles. Posteriormente, se ha apli-
cado el modelo a un tramo urbano del río Ginel, a su
paso por la localidad de Fuentes de Ebro (Zaragoza). Se
han simulado dos avenidas fluviales con tiempos de
retorno característicos de estudios de inundación en la
zona (100 y 500 años). La topografía del MDT disponible
se ha complementado con más de 800 medidas de campo
tomadas in situ en zonas de especial relevancia.
Adicionalmente, se han diseñado mapas con diferentes
zonas de rozamiento e infiltración en función de las
características del terreno, lo que permite representar
con una mayor fidelidad estas dos características del
terreno. Los dos puentes que se encuentran dentro del
dominio de la simulación se han tenido en cuenta med-
iante la modelización de sus pilares principales en la
malla de cálculo.
Los resultados obtenidos para ambas avenidas mues-
tran que el cauce principal del río no se desborda a su
paso por el centro de la localidad. En ambos casos, las
extensiones de la mancha de agua son similares en esta
zona, aunque los calados son significativamente
mayores en la avenida T500. Solamente se ven parcial-
mente afectadas algunas casas próximas a la ribera a la
entrada del pueblo. El puente sobre la carretera (Puente
1) genera un cierto taponamiento en el caso de la
avenida de mayor magnitud, llegando a desbordar en
el tiempo de máximo caudal y generando inundaciones
leves en la parte final del dominio.
El uso de la programación enGPUpara el desarrollo del
código permite agilizar sensiblemente los cálculos y reducir
el tiempo de simulación, por lo que la combinación de
ambos factores (modelo 2D + GPU) se convierte en una
herramienta muy versátil capaz de realizar predicciones de
Figura 13. Resultados numéricos para el calado correspondientes a la avenida T500 para los tiempos t = 0.6 h, 1 h, 1.3 h, 1.6 h, 5 h y
10 h.
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Figura 15. Comparación en detalle de los resultados numéricos de calado correspondientes a las avenidas T100 (izquierda) y T500
(derecha) en el pico de la crecida (t = 5 h) en el entorno del puente del ferrocarril.
Figura 14. Comparación en detalle de los resultados numéricos de calado correspondientes a las avenidas T100 (izquierda) y T500
(derecha) en el pico de la crecida (t = 5 h) en el entorno del puente de la carretera.
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fenómenos hidráulicos/hidrológicos de una manera ágil y
precisa. Adicionalmente, esta agilidad de cálculo permite
reducir el enorme tiempo computacional requerido por un
análisis exhaustivo de incertidumbre a la hora de validar los
resultados numéricos.
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