In this paper, we consider optimal control problems for a class of nonlinear descriptor systems.
In recent years, the control problems for descriptor systems (or singular systems, or generalized state-space systems) have drawn the consider- (1)- ( 7) ).
Many papers and works dealing with descriptor systems have appeared. For a fairly comprehensive introduction to descriptor systems, and for a motivation for studying them, one may see Refs.
( 1),
(2) and (8). Some theoretic aspects of the topic have been given by Campbell(""' which discussed descriptor systems with aid of the matrix generalized inverse called the "Drazin inverse"
In this paper, we will consider optimal control problems for a class of nonlinear descriptor systems. That is, descriptor systems of the following form will be considered :
where E is a constant square matrix and E may be singular. Few efforts have been made to discuss optimal control problems for nonlinear descriptor systems of the form (1) . In Ref. (19) , for example, LovassNagy, et al. investigated the problem of optimal control of linear descriptor systems while minimizing a quadratic cost functional, and derived the necessary conditions for optimality of control. But in Ref. (19) , control vector u(t) is unconstrained. Particularly, in a recent paper"", Lin and Yang studied the problem of optimal control of the systems (1) . In their paper"", by making use of the transform of the forms x(t)=Qx(t)={x,(t),x2(t)} and j=P-'f where Q and P are n x n non-singular matrices, a necessary condition for optimality of control was derived, but in their necessary condition, a restrictive assumption that (aj/axz)T is independent of xi,(t), x2(t) and u(t) is requried.
In this paper, we discuss the problem of optimal control of a class of nonlinear descriptor systems with the form Eq.(1). The well-known Pontryagin's maximum principle in optimal control problem for conventional systems is extended to the descriptor systems (1) , and some problems related to this principle, such as the continuity and differentiability of the hamiltonian in this maximum principle, the sufficient and necessary condition on linear descriptor systems, and so on, are discussed.
The concept of the function norm andthe BellmanGronwall inequality will be employed to derive this maximum principle for descriptor systems. Our results may include some ones in the optimal control problems for conventional systems. Finally, an illustrative example is also given.
This paper is organized as follows. In Section 2, the optimal control problems to be tackled in this paper are precisely stated, and the concept of the function norm and the Bellman-Gronwall Lemma are given. In Section 3,we derive a necessary condition, i. e. the maximum principle for descriptor systems with the form Eq. (1) , and discuss some problems related to this necessarycondition. In Section 4, an illustrative example is given. The paper is concluded in Section 5 with a very brief discussion on the above results. This definition is concerned with the existenceof the solution of the Eq. ( 2 ). In alinear descriptor system, for example, this existence is to be understood in the distributional sense, and this is equivalent to demanding that the pencil (sE-A) be regular, i.e., det(sE-A)E3.
Further, uEC"(to, tr) guarantees a solution devoid of impulses, except possibly at t= to. In the nonlinear case, we require existence of a C1(to, tf) solution for all x(to)=x° and u_??_ U, since distributional solutions to nonlinear Eq.
(2) cannot be defined (e. g. see Refs. (12) and (13)). Now, the problem can be stated as follows : We want to find an admissible control u(t)E U(t) to minimize the cost functional ( 4 ) subject to system Eq. (2) with an admissible initial state x(to)=x°, and subject to terminal constraint condition ( 5 ).
For this optimal control problem, if the admissible control u*(t)E U(t) and corresponding state trajectory x*(t) have the property that for all admissible control u(t)E UM, then, u*(t) is called an optimal control, and x*(t) an optimal state trajectory. In the next section, we will derive a necessary condition for optimality of this control u*(t), which is similar to the maximum principle in optimal control problems for conventional systems.
Mathematical preliminaries
Here, we introduce the concepts of the function norm and corresponding matrix norm, and list the lemma for the Bellman-Gronwall inequality.
(Definition 2)"¢' For a real-valued vector x(t)E=-R", i. e. x(t)=(x,, The induced matrix norm corresponding to the norm 11.11 is defined as follows.
( (Assumption 2) U(t) is the subsets of R'", and is closed and bound ed.
Main results
In this section, we derive the necessary condition for the optimal control u*(t), and discuss some problems related to this necessary condition.
(Theorem 1) Consider the optimal control problem, described in Section 2.1, and let (Assumptions 1 and 2) be satisfied. Suppose that the admissible control u*(t)
is an optimal control, with x*(t) denoting the corresponding optimal state trajectory. Then there exists an adjoint state vector function A(t) : (to , tr)-R" such that the following relations are satisfied.
where v is any positive constant.
(Proof)
Here, we only state the main steps.
( i ) For this otptimal control problem with the terminal constraint, we first make a generalized cost functional of the form
