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Abstract. En este art´ıculo se presenta un nuevo descriptor para la ve-
rificacio´n de la identidad de personas en base al ana´lisis de ima´genes
en escala de grises de caracteres manuscritos individuales y simples. El
descriptor corresponde a los coeficientes B-Spline de la curva de posicio´n
relativa de los puntos de mı´nimo valor de gris dentro del cara´cter. Estos
puntos corresponden a los pixeles de menor valor de gris sobre la l´ınea
recta perpendicular a los puntos del esqueleto morfolo´gico del trazo. La
posicio´n relativa se computa como la distancia euclidia entre el punto de
mı´nimo gris y su correspondiente en el esqueleto morfolo´gico del trazo.
Se utilizo´ un clasificador multiclase, basado en Ma´quinas de Vectores
Soporte de salida binaria, para evaluar la capacidad de discriminacio´n
del descriptor propuesto. Se utilizo´ una base de datos con 50 muestras
de 6 s´ımbolos simples realizadas por 50 personas. La experimentacio´n de
la base de datos muestra resultados muy satisfactorios, con un promedio
de aciertos del 97 %, y permiten pensar que es factible desarrollar un
me´todo de identificacio´n de personas en base al descriptor presentado.
Keywords: Reconocimiento de personas, Ana´lisis off-line, Trazos ma-
nuscritos, Puntos de mayor presio´n.
1. Introduction
La escritura manuscrita como patro´n biome´trico de comportamiento ha co-
brado un renovado intere´s por parte de los investigadores en los u´ltimos an˜os
[1]. A pesar de avanzar hacia el suen˜o de un futuro puramente digital, el estudio
de la escritura usando ima´genes digitales ha conservado su lugar debido a sus
aplicaciones en la vida real: en el ana´lisis forense de documentos, la clasificacio´n
de los archivos histo´ricos [2], la verificacio´n de firmas [3], estudios sobre la co-
rrelacio´n entre la escritura y diferentes trastornos neurolo´gicos [4], as´ı tambie´n
como en diferentes campos como la seguridad y control de acceso [5] [6].
La escritura a mano es una de las te´cnicas biome´tricas primitivamente utiliza-
das para autenticar un individuo. Los trazos manuscritos de una persona tienen
una gran variabilidad; no obstante, existen caracter´ısticas invariantes que permi-
ten el reconocimiento manual o automa´tico del autor. En el modo verificacio´n, el
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sistema valida la identidad de una persona comparando el rasgo biome´trico cap-
turado en la entrada con su propia plantilla biome´trica previamente almacenada
en la base de datos. En general, el usuario indicara´ su identidad mediante un
nu´mero de identificacio´n personal, un nombre de usuario o algu´n tipo de co´digo.
Posteriormente el sistema realizara´ una comparacio´n uno a uno para determinar
si el individuo es quien dice ser.
Muchos de los trabajos relacionados con esta investigacio´n provienen del pro-
blema de la verificacio´n de firmas. La verificacio´n off line de firmas es un tema
bien documentado y se ha abordado con muchos enfoques diferentes. Una serie
de documentos cubren los avances en este campo [7] [3]. Recientemente en [8]
se presenta un estudio de la literatura, hasta la fecha, sobre la identificacio´n y
verificacio´n off line del autor de escrituras a mano considerando las distintas ca-
racter´ısticas y enfoques de clasificacio´n, en diferentes idiomas y alfabetos. En [9]
se presenta un ana´lisis de ima´genes off-line de escritura a mano basado en textu-
ra para la identificacio´n del escritor; cercana a nuestra propuesta. La te´cnica que
usan divide una letra en fragmentos pequen˜os y considera cada fragmento como
una textura. En [10] se consideran caracteres benga´ı aislados para la verificacio´n
del escritor. Se presenta el rendimiento de diferentes caracter´ısticas texturales.
Una coleccio´n de 500 documentos en bengal´ı de 100 escritores se utilizan en este
sentido. La combinacio´n de caracter´ısticas obtiene un mejor rendimiento. La eva-
luacio´n de los resultados muestra que el me´todo es efectivo y se puede aplicar en
la base de datos de gran taman˜o. En [11] se plantea la identificacio´n de personas
a trave´s de caracter´ısticas dina´micas extra´ıdas de la imagen en escala de grises
de un caracter. El descriptor presentado considera el patro´n de la distribucio´n
de presio´n a lo largo del trazo que es discriminante entre individuos, es decir
considera el nivel de gris de los pixeles del trazo y la ubicacio´n en el mismo. Se
encontro´ que, la distancia relativa, medida en una perpendicular al esqueleto del
trazo, entre la l´ınea que une los puntos ma´s oscuros de la imagen respecto del
esqueleto, es caracter´ıstica del autor, y var´ıa de un individuo a otro.
Al momento de implementar un sistema biome´trico deben considerarse as-
pectos pra´cticos, tales como el rendimiento computacional y el espacio de alma-
cenamiento. El uso de te´cnicas de seleccio´n de caracter´ısticas son necesarias para
reducir el espacio de almacenamiento y mejorar el tiempo de compilacio´n.
En este art´ıculo se presenta un nuevo descriptor para la identificacio´n de per-
sonas, basado en la extraccio´n de caracter´ısticas pseudo-dina´micas de ima´genes
en escala de grises de caracteres manuscritos individuales y simples. El descrip-
tor corresponde a los coeficientes B-Spline de la curva de posicio´n relativa de los
puntos de mı´nimo valor de gris dentro del cara´cter. Estos puntos corresponden
a los pixeles de menor valor de gris sobre la l´ınea recta perpendicular a los pun-
tos del esqueleto morfolo´gico del trazo. La posicio´n relativa se computa como
la distancia euclidia entre el punto de mı´nimo gris y su correspondiente en el
esqueleto morfolo´gico del trazo. Es de destacar la importancia de que el des-
criptor propuesto extrae caracter´ısticas de un trazo simple, en lugar de un trazo
complejo como puede ser la firma de un individuo, lo que permite tomar muchas
muestra de un mismo documento. Adema´s de lo anterior, el descriptor presenta
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la particularidad de ser invariante a la rotacio´n, lo que aporta una ventaja im-
portante dentro del procesamiento de ima´genes. La clasificacio´n se realizo´ con
una SVM multiclase, contemplando el problema de clases desbalanceadas, para
evaluar la capacidad de discriminacio´n del descriptor propuesto. Se analizan los
resultados obtenidos de la clasificacio´n para las muestras realizadas por 50 per-
sonas, correspondientes a la base de datos creada especialmente con 6 s´ımbolos
simples.
La estructura de este trabajo es la siguiente. La seccio´n 2 presenta conceptos
de aproximacio´n B-spline aplicados en el trabajo. La seccio´n 3 presenta el des-
criptor propuesto. La seccio´n 4 explica en detalle la metodolog´ıa empleada para
la validacio´n de los resultados y la base de datos creada especialmente. La seccio´n
5 presenta los resultados de la evaluacio´n objetiva del descriptor. Finalmente, en
la seccio´n 6, se presentan las conclusiones del trabajo.
2. Conceptos de aproximacio´n B-spline
La teor´ıa de las B-spline es muy amplia y se expone en detalle en [12]. En
e´sta seccio´n so´lo se desarrollan los elementos necesarios de dicha teor´ıa para la
comprensio´n del uso de las B-spline en esta investigacio´n.
La B-spline es una combinacio´n lineal de n+1 puntos de control c1, ..., cn, n ≥
k, con funciones bases Ni,k. Estas funciones son polinomios formados a partir
del para´metro u tal como se muestra en la siguiente expresio´n:
f(u) =
L∑
i=0
ciNi,k(u) (1)
siendo k el grado de la curva B-spline y L se corresponde con el nu´mero de
segmentos en que se divide el espacio de aproximacio´n.
Las bases B-spline Ni,k pueden definirse segu´n la la siguiente expresion re-
cursiva:
Ni,j(t) =
t− ti
ti+j − tiNi,j−1(t) +
ti+j+1 − t
ti+j+1 − ti+1Ni+1,j−1(t) (2)
donde el corte de la recursividad corresponde a la expresio´n
Ni,0(t) =
{
1 ti ≤ t ≤ ti+1
0 otros casos
(3)
Dados m puntos (xi, yi) de una curva, se puede expresar el problema de
aproximacio´n de la curva mediante el siguiente sistema de ecuaciones lineales:
yi =
n−1∑
j=0
cjNj,k(xi) (4)
donde los coeficiente cj son desconocidos.
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Matricialmente el sistema de ecuaciones se expresa de la siguiente manera:
Y = N × C (5)
donde:
Y = [y0y2y3...ym−1]T (6)
N =

N0,3(x0) N2,3(x0) ... Nn−1,3(x0)
N0,3(x1) N2,3(x1) ... Nn−1,3(x1)
... ... ... ...
N0,3(xm−1) N2,3(xm−1) ... Nn−1,3(xm−1)
 (7)
C = [c0c2c3...cn−1]T (8)
El sistema planteado esta´ sobredeterminado, es decir, tiene ma´s ecuaciones
que inco´gnitas. Este sistema sobredeterminado se resuelve a trave´s de la matriz
pseudoinversa por izquierda (L) segu´n la siguiente expresio´n:
L = M−1NT (9)
siendo L(n×m).N(m×n) = I(n×n). Para m > n puede calcularse L(n×m) constru-
yendo la matr´ız M(n×n) como:
M = NTN (10)
Si el determinante de (M) 6= 0, existe M−1 y puede escribirse:
M−1NTN = M−1M (11)
La solucio´n del sistema sera:
C = LY (12)
3. Presentacio´n del Descriptor
El descriptor de este trabajo corresponde a los coeficientes de la aproximacio´n
B-spline de la curva que representa la posicio´n relativa de los puntos de mı´nimo
gris dentro del grafema. Los puntos de mı´nimo gris corresponden al pixel de
menor valor de gris sobre la l´ınea perpendicular al esqueleto del grafema. La
posicio´n relativa corresponde a la distancia euclidia entre el punto de mı´nimo
gris y el borde del trazo, como se puede observar en la figura 1(a). Considerando
las distancias de todos los puntos de mı´nimo gris se conforma una sen˜al que
es caracter´ıstica para cada individuo. A esta sen˜al o curva se la denomina, de
aqu´ı en adelante, como sen˜al de posicio´n relativa de los puntos de mı´nimo gris.
En general las sen˜ales de distancia de posicio´n relativa tienen distinta canti-
dad de puntos dependiendo de la imagen. Lo anterior implica que es necesaria
una etapa de normalizacio´n de la longitud de la curva, representada en la fi-
gura 1(b). Esta normalizacio´n se realizo´ redimensionando la sen˜al a la longitud
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(a) (b)
Figura 1. Descriptor: (a) sen˜al de posicio´n relativa de los puntos de mı´nimo gris (b)
Normalizacio´n de la sen˜al caracter C
promedio de todas las sen˜ales de la base de datos. Luego de la normalizacio´n
anterior se observa que las sen˜ales tienen una longitud demasiado grande para
implementar una etapa de clasificacio´n supervisada (sobre 700 puntos aproxima-
damente). Para reducir la dimensionalidad del descriptor se recurre al co´mputo
de los coeficientes de la interpolacio´n B-spline de la sen˜al de distancia relativa
normalizada.
Como es ampliamente sabido, si se utilizan pocas bases la aproximacio´n de
interpolacio´n tiene un error elevado respecto de la sen˜al original. A medida que se
van aumentando las bases el error disminuye y la aproximacio´n se va ajustando
cada vez ma´s respecto de la original. No obstante lo anterior llega un punto
que el error deja de disminuir de manera significativa, reducie´ndose el error de
manera muy marginal. Para determinar la cantidad adecuada de coeficientes
(a) (b)
Figura 2. Error: (a) Disminucio´n del Error (b) Sen˜ales de distintas bases y curva
original
se comienza a aumentar de forma paulatina la cantidad de bases hasta que la
disminucio´n del error es despreciable. Para mostrar este feno´meno se presenta
la figura 2. Se escogio´ aleatoriamente una de las sen˜ales de distancia relativa
de todo el conjunto disponible y con esta sen˜al se realizan las aproximaciones
aumentando las bases. En la figura 2(a) se observa que basta con 74 coeficientes
para reconstruir nuevamente la sen˜al original con un muy bajo error. En la figura
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2(b) se presentan 3 casos de aproximaciones para 23 (azul), 40(rojo) y 108(gris)
bases y la curva original(verde). Se observa que la aproximacio´n con la mayor
cantidad de bases se superpone casi perfectamente a la curva original.
4. Materiales y Me´todos
Para evaluar la capacidad de discriminacio´n de personas del descriptor pro-
puesto se implemento´ un clasificador multiclase, basado en SVM de salida bi-
naria, entrenado con Validacio´n Cruzada y considerando el problema de desba-
lanceo de clases usado en [13]. La base de datos de s´ımbolos simples de donde
obtener las muestras para la experimentacio´n se detalla a continuacio´n .
4.1. Base de Datos
Un total de 15.000 ima´genes de grafemas forman la base de datos construida
especialmente. Las ima´genes son a color de 24 bits y de mediana resolucio´n,
aproximadamente de 800 por 800 p´ıxeles. Se consideraron las 6 grafemas que
se muestran en la figura 3, por ser rasgos simples con trazos ascendentes, des-
cendentes y curvos en distintas direcciones, que dan lugar a los gestos gra´ficos
que revelan las caracter´ısticas personales de su autor. 50 personas realizaron 50
muestras de cada una de los grafemas escogidos, de acuerdo con los modelos
presentados. Las muestras se recogieron bajo condiciones controladas, los cola-
(a) (b) (c) (d) (e) (f)
Figura 3. Sm´bolos de la base de datos.
boradores escribieron sobre una hoja de papel de 75(g/m2), utilizando 5 hojas
del mismo tipo como base de apoyo y el instrumento de escritura fue un bol´ıgrafo
bic trazo grueso de color azul, cuya bolita esta´ fabricada en tungsteno de 0,7
mm. La captura de las ima´genes se realiza mediante un esca´ner convencional, lo
que permite realizar una captura masiva de ima´genes utilizando un dispositivo
de uso cotidiano.
4.2. Modelo de clasificacio´n
A continuacio´n se presenta en detalle la metodolog´ıa de entrenamiento y
clasificacio´n. El reconocimiento de personas por un cara´cter simple, planteado
en este art´ıculo, es un problema multiclase. Las muestras correspondientes a un
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grafema, realizadas por una misma persona, forman una clase. Por consiguiente
en la base de datos presentada se definen 50 clases diferentes para un s´ımbolo.
Para resolver el problema se construyo´ un sistema de mu´ltiples clasificadores
binarios (SVM). Cada clasificador distingue entre una de las clases y el resto
como segunda clase, te´cnica conocida como uno-contra-todos (one-versus-all)
[14]. Para formar un grupo balanceado, se decidio´ optar por eliminar casos de
la clase mayoritaria, consiguiendo una relacio´n de 1 a 5. El conjunto queda
de 295 muestra, 50 de la persona elegida como clase positiva y 5 muestras de
cada una de las restantes personas, clase negativa. SVM necesita dos etapas: el
entrenamiento y la fase de pruebas. El conjunto de entrenamiento se utiliza para
ajustar los para´metros del modelo, y el de prueba, para evaluar los para´metros de
los mismos. Para garantizar que los resultados sean independientes de la particio´n
entre datos de entrenamiento y prueba se utilizo´ en el modelo validacio´n cruzada
aleatoria con 10 iteraciones, dividiendo las muestras de datos balanceadas en un
70 % para el entrenamiento y 30 % para el test. Los datos en el modelo planteado,
no son linealmente separables a trave´s de un hiperplano o´ptimo en el espacio de
entrada, por lo que se construye un sistema con funcio´n Kernel de base radial
(RBF). Siguiendo el desarrollo de [15], la expresio´n del hiperplano de separaco´n
LD es la siguiente:
LD =
∑
j
αj − 12
∑
j
∑
k
αjαkyjykx
′
ixk (13)
el problema de SVM consiste en maximizar el funcional LD sujeto a las siguientes
restricciones:
0 ≤ αj ≤ C∑
j
αjyj = 0 (14)
donde αj son los multiplicadores de Lagrange, y C es un parametro que permite
mantener acotados dichos multiplicadores. Los αj no nulos corresponden a los
vectores de soporte y determinan frontera de decisio´n. En particular, la expresio´n
de la funcio´n de Base Radial es la siguiente:
K(x, y) = exp(−‖x−y‖
2)
2σ2 ) (15)
donde σ es el para´metro de la funcio´n kernel.
Se realiza el co´mputo de los para´metros del SVM con optimizacio´n aleatoria.
Se itera 100 veces el entrenamiento del clasificador SVM con validacio´n cruzada.
Por cada iteracio´n se obtiene la pe´rdida, error cuadra´tico medio, de los 10 folds.
Se calculan los promedios por iteracio´n y se obtienen los para´metros o´ptimos del
modelo, correspondientes al promedio mı´nimo de las pe´rdidas por iteracio´n.
Se entrena el clasificador SVM de los para´metros computados con validacio´n
cruzada. Para lo cual se hace una nueva particio´n y se calcula el promedio de las
pe´rdidas y se elige como modelo el que tiene pe´rdidas ma´s cercanas al promedio
Se evalu´a este modelo SVM. Se calcula la matriz de confusio´n para el grupo
de muestras balanceado considerado. Para obtener mayor independencia de los
277
datos de entrada se forman 20 grupos de muestras balanceados por persona,
que se usan para entrenar y evaluar el modelo, obtenie´ndose como resultado una
matriz de confusio´n por grupo. Luego se calcula la matriz de confusio´n promedio
para cada persona. Se obtienen los siguientes indicadores a partir de la matriz
de confusio´n:
TP = AciertosPositivos
TN = AciertosNegativos
FP = FalsosPositivos
FN = FalsosNegativos
ACIERTOS = TP + TN
Sensibilidad o la verdadera tasa positiva
TPR = TPTP+FN
Especificidad o la verdadera tasa negativa
TNR = TNFP+TN
RHO = TPTP+FP+FN
5. Resultados
En esta seccio´n se presentan resultados nume´ricos que permiten evaluar y
comparar el funcionamiento en la verificacio´n de personas de la sen˜al de distancia
relativa y de los coeficientes de la aproximacio´n B-spline.
En la tabla 1 se observan los resultados obtenidos para la letra C de los 50
individuos de la base de datos, tanto para la sen˜al de distancia relativa como
para los coeficientes B-spline. Cada fila corresponde al promedio de la evaluacio´n
del conjunto de test de 20 grupos balanceados. La u´ltima fila corresponde al
promedio de las 50 personas. Como se observa de la u´ltima fila, cada SVM en
promedio reconoce correctamente la identidad del 97 % de los individuos para
ambos descriptores.
La tabla 2 presenta los resultados para todos los s´ımbolos. Se muestran los
valores en promedio obtenido para cada uno de los indicadores considerados a
partir de la matriz de confusio´n. Se observa que el porcentaje de reconocimiento
utilizando todos los s´ımbolos es superior a 97 %.
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Persona % Aciertos % Aciertos Persona % Aciertos % Aciertos
Reduccio´n Descriptor Reduccio´n Descriptor
1 98 98 26 96 97
2 96 97 27 96 97
3 98 97 28 96 97
4 96 95 29 95 95
5 98 98 30 97 98
6 97 96 31 97 96
7 98 97 32 98 99
8 95 95 33 99 98
9 97 98 34 100 100
10 98 99 35 96 97
11 97 97 36 96 97
12 97 98 37 95 93
13 98 98 38 97 97
14 98 97 39 98 97
15 98 97 40 98 98
16 96 94 41 98 98
17 97 97 42 94 93
18 99 98 43 98 98
19 98 97 44 98 97
20 96 97 45 99 96
21 95 95 46 97 98
22 99 97 47 98 97
23 96 96 48 98 97
24 98 98 49 96 96
25 98 99 50 94 92
Promedio 97 97
Tabla 1. S´ımbolo C
Simbolo TP TN FP FN ACIERTOS % TPR TNR RHO
C 43 244 1 7 97 85 100 0.83
∼ 44 244 1 6 97 87 100 0.85
e 42 244 1 8 97 85 100 0.83
∩ 42 244 1 8 97 84 100 0.82
s 44 244 1 6 98 87 100 0.86
u 42 244 1 8 97 84 100 0.82
Tabla 2. Promedio de los resultados por s´ımbolo
6. Conclusio´n
Este art´ıculo ha presentado un nuevo descriptor para identificacio´n de per-
sonas usando trazos manuscritos. El descriptor propuesto utiliza los coeficientes
de la aproximacio´n B-spline de la curva que representa la posicio´n relativa de
los puntos de mı´nimo gris dentro del grafema. Adema´s de lo anterior, se consi-
dera una imagen de un trazo manuscrito simple, en lugar de un trazo complejo
como la firma de un individuo. Para evaluar el funcionamiento del descriptor
se ha realizado un estudio con un clasificador multiclase, basado en SVM de
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salida binaria, entrenado con Validacio´n Cruzada y considerando el problema
de desbalanceo de clases. Se obtuvo que, en promedio, el descriptor reconoce
correctamente la identidad del 97 % de los individuos.
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