Supplementary Section 1: Band diagram analysis in the IL gating experiment
As a good insulator, DEME-TFSI features a very large energy gap of 7.07 eV between its highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) 1,2 .
Figure S1a shows a schematic diagram of the experimental configuration used in the IL gating experiments. When a bias is applied between the Au electrode and ITO, the [DEME] + and [TFSI] -ions will migrate to accumulate at the Au/IL and IL/ITO interfaces. There, these cations and anions will form electrical double layer (EDL) to induce high electrical field perpendicular to the interface.
In order to understand to what degree the ITO layer will be depleted upon application of a certain gate bias, it is of value to construct the band diagram (Fig. S1b) . As the high electric field is confined to the EDL, the total gate bias Vg will drop near the Au/IL and IL/ITO interfaces:
(Eq. S1) Here, VAu is the voltage drop on the Au side of the Au/IL interface, which is negligible because of the very high carrier density of Au that affords effective screening of field. VIL-and VIL+ are the voltage drops in the IL at the Au/IL and IL/ITO interfaces due to the electrical field induced by anion and cation accumulation. VITO is the voltage in the ITO due to band bending near the ITO/IL interface.
Knowledge of the band bending in the ITO film is critical for determining the electron density distribution in this material. The potential profile inside ITO can be calculated by solving the Poisson's equation, which will be discussed in detail in Supplementary Section 2. Then, VIL-can be inferred from knowledge of VITO by applying the boundary condition, IL
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    . Here, EITO and EIL-are the electrical field at ITO and IL side of the interface. εITO and εIL are the DC permittivities of ITO and IL respectively. Their magnitudes are known from the literature as εITO = 9.3 and εIL = 10 3 . The thickness of the EDL is extremely small and similar to the subnanometer ion-size. If we assume a 1.5-nm-thick EDL layer in line with previous reports 3, 4 with a constant electrical field, we can calculate the corresponding VIL-based on the electrical field at the interface. As we have designed the area of the Au/IL interface 5 times as large as the area of the IL/ITO interface and the number of positive cation equals the number of negative anion, the sheet densities of cation and anion have a ratio of 1:5. Thus we find . Following this method, we can predict the corresponding band bending in the ITO and quantify VITO given a specific Vg applied to our device. For example, Figure S1b shows how a 0.61 V gating bias causes a 0.29 eV surface band bending of ITO's conduction band (red line).
Supplementary Section 2: Calculation of the band bending profile in ITO
To quantify the band bending in the ITO films near their interface with the IL, we solve Poisson's equation within a classical electrodynamics model 5 . In the film, the electrons are confined by a one-dimensional electron potential V(z) in the z-direction and are free to move in the plane of the film. This potential distribution is given by:
where ρ(z) is the space charge per unit volume, ɛDC is the static dielectric constant of ITO (εITO = 9.3) and ε0 is the permittivity of vacuum. In this work, we study the electron depletion of an ITO film doped with positively-charged donor impurities at a bulk concentration d N  . In the experiment, negatively charged ions in the IL are directed onto the surface of an ITO film and cause the redistribution of the mobile electrons as n(z). This results in a total charge density distribution
S3) The electron density in the conduction band of a semiconductor is given by:
Here we define the zero of energy at the conduction band minimum. gc(E) is the density of states for conduction band. fFD is the Fermi-Dirac function including the potential dependence.
where μ is the chemical potential of ITO, β is dependent on the product of the Boltzmann constant and room temperature as β = 1/kBT.
The potential V(z) has to satisfy the following boundary conditions:
where VITO is the band bending at surface.
For simplicity, we assume that there is no band bending at the IL/ITO interface at zero bias. This is reasonable as the work functions of the IL (ϕIL = 4.3 eV) 6 and the ITO (ϕITO = 4.4 -4.5 eV) 7 are very close. For the ITO/Au interface, we take a 0.8eV band bending based on the large work function difference between ITO and Au (ϕAu = 5.1 -5.47 eV) 8 . The surface band bending at the ITO/Au interface is not affected by the application of a gate bias as the induced electric field by the ionic charges is confined to the EDL. Since the depletion layer width is thinner than the film for all gate bias values, the bands are flat in the center region of the film. As a result, we can independently calculate the band bending at the IL/ITO and ITO/Au interfaces. Figure S2a shows that for an applied bias of 1.4 V, there is a 0.8 eV surface band bending of ITO at the IL/ITO interface on the left. For this special case, the intrinsic energy barrier of 0.8 eV at ITO/Au interface on the right makes the ITO potential well symmetric.
Supplementary Section 3: Calculation of the quantum electron density distribution in ITO
To consider the quantum confinement effect, a fully quantum ab initio calculation will be very demanding, owing to the high number of electrons involved in the ITO thin film. Previous studies of nano particles using fully quantum-mechanical models were limited to small spheres 9, 10 . Thus, we denote quantum-corrected model that has been used to successfully explain quantum blue shift in nanometer-sized metal and semiconductor spheres [11] [12] [13] [14] [15] . The approach outlined a local-response theory with an inhomogeneous electron density and is complementary to both nonlocal theory 13, 16 and density functional theory 12, 17, 18 . The electrons are assumed to be non-interacting as the Thomas-Fermi screening length of ITO is as small as 2 Å for 19 
can be expanded in a Fourier sine series,
l is the film thickness and v l  is the electron wave vector component k  which is orthogonal to k . The Fourier coefficients can be determined after substituting Eq. S10 into the Schrödinger equation Eq. S7. The result can be written in a matrix representation for a given k as:
(Eq. S11) where the elements of M are given by
 is the Kronecker delta function. To truncate M into a finite size, we pick vmax = 500 which is sufficient for all the cases 5 . The Eigenvalues and Eigenfunctions of M can be used to determine the confined subband energies and wave functions normal-to-the surface , ( ) k j z  for a given potential. The subband energies will be continuously spaced in the k direction but discretely spaced in the orthogonal k  direction as the carrier confinement is only in z direction. (Fig. S2b) With knowledge of the electron wave functions, the quantum electron density can be written as:
Where the summation runs over all occupied states obtained from the Fermi-Dirac distribution
After integrating the contributions from each subband along k direction, the electron distribution is found to be: 
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Where j labels each occupied subband with a minimum energy Ej. m * is the electron effective mass of ITO conductive band, which is also dependent on carrier concentration based on the non-parabolicity of its conduction band 19 . Here, 
,where e is the electron charge and the effective mass m * varies from 0.3 to 0.53 depending on its carrier density based on the non-parabolicity of its conduction band 19 . The thickness of IL and the intrinsic carrier concentration n0 were obtained by fitting the transfer matrix method result to the non-bias ATR experiment spectrum. As the experiment was performed with non-polarized light, we calculated the reflectivity for both transverse electric and transverse magnetic polarizations and averaged them.
The transfer matrix method simulations are calculated for the multi-layer stack. Here, it is assumed that the magnitude of the permittivity is directly linked to the local carrier density via the Drude model. We divide the ITO film into a large number (200) of thin slabs that are each assigned a different permittivity value based on the Drude model and the local carrier concentration n(z). Figure S3b shows the calculated ATR spectra for a 20-nm-thick ITO film with n0 = 6.55 × 10 19 cm -3 when the band bending at the ITO surface is increased from 0 eV to 0.8 eV. The spectral location of the minimum reflection points reveal an initial red-shift that is followed by a blueshift above a critical band bending value of 0.29 eV.
Intuitively, the critical gate bias above which a red-shift turns into a blue-shift is dependent on the carrier concentration of the ITO film achieved by doping (n0). To explore this point, we calculated colormap of the expected SP wavelength change 0,
concentrations as a function of the ITO surface band bending eVITO (Fig. S4 ). Note that Figure  S4 has eVITO plotted along the x axis while the Fig. 2d has the same quantity plotted as a function of the total applied voltage Vg (which is an experimentally measured quantity). In the colormap, the critical band bending value for carrier concentration of 6.55 × 10 Figure S5 shows the dependence of the predicted spectral shifts of the SP resonance on film thickness for a bulk carrier concentration of 1.22 × 10 20 cm -3 . The dashed line corresponds to the simulation for an 8-nm-thick ITO film which is the same thickness as the experimental sample described in Fig. 3 of the main text. Again, the simulations predict the experimentally observed trend: a thinner film features a smaller critical surface band bending and thus a smaller critical voltage. The mismatch could be due to the roughness of the ITO surface or error in the thickness measurement. Alternatively, it could be linked to some of the simplifying assumptions such as no band bending at IL/ITO interface under zero applied bias. Overall, the model provides very good agreement with the observations. Supplementary Section 6: Reproducibility and robustness of quantum size effect. In order to show the reproducibility of the quantum size effect, the experiment was repeated on multiple 20-nm-thick ITO films with a nominal carrier concentration of approximately 1.2 × 10 20 cm -3 . Figure S6a presents the dependence of the ATR spectra for three films on applied bias. For illustration purpose, Figure S6a only shows the spectra with increasing bias from 0 V to 1.4 V with 0.2 V step but the data were recorded for both increasing and decreasing bias with 0.1 V step and the green dots indicate the reflection minimums of each spectrum. Figure S6b presents zoom-ins from Fig. S6a that enable one to trace the movement of reflection minimums. When a bias is applied, the reflection minimum increases its reflectance as the effective film thickness is reduced and it absorbs less light. At the same time, the wavelength of reflection minimums presents first a red-shift and then a blue-shift which is explained by the quantum model presented in the main text. The trace taken while decreasing the bias lays on top of the trace taken upon increasing the bias. The measurements on these films show that the spectral changes are reproducible and not overshadowed by possible hysteresis effects due to charging of traps/surface states. Due to small changes in the distance between the ATR lens and sample in each experiment and small variations in the carrier concentration from film to film, the reflection minimums have slightly different initial wavelength and reflectance values.
We also compared the bias-dependence of the wavelength of the reflection minimum for different measurements. In the Figure S7 In our work, we use the location of the reflection minimum to gain understanding of the change in carrier distribution in the film. One can also analyze the higher order central moment of the ATR spectrum to quantitative analysis its shape change during the applied bias ( Figure S8 ). Here, we calculate the variance and skewness of the reflection dip which represent its 2 nd and 3 rd central moment. The reflection dip is first converted to the absorption peak as A=1-R and the wavelength domain is converted to wavenumber since the data points are equally distributed in wavenumber domain. Then the variance and skewness s are calculated as: (Eq. S15)
) 3 (Eq. S16)
Here, σ is the standard deviation and 3 is the third central moment. and are the wavenumber and absorption value of each point. The denominator of skewness is the normalization parameter. The third central moment is zero if the shape of the spectrum is completely symmetric and positive if the shape has an extended left shoulder in the wavenumber domain. The variance and skewness remains virtually constant with applied bias as the shape of the ATR spectrum essentially remain the same with applied bias. It assures that the reflection minimum shift is useful quantity in characterizing the SP resonance shift and the shift is caused by the redistribution of the electron density instead of other effects.
Supplementary Section 7:
Systematic study on carrier concentration dependence and film thickness dependence of quantum confinement effect. In the Figure 2 of main text, we present the SP wavelength shift versus applied bias. It shows us the carrier concentration dependence of the quantum confinement effect. With lower concentration, the quantum effect becomes stronger and the blue-shift of SP wavelength occurs at a lower critical voltage. Figure S9a shows the ATR spectra of 20-nm-thick ITO films with different carrier concentrations and Figure S9b shows their SP wavelength shift versus applied bias. The blue curves of Figure S9b represent the corresponding quantum model simulations which fit well to the experiment results. Also, a thinner ITO film behaves stronger quantum confinement effect. Figure S9c shows the ATR spectra of 8-nm-thick ITO thin films with different carrier concentrations and Figure S9d shows their SP wavelength shift versus applied bias (black line) as well as the quantum model simulations (blue line).
By comparison with 20-nm-thick ITO films, 8-nm-thick ITO films have much stronger quantum effect. For example, the 8-nm-thick film with initial SP wavelength at 3.14 µm behaves only blue-shift under bias while the 20-nm-thick film with 3.04 µm SP wavelength shows blue-shift after the critical voltage of 1 V. The 8-nm-thick ITO film with initial SP wavelength at 2.5 µm also shows a much smaller critical voltage around 0.6 V than 20-nm-thick ITO film. The experiment results of Figure S9 systematic show that the lower carrier concentration and thinner film thickness contribute to stronger quantum effect and thus the blue-shift occurs at lower critical voltage.
It is noteworthy that as the film decreases, the quantum model simulations will slightly deviate from the experiments. First, the surface roughness of the film becomes more influential as the thickness decreases to several nanometers. Second, the band bending calculations are preformed independently for both two sides of the ITO film. As the film decreases, the coupling of two sides band bending may need to be considered. Third, the initial band bending of ITO on IL/ITO and ITO/Au side are determined by their work function difference. A different initial value could lead to a shift of the simulation curve along the applied bias axis while the shape remains the same. Fourth, there is spill-out of the electron wavefunction at the boundary of a finite quantum well. The spill-out effect grows stronger as the quantum well width decreases. Last, as the SUPPLEMENTARY INFORMATION DOI: 10.1038/NNANO.2017.103 thickness decreases, there will be a transition from optical behavior dominated by classical collective plasmon oscillations to quantum-plasmonic excitations to single electron transition (detail in Supplementary Section 10).
Supplementary Section 8: Avoiding chemical reactions and obtaining a reversible SP location shift.
Previous studies with ILs reported on the possibility to induce electrosorption processes or interfacial electrochemical reactions related to the presence of impurities in the IL, such as H2O 4, [21] [22] [23] . Such processes complicate the data analysis and we have analyzed the possible importance of such undesired processes in our measurements. One common approach is to measure the gate current through the IL 4 . Figure S10a shows such a gate-current measurement for an applied bias range from -2 V to +2 V. One can see that when gate bias is in excess of 1.5 V, a sudden increase in gate current occurs. Below a critical threshold voltage Vthresold ≈ 1.5 V, the resistance of the IL is high, indicative that no undesired processes result in a measurable current. For the measurements in the main text, we kept the magnitude of the applied electrical bias below 1.4 V.
When the bias is below 1.4 V, the electrically-induced shift in the SP resonance is fully reversible. Figure S10b Figure S10d) shows the strongest quantum effect and only blueshift in wavelength of the reflection minimum, the high carrier concentration sample ( Figure  S10b) shows only red-shift. All three samples show very good reversibility under bias below 1.4 V which indicate the experiments are free of IL related electrochemical reactions or electrosorption processes. There may be some hysteresis in the curves as some of the error bars don't perfectly overlap each other. But the hysteresis is well controlled as we intentionally reduce the bias voltage to make the hysteresis and its associated effect negligible when analyzing the experiment data.
The SP wavelength is determined as the minimum reflection point in the ATR spectrum by polynomial fitting of the experimental spectrum and the error bar which shows the uncertainty of the minimum location is obtained from the polynomial fitting.
Supplementary Section 9: Quantum size effect on ITO nanoparticles.
The observed quantum effect on thin film is relative restrained. Because a thin film structure only provides 1 dimensional confinement and we only modulate the depletion layer at one end of the confinement. The quantum confinement effect will be stronger for structures with confinement in more dimensions. Nanoparticles with 3D confinement will offer the strongest quantum confinement effect. In addition, the relative low ratio between plasma frequency and damping loss of ITO broaden the line width of the resonance feature. The shifts will appear more impressive for lower loss materials that feature narrower plasmon resonances.
To illustrate the point above, we calculated the quantum effect that would be expected for ITO nanoparticles following the procedure we used to successfully predict the experimentally- observed shifts for the ITO films 11 . For the calculations, we take the experimentally obtained carrier density of n0 = 5 × 10 19 cm -3 and a damping loss Γ of 0.3ωp as for our ITO films. By electrical gating a spherical particle that is 20-nm-diameter, one can create a 5-nm-thick depletion and effectively shrink the metallic region to 10-nm-diameter. Figure S11 shows the calculated electron distribution and the normalized imaginary part of polarizability, which indicate the plasmonic resonance feature of the nanoparticle. As the size deceases, the electron distribution is more and more confined in the centric region of the sphere (Fig. S11a) . In Figure S11b , the peak of the imaginary part of polarizability, which correspond the location of plasmonic resonance, has blue shift to higher frequency as the size deceases. Here, the quantum confinement effect could move the resonance frequency by approximately 16%. The quantum confinement effect inside ITO particles is much stronger than previous report on in metal particles 12, 13 and it can be actively tuned. In Figure S11c , the normalized imaginary part of polarziability is calculated for low loss ITO material (Γ = 0.05ωp). The line width of plasmonic resonance feature depends on the loss of the material. As the line width is reduced for low loss assumption, the quantum confinement effect become clearer. Given the rapid advances in the design and synthesis of new plasmonic materials 24, 25 , it is reasonable to assume that the magnitude of the effects can be improved upon, which would open up applications of the effect in the future.
Supplementary Section 10: Critical thickness for single electron transition.
In the quantum regime, the energy difference between discrete subband will depends on the thickness of the quantum confinement. When the energy gap between subbands gets closer to the SP energy, there will be a transition from optical behavior dominated by classical collective plasmon oscillations to quantum-plasmonic excitations to single electron transition. 12, 13, 26 In our experiments, the thickness of the ITO layers so large and the carrier densities/doping levels considered are so high that we fill about 6 subbands (See Fig. S3 ). In this regime we are far enough away from the single electron regime so that a local Drude model is very effective in capturing the essential physics of this system.
A criterion can give a good indication as to when the use of a local Drude model is no longer appropriate and we should instead consider single electron transitions. This should intuitively occur when the SP frequency sp of the film approaches the intersubband transition frequency is . In our experiments sp is about an order of magnitude larger than the intersubband frequency. This can be seen directly from a simplified model in which the ITO film is modeled as having a square well potential where the intersubband transition between the lowest and first excited state is given by: E2-E1 = ħis = (3ħ
where l is the thickness of the ITO film. Figure S12 shows the dependence of the intersubband transition energy on the ITO layer thickness and the SP energy Esp = ħsp = ħp/√1 + for several carrier densities. Here, ħ is the reduced Planck constant, p is the plasma frequency of ITO films and εd is the dielectric constant of IL.
For the carrier density of n0 = 6.55 × 10 19 cm -3 used in the experiments it would require a thickness of just 3 nm to get to this point, quite a bit thinner than the thinnest film in our experiments of 8 nm. Given the very steep dependence of the subband transition energy on the film thickness, of our film thicknesses are in a regime where we are quite far away from seeing single electron excitations.
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It is also worth noting that the criterion is a simplified and intuitive way to understand the critical thickness. In addition, the subband transition energy should be the energy difference of subbands that are near the Fermi level for more accurate comparison. However, our quantum model would not qualitative fail to predict the optical response when the thickness goes below the critical thickness, since the subbands are still continuous along kx and ky direction. Figure S6a which plots the trace of reflectance minimum for both increasing and decreasing applied bias with step of 0.1 V. For the three films, the SP resonance wavelength reproducibly shows a red-shift followed by a blue-shift. The traces for increasing and decreasing bias closely resemble each other and hysteresis effects due to e.g. charging of traps/surface states appear to be sufficiently minimal as to not obscure the physical processes under study. 
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