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GEOMETRY OF KOTTWITZ-VIEHMANN VARIETIES
JINGREN CHI
Abstract. We study basic geometric properties of Kottwitz-Viehmann varieties, which are certain general-
izations of affine Springer fibers that encode orbital integrals of spherical Hecke functions. Based on previous
work of A. Bouthier and the author, we show that these varieties are equidimensional and give a precise
formula for their dimension. Also we give a conjectural description of their number of irreducible components
in terms of certain weight multiplicities of the Langlands dual group and we prove the conjecture in the case
of unramified conjugacy class.
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2 JINGREN CHI
1. Introduction
1.1. Background and motivation. In this article we study certain analogue of affine Springer fibres that
we call Kottwitz-Viehmann varieties whose underlying set is defined as
Xλγ = {g ∈ G(F )/G(O)|g
−1γg ∈ G(O)̟λG(O)}
where
• G is a connected reductive algebraic group over a field k;
• F = k((̟)) is the field of Laurent series with coefficients in k and O = k[[̟]] is the ring of power
series;
• γ ∈ G(F ) is a regular semisimple element;
• λ : Gm → T is a cocharacter of a maximal torus T of G and
̟λ := λ(̟) ∈ G(F ).
Also we will consider a closely related set X≤λγ defined by Replacing the double coset G(O)̟
λG(O) in the
definition of Xλγ by the union
G(O)̟λG(O) =⊂µ≤λ G(O)̟
µG(O)
These sets were first studied by Kottwitz and Viehmann in [KV12]. More general versions of them
(replacing G(O) by parahoric subgroups of G(F )) have also been studied by Lusztig in [Lus15]. When k is
a finite field, they arise naturally in the study of orbital integrals of functions in the spherical Hecke algebra
H(G(F ), G(O)) consisting of G(O)-biinvariant locally constant functions with compact support on G(F ).
It turns out that Xλγ can be realized as the set of k-rational points of some algebraic variety over k. We
view them as group analogue of affine Springer fibers for Lie algebras studied by Kazhdan and Lusztig in
[KL88]:
Xγ = {g ∈ G(F )/G(O)|ad(g)
−1γ ∈ g(O)}.
Here g is the Lie algebra of G, γ ∈ g(F ) is a regular semisimple element and “ad” denotes the adjoint action
of G on g.
Basic geometric properties of these affine Springer fibers Xγ have been well understood through the works
of Kazhdan and Lusztig [KL88], Bezrukavnikov [Bez96], Ngoˆ [Ngoˆ10]. A key ingredient in their approach is
the symmetry on Xγ arising from the centralizer Gγ(F ). More precisely, the group Gγ(F ) has a dense open
orbit Xregγ (the “regular locus”) and geometric properties of X
λ
γ are reduced to the commutative algebraic
group Gγ(F ) (more precisely certain finite dimensional quotient Pγ of the infinite dimensional loop group
Gγ(F )).
We would like to generalize these methods to study the Kottwitz-Viehmann varieties Xλγ . Similar to Lie
algebra case, the (connected) centralizer G0γ(F ) acts naturally on X
λ
γ and we consider the open orbits X
λ,reg
γ
(the “regular locus”). However, there are the following notable differences from the Lie algebra situation:
• In general the action of G0γ(F ) on X
λ,reg
γ is not transitive.
• A more serious problem is that in general the “regular locus” Xλ,regγ is not dense in Xγ and there
might be irreducible components disjoint from Xλ,regγ .
Thus Xλγ may have more irreducible components than X
λ,reg
γ . This makes it more difficult to reduce
geometric properties of Xλγ to the commutative group G
0
γ(F ).
1.2. Main results. Our first goal is to prove a dimension formula of Xλγ .
Theorem 1.2.1. Xλγ and X
≤λ
γ are k-schemes locally of finite type, equidimensional with dimension
dimXλγ = dimX
≤λ
γ = 〈ρ, λ〉+
1
2
(d(γ)− c(γ))
where
• ρ is half sum of the positive roots for G;
• d(γ) is the discriminant valuation of γ (cf. Definition 3.1.2);
• c(γ) = rank(G) − rankF (Gγ), the difference between the dimension of the maximal torus of G and
the dimension of the maximal F -split subtorus of the centralizer Gγ.
GEOMETRY OF KOTTWITZ-VIEHMANN VARIETIES 3
In [Bou15a] and [BC17], this theorem is proved when G is semisimple and simply-connected. In this article
we prove it for any split connected reductive group.
As in the Lie algebra case, there are two major steps. First we prove the dimension formula for the regular
open subset, this step generalize the method of Kazhdan-Lusztig in [KL88]. The second step is to show that
dimXλ,regγ = dimX
λ
γ
For this the argument of Kazhdan-Lusztig in [KL88] does not generalize, since otherwise it would imply that
the complement of the regular open subset has strictly smaller dimension (see [Ngoˆ10, Proposition 3.7.1]),
which in our situation may not be true due to the possible existence of irregular components. In general,
actually most components of Xλγ will be irregular, see Remark 3.9.14. Instead, we bypass this diffulty by
studying the global analogue of Kottwitz-Viehmann varieties, the Hitchin-Frenkel-Ngoˆ fibration. Similar
ideas occured previously in [BC17].
This major difference from Lie algebra case lead us naturally to the question of determining the number
of irreducible components of Xλγ , which is our second goal. We will formulate a conjecture on the number
of irreducible components of Xλγ and prove the conjecture in the case where γ is an unramified (or split)
conjugacy class. One formulation of the conjecture involves the Newton point νγ ∈ (X∗(T )⊗Q)+ of γ, which
is an element in the dominant rational coweight cone. By the discussion in §3.9, if Xλγ is nonempty, there
exists a unique smallest dominant integral coweight µ such that νγ ≤Q µ and µ ≤ λ.
Conjecture (Conjecture 3.9.8). Let µ be as above. The number of G0γ(F )-orbits on the set of irreducible
components of Xλγ equals to mλµ, which is the dimension of µ-weight space in the irreducible representation
Vλ of the Langlands dual group Gˆ with highest weight λ.
We remark that there is a similar conjecture made by Miaofen Chen and Xinwen Zhu on the irreducible
components of affine Deligne-Lusztig varieties, see [HV17] and [XZ17] for statements.
In fact we will also give a conceptually better formulation of this Conjecture using the extended Steinberg
base of Vinberg monoid. See Conjecture 3.9.8 for more details.
Theorem 1.2.2. The Conjecture is true if γ ∈ G(F )rs is split.
This is proved in Corollary 3.5.3.
Remark 1.2.3. Although we restrict to equal characteristic local field, we expect that most results involving
only local arguments in this paper could also be generalize to mixed characteristic Kottwitz-Viehmann vari-
eties, which could be defined based on the work of X.Zhu [Zhu17]. However, the dimension formula in full
generality involves global argument and currently it’s not clear how to generalize this to mixed characteristic
case. It would be interesting to see if there is a purely local argument to prove dimension formula.
1.3. Organization of the article. In §2, we review certain facts needed from the theory of reductive
monoids. In §3, we prove dimension formula and the conjecture on irreducible components in the unramified
case. In § 4, we review basic facts of Hitchin-Frenkel-Ngoˆ fibration. The main result we establish in this
chapter is properness of the fibration over anisotropic open subset. In § 5, we relate Kottwitz-Viehmann
varieties and Hitchin-Frenkel-Ngoˆ fibrations and finish the prove of dimension formula for Xλγ .
1.4. Notations and conventions.
1.4.1. Group theoretic notations. We assume throughout the article that k is an algebraically closed field.
F = k((̟)) and O = k[[̟]]. We let G be a (split) connected reductive group over k. Assume that either
char(k) = 0 or char(k) > 0 does not divide the order of Weyl group of G.
Denote by Gder the derived group of G, a semisimple group of rank r. Let G
sc be the simply-connected
cover of Gder and Gad the adjoint group of G.
Fix a maximal torus T of G and a Borel subgroup B containing G. Let ∆ = {α1, . . . , αr} be the set of
simple roots determined by T ⊂ B. Let Λˇ := X∗(T ) (resp. Λ := X∗(T )) be the weight (resp. coweight)
lattice. Let Λˇ+ (resp. Λ+) be the set of dominant weights (resp. dominant coweights). Let W be the Weyl
group of G and S ⊂ W the set of simple reflections associated to the simple roots ∆. There is a unique
longest element w0 of W under the Bruhat order determined by S. Then w0 is a reflection and −w0 defines
a bijection on the sets ∆, Λ+ and Λˇ+.
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Let Gˆ be the Langlands dual group of G, viewed as a complex reductive group. For each λ ∈ Λ+, viewed
as a dominant weight for Gˆ, let V (λ) be the irreducible representation of Gˆ with highest weight λ. For any
µ ∈ Λ+ with µ ≤ λ, let mλµ be the dimension of µ weight space in V (λ).
1.4.2. Scheme theoretic notations. For a scheme X over SpecF , let LX be the loop space of X . More
precisely, LX is the k-space that associates to any k-algebra R the set LX(R) = X(R((t))).
For a scheme X over SpecO, let L+nX be its n-th jet space. In other words, L
+
nX is the k-space whose
set of R points is L+nX(R) = X(R[t]/t
n) for any k algebra R. Let L+X := lim
←−
L+nX be the arc space of X .
If X is a k-scheme, then we denote LX := L(X ⊗k F ), L+nX := L
+
n (X ⊗k O) and L
+X := L+(X ⊗k O).
For any scheme X , we denote by Irr(X) the set of its irreducible components.
Acknowledgement. I would like to thank my advisor Ngoˆ Bao Chaˆu for his interst in this paper and many
helpful discussions. I am grateful to Zhiwei Yun for sending me his unpublished notes on the materials in § 4.4.
I thank Alexis Bouthier, Tsao-Hsien Chen, Xuhua He, Cheng-Chiang Tsai, Zhiwei Yun and Xinwen Zhu for
their interest in this work as well as various discussions and suggestions. Also I thank Jim Humphreys, Wen-
Wei Li and Xinwen Zhu for valuable feedbacks on the first draft of this paper. The terminology “Kottwitz-
Viehmann variety” was suggested by B.C. Ngoˆ.
2. Review on reductive monoids
In this section we summarize some results on reductive monoids needed later. We will roughly follow the
exposition in [Bou15a], with several modifications and improvements. We refer the reader to [Vin95], [Rit98],
[Rit01] for more backgrounds on this subject.
2.1. Construction of Vinberg monoid. In this section, we assume that G is semisimple simply connected.
The Vinberg monoid for G is an algebraic monoid VinG such that the derived group of its unit group is
isomorphic to G, and it is characterized by certain nice universal properties. For our purpose, we construct
it in an explicit manner as follows.
Let ω1, . . . , ωr ∈ X∗(T )+ be the fundamental weights. For each 1 ≤ i ≤ r, let ρωi : G → GL(Vωi) be the
irreducible representation with highest weight ωi.
We introduce the extended group G+ := (T × G)/Z where Z, the center of G, embeds anti-diagonally
in T × G. Then G+ is a reductive group with center Z+ = (T × Z)/Z ∼= T and derived group G. Let
T+ = (T × T )/Z be a maximal torus of G+. We extend the representations ρωi representations of G+:
ρ+i : G+
// GL(Vωi)
(t, g) ✤ // ωi(t)ρωi(g)
For each 1 ≤ i ≤ r, we also extend the simple roots αi to α
+
i : G
+ → Gm by α+i (t, g) = αi(t). Altogether,
we get the following homomorphism
(α+, ρ+) : G+ → Grm ×
r∏
i=1
GL(Vωi)
Definition 2.1.1. The Vinberg monoid of G, denoted by VinG, is the normalization of the closure of G+ in
the product
Ar ×
r∏
i=1
End(Vωi).
Then VinG is an algebraic monoid with unit group G+. It has a smooth dense open subvariety Vin
0
G
defined as the inverse image of the following product in VinG
Ar ×
r∏
i=1
(End(Vωi)− {0})
Definition 2.1.2. The abelianization of the monoid VinG is the invariant quotient
AG := VinG//(G×G)
Let α : VinG → AG be the quotient map.
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Using the maps α+ we get a canonical isomorphism AG ∼= Ar. The adjoint torus Tad embeds via the
simple roots as the open subset where all the r-coordinates are nonzero.
Note that the fibers of α over points in Tad are isomorphic to G. One can construct a canonical section of
the abelianization map α as follows.
Let Tdiag be the image of the diagonal embedding T → T+. Then there is a canonical isomorphism
Tdiag ∼= Tad which extends to an isomorphism Tdiag ∼= AG between the closure of Tdiag in VinG and AG. The
inverse of this isomorphism defines a section of the abelianization map α, which we denote by
(2.1) s : AG → VinG
The group G+×G+ acts by left and right multiplication on VinG. More precisely, for all (x, y) ∈ G+×G+
and γ ∈ VinG, the action is given by (x, y) ·γ = xγy−1. The G+×G+-orbits on VinG corresponds bijectively
to pairs (I, J) of subsets of ∆ such that no connected component (in the sense of Dynkin diagram) of the
complement of J is entirely contained in I. Each orbit OI,J containes an idempotent eI,J ∈ VinG, defined
up to conjugation. We can choose eI,J ∈ T+, the closure of T+ in VinG. Then it is well-defined up to
W -conjugation.
Fix such a pair (I, J). Let Jc be the complement of J in ∆ and J0 be the interior of J , i.e. the elements
in J that is not connected to any element of Jc in the Dynkin diagram. Let M := I ∩ J0 ⊔ Jc. Let P+(M)
be the corresponding standard parabolic subgroup of G+, P+(M)
− be the opposite of P+(M) and L(M)
their common Levi subgroup. Denote by δ : P+(M) → L+(M) and δ− : P+(M)− → L+(M) the canonical
projections. The following lemma is [Rit97, Thm 21]:
Lemma 2.1.3. The stabilizer of eI,J under G+ × G+ is the subgroup of P+(M) × P+(M)− consisting of
pairs (g, g−) such that
δ(g) ≡ δ(g−) mod L+(J
c)derTI,J
where TI,J is certain subtorus of T+.
2.1.4. The adjoint action of G on the Vinberg monoid VinG is the restriction of left and right multiplication
by G × G along the diagonal. In other words, for any g ∈ G and γ ∈ VinG, the adjoint action is given by
Ad(g)(γ) := gγg−1. Note that this action factors through the adjoint group Gad.
For any γ ∈ VinG, we let Gγ be the centralizer of γ in G, i.e. the stabilizer of γ under the adjoint action of
G. If γ ∈ G+ belongs to the unit group of VinG, we know that dimGγ ≥ dimT = r. By upper-semicontinuity
of stabilizer dimension (cf. [ABD+65, VI B.4, Prop. 4.1]), we see that dimGγ ≥ r for all γ ∈ VinG.
Definition 2.1.5. An element γ ∈ VinG is regular if dimGγ = r (i.e. smallest possible). Let Vin
reg
G ⊂ VinG
be the open subset consisting of regular elements.
Definition 2.1.6. The extended Steinberg base is defined to be the invariant quotient C+ := VinG//Ad(G).
We denote the canonical quotient map by χ+ : VinG → C+.
The functions α+i define a canonical map β : C+ → AG so that α = β◦χ+. The following result is [Bou15a,
Proposition 1.7]:
Theorem 2.1.7. The closed embedding T+ ⊂ VinG induces an isomorphism T+//W ∼= C+. Moreover, the
functions α+ and Tr(ρ
+
i ) define isomorphism
C+ ∼= AG × Ar ∼= A2r.
The canonical projection q : T+ → C+ a finite flat, generically Galois e´tale with Galois group W .
2.2. Adjoint orbits. We keep the assumption that G is semisimple simply-connected.
Let S = {s1, . . . , sr} be the set of simple reflections in W corresponding to our choice of simple roots ∆.
Let l : W → N be the length function determined by S. For any subsets J ⊂ S, let WJ be the subgroup
of W generated by elements in J . Let W J (resp. JW ) be the set of minimal length representatives of the
cosets W/WJ (resp. WJ\W ). For any two subsets J1, J2 of S, denote J1W J2 := J1W ∩W J2 .
For each w ∈ W , let Supp(w) ⊂ S be the subset consisting of those simple reflections which occurs in one
(and hence every) reduced word expression of w.
Definition 2.2.1. An element w ∈ W is called an S-Coxeter element if it can be written as products of
simple reflections in S, each occuring precisely once. In particular, l(w) = r and Supp(w) = S. Denote by
Cox(W,S) the set of S-Coxeter elements in W .
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In general, an element w ∈W is called a Coxeter element if it is conjugate to an S-Coxeter element in W .
Let N := χ−1+ (0) be the nilpotent cone in the Vinberg monoid VinG. Let N
0 := N ∩ Vin0G and N
reg :=
N ∩ VinregG be the corresponding open subsets.
2.2.2. Our approach in this part follows a suggestion of Xinwen Zhu. For any subset J ⊂ ∆, denote
Jc := ∆ \ J , then we have
O∅,J ∼= (G/GJcUJc ×G/GJcU
−
Jc)/Z(LJc).
where Z(LJc), the center of the Levi LJc acts diagonally on the product. There is a canonical map
π∅,J : O∅,J → G/PJc ×G/P
−
Jc
The diagonal G-orbits on the product G/PJc × G/P
−
Jc corresponds bijectively to
JcW J
c
. The element
w ∈ J
c
W J
c
corresponds to the G-orbit of (w˙, 1) for any representative w˙ of w in G. We denote this G-orbit
by Y∅,J,w and let X∅,J,w be its inverse image under π∅,J . Then we have
(2.2) X∅,J,w = Ad(G)(Z(LJc)w˙e∅,J).
The G-orbit Y∅,J,w has codimension l(w) in G/PJc ×G/P
−
Jc . Hence we have
dimX∅,J,w = 2dim(G/PJc)− l(w) + dimZ(LJc)
= dimG− dimLJc − l(w) + |J |.
(2.3)
Lemma 2.2.3. X∅,J,w ⊂ N if and only if J ⊂ Supp(w).
Proof. First suppose X∅,J,w ⊂ N . Then in particular w˙e∅,J ∈ N . Recall that the idempotent e∅,J acts as
projector to highest weight space in the representation Vωi if i ∈ J and acts by 0 if i /∈ J . If there exists
j ∈ J but j /∈ Supp(w), then ρωj (w˙) preserves the highest weight space in Vωj and hence Tr(ρωj (w˙e∅,J)) 6= 0,
contradiction the assumption that w˙e∅,J ∈ N .
Conversely suppose that J ⊂ Supp(w). Let x = tw˙e∅,J where t ∈ Z(LJc) ⊂ T . Then ρωi(x) = 0 if i /∈ J .
If i ∈ J , so i ∈ Supp(w), then by a standard result in root system we have w(ωi) 6= ωi (see, for example
[HT06, Lemma 3.5]). Thus we have Tr(ρωi(x)) = 0 as t ∈ T preserve the weight spaces and w˙ maps the
highest weight space into the weight space with weight w(ωi). Thus x ∈ N . 
Corollary 2.2.4. (a) There is a stratification of N into Ad(G)-stable pieces
N =
⊔
J⊂∆
⊔
w∈J
c
WJ
c
Supp(w)⊃J
X∅,J,w.
(b) N 0 =
⊔
w∈W
X∅,∆,w.
(c) For each w ∈ Cox(W,S)(cf. Definition 2.2.1), X∅,∆,w is a single Ad(G)-orbit and N reg =
⊔
w∈Cox(W,S)
X∅,∆,w.
In particular N reg ⊂ N 0.
(d) dimN = dimN reg = dimG − r and the dimension of the complement N \ N reg is strictly less than
dimN .
Proof. Part (a) and (b) are immediate from Lemma 2.2.3. For each strata X∅,J,w ⊂ N as in Lemma 2.2.3,
we have l(w) ≥ |J | since J ⊂ Supp(w). From (2.3) we see that
dimX∅,J,w ≥ dimG− dimLJc ≥ dimG− r
and equality is reached precisely when J = ∆ and l(w) = r. This condition means that w ∈ Cox(W,S).
Hence part (d) follows from part (c).
It remains to show that for each w ∈ Cox(W,S), X∅,∆,w is a single Ad(G)-orbit. By (2.2), we have
X∅,∆,w = Ad(G)(Twe∅,∆).
So it suffices to show that for each t ∈ T , the elements tw˙e∅,∆ and w˙e∅,∆ are conjugate. Since w is a
Coxeter element, by [Ste65, Lemma 7.6] there exists s ∈ T such that t = s−1w˙sw˙−1. This implies that
s−1w˙e∅,∆s = tw˙e∅,∆ since s, t ∈ T and hence commute with e∅,∆. 
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Remark 2.2.5. Another way to show that X∅,∆,w consists of a single Ad(G)-orbit is to show that the cen-
tralizer of we∅,∆ in G has dimension r, i.e. we∅,∆ ∈ N reg. For then the Ad(G)-orbit of we∅,∆ is contained
in the irreducible set X∅,∆,w and has the same dimension, thus equals to X∅,∆,w.
Corollary 2.2.6. The morphism χ+ : VinG → C+ is flat.
Proof. There exists a nonempty open subset U ⊂ C+ such that the fibres of χ+ over U have dimension
dimVinG− dimC+ = dimG− r. Since χ+ is Z+ equivariant, U is Z+-stable. By Corollary 2.2.4(d) we know
that 0 ∈ U and hence we have U = C+. By [BK05, 6.2.9], VinG is Cohen-Macaulay. Moreover, C+ ∼= A2r is
regular and hence χ+ is flat. 
Corollary 2.2.7. VinregG ⊂ Vin
0
G.
Proof. Let F := VinregG \ Vin
0
G. By Corollary 2.2.4(c), we have N
reg ⊂ N 0 and hence F ∩ N = ∅. On the
other hand, F is a Z+-stable closed subset of Vin
reg
G , so we must have F = ∅. 
Proposition 2.2.8. The nilpotent cone N is connected and equidimensional. Moreover, there exist bijections
Cox(W,S)
∼
−→ Irr(N reg)
∼
−→ Irr(N 0)
∼
−→ Irr(N )
which send w ∈ Cox(W,S) to the irreducible component containing w˙e∅,∆.
Proof. Since χ+ is flat, its fibre N = χ
−1
+ (0) is equidimensional. Since χ+ is the invariant quotient under a
reductive group, there is a unique closed orbit in N , namely 0 ∈ N . In particular, N is connected.
From Corollary 2.2.4, we see that N reg is dense in N 0 and N and Irr(N reg) is in bijection with Cox(W,S).
Hence Irr(N 0) and Irr(N ) are also in bijection with Cox(W,S). 
Remark 2.2.9. It is worthwhile to compare with the Lie algebra case. The fibers of the Chevalley map g→ c
are irreducible and greg is the union of the unique open G-orbit in each fiber.
2.2.10. Discriminant divisor. Recall that on T we have the discriminant function
Disc(t) :=
∏
α∈Φ
(1− α(t))
which is W -equivariant and descends to a regular function on the Steinberg base C := T//W . We extend the
function Disc to a function Disc+ on T+ = (T × T )/ZG by
Disc+(t1, t2) := 2ρ(t1)Disc(t2).
Then Disc+ extends to a regular function on T+, which further descends to a regular function on C+. The
vanishin loci of Disc+ is a principal divisor on C+ which we call extended discriminant divisor and denote by
D+.
From the definition, we see that Disc+ is an eigenfunction for the Z+-action on T+ and C+, with eigen-value
2ρ. Hence the subschemes D+ is Z+-invariant.
For t+ = (t, t
−1) ∈ Tdiag ⊂ T+, we have
D+(t+) = 2ρ(t)
∏
α∈Φ+
(1 − α(t))(1 − α(t−1))
= (−1)|Φ+|
∏
α∈Φ+
(1− α(t))2
(2.4)
For each α ∈ Φ+, Dα := (1− α(t))2 extends to a polynomial function on Tdiag ∼= Ar.
2.2.11. Adjoint orbits in extended Steinberg fibre. An element γ ∈ VinG is called semisimple if it is G-
conjugate to an element in T+. Let Vin
rs
G be the subset of VinG consisting of elements that are both regular
and semisimple.
Lemma 2.2.12. The centralizer of any semisimple element γ ∈ VinG in G is a Levi subgroup of G.
Proof. We may assume that γ ∈ T+ so that γ = teI,J for some t ∈ T+ and idempotent eI,J .
For any g ∈ G+, we have gγg−1 = γ if and only if
t−1gteI,Jg
−1 = eI,J .
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By the description of the stabilizer of eI,J under the action of G+ ×G+, we see that g ∈ (G+)γ if and only
if the following 2 conditions are satisfied:
• (t−1gt, g) ∈ PM × P
−
M ;
• δ(t−1gt)δ−(g)−1 ∈ (LJc)derTI,J .
Here M := I ∩ J0 ⊔ Jc. Since t ∈ LM , the first condition implies that g ∈ LM . Since the roots in I ∩ J0 and
Jc are orthogonal to each other, the second condition implies that (G+)γ is the subgroup of LM generated
by T+, LJc and the centralizer of t in LI∩J0 . This shows that (G+)γ is a Levi subgroup of G+ and hence Gγ
is a Levi subgroup of G. 
Lemma 2.2.13. For any closed point c ∈ C+, the fibre χ
−1
+ (c) is connected and equidimensional of dimension
dimG − r. The open Ad(G)-orbits in χ−1+ (c) are precisely the regular conjugacy classes in χ
−1
+ (c). On the
other hand, there is a unique closed Ad(G)-orbit in χ−1+ (c) which is also the unique semisimple conjugacy
class in χ−1+ (c).
Proof. By Corollary 2.2.6, χ+ is flat. Hence χ
−1
+ (c) is equidimensional of dimension dimG− r. Since χ+ is
the invariant quotient by the reductive group G, there is a unique closed orbit in χ−1+ (c). This closed orbit
is connected since G is connected. Consequently χ−1+ (c) is also connected.
The regular conjugacy classes in χ−1+ (c) are locally closed subsets of the same dimension as χ
−1
+ (c). Hence
they are precisly the open Ad(G)-orbits in χ−1+ (c).
Finally by [Ren88], closed Ad(G)-orbits are precisely the semisimple conjugacy classes. 
Unlike the group case, there might be more than one regular conjugacy class in an extended Steinberg
fibre χ−1+ (c), as we see in Proposition 2.2.8 for the nilpotent cone N = χ
−1
+ (0). On the other hand, regular
semisimple conjugacy classes are the only Ad(G) orbit in the extended Steinberg fibre they live in. We give
another characterization of regular semisimple conjugacy classes using the discriminant function Disc+. The
following is a generalization of [Bou15a, 2.19]
Proposition 2.2.14. Denote T+
reg
:= T+ ∩ Vin
reg
G . For any γ ∈ T+, the following are equivalent:
(1) γ ∈ T+
reg
;
(2) Disc+(γ) 6= 0;
(3) The map q : T+ → C+ is e´tale at γ;
(4) Gγ = T .
Proof. (1)⇒(2): Suppose γ ∈ T+
reg
. By Corollary 2.2.7, we have γ ∈ Vin0G ∩ T+. After conjugation and
multiplying by the center Z+, we may assume that γ ∈ Tdiag. If Disc+(γ) = 0, then there exists α ∈ Φ+
such that Dα(γ) = 0. This implies that γ lies in the closure of the diagonal embedding of ker(α). Since the
centralizers of elements in ker(α) have dimension at least r+1, the same is true forGγ by upper semicontinuity
of centralizer dimension. This contradicts the assumption that γ is regular and we must have Disc+(γ) 6= 0.
(1)⇔(3)⇔(4): Since C+ = T+//W , the finite cover q : T+ → C+ is e´tale at γ if and only if the stabilizer
of γ in W is trivial, which is equivalent to the fact Gγ = T since Gγ is a standard Levi subgroup of G by the
proof of Lemma 2.2.12.
(2)⇒(1): Let V ⊂ T+ be the open subset where Disc+ is nonzero and we need to show that V = T+
reg
.
In the implication “(1)⇒(2)” we proved that T+
reg
⊂ V .
Consider the stratification of T+ induced by the Tad-orbits on AG = Ar. The open strata is T+, the unit
group of T+. The codimension 1 stratas are described as follows: for each 1 ≤ i ≤ r, let Oi be the codimension
1 strata consisting of x ∈ T+ such that the i-th coordinate of α(x) vanishes and the other coordinates are
nonzero. Consider the complement F := V \ T+
reg
, which is a closed subset of V . It is a classical fact that
F ∩ T+ = ∅. Also, we have e∅,∆ ∈ T+
reg
by direct calculation of its centralizer. Hence e∅,∆ lies in the
closure Oi for all 1 ≤ i ≤ r. This shows that the generic point of Oi lies in T+
reg
for all i, which implies that
F has codimension at least 2 in T+. But by the equivalence “(1)⇔(3)” we just proved and purity of branch
locus (see, for example [Sta17, Tag 0BMB]), the complement T+ \T+
reg
is pure of codimension 1 in T+. This
forces F , an open subset of T+ \ T+
reg
to be empty and hence V = T+
reg
. 
Corollary 2.2.15. VinrsG = χ
−1
+ (C+ \D+). Moreover, G acts transitively on each fibre of χ+ over C+ \D+.
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Proof. By Proposition 2.2.14, we have VinrsG ⊂ χ
−1
+ (C+ \D+).
Let c ∈ C+ \ D+. By Lemma 2.2.13 and Proposition 2.2.14, the unique closed orbit in χ
−1
+ (c) is also
open. Hence χ−1(c) is a single Ad(G)-orbit consisting of elements that are both regular and semisimple.
This proves the inverse inclusion. 
For this reason, we denote Crs+ := C+ \D+ and call it the regular semisimple open subset of C+.
2.2.16. Extended Steinberg section. For each S-Coxeter element w ∈ Cox(W,S) (cf. Definition 2.2.1), each
choice of representatives s˙i ∈ NG(T ) of the simple roots si, Steinberg defines a section ǫw : CG → G of the
adjoint quotient map χG : G → CG. Moreover, it is shown that the equivalence class of ǫw depends neither
on w nor the choices s˙i, see [Ste65, 7.5 and 7.8]. Here we say that two sections ǫ, ǫ
′ are equivalent if for all
a ∈ CG, ǫ(a) and ǫ′(a) are conjugate under G.
Following [Bou15a], we extend the Steinberg sections ǫw to the Vinberg monoid VinG as follows. For each
(b, a) ∈ C+ ∼= A2r where b ∈ AG ∼= Ar, define a map
ǫw+ : C+ → VinG
by ǫw+(b, a) := ǫ
w(a)s(b) where s : AG → VinG is the section of the abelianization map α defined in § 2.1.
Proposition 2.2.17. The map ǫw+ is a section of the adjoint quotient χ+ : VinG → C+. Moreover, the image
of ǫw+ is contained in Vin
reg
G .
Proof. The first statement is [Bou15a, Proposition 1.10 ]. The second statement is Proposition 1.16 in loc.
cit. 
Remark 2.2.18. For each w ∈ Cox(W,S), the equivalence class of the extended section ǫw+ is independant of
the choice of representatives s˙i of the simple reflections. However, for two different w,w
′ ∈ Cox(W,S), the
sections ǫw+ and ǫ
w′
+ are not equivalent since, as we will see, ǫ
w
+(0) and ǫ
w′
+ (0) are not conjugate.
Next we examine the interaction of the extended Steinberg section ǫw+ with the action of the central torus
Z+.
To this end, we drop the semisimple simply connected assumption and allow G to be any connected
reductive group. Then the adjoint action of Gad on VinGsc induces an action of G on VinGsc which we also
denote by “Ad”. Let C+ = VinGsc//Ad(G) = VinGsc//Ad(G
sc) be the extended Steinberg base for VinGsc .
The central torus Zsc+ = T
sc acts naturally on VinGsc and C+ such that the morphism χ+ : VinGsc → C+ is
T sc-equivariant. Hence χ+ induces a morphism between stacks
(2.5) [χ+] : [VinGsc/(Ad(G)× T
sc)]→ [C+/T
sc]
We would like to see if ǫw+ induces a section [χ+]. It turns out that this is not true in general. To remedy it
we consider the homomorphism ψ : T sc → Gad defined as the following composition
(2.6) ψ : T sc
ω•−−→ Grm
s
−→ Gsc+ → Gad
where the first arrow is ω• := (ω1, . . . , ωr), the second arrow is induced by the canonical section of the
abelianization α (cf. Equation 2.1) and the third arrow is the canonical quotient morphism.
Consider the action of T sc×T sc on VinGsc where the first copy of T sc acts by composing ψ with the adjoint
action of Gad and the second copy of T
sc acts as central torus. In [Bou15a, Proposition 1.11], by examining
the action on weight vectors of fundamental representations, it is shown that for all a+ ∈ C+ and z ∈ T sc we
have
ǫw+(z · a+) = z · s(ω•(z))ǫ
w
+(a+)s(ω•(z))
−1
This shows that ǫw+ is equivariant with respect to the diagonal embedding T
sc → T sc×T sc and hence induces
a morphism
[C+/T
sc]→ [VinGsc/ψ(T
sc)× T sc]
If G = Gad, then this leads to a section [ǫ
w
+] of [χ+]. In general, let c = |Z(Gder)| be the order of the center
of the derived group Gder. Then by extracting c-th roots, we would get a lifting ψ[c] : T
sc → Gder ⊂ G of ψ.
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More precisely, ψ[c] is defined by the following commutative diagram
T sc
ψ[c]
//
c

G

T sc
ψ
// Gad
where the left vertical map is raising to c-th power.
The c-th power map T sc → T sc induces a morphism between classifying stacks BT sc → BT sc. Base
changing [χ+] along this map, we obtain a Cartesian diagram
[VinGsc/(Ad(G)× T sc)][c] //
[χ+][c]

[VinGsc/(Ad(G)× T sc)]
[χ+]

[C+/T
sc][c] // [C+/T
sc]
where on the left, the T sc action is the composition of the c-th power map and the usual action.
Proposition 2.2.19. The map ǫw+ induces a section ǫ
w
+,[c] : [C+/T
sc][c] → [VinGsc/(Ad(G)×T
sc)][c] of [χ+][c]
whose image lies in the open substack
[VinregGsc/(Ad(G) × T
sc)][c]
Proof. By what we have discussed, ǫw+ induces a morphism
[C+/T
sc][c] → [VinGsc/ψ[c](T
sc)× T sc]
where on the right, the second copy of T sc acts by composing the c-th power map and the usual action. Since
ψ[c](T
sc) ⊂ G, there is a canonical morphism
[VinGsc/ψ[c](T
sc)× T sc]→ [VinGsc/(Ad(G)× T
sc)][c].
Composing the two morphisms above we obtain the morphism ǫw+,[c] with the desired property. 
2.3. Regular centralizer for the group. In this section we let (G,G′) be a pair of connected reductive
groups equipped with an isomorphism of their derived groups Gad ∼= G′ad. Assume moreover that the derived
group of G is simply connected. Then there is a natural adjoint action of G′ on G and the action factors
through G′ad
∼= Gad. Let CG := G//Ad(G′) be the invariant quotient. Then there is a canonical isomorphism
CG ∼= T//W . The natural map T → CG is finite flat and its restriction to CrsG is a Galois e´tale cover with
Galois group W .
Consider the centralizer group scheme IG′ over G defined by
IG′ := {(g, x) ∈ G
′ ×G|Ad(g)x = x}.
In other words, the fiber of IG′ over x ∈ G is the centralizer G′x of x in G
′. Since the derived group of G is
simply connected, G′x is connected for semisimple x ∈ G If moreover x ∈ G
rs is regular semisimple, then G′x
is a maximal torus in G′. More generally, the restriction IG′ |Greg to the regular open subscheme G
reg is a
smooth commutative group scheme of relative dimension dim(T ). The following lemma is the group version
of [Ngoˆ10, Lemme 2.1.1]
Lemma 2.3.1. There exists a unique smooth commutative group scheme JG′ over CG such that we have a
G′-equivariant isomorphism
(χ∗JG′)Greg ∼= IG′ |Greg .
Moreover, this isomorphism extends uniquely to a homomorphism χ∗JG′ → IG′ .
Proof. The proof of [Ngoˆ10, Lemme 2.1.1] generalize verbatim to our situation. For the last statement, we
use the fact that the complement of Greg in G has codimension at least 2, c.f. [Ste65]. 
Fix a maximal torus T ′ ⊂ G′. Consider the Weil restriction of the torus T ′ × T on T to CG:
ΠG := ΠT/CG(T
′ × T ).
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In other words, for any C-scheme S, we have
ΠG(S) = HomT (S ×C T, T
′ × T )
The diagonal action of W on T ′ × T induces an action of W on ΠG. The fixed point subscheme of ΠWG is a
closed smooth subscheme of ΠG since the characteristic of the base field does not divide the order of W .
Proposition 2.3.2. There exists a canonical open embedding JG′ → ΠWG .
Proof. We follow the argument for the Lie algebra case in [Ngoˆ10, §2.4]. First we define a morphism J → ΠWG .
By adjunction, this is the same as giving a morphism q∗J → T × T where q : T → C and we view T × T
as a constant group scheme over T . One construct this morphism by descent along the smooth morphism
χ˜reg : G˜reg → T which sits in the Cartesian diagram
G˜reg
q˜
//
χ˜

Greg
χ

T
q
// CG
Hence it suffices to construct a G-equivariant morphism (χ˜reg)∗q∗JG → T × G˜reg. The upshot is that for all
x ∈ G and Borel subgroup x ∈ B ⊂ G, we have Ix ⊂ B by the argument of [Ngoˆ10, Lemme 2.4.3]. Hence
when composed with the quotient B → T , we obtain a map Ix → T depending on the choice of Borel B
containing x. Thus we get the desired morphism (χ˜reg)∗q∗JG ∼= q˜∗IGreg → T × G˜reg which is G-equivariant
by construction.
To show that the morphism JG → ΠWG constructed above is an isomorphism, it suffices to show the
isomorphism over an open subset of C whose complement has codimension at least 2.
For each simple root α ∈ Φ+, let Tα be the kernel of α, which is a subscheme of codimension 1 in T .
Then the discriminant divisor D ⊂ C is the union of q(Tα) for all simple root α. Let T ◦α ⊂ Tα be the open
subscheme consisting of points that does not lie in Tβ for any β 6= α. Then
Crs ∪ (
⋃
α∈Φ+
q(T ◦α))
is an open subset of C whose complement has codimension 2. It follows from construction that it is an
isomorphism over Crs. Hence it remains to show that JG → ΠWG is an isomorphism when restricted to q(T
◦
α)
for each positive root α.
Let t ∈ T ◦α and we will show that J → Π
W
G is an isomorphism in an e´tale neighbourhood of t. Let Gα
be the centralizer of Tα in G and CGα its adjoint quotient. Then the natural morphism πα : CGα → C is
e´tale in a neighbourhood of qα(t) where qα : T → CGα is the natural map. This implies that in an e´tale
neighbourhood of qα(t) the group schemes Π
W
G ×C CGα and Π
sα
Gα
are isomorphic.
There is a natural open embedding Greg ∩Gα ⊂ Gregα . Consider the open subset
CG−regα := χα(G
reg ∩Gα)
As t ∈ T ◦α, one can choose a unipotent element u ∈ Gα such that tu ∈ G
reg∩Gα. In particular, qα(t) ∈ CG−regα .
It is clear that
IGα |Greg∩Gα ∼= IG|Greg∩Gα
This implies that (π∗αJG)|CG−regα
∼= (JGα)|CG−regα .
In summary, the base change of JG and Π
W
G to an e´tale neighbourhood of q(t) are isomorphic to the
corresponding groups defined for the group Gα. Note that by assmption, Gα is of rank 1 and has semisimple
derived group, thus isomorphic to the product of a torus with either GL2 or SL2. So we are finally reduced
to the case of GL2 and SL2, on which the isomorphism follows by direct calculation. 
2.4. Regular centralizer for Vinberg monoid. In this section we let G be an arbitrary connected re-
ductive group over k. Let Gsc be the simply-connected cover of its derived group. Then there is a natural
adjoint action of G on VinGsc and the action factors through Gad.
Consider the centralizer group scheme I over VinGsc defined by
I = {(g, γ) ∈ G×VinGsc |Ad(g)γ = γ}
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Then I|Vinreg
Gsc
is smooth of relative dimension r. By [Ren88], the fibres of I over VinrsGsc are maximal tori in
G. In particular, I|Vinrs
Gsc
is commutative. Hence I|Vinreg
Gsc
is also commutative.
2.4.1. Open cover of regular locus. For each w ∈ Cox(W,S), define J w := (ǫw+)
∗I. Then J w is a smooth
commutative group scheme on C+. The morphism
cw : G× C+ // Vin
reg
Gsc
(g, a)
✤
// gǫw+(a)g
−1
factors through (G× C+)/J w and induces a quasi-finite morphism
c¯w : (G× C+)/J
w → VinregGsc
Since c¯w is an isomorphism over G
sc,reg
+ , it is birational. Since Vin
reg
Gsc is normal, c¯w is an open embedding by
Zariski Main Theorem.
Denote by VinwGsc the image of c¯w, which is an open subscheme of Vin
reg
Gsc . The union U :=
⋃
w∈Cox(W,S)Vin
w
Gsc
is a Zsc+ -stable open subset of Vin
reg
Gsc . By Proposition 2.2.8, it coincides with Vin
reg
Gsc over 0 ∈ C+. Hence it
equals to VinregGsc . In other words, the sets Vin
w
Gsc form an open cover of Vin
reg
Gsc :
(2.7) VinregGsc =
⋃
w∈Cox(W,S)
VinwGsc
We generalize Lemma 2.3.1 to VinGsc :
Lemma 2.4.2. There is a unique smooth commutative group scheme J over C+ such that we have a G-
equivariant isomorphism (χreg+ )
∗J ∼= I|Vinreg
Gsc
. Moreover, this isomorphism extends uniquely to a homomor-
phism χ∗+J → I.
Proof. By the same argument as Lemma 2.3.1, for each w ∈ Cox(W,S), J w is the unique commutative
smooth group scheme over C+ such that
(χ∗+J
w)|Vinw
Gsc
∼= I|Vinw
Gsc
Next we show that for any w,w′ ∈ Cox(W,S), the group schemes J w and J w
′
are canonically isomorphic.
It suffices to show that they are canonically isomorphic over certain open subset whose complement has
codimension at least 2. From Lemma 2.3.1, we have the isomorphism over the open subset CGsc+ . Over C
rs
+,
each fiber of χ+ consists of a single Ad(G) orbit by Lemma 2.2.13. In other words, G acts transitively on
each fibre of χ+ over C
rs
+. Hence Vin
rs
Gsc ⊂ Vin
w
Gsc for all w ∈ Cox(W,S). Thus by uniqueness of J
w we see
that J w and J w
′
are isomorphic over Crs+.
The complement of CGsc+ is the union of the closure of codimension 1 stratas in C+. Since the idempotent e∅
is regular semisimple and belongs each of the strata closure we see that on each strata, the regular semisimple
locus is nonempty open. Hence the complement of CGsc+ ∪ C
rs
+ ⊂ C+ has codimension at least 2.
Consequently there is a unique commutative smooth group scheme J over C+ which comes with a unique
isomorphism (χreg+ )
∗J ∼= I|Vinreg
Gsc
. We know from Lemma 2.3.1 that this isomorphism extends uniquely to a
homomorphism between χ∗+J and I over the open subset G
sc
+ ∪Vin
reg
Gsc whose complement has codimension
at least 2. Hence it extends further to the whole space VinGsc . 
Proposition 2.4.3. The classifying stack BJ acts naturally on [VinGsc/Ad(G)]. The action preserves the
open substacks [Vin0Gsc/Ad(G)], [Vin
reg
Gsc/Ad(G)] and [Vin
w
Gsc/Ad(G)] for each w ∈ Cox(W,S). Moreover, the
morphism
[χw+] : [Vin
w
Gsc/Ad(G)]→ C+
induced by χ+ is a BJ gerbe, neutralized by the extended Steinberg section ǫw+.
The proof is the same as [Ngoˆ10, Proposition 2.2.1].
Proposition 2.4.4. The number of irreducible components of the fibers of the map
χreg+ : Vin
reg
Gsc → C+
is bounded above by |Cox(W,S)| and equality is achieved at N reg = (χreg+ )
−1(0).
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Proof. The first statement follows from (2.7). The second statement is in Proposition 2.2.8. 
Remark 2.4.5. Consequently, unless all simple factors of Gsc are SL2, the action of BJ on [Vin
reg
Gsc/Ad(G)]
is not transitive. In other words, [VinregGsc/G] is not a BJ -gerbe, but rather a finite union of BJ gerbes as in
Proposition 2.4.3. This is different from Lie algebra situation, cf [Ngoˆ10, Proposition 2.2.1].
2.4.6. Galois description of universal centralizer. Let
∏
T sc+ /C+
(T × T sc+ ) be the restriction of scalar which
associates to any C+-scheme S the set∏
T+/C+
(T × T+)(S) = HomT+(S ×C+ T+, T × T+)
Then W acts diagonally on
∏
T+/C+
(T ′ × T+) and we consider its fixed point subscheme
J 1 := (
∏
T+/C+
T × T+)
W .
The following is proved in [Bou17, Proposition 11].
Proposition 2.4.7. J 1 is a smooth commutative group scheme over C+. Moreover, there exists an open
embedding J → J 1 whose restriction to Crs+ is an isomorphism.
2.5. Arc space of Vinberg monoid. In this section, we assume that G is semisimple and simply connected.
For each λ ∈ X∗(Tad)+, define the affine scheme Vin
λ
G over SpecO by the following Cartesian diagram
VinλG //

VinG × Tad

SpecO
̟−w0(λ)
// AG
where the right vertical arrow is the product of the abelianization map αG and the natural embedding
Tad →֒ AG, the lower horizontal arrow corresponds to the point ̟−w0(λ) ∈ AG(O). Replacing VinG by its
open subscheme Vin0G in the above diagram, we define an open subscheme Vin
λ,0
G ⊂ Vin
λ
G.
There is a stratification of the space of nondegenerate arcs of AG ⊃ Tad by Tad(O) orbits:
AG(O) ∩ Tad(F ) =
⊔
λ∈X∗(Tad)+
Tad(O)̟
−w0(λ)
The inverse image of Tad(O)̟−w0(λ) under the abelianization map is precisely L+Vin
λ
G(k). In other words
we get a stratification of the space of nondegenerate arcs of VinG ⊃ G+ into G+(O)-stable pieces:
VinG(O) ∩G+(F ) =
⊔
λ∈X∗(Tad)+
L+VinλG(k)
Also we note that
L+Vinλ,0G (k) = L
+VinλG(k) ∩Vin
0
G(O).
Lemma 2.5.1. For any g+ ∈ G+(F ), we have g+ ∈ L+Vin
λ
G if and only if α(g+) ∈ ̟
−w0(λ)Tad(O) and the
image of g+ in Gad(F ) belongs to
Gad(O)̟λGad(O) =
⋃
µ∈X∗(Tad)
+
µ≤λ
Gad(O)̟
µGad(O).
Moreover, g+ ∈ L+Vin
λ,0
G if and only if α(g+) ∈ ̟
−w0(λ)Tad(O) and the image of g+ in Gad(F ) belongs to
the double coset Gad(O)̟λGad(O).
Proof. The coweight lattice for T+ can be expressed as
X+(T+) = {(λ1, λ2) ∈ X∗(Tad)×X∗(Tad)|λ1 + λ2 ∈ X∗(T )}
For (λ1, λ2) ∈ X∗(T+), we have ̟(λ1,λ2) ∈ L+Vin
λ
G if and only if
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• α(̟(λ1,λ2)) ∈ ̟−w0(λ)Tad(O) and
• The matrix ρ+ωi(̟
(λ1,λ2)) ∈ End(Vωi) has entries in O for all 1 ≤ i ≤ r.
Since α(̟(λ1,λ2)) = ̟λ1 , the first condition means that λ1 = −w0(λ). Then the second condition means
that
〈(−w0(λ), λ2), χ+〉 ≥ 0
for all 1 ≤ i ≤ r and all weights χ+ in the G+-representation ρ+ωi . Since the weights of the representation
ρ+ωi lie in the convex hull of the W -orbit of the highest weight (ωi, ωi) where W acts on the second factor,
the above inequality is equivalent to
〈−w0(λ), ωi〉+ 〈λ2, w(ωi)〉 = 〈(−w0(λ), λ2), (ωi, w(ωi))〉 ≥ 0
for all w ∈W and 1 ≤ i ≤ r. This can be further reformulated as
〈λ− w(λ2), ωi〉 ≥ 0
for all w ∈W and 1 ≤ i ≤ r.
By the discussion so far, we have
L+VinλG(k) ∩ T+(F ) =
⋃
µ∈X∗(Tad)
µdom≤λ
̟(−w0(λ),µ)T+(O)
where µdom denotes the unique dominant coweight in the W -orbit of µ. As L
λVinG is stable under the action
of G+(O) ×G+(O), it is a union of G+(O) double cosets in G+(F ). Thus by Cartan decomposition we get
L+VinλG(k) =
⊔
µ∈X∗(Tad)
+
µ≤λ
G+(O)̟
(−w0(λ),µ)G+(O)
Similarly we can get a description of LλVin0G. The difference is that we require furthermore that ρ
+
ωi(̟
(−w0(λ),λ2))
have nonzero reduction mod̟ for all 1 ≤ i ≤ r. Hence besides the inequality 〈λ−w(λ2), ωi〉 ≥ 0 for all w ∈ W
and 1 ≤ i ≤ r, we require furthermore that for each i, there exists w ∈ W such that 〈λ − w(λw), ωi〉 = 0.
This condition means that implies that λ2 is in the W -orbit of λ and hence
L+Vinλ,0G (k) = G+(O)̟
(−w0(λ),λ)G+(O).
From these description the lemma follows. 
Lemma 2.5.2. Suppose n ≥ b(λ) := max
1≤i≤r
〈λ, ωi −w0(ωi)〉. Then for all γ, γ′ ∈ L+Vin
λ
G(k) having the same
image in VinG(O/̟nO), there exists g ∈ G+(O) such that γ′ = γg.
Proof. The following argument is due to Zhiwei Yun. Let i 7→ i∗ be the involution on the set {1, . . . , r} such
that ωi∗ = −w0(ωi). For each 1 ≤ i ≤ r, there is a natural pairing between Vi and Vi∗ such that for all
x ∈ G+, v ∈ Vi and v
∗ ∈ Vi∗ , we have
〈ρ+i (x)v, ρ
+
i∗(x)v
∗〉 = (ωi + ωi∗)(α(x))〈v, v
∗〉.
Thus for each x ∈ G+(F ), under the natural pairing above, the lattice ρ
+
i (x)Vi(O) in Vi(F ) is dual to the
lattice
(ωi + ωi∗)(α(x)
−1)ρ+i∗(g)Vi∗(O) ⊂ Vi∗(F ).
For γ ∈ L+VinλG ⊂ VinG(O), we have ρ
+
i (γ)Vi(O) ⊂ Vi(O) for all 1 ≤ i ≤ r. Taing duals, we get
Vi∗(O) ⊂ ̟
−〈λ,ωi+ωi∗ 〉ρ+i∗(γ)Vi∗(O).
In other words, we have shown that for all 1 ≤ i ≤ r,
̟〈λ,ωi+ωi∗ 〉Vi(O) ⊂ ρ
+
i (γ)Vi(O) ⊂ Vi(O).
Thus if γ and γ′ have the same image in VinG(O/̟nO) for n ≥ b(λ), the lattices ρ
+
i (γ)Vi(O) and ρi(γ
′)Vi(O)
are the same and hence γ′ = γg for some g ∈ G+(O). 
2.6. Local lifting property of extended Steinberg map. We review certain infinitesimal lifting property
of the extended Steinberg morphism χ+ needed later in § 4.4. This is based on some result of Gabber-Ramero
in [GR03]. Our exposition below follow the treatment in [Bou17] and [Yun15b].
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2.6.1. We start by recalling certain results in [GR03, §5.4]. Let A be a ring and B an A-algebra of finite
presentation. Let f : SpecB → SpecA be the natural morphism. Choose a presentation B ∼= P/J where
P := A[X1, . . . , XN ] and J ⊂ P is a finitely generated ideal. Then the map f is factored as the composition
of a closed embedding i : SpecB →֒ ANA and the natural projection p : A
N
A → SpecA. Define the ideal
HA(P, J) := AnnPExt
1
B(LB/A, J/J
2) ⊂ P
where LB/A is the cotangent complex of the morphism χ. Notice that J ⊂ HA(P, J).
Consider the ideal in B defined by HB/A := HA(P, J)B = HA(P, J)/J . Let Σf := SpecB/HB/A be the
closed subscheme of SpecB defined by HB/A. We remark that HB/A depends on the choice of presentation
B ∼= P/J . The following is [GR03, Lemma 5.4.2]:
Lemma 2.6.2. (1) For all B-module N , HB/A annihilates Ext
1
B(LB/A, N).
(2) The complement of Σf = SpecB/HB/A in SpecB is the smooth locus of the morphism χ : SpecB →
SpecA.
(3) For any A-algebra A′, let B′ = B⊗AA′ and f ′ : SpecB′ → SpecA′ be the induced morphism. Define
the ideal HB′/A′ ⊂ B
′ in the same way as above, using the presentation of B′ induced from B ∼= P/J .
Then we have HB/AB
′ ⊂ HB′/A′ , or in other words Σf ′ ⊂ Σf ×Z Z
′.
2.6.3. When A = k[[̟]], we define the conductor of f to be the smallest integer h such that ̟h ∈ HB/A.
Note that the conductor depends on the presentation of B.
The next lemma is the key step in establishing the local lifting result. To state it we let R be an artin
local k-algebra with maximal ideal m and I ⊂ R an ideal with I ·m = 0. Suppose A = R[[̟]]. Let B = P/J
be a finitely presented A-algebra and f : SpecB → SpecA the induced morphism as above. Let f0 be the
reduction of f mod m and h ≥ 0 the conductor of f0.
Lemma 2.6.4. Suppose n ≥ h and σ : SpecA/̟nI → SpecB is a morphism such that the composition f ◦σ
is the natural embedding SpecA/̟nI →֒ SpecA. Then there exists a section σ˜ : SpecA→ SpecB of f such
that the restriction of σ˜ to SpecA/̟n−hI coincides with σ.
Proof. The obstruction of extending σ to SpecA is an element ω ∈ Ext1B(LB/A, ̟
nI) where we view ̟nI as
a B-module via the map σ∗ : B → A/̟nI. By the definition of conductor h, we have ̟h ∈ HB/A+mB. By
Lemma 2.6.2(1) and the assumption that m · I = 0 we see that ̟hω = 0. This implies that the image of ω
in Ext1B(LB/A, ̟
n−hI) vanishes by noticing that the multiplication map ̟h : ̟nI → ̟nI can be factored
as the composition of the natural embedding ̟nI →֒ ̟n−hI and an isomorphism ̟n−hI ∼= ̟nI. Hence we
get the desired lifting of the restriction of σ to SpecA/̟n−hI. 
2.6.5. We apply the general discussion above to the situation where SpecA = C+, SpecB = VinG and
f = χ+. Choose a presentation B = P/J where P = A[X1, . . . , XN ] and J ⊂ P is a finitely generated
ideal as above. Recall that we have the discriminant divisor D+ ⊂ C+ defined by the extended discriminant
function Disc+. By Corollary 2.2.15, χ+ is smooth over C+ − D+. Hence χ+(Σχ+) is contained in D+
set-theoretically by Lemma 2.6.2(2).
Since D+ is a principal divisor, there exists a positive integerm0 (depending on the presentation B ∼= P/J)
such that χ+(Σχ+) ⊂ m0D+ scheme-theoretically. To state the main result in this section, we consider an
artin local k-algebra R with maximal ideal m and let I ⊂ R be an ideal such that I ·m = 0.
Proposition 2.6.6. Let δ ∈ VinG(R[[̟]]) and a0 ∈ C+(k[[̟]]) the reduction mod m of χ+(δ). Let d :=
val(a∗0D+) be the discriminant valuation of a0 (suppose that d is a finite number). Then for any integer
N ≥ m0d and any a ∈ C+(R[[̟]]) such that a ≡ χ+(δ) mod ̟NI, there exists γ ∈ VinG(R[[̟]]) such that
χ+(γ) = a and γ ≡ δ mod ̟N−m0dI.
Proof. Consider the following diagram in which the right square is Cartesian
Va //
χa

VinG
χ+

Spec(R[[̟]]/̟NI) //
δ
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
SpecR[[̟]]
a
// C+
Also, let χa0 : Va0 → Spec k[[̟]] be the reduction mod m of χa. Let h be the conductor of χa0 . By
Lemma 2.6.2(3), we have Σχa0 ⊂ Va0 ∩ Σχ+ . Since χ+(Σχ+) ⊂ m0D+, we have h ≤ m0d. By Lemma 2.6.4,
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there exists a section γ of χa such that the restriction of γ to SpecR[[̟]]/̟
N−m0d coincides with δ. Thus
the element in VinG(R[[̟]]) determined by γ is the lifting we want. 
3. Kottwitz-Viehmann varieties
We fix a connected reductive group G. Let T ⊂ G be a maximal torus and λ ∈ X∗(T )+ a dominant
coweight. Let γ ∈ Grs(F ) be a regular semisimple element.
We study the following sets associated to the pair (γ, λ), which we both refer to as Kottwitz-Viehmann
varieties :
Xλγ = {g ∈ G(F )/G(O)|Ad(g)
−1(γ) ∈ G(O)̟λG(O)}
X≤λγ = {g ∈ G(F )/G(O)|Ad(g)
−1(γ) ∈ G(O)̟λG(O)}
3.1. Nonemptiness. The first immediate question is when the sets Xλγ , X
≤λ
γ are nonempty. To answer this
we need to recall the notion of Newton points and Kottwitz map.
3.1.1. Newton Points. Following [KV12, §4], for each γ ∈ G(F )rs, one associate a rational dominant coweight
νγ ∈ X∗(T )
+
Q , called the Newton point of γ.
Definition 3.1.2. The discriminant valuation for γ ∈ G(F )rs is defined by
d(γ) := val det(Id− adγ : g(F )/gγ(F )→ g(F )/gγ(F ))
where g is the Lie algebra of G and γγ is the centralizer of γ, i.e. the fixed locus of the adjoint action adγ .
Lemma 3.1.3. Let γ ∈ G(F )rs and νγ ∈ Λ
+
Q its Newton point. Let γ¯ ∈ T (F¯ )
rs be a G(F¯ )-conjugate of γ
such that val(α(γ)) ≥ 0 for all positive root α. Then we have
d(γ) = 2
∑
α∈Φ+
val(α(γ¯)− 1)− 〈2ρ, νγ〉
where we have extended the valuation on F to its separable closure F¯ .
Proof. From the definition we see that
d(γ) =
∑
α∈Φ
val(α(γ) − 1).
Separate the sum over Φ according to whether 〈α, νγ〉 = 0 or not, then we get
(3.1) d(γ) =
∑
α∈Φ
〈α,νγ〉=0
val(α(γ¯)− 1) +
∑
α∈Φ
〈α,νγ〉<0
〈α, νγ〉.
By our assumption that val(α(γ)) ≥ 0 for α ∈ Φ+, the first term in (3.1) equals to
2
∑
α∈Φ+
〈α,νγ〉=0
val(α(γ) − 1) = 2
∑
α∈Φ+
val(α(γ) − 1)
while the second term of (3.1) equals to∑
α∈Φ−
〈α, νγ〉 = −
∑
α∈Φ+
〈α, νγ〉 = −〈2ρ, νγ〉.
Hence the lemma follows. 
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3.1.4. Kottwitz map. Let π1(G) := X∗(T )/X∗(T
sc) be the quotient of the coweight lattice by the coroot lattice
and pG : X∗(T )→ π1(G) be the canonical projection. Following [KV12], one defines a group homomorphism
κG : G(F )→ π1(G)
which we refer to as Kottwitz homomorphism. Note that in loc. cit., this map is denoted by wG.
Lemma 3.1.5. Suppose that κG(γ) = pG(λ). Then there exists an element γλ ∈ Gsc+(F ) such that
• the image of γλ in Gad(F ) coincides with the image of γ in Gad(F );
• α(γλ) = ̟−w0(λad) ∈ Tad(F ) ∩AGsc(O) where λad ∈ X∗(Tad)+ is the image of λ ∈ X∗(T )+.
Moreover, γλ is uniquely determined up to multiplication by an element in ZGsc(F ).
Proof. Let γad ∈ Gad(F ) be the image of γ. Choose any γ˜ ∈ Gsc+(F ) that maps to γad. Suppose α(γ˜) ∈
̟µTad(O) for µ ∈ X∗(Tad)
+. By the assumption κG(γ) = pG(λ), we have λad − µ ∈ X∗(T ). Let γλ :=
̟λad−µγ˜ where we view ̟λad−µ ∈ T (F ) = Z+(F ) as a central element in Gsc+(F ). Then we have α(γλ) =
̟−w0(λad) and the image of γλ in Gad(F ) equals to γad.
Suppose γλ, γ
′
λ ∈ G
sc
+(F ) both satisfy the requirement of the Lemma. Then γ
′
λγ
−1
λ ∈ G
sc(F ) and its image
in Gad(F ) is the identity. Hence γ
′
λγ
−1
λ ∈ ZGsc(F ). 
Now we can state the non-emptiness criterions.
Proposition 3.1.6. The following are equivalent:
(1) Xλγ is nonempty;
(2) X≤λγ is nonempty;
(3) κG(γ) = pG(λ) and νγ ≤Q λ, i.e. λ−νγ is a Q-linear combinition of simple coroots with non-negative
coefficients;
(4) κG(γ) = pG(λ) and χ+(γλ) ∈ C+(O), where γλ ∈ Gsc+(F ) is defined in Lemma 3.1.5.
Proof. The implication “(1)⇒(2)” is tautological. The implication “(1)⇒(3)” is done in [KV12, Corollary
3.6].
(3)⇒(4): Let F ′/F be a finite extension of degree e so that γ (and hence γλ) is split in G(F ′). Let
̟′ = ̟
1
e be a uniformizer of F ′ and O′ = k[[̟′]] ⊂ F ′ be the ring of integers. Then e · νγ ∈ X∗(T )+ and γ
is G(F ′)-conjugate to an element in (̟′)e·νγT (O′). From (3) we deduce that γλ is Gsc+(F
′)-conjugate to an
element in VinscG(O
′). Therefore
χ+(γλ) ∈ C+(O
′) ∩ C+(F ) = C+(O).
(2)⇒(4): Let g ∈ X≤λγ . Then Ad(g)
−1(γ) ∈ G(O)̟µG(O) for some µ ∈ X∗(T )+ with µ ≤ λ. Then we
have ωG(γ) = pG(µ) = pG(λ). In particular we can define the element γλ ∈ Gsc+ (F ) as in Lemma 3.1.5. Then
by Lemma 2.5.1 we have Ad(g)−1(γλ) ∈ LλVinGsc ⊂ VinGsc(O). Thus χ+(γλ) ∈ C+(O).
(4)⇒(1): Let a+ := χ+(γλ). So a ∈ C+(O) by condition (4). Then for any Coxeter element w ∈ Cox(W,S)
(cf. Definition 2.2.1), we have ǫw+(a) ∈ Vin
0
Gsc(O). It remains to show that there exists h ∈ G(F ) such that
Ad(h)−1(γλ) = ǫ
w
λ (a), for then h ∈ X
λ
γ . To see this, notice that the transporter from γ to ǫ
w
+(a) in G is a
torsor under the torus Gγλ over F . Any such torsor is trivial since H
1(F,Gγλ ) by a theorem of Steinberg
(using the fact that the residue field k is algebraic closed). Thus the transporter has an F -point h ∈ G(F ). 
3.2. Ind-scheme structure.
3.2.1. First approach. We will equip the sets Xλγ and X
≤λ
γ with an ind-scheme structure. We present two
approaches, one based on the original definition, the other using Vinberg monoid.
Let GrG := LG/L
+G be the affine Grassmanian for G, which are known to be ind-projective ind-scheme
over k. The positive loop group L+G acts by left multiplication on GrG. Let (LG)λ := L
+G̟λL+G (resp.
(LG)≤λ) be the k-scheme whose set of k-points is G(O)̟λG(O) (resp. G(O)̟λG(O)).
Definition 3.2.2. Let X λγ be the k-functor which associates to any k-algebra R the set
X λγ (R) = {g ∈ GrG(R)|g
−1γg ∈ (LG)λ(R)}.
Also, we define the k-functor X≤λγ by replacing (LG)λ with (LG)≤λ in the above definition
By definition, X≤λγ is a closed sub-indscheme of GrG and X
λ
γ is an open sub-indscheme of X
≤λ
γ . Let X
λ
γ
(resp. X≤λγ ) be the reduced structure of X
λ
γ (resp. X
≤λ
γ ).
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3.2.3. Second approach. Now we use Vinberg monoids to define certain analogue of affine Springer fibers,
which turns out to be isomorphic to Kottwitz-Viehmann varieties.
Let C+ be the extended Steinberg base for the monoid VinGsc . Let a ∈ C+(O)∩C+(F )rs and suppose that
β(a) ∈ ̟−w0(λad)Tad(O) ⊂ AGsc(O) ∩ Tad(F )
where λad ∈ X∗(Tad) is the image of λ ∈ X∗(T ). Moreover, let γ+ ∈ G
sc
+(F ) be an element such that
χ+(γ+) = a.
Definition 3.2.4. The generalized affine Springer fibre SpG,γ+ associates to any k-algebra R the set of
isomorphism classes of pairs (h, ι) where h is the horizontal arrow in the following commutative diagram
SpecR[[̟]]
h
//
a
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
[VinGsc/Ad(G)]

C+
and ι is an isomorphism between the restriction of h to SpecR((̟)) and the composition
SpecR((̟))
γ+
−−→ VinGsc → [VinGsc/Ad(G)].
Also, we define k-functors Sp0G,γ+ (resp. Sp
reg
G,γ+
) by replacing VinGsc with Vin
0
Gsc (resp. Vin
reg
Gsc).
By definition SpG,γ+ is a closed sub-indscheme of GrG and Sp
reg
G,γ+
⊂ Sp0G,γ+ are its open sub-indschemes.
We let SpG,γ+ (resp. Sp
0
G,γ+ , Sp
reg
G,γ+
) be the reduced structures of SpG,γ+ (resp. Sp
0
G,γ+
, SpregG,γ+).
The isomorphism class of SpG,γ+ and Sp
0
G,γ+ only depends on a = χ+(γ+), so we will also denote them
by SpG,a and Sp
0
G,a. We will simplify notation as Spγ+ , Spa etc. if the group G is clear from the context.
Next we relate the two definitions given above. Let (γ, λ) be as in the beginning of this chapter. Suppose
that the ind-scheme Xλγ is nonempty. Then by Proposition 3.1.6 we have κG(γ) = pG(λ) and a := χ+(γλ) ∈
C+(O) where γλ ∈ Gsc+(F ) is defined in Lemma 3.1.5. It is not hard to see that
Xλγ
∼= Sp0a and X
≤λ
γ
∼= Spa.
Conversely, let a ∈ C+(O) ∩ C+(F )rs and suppose that
β(a) ∈ ̟−w0(λ)Tad(O) ⊂ AGsc(O) ∩ Tad(F )
for some λ ∈ X∗(Tad)+. Let γwa ∈ Gad(F ) be the image of ǫ
w
+(a) ∈ G+(F ) ∩ Vin
0
Gsc(O) under the natural
quotient G+(F )→ Gad(F ). Then we have
Spa
∼= X
≤λ
γwa
and Sp0a
∼= Xλγwa .
Note that the isomorphism class of X≤λγwa and X
λ
γwa
does not depend on the choice of w ∈ Cox(W,S).
3.3. Symmetries. Assume Xλγ is nonempty. Then by Proposition 3.1.6 we have κG(γ) = pG(λ) and
a = χ+(γλ) ∈ C
rs
Gsc+
(F ) ∩ C+(O).
Let Ja be the commutative group scheme over SpecO obtained by pulling back J along a : SpecO → C+.
Since a is generically regular semisimple, there is a canonical isomorphism LJa ∼= LG0γ which allows us to
identify the positive loop group L+Ja as a subgroup of LG
0
γ . Consider the quotient group
Pa := LJa/L
+Ja ∼= LG
0
γ/L
+Ja.
In other words, Pa is the affine Grassmanian of Ja classifying isomorphism classes of Ja-torsors on SpecO
with a trivialization of its restriction to SpecF .
The loop group LG0γ acts naturally on X
λ
γ and this action factors through Pa. Using the isomorphism
Xλγ
∼= Sp0a, the Pa action is induced by the BJ action on [V
0
Gsc/Ad(G)] in Proposition 2.4.3. Moreover, Pa
preserve the open subspaces Sprega and Sp
w
a for each w ∈ Cox(W,S).
Proposition 3.3.1. For each w ∈ Cox(W,S), Spwa is a torsor under Pa.
Proof. This is a consequence of 2.4.3. 
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Remark 3.3.2. Unlike the Lie algebra case, Sprega may not be a Pa-torsor in general. See the discussion in
§ 3.9.10.
Let Ra be the finite free O-algebra defined by the Cartesian diagram
(3.2) X˜a := SpecRa //

T+

SpecO
a
// C+
Let R♭a be the normalization of Ra and X˜
♭
a := SpecR
♭
a. Then W acts naturally on the O-algebras Ra and
R♭a.
Let J♭a be the finite type Neron model of Ja. Hence J
♭
a is a smooth commutative group scheme over O
such that J♭a(F ) = Ja(F ) = G
0
γ(F ) and J
♭
a(O) is the maximal bounded subgroup of G
0
γ(F ).
Lemma 3.3.3. There is a canocical isomorphism
J♭a
∼= (
∏
R♭a/O
T × X˜♭a)
W
Proof. The proof is the same as [Ngoˆ10, Proposition 3.8.2]. 
Corollary 3.3.4. Lie(Pa) = (t⊗k (R♭a/Ra))
W
Proof. The quotient L+J♭a/L
+Ja is an open subgroup of Pa. Hence we have isomorphism of O modules
LiePa ∼= Lie(L
+J♭a)/Lie(L
+Ja).
On the other hand, by 2.4.7, we have
LieL+Ja = (t⊗k Ra)
W
and by 3.3.3,
LieL+J♭a = (t⊗k R
♭
a)
W .
Hence the Corollary follows. 
3.4. Admissible subsets of loop spaces. In this section we closely follow [GHKR06, §5].
Let M be a standard Levi subgroup of G and P = MN the standard parabolic subgroup where N is the
unipotent radical of P . Let Z(M)0 be the neutral component of the center of M . Then Z(M)0 is a subtorus
of T . Let ΦN be the set of roots of Z(M)
0 acting on N and Φ∨N the corresponding set of coroots. For each
α ∈ ΦN , let Nα be the corresponding root subgroup. Then each Nα is isomorphic to a product of several
copies of Ga and is preserved by the adjoint action of M . Denote δN half sum of elements in ∆∨N .
For each α ∈ ∆N , denote htN (α) := 〈δN , α〉. Let l = maxα∈ΦN htN (α). For each 1 ≤ i ≤ l, let N [i] be the
subgroup of N generated by root groups Nα with htN (α) ≥ i. Also we denote N [l+ 1] = 1. Then N [1] = N
and for each 1 ≤ i ≤ s+1, N [i] is a normal subgroup of N and the successive quotients N〈i〉 := N [i]/N [i+1]
are commutative groups isomorphic to products of some copies of Ga. Let LN and L+N be the loop space
and arc space of N . For each integer n ≥ 0, let Nn := ker(L+N → L+nN). Then {Nn}n≥0 form a decreasing
sequence of compact open subgroups of LN .
For each γ ∈M(F ) ∩G(F )rs, consider the map
(3.3) fγ : LN // LN
u
✤
// u−1γuγ−1
Then fγ preserves the root subgroups Nα and hence each normal subgroup N [i]. In particular, fγ induces
morphism fγ [i] : LN [i]→ LN [i] and fγ〈i〉 : LN〈i〉 → LN〈i〉.
For each 1 ≤ i ≤ l, denote ri := val det(fγ〈i〉). Note that there is a M -equivariant isomorphism N〈i〉 ∼=
LieN〈i〉 from which we see that
ri = val det(adγ : LieN〈i〉(F )→ LieN〈i〉(F )).
Consider the following invariant of γ:
(3.4) rN (γ) := val det(adγ : LieN(F )→ LieN(F ))
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Then we also have rN (γ) =
∑l
i=1 ri.
Now assume that γ ∈M(F )+, we have fγ(Un) ⊂ Un for all n ≥ 0.
Let f0 : L
+N → L+N be the restriction of fγ to the arc space L+N .
Lemma 3.4.1. For any 1 ≤ i ≤ l + 1 and any positive integer n such that n ≥
l+1∑
j=i
rj we have N [i]n ⊂
fγ(L
+N [i]).
Proof. We prove by desending induction on i. The case i = l + 1 is trivial since N [l + 1] = 1. Assume the
statement is true for i+ 1. Let x ∈ N [i]n. To show that x ∈ fγ(L+N [i]) it suffices to find u ∈ N [i](O) with
x ∗ u = 1, for then fγ(u−1) = x.
Let xi ∈ N〈i〉n be the image of x. Since val det(fγ〈i〉) = ri, we have ̟riN〈i〉(O) ⊂ fγ〈i〉(N〈i〉(O)). Hence
there exists ui ∈ N [i]n−ri such that xi ∗ ui = 1 in N〈i〉(O) and hence x ∗ ui ∈ N [i + 1]n−ri . By induction
hypothesis, there exists v ∈ N [i+ 1](O) such that (x ∗ ui) ∗ v = 1. Then u = uiv satisfies x ∗ u = 1. 
A subset of L+N is admissible if it is the pre-image of a locally closed subset of L+nN for some n. A subset
Z of LN is admissible of it is conjugate under G(F ) to an admissible subset of L+N .
Lemma 3.4.2. Let V be an admissible subset of L+N . Let n ≥ rN (γ) be a positive integer such that V is
right invariant under Nn. Suppose moreover that V ⊂ f0(L+N). Then the set f
−1
0 (V ) is admissible and
right invariant under Nn. Moreover, f0 induces a smooth surjective map
f−10 (V )/Nn → V/Nn
whose fibers are isomorphic to ArN (γ).
Proof. Let f¯0 : L
+
nN → L
+
nN be the map induced by f0. Since V is right invariant under Nn, a straight-
forward calculation shows that f−10 (V ) is also right invariant under Nn. Denote V := V/Un. Then we
have f−10 (V )/Un = f¯
−1
0 (V ), a locally closed subset of L
+
nN . In particular, f
−1
0 (V ) is admissible. Since
V ⊂ f0(L+N), the induced map f¯
−1
0 (V ) → V is surjective and it remains to show that it is smooth with
fibers isomorphic to Ar(γ).
Denote H := L+nN , H [i] := L
+
n (N [i]) and H〈i〉 := L
+
n (N〈i〉). Then for each 1 ≤ i ≤ l + 1, H [i] is
a normal subgroup of H and H [i]/H [i + 1] ∼= H〈i〉. For each 1 ≤ j ≤ n, we define a normal subgroup
Hj := ker(H → L
+
j N) of H ; and similarly we define normal subgroups H [i]j (resp. H〈i〉j = ̟
jH〈i〉) of H [i]
(resp. H〈i〉).
Consider the right action of H on itself defined by v ∗ u := u−1vγuγ−1 for u, v ∈ H(k) = N(O/̟nO).
Then f¯0(u) = 1 ∗ u and hence f¯0 is the orbit map at 1 of the H-action. In particular, all fibres of f¯0 are
isomorphic to the stabilizer S := f¯−10 (1).
Now we take a closer look at the structure of the stabilizer S. First note that the action ∗ induces actions
of H [i] and H〈i〉 on themselves. Let S[i] (resp. S〈i〉) be the stabilizer of 1 under the H [i] (resp. H〈i〉) action.
We claim that for all i, the canonical homomorphism S[i]→ S〈i〉 is surjective. Let s ∈ S〈i〉 and choose a
representative h ∈ H [i] of s. Since
S〈i〉 = ker(f¯0〈i〉) ⊂ ̟
n−riH〈i〉
we have h ∈ H [i]n−ri and 1 ∗ h ∈ H [i]n−ri ∩ H [i + 1] = H [i + 1]n−ri . By assumption n − ri ≥
∑l+1
j=i+1 rj ,
then we can apply Lemma 3.4.1 to obtain an element h′ ∈ H [i+ 1] such that 1 ∗ (hh′) = 1. Thus hh′ ∈ S[i]
maps to s ∈ S〈i〉 and the claim follows.
The kernal of the surjective homomorphism S[i]→ S〈i〉 is S[i] ∩H [i+ 1] = S[i+ 1]. Moreover, we have
S〈i〉 ∼= (f0〈i〉)
−1(̟nN〈i〉)/̟nN〈i〉 ∼= Ari
From this we see that S ∼= ArN (γ) as a scheme. 
The proof of the following lemma is inspired by [KV12, Lemma 3.8].
Lemma 3.4.3. For any n ≥ rN (γ), we have f−1γ (Nn) ⊂ Nn−rN(γ).
Proof. Let u ∈ N(F ) with fγ(u) ∈ Nn. We will show by induction that
u ∈ N [i](F ) ·Nn−
∑
j<i rj
.
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The case i = 1 says u ∈ N [1](F ) = N(F ) which is clear and the case i = s + 1 gives the lemma since∑s
i=1 ri = rN (γ) and N [s+ 1] = 1.
It remains to finish the induction step. By induction hypothesis we have u = uiv with ui ∈ N [i](F ) and
v ∈ Nn−
∑
j<i rj
. By assumption,
fγ(u) = fγ(uiv) = v
−1 · u−1i γuiγ
−1 · γvγ−1 ∈ Nn
from which it follows that
u−1i γuiγ
−1 ∈ N [i](F ) ∩ v ·Nn · (γv
−1γ−1) ⊂ N [i]n−
∑
j<i rj
Let u¯i ∈ N〈i〉 be the image of ui. Then we have
fγ〈i〉(u¯i) ∈ N〈i〉n−
∑
j<i rj
Since val det(fγ〈i〉) = ri, we get that u¯i ∈ N〈i〉n−
∑
j<i+1 rj
and hence
u = uiv ∈ N [i+ 1](F ) ·Nn−
∑
j<i+1 rj
This finishes the induction step. 
Proposition 3.4.4. Let Z be an admissible subset of the loop space LN . Then f−1γ (Z) is admissible and
there exists a positive integer m such that for all n ≥ m, f−1γ (Z) and Z are right invariant under the group
Nn and the map
f−1γ (Z)/Nn → Z/Nn
induced by fγ is smooth surjective whose geometric fibers are irreducible of dimension rN (γ).
Proof. Let n0 ≥ r(γ) be a positive integer. Choose a coweight µ0 ∈ X∗(Z(M)0) such that
Zµ0 := Ad(̟µ0)(Z) ⊂ Nn0 .
Then by Lemma 3.4.3 we have
f−1γ (Z
µ0) ⊂ f−1γ (Nn0) ⊂ Nn0−r(γ) ⊂ L
+N
Hence in particular
Ad(̟µ0)(f−1γ (Z)) = f
−1
γ (Z
µ0) = f−10 (Z
µ0)
Moreover, since Zµ0 is an admissible subset of L+N , f−10 (Z
µ0) is an admissible subset of L+N by Lemma 3.4.2.
This shows that f−1γ (Z) is admissible.
Let n1 > n0 be a positive integer such that Z
µ0 and f−1γ (Z
µ0) are invariant under right multiplication by
Nn1 . For all n ≥ n1, since the map fγ commutes with conjugation by ̟
µ0 , Z and f−1γ (Z) are right invariant
under the group N−µ0n := ̟
−µ0Nn̟
µ0 . Then we get the following commutative diagram
f−1γ (Z)/N
−µ0
n
//
≃

Z/N−µ0n
≃

f−1γ (Z
µ0)/Nn // Z
µ0/Nn
where the horizontal arrows are induced by fγ and the vertical arrows are isomorphisms induced by Ad(̟
µ0).
By Lemma 3.4.1, Zµ0 ⊂ Nn0 ⊂ fγ(L
+N). Therefore we can apply Lemma 3.4.2 to conclude that the lower
horizontal map is surjective smooth whose fibers are isomorphic to ArN (γ). Hence the same is true for the
upper horizontal map.
Let m be a positie integer such that for all n ≥ m, Nn ⊃ N
−µ0
n′ for some n
′ ≥ n1. Consider the following
diagram
f−1γ (Z)/N
−µ0
n′
//

Z/N−µ0n′

f−1γ (Z)/Nn // Z/Nn
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The two vertical maps are smooth surjective with fibers isomorphic to the irreducible scheme Un/U
−µ0
n′ and
the upper horizontal map is smooth surjective with fibers isomorphic to ArN (γ) as we have just seen. Hence
the lower horizontal map is smooth surjective with irreducible fibers of dimension rN (γ). 
3.5. The case of unramified conjugacy class. In this section we assume that γ ∈ G(F )rs is an unramified
regular semisimple element. Since the residue field k is algebraically closed, after conjugation we may assume
that γ ∈ ̟µT (O)∩Grs(F ), where µ = νγ ∈ X∗(T )+ is the Newton points of γ. In this case, we have G
0
γ = T .
By Lemma 3.1.3 the discriminant valuation for γ is
d(γ) = 2
∑
α∈Φ+
val(α(γ)− 1)− 〈2ρ, µ〉.
We will apply the results in previous section to the case N = U is a maximal unipotent subgroup. In this
case, the corresponding invariant for γ is
(3.5) r(γ) := rU (γ) =
∑
α∈Φ+
val(α(γ)− 1) =
1
2
d(γ) + 〈ρ, µ〉.
Fix a dominant coweight λ ∈ Λ+ such that µ ≤ λ. By Proposition 3.1.6, this implies that Xλγ is nonempty.
3.5.1. Relation with MV-cycles. Let Y λγ be the locally closed sub-indscheme of X
λ
γ whose set of k-points is
Y λγ (k) = {u ∈ U(F )/U(O)|Ad(u)
−1γ ∈ G(O)̟λG(O)}
To understand the structure of Y λγ , we use the map fγ : LU → LU (cf. (3.3)). In the following, we denote
K := L+G. Then we have
Y λγ = (f
−1
γ (K̟
λK̟−µ ∩ LU)/L+U
Recall the Mirkovic-Vilonen cycles in the affine Grassmanian:
Sµ ∩Grλ = (LU̟
µK ∩K̟λK)/K
From this description we get an isomorphism
(3.6) (LU ∩K̟λK̟−µ)/̟µL+U̟−µ // Sµ ∩Grλ
u
✤
// u̟µ
In summary, we have the following diagram
f−1γ (K̟
λK̟−µ ∩ LU)
fγ
//

K̟λK̟−µ ∩ LU

Y λγ Sµ ∩Grλ
where the left vertical arrow is an L+U -torsor and the right vertical arrow is a torsor under the group
̟µL+U̟−µ.
Theorem 3.5.2. Y λγ is an equi-dimensional quasi-projective variety of dimension 〈ρ, λ〉+
1
2d(γ), where d(γ)
is the discriminant valuation, cf. Definition 3.1.2. Moreover, the number of irreducible components of Y λγ
equals to mλµ, the dimension of µ-weight space in the irreducible representation Vλ of Gˆ with highest weight
λ.
Proof. Apply Proposition 3.4.4 to the admissible subset Z = K̟λK̟−µ ∩ LU of LU , we see that there
exists a large enough positive integer n such that in the following diagram
f−1γ (K̟
λK̟−µ ∩ LU)/Un
f¯γ
//

(K̟λK̟−µ ∩ LU)/Un

Y λγ Sµ ∩Grλ
(1) All schemes are of finite type;
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(2) The map f¯γ induced by fγ is smooth surjective whose geometric fibers are irreducible of dimension
r(γ), where we recall that r(γ) is defined in (3.5);
(3) Un is contained in ̟
µL+U̟−µ, hence also L+U ;
(4) The left vertical map is smooth surjective with fibers isomorphic to the irreducible scheme L+U/Un;
(5) The right vertical map is smooth with fibers isomorphic to the irreducible scheme ̟µL+U̟−µ/Un.
Since Y λγ is of finite type, it is a locally closed subscheme of a closed Schubert variety. In particular, Y
λ
γ is
quasi-projective since closed Schubert varieties are projective.
Recall that the MV-cycle Sµ ∩ Grλ is equidimensional of dimension 〈ρ, λ + µ〉. Hence by (2)-(5) we see
that Y λγ is equidimensional of dimension
dimY λγ = dim(Sµ ∩Grλ) + dim̟
µU(O)̟−µ/U−λ0n + r(γ)− dimU(O)/U
−λ0
n
= 〈ρ, λ+ µ〉 − 〈2ρ, µ〉+ r(γ) = 〈ρ, λ〉+
1
2
d(γ)
(3.7)
Moreover, by [Sta17, Tag 037A] the 3 maps in the diagram above induces a canonical bijections between
set of irreducible components
Irr(Y λγ )
∼
−→ Irr(Sµ ∩Grλ).
Hence the number of irreducible components of Y λγ equals to the number of irreducible components of the
MV-cycle Sµ ∩Grλ, which is known to be mλµ. 
Corollary 3.5.3. Suppose γ ∈ G(F )rs is unramified (i.e. split) and νγ = µ ∈ X∗(T )+, then Xλγ is a scheme
locally of finite type, equidimensional of dimension
dimXλγ = 〈ρ, λ〉+
1
2
d(γ).
Moreover, the number of G0γ(F )-orbits on its set of irreducible component Irr(X
λ
γ ) equals to mλµ.
Proof. There is a natural morphism
Y λγ ×X∗(T ) // X
λ
γ
(u, ν)
✤
// u̟ν
which induces bijection on k-points and a stratification of Xλγ such that each strata is isomorphic to Y
λ
γ .
Thus Xλγ is a scheme locally of finite type and the assertions about equidimensionality and dimension formula
follows from the corresponding statements for Y λγ .
The LG0γ action on the set Irr(X
λ
γ ) factors through π0(LG
0
γ) = X∗(T ) and hence LGγ-orbits on Irr(X
λ
γ )
corresponds bijectively to the set Irr(Y λγ ). Thus the number of orbits equals to the weight multiplicity
mλµ. 
3.6. Finiteness of Kottwitz-Viehmann varieties. In this section we let γ ∈ G(F )rs be any regular
semisimple element and λ ∈ Λ+. Assume without loss of generality that Xλγ is nonempty and det(γ) =
det(̟λ). Then we get an element γλ ∈ Vin
λ
G(F ) as in Lemma 3.1.5. Moreover, the Newton point of γ
satisfies νγ ≤Q λ and χ(γ) ∈ C≤λ by Proposition 3.1.6.
We show in this section that Xλγ , a’priori an ind-scheme, is actually a scheme locally of finite type. This
has already been proved for unramified conjugacy classes in Corollary 3.5.3. It remains to reduce the general
case to the unramified case. This reduction step is completely analogous to the Lie algebra case. For the
reader’s convenience, we include the details, following the exposition in [Yun15a, §2.5]. See also [Bou15a].
Let F ′/F be a finite extension of degree e so that γ splits over F ′. Let ̟′ = ̟1/e ∈ F ′ be a uniformizer
and O′ = k[[̟′]] the ring of integers in F ′. Let σ be a generator of the cyclic group Gal(F ′/F )
Choose h ∈ G(F ′) such that Ad(h)G0γ = T . Then hσ(h)
−1 ∈ NG(T )(F
′) and we let w ∈ W be its image.
Consider the embedding
ιγ : Λ := X∗(T ) // Gγ(F
′)
µ ✤ // Ad(h)−1̟µ
Let Λγ := ι
−1
γ (Gγ(F )). It follows immediately that Λγ ⊂ Λ
w where Λw is the fixed point set of w on Λ.
Moreover, Λγ can be identified with the coweight lattice of the maximal F -split subtorus of Gγ . In particular,
(Λγ)Q = (Λ
w)Q so that Λγ ⊂ Λw is a subgroup of finite index.
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Proposition 3.6.1. There exists a closed subscheme Z ⊂ Xλγ which is projective over k such that X
λ
γ =
∪ℓ∈Λγ ℓ · Z. Here ℓ ∈ Λγ acts on X
λ
γ via the embedding ιγ .
Proof. We reprase the argument in [Yun15a, §2.5.7]. Let X˜eλγ be the generalized affine Springer fiber of
coweight eλ for γ in GrGF ′ , the affine Grassmanian of GF ′ . Then σ acts naturally on X˜
eλ
γ and the fixed
points sub-indscheme (X˜eλγ )
σ contains Xλγ (but they are not equal in general). Let γ
′ = hγh−1 ∈ T (F ′) and
X˜eλγ′ the corresponding generalized affine Springer fiber in GrGF ′ . Then
X˜eλγ′ = h · X˜
eλ
γ
By Theorem 3.5.2, there is a locally closed subscheme Y˜ eλγ′ of X˜
eλ
γ′ such that
X˜eλγ′ = ∪ℓ∈Λℓ · Y
eλ
γ′ .
Let Z˜ be the closure of h−1Y˜ eλγ′ in X˜
eλ
γ . Then Z˜ is projective over k and X˜
eλ
γ = ∪ℓ∈Λℓ · Z˜.
Recall that w ∈ W is represented by hσ(h)−1. One can check that σ(Z˜) = Z˜ and more generally
σ(ℓ · Z˜) = w(ℓ) · Z˜ for all ℓ ∈ Λ.Consequently,
(X˜eλγ )
σ = ∪ℓ∈Λwℓ · Z˜ = ∪ℓ∈Λγ ℓ · (C · Z˜)
where C ⊂ Λw is a finite set of representatives of the quotient Λw/Λγ . Hence, C · Z˜ is a finite type scheme.
Finally let Z := (C · Z˜)∩Xλγ . Then Z is a finite type subscheme of X
λ
γ . Hence Z is projective over k and
Xλγ = ∪ℓ∈Λγ ℓ · Z. 
As a consequence, we immediately get:
Theorem 3.6.2. The ind-scheme Xλγ is a finite dimensional k-scheme, locally of finite type. Moreover, the
lattice Λγ acts freely on X
λ
γ and the quotient X
λ
γ /Λγ is representable by a proper algebraic space over k.
3.7. Dimension of the regular locus. Recall that the regular locus Xλ,regγ is an open subscheme of X
λ
γ
on which the action of Pa = LG
0
γ/L
+Ja is free (but not necessarily transitive).
Theorem 3.7.1.
dimPa = dimX
λ,reg
γ = 〈ρ, λ〉+
d(γ)− c(γ)
2
where
• d(γ) := val(det(Id− ad(γ) : g(F )/gγ(F )→ g(F )/gγ(F ))).
• c(γ) := rank(G)− rankFGγ , where rankFGγ is the dimension of the maximal F -split subtorus of Gγ .
Moreover, Xλ,regγ is equidimensional.
Proof. The first equality follows from the fact that the Pa-orbits in X
λ,reg
γ are open and the action is free.
When γ is unramified (hence split as k is algebraically closed), the second equality follows from Corol-
lary 3.5.3. It remains to reduce to this case. The argument is similar to that of Bezrukavnikov’s in Lie algebra
case, cf. [Bez96], which we reformulate using the Galois description of universal centralizer.
Let A be the finite free O-algebra defined by the Cartesian diagram (3.2) and A♭ the normalization of A.
Then W acts naturally on the O-algebras A and A♭ and by 3.3.4, we get
dimPa = dimk(t⊗k (A
♭/A))W .
Let F˜ /F be a ramified extension of degree e, with ring of integers O˜ = k[[̟
1
e ]], such that γ is split over F˜ .
Let σ be a generater of the cyclic group Γ := Gal(F ′/F ). Let A˜ := A ⊗O O˜ and A˜♭ its normalization. We
remark that A˜♭ is not the same as A♭ ⊗O O˜ in general. Let P˜a = LGγ,F ′/L+Ja,F ′ . Then by the dimension
formula in split case, we have
dimk(t⊗k A˜
♭/A˜)W = dim P˜a = 〈ρ, eλ〉+
1
2
e · d(γ).
As γ split over O˜, we have
A˜♭ ∼= O˜[W ] := O˜ ⊗k k[W ]
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as W -module. Here W acts on O˜[W ] via right regular representation. Moreover, there exists an element
wγ ∈W of order e such that under the above isomorphism, the natural action of σ ∈ Γ on A˜♭ becomes σ⊗ lwγ
where lwγ denotes the left regular action of wγ on k[W ]. In particular, the action of W and Γ commutes
with each other. With these considerations, we obtain an isomorphism
(t⊗k A˜
♭)W ∼= t⊗k O˜
which intertwines the action of σ ∈ Γ on the left hand side with the action of w ⊗ σ on the right hand side.
Moreover, we have an equality
(t⊗k A˜
♭)Γ = t⊗k A
♭
which remains true after taking W -invariants since the Γ action commutes with W action. In particular, we
have
M := (t⊗k O˜)
Γ = (t⊗k A
♭)W
Moreover, it is clear that from the definition of W action that
(t⊗k A˜)
W = (t⊗k A)
W ⊗O O˜.
Thus we get
dimPa = dimk(t⊗k A
♭/A)W =
1
e
dimk(t⊗k (A
♭/A)⊗O O˜)
W =
1
e
dimk
(
M ⊗O O˜
(t⊗k A˜)W
)
= 〈ρ, λ〉+
1
2
d(γ)−
1
e
dimk
(
t⊗k O˜
M ⊗O O˜
)(3.8)
Since the element wγ ∈ W has order e, its eigenvalues are e-th roots of unit. Let ζ be a primitive e-th root
of unit and t(i) the subspace of t on which wγ acts via the scalar ζ
i. In particular, t(0) = twγ is the wγ
invariant subspace. Then we have
M := (t⊗k O˜)
Γ =
e−1⊕
i=0
t(i)⊗k ̟
e−i
e
The existence of a W -invariant nondegenerate symmetric bilinear form on t gaurantees that dimk t(i) =
dimk t(e− i), from this we obtain that
dimk
(
t⊗k O˜
M ⊗O O˜
)
= e(dimk t− dimk t
wγ ) = e · c(γ)
Combined with (3.8), we obtain
dimPa = 〈ρ, λ〉 +
1
2
(d(γ)− c(γ)).
Finally, Xλ,regγ is equidimensional since it is a finite union of Pa-torsors. 
3.7.2. Some 0-dimensional generalized affine Springer fibers. Suppose Xλγ is nonempty. Then there exists
γλ ∈ Gsc+ satisfying the conclusion of Lemma 3.1.5. Let a := χ+(γλ) ∈ C+(O)∩C
rs
Gsc+
(F ). Recall the extended
discriminant divisor D+ ⊂ C+ defined in § 2.2.10. We define the extended discriminant valuation to be
d+(a) := val(a
∗D+) ∈ Z
From equation (3.1) we get
d+(a) = 2 · val(ρ(α(γλ))) + d(γ)
= 〈2ρ, λ〉+ d(γ)
=
∑
α∈Φ
〈α,νγ〉=0
val(α(γ)− 1) + 〈2ρ, λ− νγ〉
(3.9)
Proposition 3.7.3. Suppose d+(a) = 0. Then γ is split and dimX
λ
γ = 0. Moreover, X
λ
γ = X
λ,reg
γ and it is
a torsor under Pa.
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Proof. The assumption d+(a) = 0 implies that a ∈ Crs+(O). Let X˜a = SpecRa be defined by the Cartesian
diagram
X˜a //

T+

SpecO // C+
By Proposition 2.2.14, X˜a is an e´tale cover SpecO which must be trivial since the residue field k is algebraically
closed. Then we see that γλ ∈ T+(F ) is split and hence γ ∈ T (F ) is split.
Since Xλγ is nonempty, we have νγ ≤Q λ and hence the terms on the right hand side of (3.9) are non-
negative. In particular, d+(a) = 0 implies that νγ = λ. Thus the proposition follows from Corollary 3.5.3. 
3.8. The case of central coweight. In this section we deal with the case where λ ∈ X∗(T )+ is a central
coweight, i.e. 〈λ, α〉 = 0 for all roots α. Then λ ∈ X∗(Z0) where Z0 is the maximal torus in the center
of G. Consequently we have Xλγ
∼= X0̟−λγ . Hence the essential case is when λ = 0 and the corresponding
Kottwitz-Viehmann variety becomes
Xγ := {g ∈ G(F )/G(O)|Ad(g)
−1γ ∈ G(O)}.
We first do some routine reductions. Let P =MN be a standard parabolic subgroup with standard Levi M
and unipotent radical N . For γ ∈ M(O) ∩ Grs(F ) ⊂ M(O) ∩M rs(F ), we consider the Kottwitz-Viehmann
variety Xγ (resp. X
M
γ ) defined for the groups G (resp. M). We have the discriminant valuation d(γ) (resp.
dM (γ)) defined for G (resp. M). The two discriminant valuations are related by
(3.10) d(γ) = dM (γ) + 2rN (γ)
where rN (γ) is defined in (3.4).
Proposition 3.8.1. With notation as above, we have
dimXγ = dimX
M
γ +
dG(γ)− dM (γ)
2
Proof. Let P =MN be the standard parabolic subgroup with Levi factor isM and unipotent radical N . The
connected components of GrM and GrP both corresponds bijectively to π1(M), the quotient of X∗(T ) by the
coroot lattice of M . The canonical map GrP → GrG induces bijection on k-points by generalized Iwasawa
decomposition. For each λ ∈ π1(M), let Xγ,λ be the intersection of Xγ and the connected component of GrP
corresponding to λ. Similarly, let XMγ,λ be the intersection of X
M
γ with the connected component of GrM
corresponding to λ. Then there is a canonical morphism
pMγ : Xγ,λ → X
M
γ,λ
It suffices to show that the fibres of this map have dimension rN (γ).
Let h ∈ XMγ,λ. Then γh := h
−1γh ∈ M(O) and we consider the fibre Yh := (pMγ )
−1(h). Its set of k points
is
Yh(k) = {u ∈ N(F )/N(O)|u
−1γhu ∈ G(O)}
In other words, we have
Yh = f
−1
γh
(N(O))/N(O)
where fγh : N(F )→ N(F ) is defined by fγ(u) = u
−1γhuγ
−1
h . Apply Proposition 3.4.4 to the admissible set
Z = N(O) we see that Yh is an irreducible affine space of dimension
dimYh = rN (γh) = rN (γ)
and hence we conclude by (3.10). 
Corollary 3.8.2. Let λ ∈ X∗(T ) be a central coweight and γ ∈ G(F )rs. Then
dimXλγ =
1
2
(dγ − cγ).
Moreover, Xλ,regγ is a torsor under Pa and the dimension of the complement of Pa = X
λ,reg
γ in X
λ
γ is strictly
smaller than the dimension of Xλγ .
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Proof. We first assume that γ ∈ G(O) is topologically unipotent mod center. In other words, the reduction
mod ̟ of γ is unipotent mod center. After multiplying by an element in Z(O), we may assume that
γ ∈ Gsc(O) is topologically unipotent. Then when G = Gsc the argument of [KL88, §4] and [Ngoˆ10,
Proposition 3.7.1] generalize verbatim to our situation and proves dimXregγ = dimXγ and the complement
of Xregγ has strictly smaller dimension. In particular the dimension formula follows in this situation. More
generally, we argue as in [Tsa16, Lemma 4.1] to reduce to the case G = Gsc.
It remains to reduce to the case where γ is topologicallly unipotent mod center. After multiplying γ ∈
G(O) by an element in Z(O) we may assume that γ ∈ Gsc(O). Then Gγ is a maximal torus in G and
γ ∈ Gγ(F ) ∩ G(O). Let S be the maximal split subtorus in the centralizer Gγ . After conjugation we may
assume that S ⊂ T . Let M = CG(S) be the centralizer of S in G. Then M is a standard Levi subgroup of
G and γ ∈M(O). Let aM := χM (γ) ∈ CM (O). Then the pullback of T along aM : SpecO → CM is a totally
ramified cover of SpecO and we deduce that γ is topologically unipotent mod center in M(O). Thus the
result follows from the case already proved and Proposition 3.8.1. 
We highlight the following special case:
Corollary 3.8.3. Let λ ∈ X∗(T ) be a central coweight and γ ∈ G(F )rs. If dγ ≤ 1, then Xλγ = X
λ,reg
γ = Pa
and they are 0-dimensional.
Proof. By Corollary 3.8.2, if dγ ≤ 1, we must have dimXλγ = 0. Moreover, the complement of X
λ,reg
γ in X
λ
γ
has strictly smaller dimension, hence must be empty. 
3.9. Irreducible components.
3.9.1. Stratification on dominant coweight cone. Let Λ := X∗(T ) and ΛQ := Λ ⊗Z Q. Let D ⊂ ΛQ be the
positive coroot cone. In other words, D consists of Q-linear combinations of simple coroots with non-negative
coefficients.
For λ ∈ Λ+, we define the dominant coweight polytope to be:
Pλ := Λ
+
Q ∩Conv(W · λ) = Λ
+
Q ∩ (λ − D).
where Conv(W · λ) denotes the convex hull of the W -orbit of λ.
Lemma 3.9.2. For each λ1, λ2 ∈ Λ+ with κG(λ1) = κG(λ2), there exists µ ∈ Λ+ such that µ ≤ λ1, µ ≤ λ2
and
(λ1 − D) ∩ (λ2 − D) = µ− D.
In particular, we have Pλ1 ∩ Pλ2 = Pµ.
Proof. Since κG(λ1) = κG(λ2), the difference λ1 − λ2 lies in the coroot lattice. There exists a partition of
the set of simple coroots ∆∨ = ∆∨1 ⊔∆
∨
2 such that
λ1 − λ2 = β1 − β2
where βi is a non-negative integral linear combinations of simple coroots in ∆
∨
i for i ∈ {1, 2}. Let ∆ = ∆1⊔∆2
be the corresponding partion of the set of simple roots. Consider the coweight µ := λ1 − β1 = λ2 − β2. Then
clearly µ ≤ λ1 and µ ≤ λ2.
We claim that µ ∈ Λ+. Take any simple root α ∈ ∆1. Since β2 is positive linear combination of coroots
in ∆2, we have 〈α, β2〉 ≤ 0 and hence 〈µ, α〉 = 〈λ2 − β2, α〉 ≥ 0. Similarly, using µ = λ1 − β1, we see that for
all α ∈ ∆2, 〈µ, α〉 ≥ 0. Thus we conclude that µ ∈ Λ+.
It is clear that µ−D ⊂ (λ1−D)∩(λ2−D). Now we prove the reverse inclusion. Let ν ∈ (λ1−D)∩(λ2−D).
Then for i ∈ {1, 2}, λi− ν ∈ D is a non-negative Q-linear combination of simple coroots and we need to show
that µ− ν ∈ D. For any fundamental weight ω, there exists i ∈ {1, 2} so that ω is orthogonal to all coroots
in ∆∨i . Without loss of generality assume i = 1, then we have
〈µ− ν, ω〉 = 〈λ1 − β1 − ν, ω〉 = 〈λ1 − ν, ω〉 ≥ 0.
This means that ν ≤Q µ, or ν ∈ (µ− D). Therefore we have shown that µ− D = (λ1 − D) ∩ (λ2 − D).
Finally, taking intersection with Λ+Q , we get Pλ1 ∩ Pλ2 = Pµ. 
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For each λ ∈ Λ+, define
(3.11) P◦λ := Pλ −
⋃
µ∈Λ+,
µ<λ
Pµ.
Corollary 3.9.3. For any λ1, λ2 ∈ Λ+ with λ1 6= λ2, we have P
◦
λ1
∩ P◦λ2 = ∅. In particular, we get a
well-defined stratification
{ν ∈ Λ+Q |pG,Q(ν) ∈ X∗(Gab) ⊂ π1(G)Q} =
⊔
λ∈Λ+
P
◦
λ.
Proof. If det(̟λ1) 6= det(̟λ2), it is clear that Pλ1 and Pλ2 are disjoint. Suppose det(̟
λ1) 6= det(̟λ2).
Then by Lemma 3.9.2, there exists µ ∈ Λ+ such that µ ≤ λ1, µ ≤ λ2 and
P
◦
λ1 ∩ P
◦
λ2 ⊂ Pλ1 ∩ Pλ2 = Pµ.
But by (3.11), we have Pµ ∩ P◦λi = ∅ since µ ≤ λi for i ∈ {1, 2}. Therefore P
◦
λ1
∩ P◦λ2 = ∅. 
3.9.4. Stratification on extended Steinberg base. To get a conceptually simpler formulation of the conjecture
on irreducible components, we introduce a stratification on C+(O) ∩ CGsc+ .
Recall that C+ ∼= AGsc × Ar. Consider the strata
Cλ+ := ̟
−w0(λad)Tad(O)×O
r ⊂ C+(O)
where λad ∈ X∗(Tad)+ is the image of λ.
For each µ ∈ Λ+ such that µ ≤ λ, we have an embedding
iµλ : C
µ
+ →֒ C
λ
+
defined by the formula
(3.12) iµλ(a1, . . . , ar, b1, . . . , br) =
(̟〈−w0(λ−µ),α1〉a1, . . . , ̟
〈−w0(λ−µ),αr〉ar, ̟
〈−w0(λ−µ),ω1〉)b1, . . . , ̟
〈−w0(λ−µ),ωr〉br)
Note that we need to choose a uniformiser to define the embedding iµλ but its image does not depend on
this choice.
Proposition 3.9.5. For any λ, µ1, µ2 ∈ Λ+ with µ1 ≤ λ and µ2 ≤ λ, there exists µ3 ∈ Λ+ such that
µ3 ≤ µ1, µ3 ≤ µ2 and
iµ1λ(C
µ1
+ ) ∩ iµ2λ(C
µ2
+ ) = iµ3λ(C
µ3
+ ).
Proof. By Lemma 3.9.2, there exists µ3 ∈ Λ+ such that
(3.13) (µ1 − D) ∩ (µ2 − D) = µ3 − D
To prove the proposition, it suffices to show that
iµ1λ(C
µ1
+ ) ∩ iµ2λ(C
µ2
+ ) ⊂ iµ3λ(C
µ3
+ )
Let ι be the involution on the set {1, . . . , r} such that ωι(i) = −w0(ωi) for all 1 ≤ i ≤ r. For each c =
(c1, . . . , cr) ∈ Or, let ai := val(cι(i)).
Suppose that ̟(−w0(λad), c) ∈ iµ1λ(C
µ1
+ ) ∩ iµ2λ(C
µ2
+ ), then we get
(3.14) ai ≥ 〈λ− µ1, ωi〉 and ai ≥ 〈λ − µ2, ωi〉 for all 1 ≤ i ≤ r
and we need to show that ai ≥ 〈λ− µ3, ωi〉 for all 1 ≤ i ≤ r.
Let µ′1 :=
∑r
i=1〈µ1, ωi〉α
∨
i and define µ
′
2, µ
′
3. Then we have µ
′
1, µ
′
2, µ
′
3 ∈ Λ
+
0 . Consider the coweight
ν :=
∑r
i=1(〈λ, ωi〉 − ai)α
∨
i ∈ Λ0. By (3.13) and (3.14) we have
ν ∈ (µ′1 − D) ∩ (µ
′
2 − D) = µ
′
3 − D.
This implies that
〈λ, ωi〉 − ai = 〈ν, ωi〉 ≤ 〈µ
′
3, ωi〉 = 〈µ3, ωi〉
which is what we want. 
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For any λ, µ ∈ Λ+ with µ ≤ λ, define
(3.15) Cλµ+ := iµλ(C
µ
+)−
⋃
ν∈Λ+
ν<µ
iνλ(C
ν
+).
Corollary 3.9.6. For any λ, µ1, µ2 ∈ Λ
+ with µ1 6= λ and µ2 ≤ λ, we have C
λµ1
+ ∩C+λµ2 = ∅. In particular,
we get well-defined stratifications
Cλ+ =
⊔
µ∈Λ+
µ≤λ
C
λµ
+ , CGsc+ (F ) ∩ C+(O) =
⊔
λ,µ∈Λ+
µ≤λ
C
λµ
+
Proof. The argument is similar to the proof of Corollary 3.9.3, using Proposition 3.9.5 instead of Lemma 3.9.2.

The following lemma relates the stratas (3.15) the stratas (3.11).
Lemma 3.9.7. For any λ ∈ Λ+ and γ ∈ G(F )rs with νγ ≤Q λ, there exists a unique dominant integral
coweight µ ∈ Λ+ with µ ≤ λ that satisfies any (hence all) of the following equivalent conditions:
(1) µ ∈ Λ+ is a minimal dominant integral coweight such that νγ ≤Q µ;
(2) νγ ∈ P◦µ, cf. (3.11);
(3) χ+(γλ) ∈ C
λµ
+ , cf. (3.15).
Proof. The equivalence between (1) and (2) folows from the definition of Pµ. The equivalence of (1) and (3)
follows from Proposition 3.1.6.
Finally, the uniqueness of µ follows from Lemma 3.9.2 or Proposition 3.9.5. 
Now we state our conjecture on irreducible components of Xλγ :
Conjecture 3.9.8. Let λ ∈ Λ+ and γ ∈ G(F )rs with νγ ≤Q λ. Let µ ∈ Λ+ be the “best integral approxima-
tion” of νγ , i.e. the unique dominant coweight that satisfies the equivalent conditions in Lemma 3.9.7. Then
the number of G0γ(F )-orbits on Irr(X
λ
γ ) equals to the weight multiplicity mλµ.
By Corollary 3.5.3, this conjecture is true when γ is an unramified conjugacy class.
Remark 3.9.9. For irreducible components of affine Deligne-Lusztig varieties, there is a similar conjecture
made by Chen-Zhu, see the discussion in [HV17] and [XZ17]. In their setting, they also approximate Newton
points of twisted conjugacy classes by integral coweight. However, the “best integral approximation” as
defined in [HV17] is the largest integral coweight dominated by the Newton point. Whereas in the formulation
of Conjecture 3.9.8, we use the smallest integral coweight dominating the Newton point. Simple examples
suggest that these two integral approximations are very likely in the same Weyl group orbit, so we expect
the two weight multiplicities to be the same.
3.9.10. Components of the regular locus. The G0γ(F )-orbits on Irr(X
λ,reg
γ ) corresponds bijectively to G
0
γ(F )
orbits on Xλ,regγ , which are precisely the Pa-orbits of maximal dimension on Sp
0
a
∼= Xλγ . We know from
Proposition 3.3.1 that these are the varieties Xλ,wγ = Sp
w
a for w ∈ Cox(W, S).
However, for two different w,w′ ∈ Cox(W,S), Xλ,wγ and X
λ,w′
γ might coincide. For example, in the case
λ = 0 and γ ∈ G(O), all Xλ,wγ coincide (hence equal to X
λ,reg
γ ). So in this particular case X
λ,reg
γ is the unique
Pa-orbit of maximal dimension. In general, we know from (2.7) that the number of G0γ(F ) orbits in X
λ,reg
γ is
bounded above by the Cardinality of Cox(W,S). We will see that in many situations, this upper bound can
be achieved (in other words Xλ,wγ are mutually disjoint).
Theorem 3.9.11. Let λ ∈ Λ+ and γ ∈ G(F )rs with νγ ≤Q λ. Let µ ∈ Λ+ be the “best integral approximation”
of the Newton point νγ as in Lemma 3.9.7. Then we have an inequality
|{G0γ(F ) orbits on X
λ,reg
γ }| ≤ |Cox(W,S)|
where Cox(W,S) is the set of S-Coxeter elements defined in Definition 2.2.1. Moreover, when λ lies in the
interior of the Weyl chamber and λ−µ lies in the interior of the positive coroot cone, the equality is achieved.
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Proof. It remains to show the last statement. Suppose λ lies in the interior of the Weyl chamber and λ− µ
lies in the interior of the dominant coroot cone. Consider the following Cartesian diagram
χ−1+ (a)
//

VinGsc
χ+

SpecO
a
// C+
For g ∈ G(F ) such that gG(O) ∈ Xλ,regγ , let Ad(g)
−1γ be the reduction mod ̟ of Ad(g)−1γ ∈ VinregGsc(O).
The condition that λ lies in the interior of the Weyl chamber means that 〈λ, αi〉 > 0 for all simple roots
αi. Hence the special fiber of χ
−1
+ (a) lies in the asymptotic semigroup As(G
sc) := α−1(0) and in particular
Ad(g)−1γ ∈ As(Gsc) ∩VinregGsc .
Furthermore, the assumption that λ − µ lies in the interior of the positive coroot cone implies that
〈λ−µ, ωi〉 > 0 for all fundamental weight ωi. Therefore the reduction mod ̟ of a equals to 0 and the special
fiber of χ−1+ (a) is the nilpotent cone N . In particular, we get Ad(g)
−1γ ∈ N reg.
Consequently there is a bijection between G0γ(F ) orbits on X
λ,reg
γ and G orbits on N
reg, the latter of which
corresponds bijectively to Cox(W,S) by Proposition 2.2.8. 
As an immediate consequence, we mention the following purely combinatorial result, which might be of
independant interest:
Corollary 3.9.12. Let λ ≥ µ be dominant weights of a complex reductive group G. Suppose that λ lies in
the interior of the Weyl chamber and λ − µ lies in the interior of the positive root cone (the “wide cone”).
Then we have the following lower bound for the weight multiplicity
mλµ ≥ |Cox(W,S)|
where the set Cox(W,S) is defined in §2.2.1.
Proof. We consider the dual group G∨ of G over k. Then λ ≥ µ are dominant coweights for G∨. Let T∨ ⊂ G∨
be a maximal torus and γ ∈ ̟µT∨(O)∩G∨(F )rs. Then the generalized affine Springer fibre Xλγ is nonempty
and by Corollary 3.5.3, the number of G∨,0γ (F )-orbits on Irr(X
λ
γ ) equals to mλµ. On the other hand, by
Theorem 3.9.11, the number of G∨,0γ (F )-orbits on Irr(X
λ,reg
γ ) equals to |Cox(W,S)|, hence the inequality. 
Remark 3.9.13. If Gad is simple of rank r, then |Cox(W,S)| = 2r−1. In general, if the simple factors of Gad
has rank r1, . . . , rm, then
|Cox(W,S)| =
m∏
i=1
2ri−1.
We expect that there should be a more straightforward proof of Corollary 3.9.12.
Remark 3.9.14. In general, the weight multiplicity mλµ will increase with λ while the right hand side in
Corollary 3.9.12 is a fixed constant independant of λ, µ. Thus in general there will be much more irreducible
components in Xλγ than the regular open subvariety X
λ,reg
γ .
4. The Hitchin-Frenkel-Ngoˆ fibration
In this section we study global analogue of Kottwitz-Viehmann varieties, the Hitchin-Frenkel-Ngoˆ fibration.
These are certain group analogue of Hitchin fibrations, first introduced in [FN11] and later studied in more
detail in [Bou17] and [Bou15b].
Throughout this section we let X be a projective smooth curve of genus g over k and G a connected
reductive group over k.
4.1. First definitions. Let L be a Zsc+ = T
sc torsor on X . Then we can twist the schemes VinGsc (resp.
C+, AGsc) by L to form corresponding affine spaces Vin
L
Gsc (resp. C
L
+, A
L
Gsc) over X .
Definition 4.1.1. The Hitchin-Frenkel-Ngoˆ moduli stack associated to the T sc-torsor L is the mapping stack
ML := Hom(X, [Vin
L
Gsc/Ad(G)])
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In other words, ML classifies pairs (E , ϕ) where E is a G-torsor on X and ϕ is a section of E ∧
G VinLGsc
where G acts on VinLGsc by adjoint action, and the action factors through Gad. We refer to such pairs (E , ϕ)
as Higgs-Vinberg pairs.
Replacing VinGsc by Vin
0
Gsc (resp. Vin
reg
Gsc) in the definition of ML, we define open substacks M
0
L (resp.
MregL ⊂ML). Also we define
AL := HomX(X,C
L
+), BL := HomX(X,A
L
Gsc)
as the space of sections of the affine space CL+ (resp. A
L
Gsc) over X . More concretely, we can describe AL and
BL as follows.
For each ω ∈ X∗(T ), let ω(L) be the invertible sheaf on X defined by pushing L along the morphism
ω : T → Gm. Then we have
BL = H
0(X,ALGsc) =
r⊕
i=1
H0(X,αi(L))
and
AL = BL ⊕
r⊕
i=1
H0(X,ωi(L)).
Definition 4.1.2. The Hitchin-Frenkel-Ngoˆ fibration is the morphism
hL :ML → AL
induced by χ+ : VinGsc → C+.
Let βL : AL → BL be the natural projection and αL := βL ◦ hL : ML → BL be the map induced by
α : VinGsc → AGsc . We call the fibres of αL restricted Hitchin-Frenkel-Ngoˆ moduli stack.
4.1.3. Each point b ∈ BL can be written as b = (b1, . . . , br) where bi ∈ H0(X,αi(L)). Let B◦L ⊂ BL be the
open subset consisting of those b such that bi is nonzero for all i. To each point b ∈ B
◦
L, we can associate an
X∗(Tad)+-valued divisor λb on X defined by
λb :=
r∑
i=1
ωˇiD(bi)
where D(bi) is the effective divisor on X associated to bi and ωˇi is the i-th fundamental coweight. For any
a ∈ AL with βL(a+) ∈ B◦L, we denote λa := λβL(a).
Definition 4.1.4. The generically regular semisimple locus A♥L is the open subset ofAL consisting of sections
a : X → CL+ such that βL(a) ∈ B
◦
L and a(X) generically lies in the open subset C
rs,L
+ = C
L
+ −D
L
+.
4.1.5. Global Steinberg section. Let c = |Z(Gder)| be the order of the center of the derived group of G.
Suppose there exists a T sc-tosor L′ such that L ∼= (L′)⊗c. By definition, there is a canonical map [ev]L :
AL ×X → [C+/T sc] making the following diagram commutative:
AL ×X
[ev]L
//

[C+/T
sc]

X
L
// BT sc
Here the left arrow is projection to X and the bottom arrow corresponds to the T sc-torsor L.
The choice of c-th root L′ of L defines a morphism [ev]L′ : AL × X → [C+/T sc] lifting [ev]L. Then for
each w ∈ Cox(W,S) (cf. Definition 2.2.1), the composition of [ev]L′ and the section ǫw+,[c] of [χ+][c] (cf.
Proposition 2.2.19) induces a section of hL:
ǫwL′ : AL →M
reg
L ⊂ML.
We refer to ǫwL as the global Steinberg section.
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4.2. Symmetries of Hitchin-Frenkel-Ngoˆ fibration.
Definition 4.2.1. Let PL be the Picard stack over AL that associates to any S-point a ∈ AL(S) the Picard
groupoid Pa of Ja torsors on X × S. Here Ja is the pull back of the universal centralizer JL on CL+ along
the map a : X × S → CL+.
Proposition 4.2.2. PL is a smooth Picard stack over AL.
Proof. The argument of [Ngoˆ10, Proposition 4.3.5] generalize verbatim to our situation. The point is that
Ja is a smooth group scheme and the obstrction to deforming a Ja-torsor lives in H2(X,Lie(Ja)), which
vanishes since X is a curve. 
The action of BJ on [VinGsc/Ad(G)] (resp. [Vin
reg
Gsc/Ad(G)]) induces action of PL on ML (resp. M
reg
L ).
To understand the connected components of the fibres of PL, we utilize cameral covers.
Definition 4.2.3. The cameral cover associated to each a ∈ AL(k) is the finite flat cover πa : X˜a → X
defined by the following Cartesian diagram
X˜a //
πa

T sc+
L

X
a
// CL+
For any closed point a ∈ A♥L , we define the discriminant divisor for a to be the effective divisor
∆a := a
−1(DL+)
Over the nonempty open subset Ua := X−∆a, the cameral cover πa is Galois e´tale with Galois group W .
Choosing a point u˜ ∈ X˜a with u := πa(u˜) ∈ Ua, we get a homomorphism
ρa : π1(Ua, u)→W
whose image is a subgroup Wa ⊂W . Note that the conjugacy class of Wa in W is independant of the choice
of base point u˜.
Let J 0a ⊂ Ja be the fibrewise neutral component and consider the Picard stack P
′
a := BunJ 0a of J
0
a -torsors
on X . Then there is a natural homomorphism of Picard stacks P ′a → Pa. The following Lemma is parallel
to [Ngoˆ10, Lemme 4.10.2] with exactly the same proof.
Lemma 4.2.4. The homomorphism P ′a → Pa is surjective with finite kernel. Same is true for the induced
homomorphism π0(P ′a)→ π0(Pa).
Corollary 4.2.5. π0(Pa) is finite if and only if TWa is finite.
Proof. By previous lemma, π0(Pa) is finite if and only if π0(P ′a) is finite. By [Ngoˆ06, Corollaire 6.7], π0(P
′
a) =
TˆWa. Since the finiteness of TWa is equivalent to the finiteness of TˆWa , the result follows. 
Definition 4.2.6. The anisotropic locus is the subset AaniL ⊂ A
♥
L consisting of a ∈ A
♥
L such that the
component group π0(Pa) is finite.
For each subset I ⊂ ∆, we consider the invariant quotient T sc+
WI
. Then the natural morphism T sc+
WI
→ C+
is finite and Zsc+ = T
sc equivariant. Denote T sc+
WI ,L
:= T sc+
WI
×Z
sc
+ L.
Let AWIL := H
0(X,T sc+
WI ,L
) be the space of sections of the affine scheme T sc+
WI ,L
over X . Consider the
map
νI : A
WI
L → AL
induced by the finite morphism T sc+
WI ,L
→ CL+. Let A
WI ,♥
L := ν
−1
I (A
♥
L ).
Proposition 4.2.7. Suppose G is semisimple. Then the complement of AaniL in A
♥
L is a finite union
A♥L \ A
ani
L =
⋃
I$∆
νI(A
WI ,♥
L ).
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Proof. Let a ∈ A♥L−A
ani
L . Then by Corollary 4.2.5, T
Wa contains a nontrivial torus S. Since G is semisimple,
the centralizer of S is a proper Levi subgroup of G whose simple roots form a proper subset I $ W . Then
we have Wa ⊂WI .
Consider the following diagram in which both squares are Cartesian:
X˜a //

πa
))
Ya
πIa
//

X

T sc+
L
// T sc+
WM ,L
// CL+
Let Y˜a ⊂ X˜a be the union of all irreducible components that contain a point in the WI -orbit of u˜. Then the
image of Y˜a in Ya is isomorphic to X and hence gives a section of the morphism π
I
a. In other words, there is
a section aI : X → T sc+
WM ,L
such that νI(aI) = a. This proves that
A♥L \ A
ani
L ⊂
⋃
I$∆
νI(A
WI ,♥
L ).
Conversely, for any I $ ∆ and aI ∈ A
WI ,♥
L with νI(aI) = a, the morphism π
I
a in the diagram above has a
section given by aI . This implies that Wa ⊂ WI so that TWa is not finite. By Corollary 4.2.5 again we see
that a ∈ AaniL . 
Corollary 4.2.8. Suppose G is semisimple. Then AaniL is an open subset of A
♥
L . Moreover, for any b ∈ B
◦
L
and any integer N with N > max{2g − 2, rg}, if degωi(L) > N for all 1 ≤ i ≤ r, then the complement of
AaniL,b in A
♥
L,b has codimension at least N − rg.
Proof. By valuative criterion and [Ngoˆ06, Lemme 7.3] we see that νI is proper. So the images νI(A
WI ,♥
L ) are
closed subsets of A♥L and their complement A
ani
L is open. It remains to calculate the dimension of A
WI
L .
Let I $ ∆ and LI a corresponding Levi subgroup of Gsc. We label the fundamental weights ω1, . . . , ωr of
Gsc so that ω1, . . . , ωs are fundamental weights for LI where s = |I| < r. There is a natural morphism
qI : T sc+
WI
→ AGsc × As
given by the WI -invariant functions (αi, 0) for 1 ≤ i ≤ r and (ωi, χIωi) for 1 ≤ i ≤ s, where χ
I
ωi is the
character of the irreducible representation of LI with highest weight ωi. The map q
I induces a map
qIX : A
WI ,♥
L → B
◦
L ⊕
s⊕
i=1
H0(X,ωi(L))
The fibres of qI over the open subset Tad × As ⊂ AGsc × As are isomorphic to Gr−sm . This implies that the
nonempty fibres of qIX are (k
×)r−s. Hence
dimAWI ,♥L ≤ dimBL +
s∑
i=1
(deg(ωi(L)) + 1− g) + r − s.
Therefore, the codimension of A♥L,b −A
ani
L,b is bounded below by
r∑
i=1
(deg(ωi(L)) + 1− g)− [
s∑
i=1
(deg(ωi(L)) + 1− g) + r − s] ≥ N − rg.

Denote ManiL := h
−1
L (A
ani
L ) the anisotropic open substack. This is nonempty when G is semisimple. Also,
let PaniL be the restriction of PL to A
ani
L .
Proposition 4.2.9. ManiL and P
ani
L are Deligne-Mumford stacks.
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Proof. Let (E , ϕ) ∈ ManiL (k) and a = hL(E , ϕ). Then the k-group Aut(E , ϕ) classifies sections of the group
scheme AutG(E)ϕ over X , which is the closed subscheme of centralizer of ϕ in the group scheme AutG(E).
Choose a geometric point η¯ over the generic point η of X . Restricting the cameral cover to η along a, we
obtain a homomorphism ρηa : Gal(η¯/η)→W . LetWa be the image of ρ
η
a. Furthermore, choose a trivialization
of E over the generic point η under which ϕ maps to a regular semisimple element in T+(k(X)). With these
choice we get a closed embeddings Aut(E , ϕ) ⊂ TWa and H0(X,Ja) ⊂ TWa .
Since a ∈ AaniL , T
Wa is finite. Since char(k) is coprime to the order ofW , TWa is finite unramified k-group.
This shows that ManiL and P
ani
L are Deligne-Mumford stacks. 
Theorem 4.2.10. Assume that the T sc-torsor L admits a c-th root L′. Then for any a ∈ AaniL , there is a
homeomorphism of quotient stacks
(4.1) [Ma/Pa] ∼=
∏
x∈X−Ua
[Spax/Pax ]
In particular, we have
dimMa − dimPa =
∑
x∈Supp(∆a)
(dim Spax − Pax).
Proof. Choose a Coxeter element w ∈ Cox(W,S). The c-th root L′ of L induces a global Steinberg section
ǫwL′ , in particular a base point ǫ
w
L′(a) ∈ M
reg
a . Using Corollary 2.2.15, we argue as in the proof of [Ngoˆ06,
The´ore`me4.6] to show that there is a morphism as (4.1) inducing equivalence of groupoids on k-points. Then
the argument of [Ngoˆ10] shows that the map (4.1) is a homeomorphism. 
4.3. Properness over the anisotropic locus. Throughout this section, we assume G is semisimple so that
AaniL is nonempty. Our goal is to show that the morphism h
ani
L :M
ani
L → A
ani
L is proper.
4.3.1. Finiteness properties. We first show that the Hitchin-Frenkel-Ngoˆ fibration is of finite type over the
anisotropic locus.
We start with a more general situation. Let ρ : G → GL(V ) a finite dimensional representation such
that ker(ρ) is contained in the center of G. Fix a torus T and a Borel subgroup B containing T . Let
V (1), . . . , V (m) be the irreducible consitituents of V (counted with multiplicity) and λ(1), . . . , λ(m) be the
corresponding highest weight.
For each V (j), we choose a basis {e
(j)
i , 1 ≤ i ≤ dj} (where dj = dim Vj) as follows. Each e
(j)
i is a weight
vector with weight λ
(j)
i ∈ X
∗(T ). Then we can express λ(j) − λ
(j)
i as a linear combination of positive simple
roots with non-negative integer coefficients and we call the sum of coefficients the height of e
(j)
i . The basis
elements e
(j)
i are indexed so that the height is non-decreasing with respect to i. In particular, e
(j)
1 is a highest
weight vector and e
(j)
dj
is a lowest weight vector in Vj .
Then under the basis {e
(j)
i , 1 ≤ i ≤ dj , 1 ≤ j ≤ m}, ρ(B) consists of upper triangular matrices in∏
j End(Vj), which are the stabilizers of the standard flags 0 = L
(j)
0 ⊂ L
(j)
1 ⊂ · · · ⊂ L
(j)
dj
= V (j) where
L
(j)
i = Span(e
(j)
1 , . . . , e
(j)
i ) for 1 ≤ i ≤ dj .
Let I ⊂ ∆ be a subset of simple roots and PI ⊂ G the standard parabolic subgroup whose Levi factor has
simple roots in I. Then there exists standard parabolic subalgebras p
(j)
I ⊂ End(V
(j)) such that
ρ(PI) = ρ(G) ∩ (
m⊕
j=1
p
(j)
I ).
More precisely, p
(j)
I is the stabilizer of the partial flag in V
(j) obtained from the standard flag by replacing
L
(j)
i with the span of L
(j)
i and all basis vectors whose corresponding weight differs from the weight of e
(j)
i by
a linear combination of simple roots in I.
Fix a divisor D on a smooth projective curve X . Consider the following stack
MV := Hom(X, [(
m∏
j=1
End(V (j))(D))/G])
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where the action of G on
∏m
j=1 End(V
(j)) is induced by ρ. More concretely, the moduli stack MV classifies
tuples (E,ϕj , 1 ≤ j ≤ m) where E is a G-torsor and ϕj : ρjE → ρjE(D) is a meromorphic endomorphism of
the vector bundle ρjE := E ∧(G,ρ) V (j).
From the definition, we have
MV =M1 ×BunG M2 ×BunG · · · ×BunG Mm
where for each 1 ≤ j ≤ m, we define
Mj = Hom(X, [(End(V
(j))(D))/G]).
By ??? we know that there exists a constant C > 0 such that for any G-torsor E on X there exists a Borel
reduction EB of E so that deg(EB) belongs to
C := {H ∈ ΛQ, α(H) ≥ −c ∀α ∈ ∆}.
Let N be a positive integer which is larger than the sum of coefficients of λ(j) − λ
(j)
i under the basis ∆ for
all i, j. Let d be an integer such that
(4.2) d > deg(D) + 2Nc
For each subset I ⊂ ∆, consider the following cone
CI := {H ∈ ΛQ, α(H) ≤ d ∀α ∈ I and α(H) ≥ d ∀α ∈ ∆− I}.
Lemma 4.3.2. Let (E,ϕj) ∈MV and EB a B-reduction of E. Suppose that degEB ∈ C∩CI , then we have
ϕ ∈ p(D) ∧B EB
where p =
⊕m
j=1 p
(j)
I
Proof. We can treat each factor Mj separately and assume that V is irreducible. It suffices to prove that
under the adjoint action of ϕ, EB ∧B b is sent into EB ∧B p(D). Consider a filtration of End(V (j)):
(0) = b0 ⊂ b1 ⊂ · · · ⊂ br = b ⊂ p = ps ⊂ ps−1 ⊂ · · · ⊂ p0 = End(V
(j)).
stable under adjoint action of B, with one-dimensional successive quotients.
Suppose the image of EB ∧B b under ad(ϕ) is not contained in EB ∧B p(D). Then there exists 0 < i ≤ r
and 0 ≤ j < s such that ad(ϕ) induces a non-zero homomorphism of line bundles
EB ∧
B (bi/bi−1)→ EB ∧
B (pj/pj+1)(D).
In particular, the degree of the source is not larger than the degree of the target. More precisely, let γ be
the weight of B on bi/bi+1 and δ the weight of B on pj/pj+1. Then we have the inequality
〈degEB , γ − δ〉 ≤ degD.
Note that γ is the difference between the highest weight λ(j) and certain weight of the G-representation V (j),
hence a non-negative linear combination of simple roots with the sum of coefficients bounded by N . Since
degEB ∈ C, we then have
〈degEB , γ〉 ≥ −Nc.
On the other hand, by definition of p = p
(j)
I , we see that −δ is a non-negative linear combination of simple
roots such that the sum of coefficients is bounded by N and the coefficient of some root in ∆− I is positive.
Hence because degEB ∈ C ∩ CI , we have
〈degEB,−δ〉 ≥ d−Nc.
Combining the above two inequalities, we get d− 2Nc ≤ degD which contradicts (4.2) and thus the lemma
follows. 
Proposition 4.3.3. The stack ManiL is of finite type.
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Proof. The natural morphism Mani → BunG is of finite type. For each ν ∈ X
∗(T ), the moduli stack BunνB
of B-bundles on X with degree ν is of finite type. It suffices to show that there is a finite subset S ⊂ X∗(T )
such that the image of Mani in BunG is contained in the image of ∪ν∈SBun
ν
B in BunG.
Let m = (E , ϕ) ∈ ManiL (k) and EB a B-reduction of E such that deg(EB) ∈ C. Let a = hL(m) ∈ A
ani
L .
Suppose that deg(EB) ∈ CI for some proper subset I ⊂ ∆. Then ϕ maps the generic point of the curve
into the proper parabolic subgroup PI,+ of G
sc
+ . This implies that Wa is contained in the Weyl group of the
Levi LI and hence T
Wa is not finite, contradicting the fact that a ∈ AaniL (k). Consequently, we have det EB
lies in the intersection of C and the complement of CI for any proper subgroup I ⊂ ∆. This intersection
is a bounded subset of X∗(T )R and hence the set of weights S ⊂ X
∗(T ) lying in the intersection is a finite
set. 
4.3.4. Valuative criterion. First we have the existence part of the valuative criterion, which is true over the
larger open subset A♥L .
Proposition 4.3.5. Let R be a complete discrete valuation ring with algebraically closed residue field contain-
ing k. Let K be the fraction field of R. Then for all a ∈ A♥G(R) and mK ∈M
♥
G(K) such that hG(mK) = a,
there exists a finite extension K ′ of K and m ∈ MG(R′), where R′ is the integral closure of R in K ′, such
that
(1) The image of m in M♥G(K
′) is isomorphic to that of mK ;
(2) hG(m) = a.
Proof. The argument is the same as [CL10, §8.4]. The key points are: 1. Any G-torsor extends uniquely
over a codimension 2 subset; 2. the universal twisted monoid VG over AG ×X is affine, so that Higgs fields
extends over any codimension 2 subset. 
Proposition 4.3.6. Suppose G is semisimple. Let R be a complete discrete valuation ring with algebraically
closed residue field κ containing k. Let m,m′ ∈ Mani(R) be two elements and mK ,m′K ∈ M
ani(K) their
base change. Suppose that the following two conditions are satisfied:
(1) h(m) = h(m′);
(2) there exists an isomorphism ιK : mK → m′K .
Then there exists a unique isomorphism ι : m→ m′ extending ιK .
Proof. We follow the argument in [CL10, §9]. Let m = (E , φ) and m′ = (E ′, φ′). Consider the local ring B
of the generic point of the special fiber of XR. Then B is a discrete valuation ring whose residue field is the
function field κ(X) of Xκ and whose fraction field is the function field F of XR.
By §9.2 of loc. cit., it suffices to extend ιK to an isomorphism of G-torsors ι : E → E ′ over SpecB. As in
§9.3 of loc. cit., it suffices to show that for some finie extension K ′, the base change ιK′ of ιK extends to an
isomorphism between E , E ′ over SpecB′. Here B′ is the integral closure of B in the function field F ′ of XR′
where R′ is the integral closure of R in K ′.
To achieve this, after taking a finite extensionK ′/K one can assume that E , E ′ are trivial over SpecB (since
by [DS95, Theorem 2], they will be trivial in a Zariski open neighbourhood of the generic point of the special
fibre of XR after a finite extension of K). Moreover, as in [CL10, Lemme 9.3.1], one can choose trivialization
of E and E ′ over SpecB such that they map the “Higgs fields” φ and φ′ to some element γ ∈ VinrsG(B).
Under these trivializations, the isomorphism ιK is identified with an element g ∈ G(F ) such that g−1γg = γ.
In other words, g ∈ Gγ(F ). Since m,m′ lies in the anisotropic open substack and γ ∈ Vin
rs
G(B), Gγ is an
anisotropic torus over SpecB and hence Gγ(B) = Gγ(F ). Thus in particular, g ∈ G(B) and the isomorphism
ιK extends. 
Theorem 4.3.7. The morphism haniL :M
ani
L → A
ani
L is proper.
Proof. This follows from what have been proved in this section and the valuative criterion of properness for
algebraic stacks. 
4.4. Singularities of restricted Hitchin-Frenkel-Ngoˆ moduli stack. Later when proving equi-dimansionality
of Kottwitz-Viehmann varieties, we will need the transversality theorem of Bouthier in [Bou17], where it was
shown that the singularities of certain open substack of restricted Hitchin-Frenkel-Ngoˆ moduli stack are the
same as some closed Schubert varieties in the affine Grassmanian. The method of Bouthier was later sim-
plified by Yun in [Yun15b]. In [Bou17] and [Yun15b] it is assumed that the group is simply-connected but
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the argument works without this assumption. For the reader’s convenience we review this result following
[Yun15b].
4.4.1. Fix a X∗(Tad)+-valued divisor λ =
∑m
i=1 λixi on the curve X . Then λ defines a Tad-torsor Lλ. We
assume that Lλ can be lifted to a T sc-torsor L. Then λ can be identified with a closed point of BL =
H0(X,ALGsc). Let M≤λ := α
−1
L (λ) be the corresponding restricted Hitchin-Frenkel-Ngoˆ moduli stack. Let
A≤λ := β
−1
L (λ) and h≤λ : M≤λ → A≤λ be the restricted Hitchin-Frenkel-Ngoˆ fibration. Let Mλ :=
M≤λ ∩M
0
L be the open substack where the Higgs-Vinberg field lands in [Vin
0
Gsc/T
sc ×Ad(G)].
Assume moreover that L admits a c-th root L′ where c = |Z(Gder)|. Then by the discussion in § 4.1.5,
there exists global Steinberg section ǫwL′ : A≤λ →M
reg
≤λ for each choice of Coxeter element w ∈ Cox(W,S).
4.4.2. For each a ∈ A♥≤λ, we write the associated discriminant divisor as
∆(a) = ∆(a)sing +∆(a)triv
where ∆(a)triv is multiplicity free and the multiplicity of ∆(a)sing at each point is at least 2.
Definition 4.4.3. Let S ⊂ Supp(λ) be a nonempty subset. The transversal subset A♭≤λ ⊂ A≤λ consists of
a ∈ A♥≤λ satisfying the following two conditions
• Supp(∆(a)) ∩ Supp(λ) ⊂ S
• For each 1 ≤ i ≤ r,
2g − 2 +m0(deg∆(a)sing + |S|) +
∑
s∈S
b(λs) < degωi(L)
where m0 is the positive integer defined in the paragraph before Proposition 2.6.6 and b(λs) is the
non-negative integer in Lemma 2.5.2.
We call M♭≤λ := h
−1
≤λ(A
♭
≤λ) the transversal open substack and denote M
♭
λ :=M
♭
≤λ ∩Mλ.
4.4.4. Local evaluation map. For each s ∈ S, the arc space L+G acts by left multiplication on Gr≤λs := Gr
Gad
≤λs
and the action factors through L+Gad. We let N be a positive integer such that for all s ∈ S, the action of
L+G on Gr≤λs factors through the N -th jet space L
+
NG. Then the product group L
+
NSG :=
∏
s∈S L
+
NG acts
naturally on
∏
s∈S
Gr≤λs and we define the local evaluation map
evNS :M≤λ → [L
+
NSG\
∏
s∈S
Gr≤λs ]
by choosing trivialisations of G-torsors on the N -th infinitesimal neighbourhood of points s ∈ S. Let ev♭NS
be the restriction of evNS to M♭≤λ. From the first condition in Definition 4.4.3, we see that for any (E , ϕ) ∈
M♭≤λ the restriction of the Higgs-Vinberg field ϕ to points in Supp(λ) \ S lands in the open substack
[VinrsGsc/T
sc × Ad(G)], which is contained in [Vin0Gsc/T
sc × Ad(G)] by Corollary 2.2.7. Hence the inverse
image of the open strata [L+NSG\
∏
s∈S Grλs ] under ev
♭
NS is precisely M
♭
λ =M≤λ ∩Mλ.
Theorem 4.4.5 ([Bou17],[Yun15b]). The morphism
ev♭NS :M
♭
≤λ → [L
+
NSG\
∏
s∈S
Gr≤λs ]
is smooth.
The proof proceeds in several steps which occupy the rest of this section.
4.4.6. Let M♭≤λ,NS be the stack classifying triples (E , ϕ, τNS) where (E , ϕ) is a point in M
♭
λ and τNS is a
trivialisation of E on the N -th infinitesimal neibourhoods of s for all s ∈ S. ThenM≤λ,NS is a L
+
NSG-torsor
overM≤λ and to prove the smoothness of ev
♭
NS , it suffices to prove the smoothness of its base change
e˜v♭NS :M
♭
≤λ,NS →
∏
s∈S
Gr≤λs .
Notice that the source and target of e˜v♭NS are locally of finite type. Hence it suffices to show that e˜v
♭
NS is
formally smooth. In other words, we need to check the infinitesimal lifting property.
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4.4.7. Let R be an artin local k-algebra with maximal ideal m and let I ⊂ R be an ideal with I · m =
0. Denote R¯ := R/I. Consider a triple (E¯ , ϕ¯, τ¯NS) ∈ M♭λ,NS(R¯) whose image under the map e˜v
♭
NS is
([γ¯s])s∈S ∈
∏
s∈S Gr≤λs(R¯). Let ([γs])s∈S ∈
∏
s∈S Gr≤λs(R) be a lifting of ([γ¯s])s∈S . We need to find a
lifting of (E¯ , ϕ¯, τ¯NS) to a point in M≤λ,NS(R) whose image under e˜v
♭
NS coincides with ([γs])s∈S .
Extend τ¯NS to a trivialisation τ¯∞S of E¯ on
∏
s∈S Ds⊗ˆR¯ where Ds denotes the formal neighbourhood
of s in X . It suffices to construct a Higgs-Vinberg pair (E , ϕ) ∈ M♭≤λ(R) lifting (E¯ , ϕ¯) ∈ M
♭
≤λ(R¯) and a
trivialisation τ∞S of E on
∏
s∈S Ds⊗ˆR lifting τ¯∞S .
4.4.8. Let a¯ := h≤λ(E¯ , ϕ¯) ∈ A♭≤λ(R¯) and a0 ∈ A
♭
≤λ(k) its reduction mod m. We have the discriminant
divisor ∆(a0) associated to a0. For each v ∈ X , let dv be the multiplicity of ∆(a0) at v. Let S′ :=
S ∪ Supp(∆(a0)sing) and T := S′ \ S so that S′ = S ⊔ T . Note that the first condition in Definition 4.4.3
implies that T ∩ Supp(λ) = ∅.
For each s ∈ S, under the trivialisation τ∞S , the Taylor expansion of ϕ¯ at s corresponds to an element
γ¯s ∈ L+Vin
λ(R¯) whose image in Gr≤λs(R¯) is [γ¯s]. Since the morphism L
+Vinλ → Gr≤λs is formally smooth,
there exists a lifting γs ∈ L+Vin
λ(R) of γ¯s whose image in Gr≤λs equals to the [γs] given above. Let
as := χ+(γs) ∈ C+(Oˆs⊗ˆR). Then a¯s = a¯ ∈ C+(Oˆs⊗ˆR¯).
For each t ∈ T = S′ \ S, choose a trivialisation τ¯∞t of E¯ on Dt⊗ˆR¯, under which the Taylor expansion of
ϕ at t corresponds to an element γ¯t ∈ L+Gsc+(R¯). We lift γ¯t arbitrarily to an element γt ∈ G
sc
+ (Oˆt⊗ˆR) and
let at := χ+(γt) ∈ C+(Oˆt⊗ˆR). Then in particular a¯t = a¯ ∈ C+(Oˆt⊗ˆR¯).
4.4.9. Consider the local evaluation map of the base space
A≤λ →
⊕
s∈S
Cλs+ (Os/̟
m0ds+b(λs)
s )×
⊕
t∈T
C(Ot/̟
m0dt
t )
By the inequality in Definition 4.4.3, this is a surjective linear map between k-vector spaces, hence it is
smooth when viewed as morphisms between affine k-schemes. So there exists a ∈ A≤λ(R) lifting a¯ ∈ A≤λ(R¯)
such that a ≡ av mod ̟nvv for all v ∈ S
′.
Then for each s ∈ S, we have a ≡ χ+(γs) mod ̟
m0ds+b(λs)
s . By Proposition 2.6.6 there exists θs ∈
VinG(R[[̟s]]) such that χ+(θs) = a and θs ≡ γs mod ̟
b(λs)
s . By Lemma 2.5.2, this implies that the image
of θs in Grλs(R) coincides with [γs].
For each t ∈ T , by Proposition 2.6.6 again, there exists θt ∈ G
sc(Oˆt⊗ˆR) such that χ+(θt) = a.
4.4.10. For each v ∈ Supp(λ)\S, the restriction of the Higgs-Vinberg field ϕ¯ to v lands in [VinrsG/T ×Ad(G)]
by the first condition in Definition 4.4.3. For each point v in the complement of Supp(λ)∪S′ = Supp(λ)⊔T ,
the restriction of ϕ¯ to v lands in [Gsc,reg+ /T ×Ad(G)] by Corollary 3.8.3.
Therefore the restriction of (E¯ , ϕ¯) to (X − S′)⊗k R¯ lands in the stack
[(VinrsG ∪G
sc,reg
+ )/T ×Ad(G)]
which is a BJ gerbe neutralized by a global Steinberg section ǫwL′ . By the same reasoning as in Proposi-
tion 4.2.2, there exists a Higgs-Vinberg pairs (E ′, ϕ′) over (X − S′) ⊗k R together with trivialisations τ•∞v
of E ′ over the formal punctured disc at each v ∈ S′ that lifts (E¯ , ϕ¯)|(X−S′)⊗kR¯ and the restrictions of the
trivialisations τ∞v to the punctured disc and moreover χ+(E
′, ϕ′) = a ∈ Hom(X − S′,CL+).
4.4.11. Finally we construct the desired lifting (E , ϕ, τ∞S) by Beauville-Laszlo gluing lemma. For each
v ∈ S′, restricting ϕ′ to the formal punctured disc D•v⊗ˆR and using the trivialisation τ
•
∞v, we obtain an
element θ′v ∈ G
sc
+(R((̟v))) with χ+(θ
′
v) = a. Recall that we have constructed elements θv ∈ L
+Vinλv (R) ⊂
Gsc+(R((̟v))) with χ+(θv) = a. Since a ∈ C
rs
+(R((̟v))), the transporter Isom(θv, θ
′
v) from θv to θ
′
v is a
torsor under the smooth centralizer Ja|D•v⊗ˆR. After reduction mod I, we know that θ¯v and θ¯
′
v comes from
a globally defined Higgs-Vinberg pair (E ′, ϕ′). In other words, Isom(θv, θ′v) has a R¯-point. By smoothness,
this R¯-point lifts to an R-point of Isom(θv, θ
′
v). Consequently by Beauville-Laszlo lemma, the Higgs-Vinberg
pairs (E ′, ϕ′) over (X − S′)⊗k R with the trivialisations τ•∞v over the formal punctured dics D
•
v⊗ˆkR can be
glued with the Higgs-Vinberg pairs (E0, θv) (where E0 is the trivial G-torsor) on the formal discs Dv⊗ˆR to
get a Higgs-Vinberg pair (E , ϕ) ∈ M♭≤λ(R). By construction it comes with tautalogical trivialisations τ∞S on
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⊔s∈SDs⊗ˆR lifting (E¯ , ϕ¯, τ¯∞S) and its image under the evaluation map e˜v
♭
NS is the R-point ([θs] = [γs])s∈S
of
∏
s∈S Gr≤λs .
Corollary 4.4.12. The stack M♭≤λ is Cohen-MaCaulay and its open substack M
♭
λ is smooth.
Proof. This follows from Theorem 4.4.5 and the fact that Gr≤λs is Cohen-MaCaulay and Grλs is smooth for
all s ∈ S. 
5. From global to local
In this section we finish the proof of Theorem 1.2.1.
Let λ ∈ X∗(T )+ and γ ∈ G(F )rs. Suppose that κG(γ) = pG(λ) and νγ ≤Q λ so that the generalized affine
Springer fibres Xλγ and X
≤λ
γ are nonempty. Let a := χ+(γλ) ∈ C+(O) ∩ C
rs
Gsc+
(F ) where γλ ∈ G
sc,rs
+ (F ) is
defined in Lemma 3.1.5. Then we have isomorphisms
X≤λγ
∼= Spa, X
λ
γ
∼= Sp0a.
Moreover, the local Picard Pa acts on Spa and Sp
reg
a is the union of open orbits.
5.1. Local constancy of Kottwitz-Viehmann varieties. This subsection is devoted to the proof of the
following:
Theorem 5.1.1. There exists an integer N such that for all a′ ∈ C+(Ox) ∩ CrsG+(Fx) with a
′ ≡ a mod ̟N ,
Spa′ equipped with the action of Pa′ is isomorphic to Spa equipped with the action of Pa.
First we make some standard reductions. Notice that for any a′ ∈ C+(Ox) ∩ CrsG+(Fx), SpG,a′ is a union
of certain connected components of SpGad,a′ , ther latter of which is isomorphic to the quotient of SpGsc+ ,a′
by the coweight lattice X∗(T
sc) of the central torus of Gsc+ . Hence we may assume that G = G
sc
+ and for
simplicity omit G in the notation.
Fix a Coxeter element w ∈ Cox(W,S), cf. 2.2.1. Let γ0 := ǫw+(a) (resp. γ
′
0 := ǫ
w
+(a
′)) be the extended
Steinberg sections for a (resp. a′). Then we have canonical isomorphism between groups schemes over SpecO:
Ja ∼= Iγ0 , Ja′ ∼= Iγ′0 .
Lemma 5.1.2. For any g ∈ G(F ), we have Ad(g)−1(γ0) ∈ VinGsc(O) if and only if
Ad(g)−1(γ0Iγ0(O)) ⊂ VinGsc(O).
Proof. Since γ0 ∈ γ0Iγ0(O), the condition is sufficient. Now assume that γ := Ad(g)
−1(γ0) ∈ VinGsc(O).
Then the centralizer Iγ is a group scheme over SpecO. By Lemma 2.4.2, the isomorphism of F groups
Ad(g)−1 : Ja,F = Iγ0,F → Iγ,F
extends to SpecO. Thus we have
Ad(g)−1(Iγ0(O)) ⊂ Iγ(O) ⊂ G(O)
from which we obtain
Ad(g)−1(γ0Iγ0(O)) = γAd(g)
−1(Iγ0(O)) ⊂ VinGsc(O).

Lemma 5.1.3. Let a, a′ ∈ C+(O)∩CrsGsc+ (F ) with a ≡ a
′ mod ̟N . Suppose that there exists a W -equivariant
isomorphism between the cameral covers X˜a and X˜a′ lifting the identity modulo ̟
N . Let γ0 := ǫ
w
+(a) and
γ′0 = ǫ
w
+(a
′). Then there exists g ∈ G(O) such that
Ad(g)−1(γ0Iγ0(O)) = γ
′
0Iγ′0(O)
Proof. We follow the argument of [Ngoˆ10, Lemme 3.5.4]. Let X˜a = SpecRa and X˜a′ = SpecRa′ where Ra,
Ra′ are finite flat O-algebras. Let Fa := Ra ⊗O F (resp. Fa′ := Fa′ ⊗O F ) and R♭a (resp. R
♭
a′) be the
normalization of Ra (resp. Ra′) in Fa (resp. Fa′).
By assumption, we have Ra/̟
N = Ra′/̟
N and there exists a W -equivariant O-isomorphism
ι : Ra
∼
−→ Ra′
that lifts the identity modulo ̟N .
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By Proposition 2.4.7, the isomorphism ι : Ra ∼= Ra′ induces an isomorphism ιI : Iγ0 → Iγ′0 between group
schemes over SpecO. Since γ0 ∈ Iγ0(F ), we have ιI(γ0) ∈ Iγ′0(F ). We can choose h ∈ G(R
♭
a) and h
′ ∈ G(R♭a′)
such that on F -points, the map ιI is given by the following composition
(5.1) Iγ0(F )
∼
−→ T (Fa)
W ι−→ T (Fa′)
W ∼−→ Iγ′0(F ).
where the first map is Ad(h) the and third map is Ad(h′)−1. In other words, ιI = Ad(h
′−1ι(h)) on F -points.
In particular, we have
χ+(ιI(γ0)) = χ+(γ0) = a.
The assumption that ι is identity modulo ̟N implies that Ad(h′−1ι(h)) ≡ Id mod ̟N . Thus we get
ι(Iγ0 (F ) ∩ VinGsc(O)) ⊂ Iγ′0(F ) ∩VinGsc(O).
In particular, we have ι(γ0) ∈ Iγ′0 ∩ VinGsc(O) and moreover
ιI(γ0) = γ0 = γ
′
0 in Vin
w
Gsc(O/̟
N ).
Since the map
G×VinwG → Vin
w
G ×C+ Vin
w
G
is smooth and surjective, there exists g ∈ G(O) with g ≡ 1 mod ̟N such that Ad(g)−1(γ0) = ιI(γ0).
Therefore
Ad(g)−1(Iγ0) = Iι(γ0) = Iγ′0 .
Finally by Lemma 2.5.2, we have (γ′0)
−1ιI(γ0) ∈ G(O)∩Iγ′0 (F ) = Iγ′(O) which implies that ιI(γ0) ∈ γ
′
0Iγ′0(O)
and hence we are done. 
5.2. Dimension of Kottwitz-Viehmann varieties. By Theorem 3.7.1, the dimension formula for Xλγ
∼=
Spa is reduced to the following statement which we prove in this subsection:
Theorem 5.2.1. dimSpa = dimPa.
If C ⊂ G is the maximal torus in the center of G, then SpG/C,a
∼= SpG,a/X∗(C) and similar isomorphism
holds for the local Picard Pa. Thus we may assume that G is semisimple.
Let X be a projective smooth curve over k and x ∈ X a closed point. Let Ox be the completed local ring
at x and Fx its fraction field. Choose a uniformiser ̟x at x so that we have Ox = k[[̟x]] and Fx = k((̟x)).
Also we let X ′ = X − {x} be the open curve.
We view a ∈ C+(Ox) as a power series in ̟x with coefficients in C+. Form the Cartesian diagram
Xa //
πa

T+
π

SpecO
a
// C+
where Xa = SpecRa for a finite flat O algebra Ra. Moreover, Fa = Ra ⊗O F is a product of finite tamely
ramified extension of F of degree e by our assumption that char(k) is coprime to the order of Weyl group.
Then a(̟ex) ∈ C+(Ox) ∩ C
rs
Gsc+
(Fx) will be a split conjugacy class.
For each s ∈ k we define
(5.2) as := a(s̟x + (1− s)̟
e
x) ∈ C+(O) ∩ CG+(F )
rs.
Then a1 = a and a0 = a(̟
e
x). For each s 6= 0, Spas is isomorphic to Spa since as is obtained from a = a1
by changing uniformizer.
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5.2.2. Let N > 0 be a positive integer such that both Spa and Spa0 only depends on a (resp. a0) modulo
̟Nx . Then for all s ∈ k, Spas only depends on as modulo ̟
N
x .
Now we choose a T sc-torsor L on X trivialized on the formal neighbourhood of x such that
(1) There exists a T sc-torsor L′ and an isomorhpism (L′)⊗c ∼= L;
(2) For all y ∈ X ′ = X − x, choosing a trivialisation of L on a formal neighbourhood of y, the local
evaluation map
(5.3) AL = H
0(X,CL+)→ C+(Ox/̟
N
x )× C+(Oy/̟
2
y)
is surjective.
By Riemann-Roch, condition 2 is satisfied if for all 1 ≤ i ≤ r we have deg(αi(L)) ≥ 2g+N and deg(ωi(L)) >
2g +N .
Recall that for each a+ ∈ A
♥
L , we associate an X∗(Tad)+-valued divisor λa+ on X as in § 4.1.3.
Lemma 5.2.3. Let Σ ⊂ X be a finite subset. The subset AΣL ⊂ A
♥
L consisting of a+ ∈ A
♥
L such that
Supp(λa+) ∩ Supp(∆a+) ⊂ Σ
is constructible.
Proof. For each 1 ≤ i ≤ r, consider the closed subscheme Di ⊂ A
♥
L × X whose fibre over a+ ∈ A
♥
L is the
effective divisor D(bi) where bi is the i-th coordinate of βL(a+) as above. Similarly, we have the closed
subscheme ∆ ⊂ A♥L ×X whose fibre over a+ is the discriminant divisor ∆a+ . Let D
Σ
i = Di∩ (A
♥
L × (X−Σ))
and ∆Σ := ∆ ∩ (A♥L × (X − Σ)). Then D
Σ
i ∩∆
Σ is a locally closed subset of A♥L ×X . By construction A
Σ
L
is the image of
⋃
1≤i≤r
(DΣi ∩∆
Σ) in A♥L , hence constructible. 
5.2.4. The one-parameter family (5.2) defines a curve C in C+(Ox/̟Nx ). Let LC ⊂ AL be the closed subset
defined as the inverse image of C under the map (5.3). For all s ∈ k, let Las ⊂ AL be the inverse image of
as under the map (5.3). Since as ∈ CrsGsc(F ) for all s ∈ k, we have LC ⊂ A
♥
L .
Definition 5.2.5. Let ZC ⊂ LC be the subset consisting of a+ ∈ LC with b = βL(a+) such that
• a+ ∈ AaniL ;
• Supp(λa+) ∩ Supp(∆a+) ⊂ {x};
• a+(X ′) intersects the discriminant divisor DL+ transversally, where X
′ = X − {x}.
Lemma 5.2.6. ZC is a constructible subset of LC that is fibrewise dense with respect to the projection
LC → C. In particular, there exists a fibrewise dense open subset UC of LC such that UC ⊂ ZC .
Proof. First we show that ZC is constructible. The first condition in Definition 5.2.5 defines an open subset
of LC . By Lemma 5.2.3, the set L
x
C := LC ∩ A
x
L determined by the second condition in Definition 5.2.5 is a
constructible subset of LC .
Let U ⊂ X ′ × LC be the open subset whose fibre over a+ ∈ LC is the open curve X ′ − Supp(λa+). The
local evaluation maps define a morphism
U → TCL+
where TCL+ is the relative tangent bundle of C
L
+ over X . Let U1 be the inverse image of
TDL,sm+ ∪ TC
L
+ ×CL+ D
L,sing
+ .
Then the image of U1 in LC is a constructible subset that satisfies the third condition in Definition 5.2.5.
Hence ZC is a constructible subset of LC .
Next we show that ZC is fibrewise dense with respect to the map LC → C. We fix a point as ∈ C.
For any closed point y ∈ X ′, the map
Las → TC
L
+,y = C
L
+ ⊗Oy Oy/m
2
y
is surjective by our choice of L.
Let X ′′ := X ′ \ Supp(λb). By the same argument as in [Ngoˆ10, Lemme 4.7.2], we know that the subset
Z ⊂ Las consisting of a+ ∈ Las such that a+(X
′′) intersects DL+ transversally is dense in Las .
For each y ∈ Supp(λb)− {x}, since the map evy : Las → C
L
+,y is surjective, the subset Σy := ev
−1
y (D
L
+) ⊂
Las has codimension 1.
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Finally, since Las has codimension 2rN in A
♥
L and the complement of A
ani
L in A
♥
L has codimension strictly
larger than 2rN , we see that
Zas = (Z −
⋃
y∈Supp(λb)
Σy) ∩A
ani
L
is dense in Las . 
5.2.7. Thus we can choose a section σ of the surjective linear map (5.3) such that C′ := σ(C) ∩ UC is
nonempty and contains the point σ(a0).
By the product formula 4.2.10, we have
dimMσ(a0) − Pσ(a0) =
∑
v∈Supp(∆a)∪{x}
(dim Spσ(a0)v − dimPσ(a0)v )
where σ(a0)v denotes the image of σ(a0) in C+(Ov).
For summands with v 6= x, since σ(a0) ∈ ZC we have in particular λσ(a0),v = 0 and hence by Corollary 3.8.2
dimSpσ(a0)v = dimPσ(a0)v . On the other hand, for the term v = x, we know that σ(a0)x = a0 is split and
hence by Corollary 3.5.3 dimSpa0 = dimPa0 . Thus the above equality simplifies to
dimMσ(a0) − dimPσ(a0) = 0.
Since C′ ⊂ AaniL , the restriction of the Hitchin-Frenkel-Ngoˆ fibration to C
′ is proper. Hence by upper
semicontinuity of fibre dimension we have for
dimMσ(as) ≤ dimMσ(a0) = dimPσ(a0)
for all σ(as) ∈ C′ with s 6= 0. Since P is smooth over AL by Proposition 4.2.2, we have dimPσ(as) = Pσ(a0),
which forces
dimMσ(as) = dimPσ(as)
Apply product formula 4.2.10 again we get
0 = dimMσ(as) − dimPσ(as) =
∑
v∈Supp(∆as )∪{x}
(dim Spσ(as),v − dimPσ(as),v)
By similar reasoning as above, all terms in the right hand side where v 6= x are zero; at v = x notice that
σ(as)x = as and then we get
dimSpas − dimPas = 0.
Since s 6= 0, we have Spas
∼= Spa and hence
dimSpa = dimPa
This finishes the proof of Theorem 5.2.1 and hence the dimension formula in Theorem 1.2.1.
5.3. Equidimensionality. To finish the proof of Theorem 1.2.1 it remains to show the equi-dimensionality
statement. Again our argument is of global nature, this time using a restricted Hitchin-Frenkel-Ngoˆ moduli
stack instead of the whole moduli stack. As in the previous subsection, we may assume that G is semisimple.
5.3.1. Recall that by Theorem 5.1.1 there exists a positive integer N > 0 such that the isomorphism class of
Spa equipped with the action of Pa only depends on a modulo ̟
N . Let X be the projective smooth curve as
in the previous section. Fix two distinct closed points x, x0 ∈ X . We consider an X∗(Tad)+-valued divisor on
X of the form λ[x] + λ0[x0], where λ0 ∈ X∗(Tad)+ is chosen such that the following properties are satisfied:
• The Tad-torsor associated to the divisor λ[x] + λ0[x0] lifts to a T sc-torsor L and there exists a T sc-
torsor L′ together with an isomorphism (L′)⊗c ∼= L.
• For each 1 ≤ i ≤ r, the following three inequalities are satisfied:
〈ωi, λ+ λ0〉 > 2g − 2 + (N + 3)r
〈ωi, λ+ λ0〉 > 2g − 2 +m0(da + 1) + b(λ)
〈ωi, λ+ λ0〉 > max{Nr, 2g − 2, rg}+ 1 + rg
where da = dγ + 〈ρ, λ〉 is the valuation of extended discriminant divisor of a = χ(γλ) ∈ C+(O) and the
numbers m0, b(λ) are as in Definition 4.4.3.
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5.3.2. Let h≤λ :M≤λ → A≤λ be the restricted Hitchin-Frenkel-Ngoˆ moduli stack associated to the divisor
λ[x] + λ0[x0]. For simplicity we have omitted λ0 from the notation.
We apply the result of 4.4 to the our current situation. The set S in Definition 4.4.3 is taken to be {x}
in the current situation. Then we get open subset A♭≤λ and open substack M
♭,ani
≤λ . For some positive integer
n > 0 large enough, there is a local evaluation map
ev♭nx :M
♭
≤λ → [L
+
nG\Gr≤λ]
which is smooth by Theorem 4.4.5. Moreover, the inverse image of [L+nG\Grλ] under ev
♭
nx is the open
substack M♭λ.
Corollary 5.3.3. Consider the restriction of the Hitchin-Frenkel-Ngoˆ to the transversal anisotropic open
substack h♭,ani≤λ :M
♭,ani
≤λ → A
♭,ani
≤λ is flat.
Proof. By product formula (Theorem 4.2.10) and Theorem 5.2.1 we have dimMa = dimPa for each a ∈
A♭,ani≤λ . In particular, the fibre dimension of h
♭,ani
≤λ is constant since P is a smooth Deligne-Mumford stack over
A♥L . By Corollary 4.4.12, the source M
♭,ani
≤λ is Cohen-MaCaulay and hence we conclude that the morphism
is flat. 
Lemma 5.3.4. There exists a point a+ ∈ A
♭,ani
≤λ such that
• x0 /∈ Supp(∆(a+)),
• Supp(∆(a+)sing) ⊂ {x}, in other words, a+(X − x) is transversal to the discriminant divisor.
• a+ ≡ a mod ̟Nx .
Proof. The proof is similar to Lemma 5.2.6. Let L ⊂ A≤λ be the linear subspace consisting of a+ ∈ A≤λ
such that a+ ≡ a mod ̟Nx . Since a ∈ C
λ
+(O) is generically regular semisimple, we have L ⊂ A
♥
≤λ.
The first inequality in § 5.3.1 implies that for any point y ∈ X − {x, x0}, the local evaluation map
A≤λ → C
λ
+(Ox/̟
N
x )× C(Oy/̟
2
y)× C
λ0
+ (Ox0/̟x0)
is surjective. By similar argument as in the proof of Lemma 5.2.6, this implies that there is dense subset
Z ⊂ L consisting of points a+ ∈ A
♥
≤λ such that a+(X − x) intersects the discriminant divisor transversally
and a+(x0) does not intersect with the discriminant divisor.
Then for each a+ ∈ Z, we have ∆(a+)sing = da[x] and hence the second inequality in § 5.3.1 ensures that
Z ⊂ A♭≤λ.
Finally since Z ⊂ A≤λ is a subset of codimension Nr, the third inequality in § 5.3.1 ensures that Z has
nonempty intersection with Aani≤λ by Corollary 4.2.8. Then any point a+ ∈ Z ∩ A
ani
≤λ satisfies the condition
we want. 
Choose a+ ∈ A
♭,ani
≤λ as in the Lemma above. Then by Theorem 4.2.10 and Corollary 3.8.3, there is a
homeomorphism of stacks
[M≤λ,a+/Pa+ ] ∼= [Spa/Pa].
Corollary 5.3.3 implies that M≤λ,a+ is equi-dimensional. Therefore Spa and its open subset Sp
0
a are also
equidimensional. This finishes the proof of Theorem 1.2.1.
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