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CONFORMAL FIELD THEORIES AS SCALING
LIMIT OF ANYONIC CHAINS
Modjtaba Shokrian Zini ∗,1, Zhenghan Wang †,2
ABSTRACT. We provide a mathematical definition of a low energy scaling limit
of a sequence of general non-relativistic quantum theories in any dimension, and
apply our formalism to anyonic chains. We formulate Conjecture 4.3 on con-
ditions when a chiral unitary rational (1+1)-conformal field theory would arise
as such a limit and verify the conjecture for the Ising minimal model M(4, 3)
using Ising anyonic chains. Part of the conjecture is a precise relation between
Temperley-Lieb generators {ei} and some finite stage operators of the Virasoro
generators {Lm + L−m} and {i(Lm − L−m)} for unitary minimal models
M(k + 2, k + 1) in Conjecture 5.5. A similar earlier relation is known as the
Koo-Saleur formula in the physics literature [39]. Assuming Conjecture 4.3,
most of our main results for the Ising minimal model M(4, 3) hold for unitary
minimal models M(k + 2, k + 1), k ≥ 3 as well. Our approach is inspired
by an eventual application to an efficient simulation of conformal field theories
by quantum computers, and supported by extensive numerical simulation and
physical proofs in the physics literature.
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0. INTRODUCTION
Quantum field theory (QFT) is arguably the best experimentally tested model of
Nature, yet its mathematically rigorous formulation is far from clear as exemplified
by the Yang-Mills existence and mass gap millennium problem (recently Seiberg
articulated that QFT is not even mature physically [50]). Besides the intrinsic
beauty of a mathematical formulation, a mathematical definition will provide the
missing foundation for proving the conjecture that all theoretically physical QFTs
can be efficiently simulated by quantum computers. The circuit model of quan-
tum computing is based on quantum mechanics, but it was stated explicitly as a
conjecture in [15] that QFTs would not provide extra computational power beyond
quantum mechanics as suggested by the efficient simulation of (2+1)-topological
quantum field theories (TQFTs) [16]. Quantum estimate of scattering probabilities
in massive scalar quantum field theories also supports such an extended quantum
polynomial Church thesis [35] if the convergence of lattice models to the contin-
uum is addressed mathematically. Our approach to a potential quantum simulation
of rational (1+1)-conformal field theories (CFTs) would follow closely the efficient
quantum simulation of TQFTs in [16] using the functorial definitions of TQFTs and
CFTs. An important difference between TQFTs and CFTs is that, while TQFTs
being realized as gapped quantum systems, CFTs represent universality classes of
gapless critical phases. Our program seems to be a first attempt towards a quantum
simulation of gapless QFTs mathematically.
While the efficient simulation of CFTs is not addressed in detail in this paper,
the approach to CFTs here is inspired by this eventual application as outlined in the
last section. How to represent CFTs on quantum computer is already a challenging
problem. The main issues that we are addressing in this paper are the algorithmic
convergence of finite lattice theories to the continuum limit with an emphasis on
the convergence of observables as an algebra, and hidden localities of CFTs with
respect to both space and energy as required by a quantum simulation. Another
closely related motivation is to study CFTs based on the significant new insights
of TQFTs from their applications to topological phases of matter. From this an-
gle, our paper is a second possible answer to the question how to recover a chiral
CFT or vertex operator algebra (VOA) from a TQFT or modular tensor category
(MTC) (another one in [53]). Our anyonic chain approach to chiral CFTs should
encompass all other formulations such as VOAs and local conformal nets (LCNs)
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as anyonic chains (ACs) are finite versions of microscopic models of CFTs, and
we succeed in proving that the algebra of local observables in VOAs and LCNs for
unitary minimal models (assuming Conjecture 4.3 beyond Ising) can be recovered
from our formalism.
CFTs and TQFTs are exemplars of QFTs that both have rigorous mathemati-
cal formulations and important mathematical and physical applications such as in
the monster Moonshine conjecture, critical statistical mechanics models and topo-
logical phases of matter, respectively. CFTs and TQFTs are closely related to each
other first by the bulk-edge correspondence as in the fractional quantum Hall effect,
and secondly their algebraic data, VOAs and MTCs respectively, are conjectured
to be Tannaka-Krein dual to each other (see [53] and the references therein). The
bulk-edge correspondence and Tannaka-Krein duality suggest the possibility that
VOAs can be reconstructed from MTCs as a generalization of the reconstruction
of compact groups from symmetric fusion categories, though the correspondence
is far from one-to-one.
Locality is a salient feature for any physical QFT. Since TQFTs are low energy
effective theories, their locality is not intrinsic and usually hidden. For example, in
the Witten-Chern-Simons (WCS) modeling of the fractional quantum Hall liquids,
the WCS theory is an effective description for the emergent anyons, it follows that
locality of WCS TQFTs should be derived from that of the underlying electron
systems. The simulation of TQFTs in [16] uses a hidden locality given by pairs of
pants decomposition of the space surfaces. Similarly, there are no intrinsic infinite
degrees of freedom for a CFT to define locality.
Anyons are modelled by simple objects in unitary MTCs. ACs are the anyonic
analogues of quantum Heisenberg spin chains investigated purely as an academic
curiosity [9]. ACs’ conceptual origin can be traced back at least to Jones’ Bax-
terization of braid group representations and his idea of generalized spin chains
regarding ”spins” as something each with a large algebra of observables at sites
and being tensored together with generalized tensor products such as Connes fu-
sion (see section 4 of [31].) In the scaling limit, ACs are exactly solvable but not
known to be rigorously solvable mathematically [9, 45]. We reverse the logic in
this paper to regard ACs as localization of CFTs, thus provide a space locality for
VOAs. Our philosophy, as inspired by algorithmic discrete mathematics, is that
instead of using ACs to approximate VOAs, VOAs serve as good approximations
of sufficiently large finite ACs in their low energy spectrum.
Our limit of a sequence of quantum theories {(Wn,Hn)} will be dictated by
both space and energy localities. The Hilbert spaceW of a quantum theory has two
important bases: the basis encoding the spacial locality, and the basis of energy
eigenstates of H . The two bases will be referred to as space basis and energy
basis, respectively. Operators can be local with respect to one of the two bases,
but there is a tension of locality with respect to both bases. To define a limit of
the sequence of quantum theories {(Wn,Hn)}, embedding the Hilbert space Wn
intoWn+1 is the first step. Which locality of space and energy is preserved by the
embedding leads to different notions of limit. We will construct the scaling limit of
a sequence of quantum theories {(Wn,Hn)} from their low energy behaviors when
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the lattice sizes go to zero, therefore we preserve energy locality. Preservation of
space locality will lead to the thermodynamic limit.
Besides the Hilbert space and Hamiltonian, another essential feature of any
quantum theory is the algebra of observables. Since our quantum theories are non-
relativistic, time needs to be addressed separately. The algebra structure of ob-
servables encodes consecutive measurements as multiplication, hence somewhat
reflects time in the limit. As noted above, our formulation of scaling limit will
have everything that can be computed using some limit of physical objects. Com-
pared to other well-established formulations of chiral CFTs such as VOAs follow-
ing Wightman’s axioms, and LCNs, our scaling limit results in a much bigger set
of observables. In fact, we will show, in the case of Ising anyonic chain, the result-
ing observables contain a subset corresponding to smeared fields (or Wightman’s)
observables φ(f), a subset corresponding to bounded observables of LCN and a
subset corresponding to observables in the VOAM(4, 3). We conjecture the same
holds for all unitary minimal modelsM(k + 2, k + 1) for k ≥ 3.
An important desideratum of our scaling limit is finitely complete and accessi-
ble in the sense that any sequence that should have a limit indeed has one in the
scaling limit, and anything in the scaling limit is a limit of some sequence. So
the theory in the limit should be completely describable by the sequence of finite
theories and there should be no extra object that is not some limit of finite objects.
Our scaling limits VOA V = ⊕∞n=0Vn should be regarded as computable using the
AC approximations. Philosophically, such VOAs V = ⊕∞n=0Vn from ACs cate-
gorify computable integral sequences such that each vector space Vi serves as a
categorification of the integer dimVi.
1. PRELIMINARIES AND OUTLINE OF MAIN RESULTS
First we recall the notion of a VOA, which we regard as the mathematical defini-
tion of a chiral CFT (χCFT), along with Wightman’s observables, local conformal
nets (LCNs), and finally, anyonic chains (ACs). Then we outline our results. While
the results on Ising ACs are interesting, our most important contribution of the pa-
per is a framework for addressing the reconstruction of CFTs from MTCs, and the
potential simulation of CFTs by quantum computers. Note that full CFTs can be
constructed from a nice χCFTwith a choice of an indecomposible module category
over its representation category [49]. In the following, CFTs will mean χCFTs, but
there are a few cases where a CFT can be interpreted either as a chiral or full one.
A VOA is mathematical axiomatization of the chiral algebra of a CFT. The ver-
tex operator Y (a, z) implements the state-operator correspondence of CFTs. They
are the field operators which insert the state a at a space-time point z = 0 with a
small neighborhood locally parameterized by z. VOA is our preferred framework
for our discussion on CFTs. Other frameworks for CFTs such as LCNs will also
be discussed at times.
The notations and definitions for VOA follow closely those of [38].
1.1. Vertex operator algebra.
Let N0 be the set of non-negative integers. Consider an N0-graded C-vector space
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V = ⊕∞n=0Vn, where the weight spaces Vn satisfy dimVn < ∞, equipped with a
linear map called the vertex operator,
Y (·, z) : V → End(V)[[z, z−1]], Y (v, z) =
∑
n∈Z
vnz
−n−1,
where vn ∈ End(V) are called the mode operators of v. The mode operators satisfy
vnu = 0, for all v, u ∈ V and n sufficiently large.
As a different notation, which will be motivated later, for a homogeneous vector v
in some weight space with weight wt v, we can shift the index to obtain
Y (v, z) =
∑
n∈Z
y(v)nz
−n−wt v,
where y(v)n = vn+wt v−1.
Further, there are two distinguished vectors, the vacuum 1 ∈ V0 and the confor-
mal or Virasoro vector ω ∈ V2.
The vacuum vector satisfies Y (1, z) = idV and the creation property holds
Y (v, z)1 = v + . . . ∈ V[[z]],
giving the operator-state or field-state correspondence limz→0 Y (v, z)1 = v when
we replace the indeterminate z with a complex number. That is why we may some-
times use the expression “conformal field” which is the field associated to the con-
formal vector ω and we may also sometimes use the word field while actually
meaning the vector (this will be clear from the context).
On the other hand, the Virasoro vector ω gives us the modes and field
ωn+1 = y(ω)n = Ln, Y (ω, z) =
∑
n∈Z
Lnz
−n−2,
where the Lns generate the Virasoro (lie) algebra with relations
[Ln, Lm] = (n−m)Ln+m + c
12
n(n2 − 1)δn+m,0 · idV , ∀m,n ∈ Z,
where the constant c is called the central charge (also called rank V). The grading
of V is the spectral decomposition of L0, so L0v = nv for any homogeneous
v ∈ Vn. A homogeneous vector v is quasi-primary if L1v = 0 and it is primary if
Lnv = 0,∀n > 0. We also have the translation property
d
dz
Y (v, z) = Y (L−1v, z),
where the left side is the formal derivative of a Laurent series.
Finally, for all a, b ∈ V , there exists k ∈ N0 such that
(z1 − z2)k[Y (a, z1), Y (b, z2)] = 0 (locality condition).
Evidently, we are defining products of vertex operators using formal series. This
finishes the description of vertex operator algebra.
Definition 1. The tuple (V, Y, 1, ω) with the above properties is called a vertex
operator algebra (VOA).
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There are some immediate implications of the above axioms. For any two ho-
mogeneous vectors u, v ∈ V ,
wt (y(v)nu) = wt u− n.
The locality axiom implies (the Jacobi or) the Borcherds identity, which can be
formulated as
Resz1−z2(Y (Y (a, z1 − z2)b, z2)(z1 − z2)pιz2,z1−z2(z2 + (z1 − z2))q) =
Resz1(Y (a, z1)Y (b, z2)ιz1,z2(z1 − z2)pzq1)− Resz1(Y (b, z2)Y (a, z1)ιz2,z1(z1 − z2)pzq1),
for all p, q ∈ Z. In the above expression, Reszf(z) is the coefficient of z−1 in
f(z). ιz1,z2f(z1, z2) is the series expansion of f(z1, z2) in the domain |z1| > |z2|.
As an equivalent formulation:
∞∑
j=0
(
p
j
)
(aq+jb)p+k−jc =
∞∑
j=0
(−1)j
(
q
j
)
ap+q−jbk+jc
−
∞∑
j=0
(−1)j+q
(
q
j
)
bq+k−jap+jc, a, b, c ∈ V, p, q, k ∈ Z.
The next objects to discuss are the admissible modules of a VOA. A module has
a structure similar to that of a VOA and some compatibility properties with the
VOA. We will focus on irreducible modules.
An irreducible admissible module (A,YA) for a VOA (V, Y, 1, ω), is an N0-
graded vector space A with a linear map
YA(·, z) : V → End(A)[[z, z−1]], YA(v, z) =
∑
n∈Z
vAn z
−n−1,
where vAn are the mode operators of v and ω
A
1 = LA,0 gives the weights in the
module, which are eigenvalues of LA,0, with the following difference
∀a ∈ An, LA,0a = (α+ n)a, for some unique α depending on A.
The unique conformal or highest weight α gives the grading
A =
⊕
n∈N0
An.
A0 is called the top-level and An the n−th level of module A. Lastly, there is an
analogous notation of y(v)n for a homogeneous vector v ∈ V ,
YA(v, z) =
∑
n∈Z
yA(v)nz
−n−wt v,
where yA(v)n = vn+wt v−1 and for any two homogeneous vectors u, v ∈ V ,
wt (yA(v)nu) = wt u− n.
The vertex operator and the modes LA,n of YA(ω, z) satisfy all the axioms of
a VOA (A should be seen as a representation of a VOA), except the creativity
property. Locality holds and more importantly for us, Borcherds identity also holds
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in this case with the obvious necessary change c ∈ A. The sub(/super)script A will
be dropped from the operators involved as it will be clear from the context.
In this paper, the weight spaces need to be finite dimensional. Moreover, the
condition C2−co-finiteness is imposed on the VOAs. This means the space C2 =
span{u−2v| u, v ∈ V} has finite co-dimension CV = dimV/C2. Then, a result
[38, (27)] on the growth of the dimension of the weight spaces of an irreducible
module A follows
dimAn ≤ (dimA0) · e2π
√
CVn
6 ,
where CV = dimV/C2. This at most exponential growth is necessary if an ap-
proach to simulation requires a truncation of energy up to some N , where one can
not afford more than polynomially many qubits to be used to simulate the vector
space.
Finally, the character for a module A is defined as
char(A) = TrA(q
L0− c24 ) =
∑
n∈N0
dim(An) q
n+h− c
24 .
An important class of VOAs consists of the unitary minimal models (UMMs) in-
troduced in the next section. A UMM V satisfy many properties such as being
CFT-type, i.e. V0 = C1, or in other words only the vacuum has energy zero. Also,
V is rational, i.e. every admissible V-module is a direct sum of irreducible V-
module. Last but not least, V is unitary (as explained below). As a convention, the
expression CFT or chiral CFT or full CFT, will be referring to a VOA with the
described properties.
For us, a unitary VOA has some a positive definite hermitian form (·, ·)V :
V × V → C with respect to which one can define adjoint of mode operators.
Specifically, L†n = L−n. One can similarly define unitary modules: a positive def-
inite (·, ·)A : A × A → C with respect to which L†n = L−n. Using the hermitian
form, one can define a norm in the obvious way and get the completion of a graded
unitary module (which includes V itself). They will be represented by A. For a
complete definition of a unitary VOA, see [38].
Next, to describe a full CFT, we will focus only on full diagonal CFTs. The
description here will not be completely elaborate as full CFTs are not discussed
much in our work. Only the essential concepts will be mentioned in simple terms.
Consider a chiral CFT with the restrictions imposed earlier. The idea is to take any
irreducible module coupled with the contragredient module (which, assuming e.g.
unitarity, is isomorphic to the module itself) and consider the Hilbert space it gives
after completion
H =
⊕
irreducible modules
Ai ⊗A′i,
where A′i is the contragredient module of Ai. The contragredient module V ′ is
defined as the linear functionals that vanish except on finitely many of the weight
spaces, in other words
V ′ =
⊕
n∈N0
V ′n,
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and it can be given a V-module structure. In the case of minimal modules, this
means another isomorphic (as V-module) copy of the module itself.
The vacuum vector 1 = 1L⊗1R and the conformal vector ω = ωL⊗1R+1L⊗ωR
are defined in the obvious way using the left (and right) vacuum 1L(1R) and left
(and right) conformal vector ωL(ωR). The Virasoro mode operators are defined
accordingly as
Ln = Ln + Ln,
where the first term is the n-th Virasoro mode for the chiral copy and the second,
for the antichiral copy. Primary fields are accordingly defined as those a ∈ H that
satisfy
Lna = 0, ∀n > 0.
Introducing the analog of vertex operator Y (·, ·) for the full CFT requires us to
describe what intertwiners are, but we will only need to introduce the conformal
field, which is
Y(ω, (z, z)) =
∑
n∈Z
Lnz
−n−2 + Lnz−n−2.
1.2. Unitary minimal models and Ising CFT.
A special class of VOAs are the highest weight representations of the Virasoro
algebra with central charge c < 1 that are unitary. These highest weight repre-
sentations can be completely characterized by their central charge, which form a
discrete series c = 1− 6(k+1)(k+2) for k ≥ 2.
These VOAsM(k+2, k+1), called the unitary minimal models (UMMs), can be
constructed as cosets
SU(2)k×SU(2)1
SU(2)k+1
and have central charge c = 1− 6(k+1)(k+2) for
k ≥ 2. We will refer toM(k+2, k+1) as the UMM at level k (of SU(2)k). They
have finitely many irreducible modules determined by their conformal weights
hr,s =
((k + 1)r − (k + 2)s)2 − 1
4(k + 1)(k + 2)
, 1 ≤ r ≤ k + 1, 1 ≤ s ≤ k.
Hence, due to the symmetry hk+2−r,k+1−s = hr,s, there are
k(k+1)
2 many irre-
ducible modules. In particular, the Ising CFT has central charge 12 corresponding
to level k = 2 (see [13] for more on minimal models, and [13] and particularly the
notes [25] for the Ising CFT).
The chiral Ising CFT has 3 irreducible modules with conformal weights h1,1 = 0
(the VOA χ0 itself with the vacuum field 1), h2,1 =
1
2 (the module
χ 1
2
correspond-
ing to the free Fermionic field ψ), h3,1 =
1
16 (the module
χ 1
16
corresponding to the
spin field σ).
In the Ising CFT, the fusion rules are as follows:
χ 1
2
⊗ χ 1
2
= χ0
χ 1
16
⊗ χ 1
16
= χ 1
2
⊕ χ0
χ 1
2
⊗ χ 1
16
= χ 1
16
and of course anything fused with χ0 becomes itself.
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The Fermionic algebra is used to generate the Hilbert spaces χi. The Hilbert
spaces χ0, χ 1
2
are generated by the Fermionic modes {Ψn− 1
2
}n∈Z satisfying the
anticommutative canonical relations (ACR)
{Ψk,Ψk′} = δk+k′,0,
and their actions satisfy the conjugacy relation
Ψk = Ψ
†
−k.
The third Hilbert space χ 1
16
is generated by {Ψn}n∈Z which are also another ver-
sion of the Fermionic algebra where, this time, the modes are indexed by integers
and they satisfy the same properties:
{Ψk,Ψk′} = δk+k′,0 , Ψk = Ψ†−k.
The first algebra generates χ0 and χ 1
2
by acting on the vacuum 1. Indeed, the
vectors
{Ψ−kr . . .Ψ−k11| k1 < . . . < kr, ki ∈ N−
1
2
},
with corresponding weight
∑
ki, give an orthonormal basis for χ0 ⊕ χ 1
2
, hence
giving the character
q−
c
24
∞∏
n=1
(1 + qn−
1
2 ).
As a matter of convenience, the factor q−
c
24 = q−
1
48 will sometimes get dropped.
Obviously, the part of which has powers of q in N − 12 corresponds to χ 12 and
the rest with powers of q in N0 corresponds to χ0. The second algebra {Ψn}n∈Z
generates χ 1
16
in a similar way: the orthonormal basis
{Ψ−kr . . .Ψ−k1
∣∣∣∣ 116
〉
| 0 < k1 < . . . < kr, ki ∈ N},
where
∣∣ 1
16
〉
is the highest weight vector, or the vector at the top level satisfying
L0
∣∣ 1
16
〉
= 116
∣∣ 1
16
〉
. The corresponding weight is naturally
∑
ki. Notice that
∣∣ 1
16
〉
is sent to a scalar multiple of itself by Ψ0. The character is
char(χ 1
16
) = q
1
16
− 1
48
∞∏
n=0
(1 + qn).
Although not mentioned, but from the above description, it is clear what the her-
mitian form should be. The formulae for Lns are well-known [25] and will be
derived in the appendix.
As a final note, the Ising full CFT is
H = χ0χ0 + χ 1
2
χ 1
2
+ χ 1
16
χ 1
16
,
with the corresponding operators Ln which will be derived using the formulae for
Lns.
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1.3. Wightman’s observables and local conformal nets.
In addition to VOA, we will also work with observables coming from LCNs and
Wightman’s axioms. One of the objectives of this work is to obtain the fields in the
scaling limit and prove that products of fields are also in the scaling limit, hence
obtaining a “scaling limit of algebras”. Only the observables (or fields) in each
framework will be defined. As we shall see, observables are related to the fields
Y (a, z) we have been using so far. For this section, the definitions and facts follow
those of [6].
So far, the observables or fields that are point-like have been described; the
insertion of the field is exactly at a point. Other types of observables that can
be derived formally from these are called smeared field operators or Wightman’s
observables. Taking some function f ∈ C∞(S1), define formally
Y (a, f) :=
∮
Y (a, z)f(z)zwt a
dz
2πiz
=
∑
n∈Z
fˆny(a)n,
where fˆns are the Fourier coefficients of f . As f is smooth, it is known that its
Fourier coefficients will be rapidly decreasing:
∀k,∃Nk such that ∀|n| ≥ Nk =⇒ |fˆn| ≤ 1
nk
.
In order to have truly a linear operator defined on V (before taking its comple-
tion), an energy bound on the mode operators is needed
||y(a)nb|| ≤ Ca(|n|+ 1)ra ||(L0 + 1)sab||, ∀b ∈ V
where the constants Ca, ra, sa > 0 dependent on a, and the norm is given by the
unitary structure. If the above inequality holds, then one easily observes that
||Y (a, f)b|| ≤ Ca||f ||ra ||(L0 + 1)sab||,
where the ra-norm of f is defined as
||f ||ra =
∑
n
|fˆn|(|n|+ 1)ra .
As it will be observed in section 4, the correlation function F 0 using the smeared
formalism can be defined as
F 0((a1, f
(1)), . . . , (ak, f
(k)), u, v) := (u, Y (a1, f
(1))Y (ak, f
(k))v), f (i) ∈ C∞(S1)
where the fields ai satisfy an energy bound and u, v ∈ V . The correlation function
for smeared fields on a full CFT is defined similarly, but we will defer that to
section 4 since this will be used in a very restricted case.
For the UMMs, all y(a)n are energy bounded. The most important field for us
is the conformal smeared field Y (ω, f) which is denoted by
L(f) =
∑
n∈Z
fˆnLn.
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For all UMMs, it can be shown that Ln satisfies the energy bound
||Lnb|| ≤
√
c
2
(|n|+ 1) 32 ||(L0 + 1)b||,
giving as a result
||L(f)b|| ≤
√
c
2
||f || 3
2
||(L0 + 1)b||.
The next observables are the ones coming from the LCN picture of CFT. Only
the most relevant features of this framework shall be discussed. Denote by I the
family of proper intervals of S1. A net A of von Neumann algebras on S1 is a map
that associates a von Neumann algebra A(I) ⊂ B(H) for some fixed Hilbert space
H. These nets should be local in the sense that for I1, I2 ∈ I with I1 ∩ I2 = ∅,
[A(I1),A(I2)] = {0},
and they satisfy isotony,
I1 ⊂ I2 =⇒ A(I1) ⊂ A(I2).
In the case of UMMs, and more generally unitary Virasoro VOAs, taking the Hilbert
space to be any irreducible module of conformal weight h,
A(I) = {eiL(f)| f ∈ C∞(S1), supp(f) ⊂ I}′′ (see [37]).
So A(I) is the double-commutant of the algebra generated by the unitary opera-
tors eiL(f) associated to functions with support inside I . The double-commutant
theorem implies that the strong (or weak limit) of the algebra generated by eiL(f)s
is also A(I), a fact that will be used later in section 4.2.
1.4. Anyonic chains.
Though ACs are closely related to and inspired by spin chains, there are some
fundamental differences between them. The most salient difference touches on the
trade-off between explicit locality and unitarity in QFTs. Spin chains implement
locality explicitly by attaching local state spaces to each site, while the Hilbert
spaces of ACs do not have such explicit tensor product decomposition. In general,
it is harder to obtain unitary interacting exactly solvable spin chains with CFT
scaling limits, while such examples of ACs are ubiquitous [9]. This phenomenon is
related to the localization of braid group representations, where finite order unitary
R-matrices are very rare [47].
This section follows the exposition of anyonic chains (ACs) in [24, 9]. An AC
is a periodic or open (with boundary condition) chain, along which pairwise in-
teractions occur between quasi-particles (the anyons). e.g. the generalized spin j
anyons of SU(2)k . The chain is usually presented along a straight path if it is non
periodic and as a loop if it is periodic. We will also put the nonperiodic chain along
the upper half-circle (Figure 1) as this picture will be used in section 4.2 to relate
the AC to LCN. The channel between each two anyons provides the means for fu-
sion. A boundary condition (a, b) means x1 = a and xL = b. Each admissible
fusion path has to satisfy the fusion rules of SU(2)k:
j1 ⊗ j2 = |j1 − j2| ⊕ (|j1 − j2|+ 1)⊕ . . .⊕min{j1 + j2, k − j1 − j2}.
12 Modjtaba Shokrian Zini & Zhenghan Wang
j j j j j j
x1 x2 . . . xL−1 xL
j
j
jj
j
j x1
x2
. . .
xL−1
xL
FIGURE 1. Anyonic chain on a straight path and on a half-circle
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∑
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xi
xi+1
xi−1 j j
x˜i
FIGURE 2. The F -move applied on the anyonic chain
All admissible fusion paths form an orthogonal basis of the Hilbert space Hom(x1⊗
xL, j
⊗(L−1)) where the inner-product comes from the diagram calculus of the uni-
tary MTC SU(2)k . An important observation is that generally for all j and k, the
resulting Hilbert spaces do not have a tensorial structure, though the case of Ising
AC does have one. We specialize to the case j = 12 , where the spin-
1
2 chain is
given a Hamiltonian. The motivation of all these settings could be seen as a gen-
eralization of the Heisenberg model [24]. In the Heisenberg model, there exist a
spin-spin nearest neighbor interaction given by the term
~Si.~Si+1 = P
1
i −
3
4
Ii = −P 0i +
1
4
Ii,
where P si is the projection onto the total spin s channel of two spins
~Si and ~Si+1.
This leads to the following Hamiltonian
H = J
∑
j
P 0j ,
where J determines if the chain is antiferromagnetic (J = −1) or ferromagnetic
(J = 1). In order to generalize this, we first need to define the projection onto the
total spin using the so called F -move in Fig. 2.
The next step would be to project onto the desired fusion which is 0—the
vacuum- and go back to the previous basis of fusion path by applying the inverse
of the F -move ([24, Fig. 2],[9, Fig. 1(c)]):
H =
L−1∑
i=1
F−1i P
0
i Fi,
where the antiferromagnetic coupling J = −1 has been chosen in order to obtain
UMMs in the scaling limit. In the case of spin-12 chain, letting d = 2cos(
π
k+2), the
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quantum dimension of 12 ,
F−1i P
0
i Fi = −
1
d
Xi =⇒ H = −1
d
L−1∑
i=1
Xi.
The operators Xi satisfy the following relations [9, eq. (3)]:
X2i = dXi, XiXi±1Xi = Xi, [Xi,Xj ] = 0, for |i− j| > 1.
These are the same operators ei of the Temperley-Lieb (TL) algebra. Thus,
H = −1
d
L−1∑
i=1
ei.
For the special case of Ising anyonic chain, if non-periodic, there are several pos-
sibilities (a, b) for the boundaries as a, b ∈ {0, 12 , 1}. For example, the chain
(12 ,
1
2) has odd length L = 2n + 1 due to the fusion rules and the Hamiltonian is
H = −1√
2
∑2n−1
i=1 ei. However, the periodic chain has always even length 2n.
Back to the general case, the operator ei = e[i] acts non-trivially on the i-th
particle according to its neighbor particles
ei |ji−1jiji+1〉 =
∑
j′i
(e[i]
ji+1
ji−1
)
j′i
ji
∣∣ji−1j′iji+1〉 ,
where (e[i]
ji+1
ji−1
)
j′i
ji
is determined by the S-matrix entries of the MTC
(e[i]
ji+1
ji−1
)
j′i
ji
= δji−1,ji+1
√√√√ S0jiS0j′i
S0ji−1S
0
ji+1
, Sj
′
j =
√
2
k + 2
sin
(π(2j + 1)(2j′ + 1)
k + 2
)
.
In brief, from the MTC point of view, one can think of the (open) AC as a diagram
inside Hom(x1 ⊗ xL, (12 )⊗(L−1)) on which ej with the above entries act. Dia-
grammatically, the TL algebra acts by annihilating (cap) and then creating (cup) an
adjacent pair of spin-12 particles. Then H can be defined as above.
Numerical experiments suggest that the scaling limit of the ACs of SU(2)k give
chiral or full CFT (for open boundary condition or periodic chains, respectively).
These results are outlined in [24, 9], and show that depending on the boundary
condition, we obtain different chiral CFTs, i.e. different irreducible modules of
UMMswith central charge c = 1− 6(k+1)(k+2) . As emphasized before, this happens
for the antiferromagnetic chain, and it is expected that one obtains the parafermion
CFT with central charge c = 2(k−1)
k+1 for the ferromagnetic chain.
Exact diagonalization numerically solves the anyonic chain model by finding the
excitation spectra. Conformal dimensions of the predicted CFT limit are extracted
from the energy levels for a length L chain given by
E = E1L+
2πv
L
(− c
12
+ hL + hR) +O(
1
L2
).
The scaling limit CFT is stable under symmetry-preserving perturbation. More
precisely, by symmetry, we mean the topological symmetry that the periodic chain
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has. One can imagine a loop [24, Fig. 3] inside the chain and repeatedly use the
F -move until it gets removed. As demonstrated in [24, 9], this provides a topolog-
ical symmetry and any perturbation preserving such symmetry will not change the
scaling limit.
As a final note, an important connection between AC model and the RSOS lat-
tice model provides a physical proof that the scaling limits of ACs are CFTs. One
can show that the Hamiltonian derived from the logarithmic derivative of the trans-
fer matrix, coincides with the AC Hamiltonian [9]. This lattice model has been
studied for a long time and the literature has similar numerical results for this
model (see [3], [31], and the references in [9]). While there is no doubt that the
two approaches are equivalent in the end, mathematically it seems easier to obtain
CFTs as scaling limits in the AC approach. As comparison, we recall the recovery
of Ising CFT in the 2d classical Ising model [51]. One aspect of the difference
is manifested in the order of enforcing Jones-Wenzl projectors in SU(2)k: in the
ACs, the Jones-Wenzl projector pk+1 is implemented first, whereas in spin chains
the projector, which is non-local, will be implemented at a later time.
1.5. Outline of main results.
In this paper, we provide a mathematical definition of a low energy scaling limit
of a sequence of general non-relativistic quantum theories in any dimension, and
apply our formalism to ACs. Similar ideas for defining related scaling limits for
lattice models and spin chains appeared earlier in the physics and mathematics
literature (see the next section). Of utmost importance to our future applications
are the rate of convergence to the scaling limit, and the recovery of all algebras of
local observables in the scaling limit. We emphasize those points for the scaling
limits of the Ising ACs.
We formulate Conjecture 4.3 reproduced below on conditions when a chiral
unitary CFT would arise as such a limit and verify the conjecture for the Ising
minimal modelM(4, 3) using Ising ACs. Part of the conjecture is a precise relation
between Temperley-Lieb generators {ei} and finite versions of Virasoro generators
{Lm + L−m} and {i(Lm − L−m)} for UMMs M(k + 2, k + 1). Our approach
is supported by extensive numerical simulation and physical proofs in the physics
literature.
In section 2, we define the low energy (strong) scaling limit of quantum theories
—Hilbert spacesWn with Hamiltonians Hn and algebras of observables An— as
a Hilbert space V with Hamiltonian H , and address the issues that come up with
our definition. We define the scaling limit of observables On
SL−−→ O when On’s
low energy behavior converges to that of O. Those O’s defined on V generate the
vector space A of observables on V .
On an important related issue, we propose a definition of locality with respect
to both space and energy. As an example, intuitively, local energy observables
are those that do not shift the energy by more than a constant. We explore the
(space and energy) local operators in section 4 in greater details (Theorem 4.1 and
Theorem 4.2).
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In section 3, we obtain the scaling limits of Ising ACs with all kinds of bound-
ary conditions. Proving the limits is a rather computationally involved procedure,
where the same technique ([10]) is applied to each case. While the variation of de-
tails from case to case is small, the details of the proofs are necessary for our future
discussion. Part of the proofs for some cases has been done in the physics litera-
ture with different or similar approaches (see [39] as an example), but we could not
locate a mathematically rigorous proof for all Ising ACs in the literature using one
consistent method, and with explicit estimate of the convergence rate for the limits.
Furthermore, we need to set up notations and use some details of the proofs in later
sections. In the end, we find enough reasons to provide a thorough and detailed
mathematical proof of the scaling limit of all Ising ACs in one place, estimate the
rate of convergence, and show how one can obtain the Virasoro algebra generators
in the scaling limit. The final result is a long Theorem 3.1 which motivates the
conjecture below:
Conjecture 4.3. For any unitary minimal model VOA V = Vc,0 and a chiral repre-
sentation Vc,h, there is a sequence of quantum theories (Wn,Hn,An) with strong
scaling limit (Vc,h, L0) such that for each Virasoro generator Lm, we have a se-
quence L˜m(n) ∈ An with the following properties:
• L˜m(n) is a space local observable such that the hermitian operators aL˜m+
aL˜−m ∈ AHn for any complex number a, where AHn is the generating set
for An consisting of hermitian observables.
• L˜m(n) shifts the energy no more than |m| for each n.
• There are positive constants dω, gω , eω such that when L˜m(n) restricted
to energy at most ndω , it has the following approximation by Lm|ndω with
remainder Rmn :
L˜m = Lm|ndω +O(
1
ngω
) +Rmn ,
and the operator norm of the remainder Rmn is bounded by O(n
eω).
In section 4, using the results in section 3, we obtain the observables of different
types in the scaling limit.
Obtaining the action of the VOA on its modules is the next step. As the VOA
is generated by Lns applied to the primary fields, the ability to obtain the Virasoro
generators as scaling limits is of utmost importance. In other words, realizing the
smeared conformal field Y (ω, f) should be the top priority. Then, we would need
to get the smeared primary fields. For UMMs, the VOAs are generated from only
the conformal vector ω applied on the vacuum (the only primary field). Thus,
obtaining Y (ω, f) is close to obtaining all the operators Y (a, f) for all fields a and
that is due to the Borcherds identity. Assuming the above conjecture for UMMs,
most theorems in section 4 notably Theorem 4.8 mentioned below, hold for all
UMMs as well (the exact results are mentioned in Remark 8 and Remark 9). So
although our discussion is for the Ising ACs, everything below about the conformal
field and Y (a, f)s is conjectured to hold for higher level UMMs as well.
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Consider a non periodic Ising chain placed on the upper half-circle S1+, what
is the “finite version” ω˜ of ω? Informally, the answer is ω˜ = e (the TL operator)
where subtleties are explained below. For example, we will show that for any
function f with a Fourier series where coefficients of sin(nθ)s are zero, we have
(informally) ∫
S1+
f(ei
pij
n )ej
SL−−→ Y (ω, f) =
∮
Y (ω, z)f(z)z2
dz
2πiz
,
where the integral on the left is an integral over a “finite” space, in other words, a
summation. Hence, as ω can be regarded either as a vector or a field, so does ej ,
which can be seen as a diagram or as an operator (stacking up diagrams). Here Y
(the vertex operator) is the analog of the stacking at infinity.
For the opposite situation, i.e. the functions with a Fourier series where coeffi-
cients of cos(nθ)s are zero, we could consider this as a derivative of a series with
nonzero coefficients for only cos(nθ). In this case, we are basically looking at the
derivative of Y (ω, z) or in other words d
dz
Y (ω, z) = Y (L−1ω, z). So it is neces-
sary to find the corresponding operator for the finite version of L−1ω which should
be the derivative (as it is the interpretation of L−1) of ej . The first candidate that
comes to mind is [ej , ej+1] and informally, we have
i
∫
S1+
f(ei
pij
n )[ej , ej+1]
SL−−→ Y (ω, f) =
∮
Y (ω, z)f(z)z2
dz
2πiz
.
For general functions f , we need a linear combination of ej and [ej , ej+1] to get
Y (ω, f). Once this is achieved, an application of the Borcherds identity gives all
Y (a, f)s and the action of the VOA on its module can be recovered as an algebra
in the scaling limit (SL-algebra):
Theorem 4.8. The set of operators {Y (a, f)| a ∈ V, f ∈ C∞(S1)} ⊂ A generate
an SL-algebra.
The importance of this result lies in the required recovery of operators as an
algebra in the scaling limit, not just as isolated operators generating a vector space
as explained in the beginning.
Next goal is the algebra of observables in LCNs. We define finite versions of
local conformal nets in the obvious way by thinking of intervals in the interval set
I+ on the upper-half circle and the algebra of observables on them. Then, we show
that there is a net of bounded observables Ab obtained in the scaling limit exactly
matching the one in an LCN, i.e. Alcn, at least on those intervals touching the
boundary of the upper half-circle:
Theorem 4.13. We have Ab(I) = Alcn(I ∪ j(I)) for I ∈ I+, with j(I) being I’s
reflection in the lower half-circle and |I ∩ ∂S1+| = 1
We also propose a method to recover the point-like fields (Theorem 4.14). In
that case, we are unable to show that they form an algebra in the scaling limit. In
fact, the sequence of operators that we are proposing to identify them in the scaling
Conformal Field Theories as Scaling Limit of Anyonic Chains 17
limit is probably not the suitable one. We will discuss these more in the relevant
section.
In the final section, conjectures and problems that needs to be addressed to fully
recover all the structures of CFTs in the scaling limit are listed. Lastly, we make an
attempt to formulate the problem of simulating CFTs using quantum computers.
1.6. Previous works.
We discuss briefly some prior works in the literature on the mathematically rig-
orous definition of a scaling limit in the quantum mechanics approach, and the
recovery of algebras of observables. As previously mentioned, there is a vast lit-
erature on the subject of scaling limits in statistical mechanics [3], and substantial
progress has been made in the case of Ising model proving the correlation functions
in the limit are conformal invariant (see [51, 7] and the references therein). Sta-
tistical mechanics approach could also provide techniques with which one could
compute the conformal weights present at the scaling limit without actually diago-
nalizing the Hamiltonian [1]. A recent program to construct CFTs from subfactors
is in [34, 32, 33], where the inductive limit of Hilbert spaces is clearly discussed
based on planar algebras, which have the same Hilbert spaces of states as ACs
(spin chains in these papers are better interpreted as generalized spin chains as in
[31]). Our work focuses on the quantum mechanics approach to scaling limits of
ACs enriching the inductive limits [32] with explicit Hamiltonians and algebras of
local observables.
A scaling limit of spin chains close to our Ising AC was analyzed earlier in
[39] starting with the idea of how to take the scaling limit of the Hamiltonians of
the chains and also obtain the Virasoro modes Ln from Fourier transforms of the
TL generators ei. More recently, in the first paper of the series [20, 19, 21] on
the gl(1|1) (free) model, the authors proposed a potentially rigorous definition for
the scaling limit [20, section 4.3], obtained operators like our L˜ms and computed
their commutators to check their convergence to the commutators of the Virasoro
modes. Such computations are commonly pursued after one obtains some opera-
tors L˜m
SL−−→ Lm and have been done in different models both rigorously and nu-
merically ([23],[18, p.19 and references therein]). We go beyond the convergence
of commutators and further pin down the conditions necessary (Conjecture 4.3) to
prove the same theorems for higher level UMMs.
In the third paper of the series ([21]), the authors gave a rigorous definition of
scaling limit based on their previous ideas while working on the scaling limit of
JTL algebra (with d = 0) as it acts on a gl(1|1) periodic spin-chain model (the
scaling limit is the c = −2 Logarithmic CFT—symplectic fermions theory). Even
though the context and the type of model (on Logarithmic CFTs) are quite different
from ours (unitary CFTs), our definitions closely mirror theirs. But there are some
differences due to our different motivation, emphasis and applications.
As defined in [21, Appendix C], our scaling limit is also dictated by the low
energy behavior of Hamiltonians, Hilbert spaces, and observables. In [21], the
primary focus is on the algebraic scaling limit of JTLN ’s action (πgl(JTLN )).
However, we focus on the analytic side of scaling limits motivated by our goal
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of simulating CFTs as we need to know how computations in the finite stages
converge. Especially, the unitary evolution and correlation functions involve un-
bounded operators for which we desire a clear description on how they are obtained
in the scaling limit. In fact, even when restricted to the bounded observables, not
all bounded operators can be obtained through the algebraic approach (for example
the unitary operators eiL(f)). Related to this, the analytic approach provides a more
direct picture at how the LCNs emerge (section 4.2) since we still keep the JTL op-
erators ei as our operators of interests and mostly, do not switch to fermionic fields.
This enables us to obtain theorems with proofs general enough for higher UMMs
assuming Conjecture 4.3.
The algebraic approach, and algebraic-numerical techniques [46, 22], has been
used to obtain more information about the algebraic structure of the Hilbert space
and the algebra of observables in the scaling but to our knowledge, a mathemati-
cally rigorous procedure has been applied mainly for free models like gl(1|1).
Recently, emergence of conformal symmetry has been numerically investigated
using the Koo-Saleur generators (KSGs) [41, 39]. To compare our version of KSGs
with those of [41], first recall our notation Ln = Ln +Ln. Our counterparts of the
KSGs are operators L˜n ± L˜−n on the ACs that give us Ln ± L−n in the scaling
limit. On the other hand, using a different diagonalization of the Hamiltonian in
[41] (same as that in [39]), the authors found their KSG operators, different from
ours, in the AC notation to be H˜n =
−N
2π
∑2N
j=1 e
2n(j+1)pi
2N ej , which converge to
Ln + L−n. Taking the sum and difference of H˜n and H˜−n respectively, we obtain
Ln+L−n from the sum and (Ln−L−n)− (Ln−L−n) from the difference, which
does not have a counterpart in our version.
The difference stems from different diagonalizations of the same Hamiltonian,
which illustrates the potential importance of connecting maps in our definition of
scaling limits. In [39], the diagonalization of the Hamiltonian is accomplished by
constructing creation and annihilation operators from the usual Fourier transforms
of the Majorana operators. While in our version, the creation and annihilation
operators are obtained as sin() and cos() transforms for the left and right moving
sectors, which implies that going from one diagonalization to the other requires a
mixing of the right and left moving sectors of the full CFT.
It follows that the scaling limit of H˜n from our diagonalization will have an
interchiral part which mixes left and right moving sectors which is clearly different
from Hn = Ln + L−n. The method in [41] works well numerically, and for the
NS sector χ0χ0+χ 1
2
χ 1
2
, the resulting scaling limit (see e.g. [39] for a proof) gives
rise to a full CFT isomorphic to ours by a not necessarily local isomorphism that
connects the two different sets of creation and annihilation operators.
Finally, while not directly related, the paper [38] serves as a conceptual inspira-
tion for our work and the techniques introduced there address analytic problems of
similar nature to ours.
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2. SCALING LIMIT OF QUANTUM THEORIES
It is commonly believed that QFTs are low energy effective theories such as
WCS TQFTs are the low energy effective theories for two dimensional fractional
quantum Hall liquids. In this section, we define mathematically a low energy limit
of a sequence of quantum theories. Our formalism is closely related to the defini-
tion of topological phases in [48] and ideas in [20].
We start with the definition of quantum theories by imagining quantum theories
that describe a collection of interacting quantum particles. The theories considered
have a discrete energy spectrum in the scaling limit like all CFTs. Notice this is
different than the energy spectrum given by the primary fields. In the context of
CFTs, there are non unitary Virasoro representations with continuous spectrum of
primary fields, while still having a discrete energy spectrum in each sector. The
definition below is for a finite dimensional theory, with the next sections defining
what the scaling limit (infinite dimensional) is.
Definition 2. A quantum theory is (W,H,A) where
• W is the Hilbert space of states,
• H is the Hamiltonian and hermitian,
• A is the algebra of observables,
Remark 1. We can also add a number of notions to the definition above. For ex-
ample, The space information of the system can be thought of a graph G, which
is usually the 1-skeleton of a triangulation of the space. In the following text, G
is always a chain. There are also different notions of locality based on the basis
we choose. As an example, considering the space information given the graph G,
the Hamiltonian H is r-local for some constant r > 0 if H =
∑p
i=1Hi such that
each local hermitian termHi is trivial outside the ball Br(vi) of distance r at some
vertex vi of G. If p = 1, then H is ultra r-local. There will also be a notion of
energy-local operators as discussed later in this section.
2.1. Low energy limit of quantum theories.
The first part of a limit theory is a Hilbert space and a Hamiltonian, which are con-
structed from the low energy spectra of a sequence of quantum theories (Wn,Hn)
with strictly increasing dimensions.
Assume a sequence of quantum theories (Wn,Hn) withHn’s eigenvalues being
ordered as λ
(n)
1 ≤ . . . ≤ λ(n)d(n), where d(n) = dim(Wn). The Hilbert spaces Wn
decompose into the corresponding one-dimensional eigenspaces
Wn = Eλ(n)1 ⊕ · · · ⊕ Eλ(n)d(n) .
Denote byWMn the Hilbert spaceWn restricted to energies at mostM , i.e. WMn =⊕
λ
(n)
i ≤M
E
λ
(n)
i
. Assume the following set of properties (P)
• λi = lim
n→∞λ
(n)
i exists for all i ∈ N with the convention λ(n)i = 0 for
i > d(n), and lim
i→∞
λi =∞,
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• (connecting maps) for all M > λ1 where M 6= λj for all j, there exist
connecting unitary maps φMn : WMn → WMn+1 for all n > NM for some
NM depending onM ,
• (extension) φMn is an extension of φM
′
n when M ≥ M ′, i.e. φMn |WM′n =
φM
′
n .
Consider the sequence (WMn , φMn ) with M > λ1 and M 6= λj . We note that
this sequence eventually stabilizes due to the existence of unitary maps for large
enough n.
The reason forM 6= λj for all j in the first property is that energies oscillating
around their limit points would make the stabilization of the low-energy spectrum
impossible for a cut-off M = λj . From now on, any cut-off will be implicitly
assumed to be not equal to any λj .
Taking the colimit of the sequence (WMn , φMn ) gives a finite dimensional vector
space, called VM , along with the unitary maps ρMn : WMn → VM . It follows that
VM has a natural Hilbert space structure. Further, due to the first property, one can
easily see that for allM ∈ (λj , λj+1), the space VM is the same asWMn will have
the same dimension (for large enough n). The space VM can be also conveniently
called Vλj . So there are only countably many different VM s. Next we add the
following property to P on the convergence of HMn , the restriction of Hn toWMn :
• (convergence) The push-forward of HMn on VM given by ρMn converges to
some operator HM :
ρMn H
M
n (ρ
M
n )
−1 → HM .
Obviously,HM will be hermitian. Furthermore, the above property is equivalent
to the following diagram “commuting up to ǫMn in the norm operator”, which goes
to zero as n→∞:
WMn VM
WMn VM
ρMn
HMn H
M
ρMn
.
The construction of the scaling limit (V,H) of the sequence is not hard from
here. We spell out the formal details although future constructions in the case of
Ising will be much more straightforward.
Properties of the colimit imply that the set {(VM ,HM )}M>λ1 is unique up to
unique isomorphism. We would like to construct these spaces in such a way that
{(VM ,HM )} are restrictions of a single Hilbert space and its Hamiltonian (V,H).
Due to the extension property, NM ≥ NM ′ for M ≥ M ′. The existence of
connecting maps for n > NM ensures that one can build VM using the orthonormal
basis
{(v(NM+1)i , φMNM+1(v
(NM+1)
i ), φ
M
NM+2
(φMNM+1(v
(NM+1)
i )), . . .)}dim V
M
i=1
where v
(NM+1)
i is an orthonormal basis ofWMNM+1. Each sequence represents an
actual vector vMi and addition is component-wise and inner product is given by
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the inner product on any component, which due to isometry of connecting maps
gives the same number. To be really precise, we will have to take vMi not exactly
as that sequence, but as the colimit of that sequence and every sequence that is
a truncation of the sequence from the left. This choice will soon become clear.
Now consider making the above construction (inductively) for the sequence M =
λ′1, λ
′
2, . . . where λ
′
j ∈ (λj , λj+1) in such a way that for M = λ′j for j > 1, the
orthonormal basis used in the previous case is extended. As an example, assuming
λ1 < λ2 < λ3, forM = λ
′
2, we take the orthonormal basis provided byM
′ = λ′1
onWM ′NM+1 which is
{φM ′NM (φM
′
NM−1(. . . (φ
M ′
NM′+1
(v
(NM′+1)
i )) . . .))}dimV
M′
i=1
and extend it to an orthonormal basis forWMNM+1. Notice that the colimit will be
having the vectors {vM ′i }dimV
M′
i=1 which are the colimit of the sequences starting by
the vectors of basis of WM ′NM+1 mentioned above; this is why we had to consider
truncations from the left as the sequence does not start with basis ofWM ′NM′+1. It is
formal diagram chasing, using the extension property of the connecting maps, that
this construction gives a well-defined colimit VM . By the choice of λ′js, these VM s
are {Vλj}j which means we have obtained VM for all possible cut-off M . This is
also compatible with the action ofHM as defined in the convergence property. This
means for the set {(VM ,HM )}M>λ1 , the embedding VM
′ → VM is by identity
forM ′ ≤M and the following diagram commutes
VM ′ VM
VM ′ VM
HM
′
HM
.
Taking a second colimit of the set {(VM ,HM )}M>λ1 leads to the desired scal-
ing limit (V,H) where {(VM ,HM )} are restrictions of (V,H). To see this, the
(unique) operator H , which would make the diagram below commute for all M ,
is the desired Hamiltonian. Notice the embedding VM → V is by identity since V
is a union of all VM s as they have a nested structure.
VM V
VM V
HM H .
Since two colimits are taken to obtain the scaling limit (similar to the construc-
tion in [20, section 4.3]), the above process is called the double colimit construc-
tion, allowing the following definition
Definition 3. Given a sequence of quantum theories (Wn,Hn)with given connect-
ing maps φMn satisfying properties (P), the scaling limit (V,H) is the result of the
double colimit construction. This limit will be written as (Wn,Hn) SL−−→ (V,H).
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We emphasize that as long as the connecting maps are specified the scaling limit
process is unique up to unique isomorphism due to the nature of colimit. From
now on, whenever a sequence of quantum theories is given with a scaling limit,
implicitly, there is a given set of connecting maps. We do not discuss the issue
of uniqueness any further and for a relevant example, we refer to the previous
discussion in section 1.6 on different diagonalization in the case of the Ising full
CFT.
Notice that V is separable but not complete, so not yet a Hilbert space. The
completion of V will be V . For notational easiness, The scaling limit will be written
as (V,H) with the understanding that one needs to take a completion whenever the
context requires so.
We would like to think of the scaling limit as the result of stacking up the low
energy spectra of Hns, and the double colimit construction indeed fulfills this ex-
pectation. Let Eλ1 be the eigenspace of the limit Hamiltonian H corresponding to
λ1 and λk be some larger eigenvalue of H for some k. Choose some M such that
λ1 < M < λk, then the above construction builds Eλ1 from the spacesWMn with
large enough n, which contains all the vectors whose energy converges to λ1 in the
limit. The same holds for the other eigenspaces.
Although our definition does not assume an embedding of the whole spaceWn
into Wn+1, we expect this to be the case for all physical models. Indeed, scaling
limit should be after all a physical process in which a whole system is embedded
into another one when some new particles are added.
Our discussions in section 4 will be based on this assumption, hence the need
for a more refined definition:
Definition 4. (Wn,Hn) have a strong scaling limit (V,H) if in addition to prop-
erties P, for all n andM , the connecting maps φMn are the restriction up to energy
M of an isometry
φn :Wn →֒ Wn+1,
for large enough n.
Given the above, the colimit of the sequence of embeddingsWn →֒ Wn+1 gives
V directly.
Usually, the chosen basis for Wn closely relates to a notion of space, and lo-
cality in this space basis is supposed to represent locality in space. Finding the
embedding φn, though an isometry, is not trivial based on this basis. In the scal-
ing limit, the space embedding is not the “trivial” embedding, in contrast to the
thermodynamical limit [12, Appendix A]. In the scaling limit, the energy embed-
ding is the trivial one as shown in the definition. As a result of this trivial energy
embedding, the space local operators in Wn, like eis in ACs, are generally space
non-local when their actions are push-forwarded. This will become clearer in next
few sections.
Finding the “energy basis” requires an understanding of the energy local de-
grees of freedom (EL-DOFs), which comes from an exact diagonalization of the
Hamiltonian. Even numerical exact diagonalization is very limited for interact-
ing models. In the Ising AC case, exact diagonalization analytically gives us the
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creation and annihilation operators, which are the EL-DOFs. This, in turn, pro-
vides us the energy basis, which allows us to construct the scaling limit at each
energy eigenspace. For all the models with known CFT limits, only free theories
have mathematical descriptions of their EL-DOFs so far (see [10, 21, 23] for some
recent examples).
Another difficulty with a scaling limit is the description of observables in the
limit. In the scaling limit, a “space” description of the operators in the limit is hard
to find. For example, if we look at any observable in a CFT, the description which
allows us to compute with, is in terms of mode operators, which are more naturally
described as energy shifting operators while their space action is obscure. Indeed,
the Y (a, z)s are considered to be space local observables, yet their description
is a Fourier series of mode operators
∑
anz
−n−1. This, along with the fact that
the chosen basis for Wn is closely related to the notion of space and not energy,
complicates the process of finding a description of observables in the scaling limit.
In the case of ACs, the eis are space local operators. Therefore, having a general
definition of Fourier transform on the eis is essential, especially one that relates to
the mode operators Ln. Alternatively, one will have to find and work with some
space description of Y (a, z).
2.2. Scaling limit of observables.
Given a sequence of quantum theories {(Wn,Hn,An}∞n=1 with the scaling limit
(V,H), by definition, Hilbert spacesWn have strictly increasing dimensions, Hamil-
tonians Hn, and algebras of observables An. Recall that the algebra An is gener-
ated by an underlying real vector space of hermitian observables called AHn , and
Hn ∈ AHn . In the examples of ACs, the space AHn is spanned by {ej , i[ej , ej+1]}.
This choice of generating set is motivated on one hand from including the local
terms of interaction of the system, and on the other hand to recover the Virasoro
algebra in the scaling limit; see Theorem 4.2 and Remark 12.
To build the observables of V from the observables in Wn, the low energy be-
havior of the observables has to be taken into account.
Definition 5. Let On ∈ An be any sequence of observables. For a given M
and u, v ∈ VM , denote by un, vn ∈ WMn the vectors (ρMn )−1u, (ρMn )−1v, which
are defined for sufficiently large n. The scaling limit of On is a partially-defined
(defined on a subset of V × V) sesquilinear form O(·, ·), where O(u, v) is defined
as lim
n→∞(un, Onvn) when it exists. We will denote the scaling limit by On
SL−−→ O.
The idea is that the operator O is constructed to exactly store the information in
the expectation values of On.
Definition 6. Consider the set of sesquilinear forms (which will also be called
operators) in Definition 5. Define
• A: the set of observables in Definition 5,
• A: the vector space of sesquilinear forms that are scaling limit of observ-
ables in An and defined on V × V ,
• AH : the real vector space consisting of all hermitian operators defined on
V which are scaling limits of hermitian observables in AHn .
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Remark 2. One can ask whether A generates A? This is true for Ising and any
other model with what would be called an algebraic scaling limit (defined after
the next remark). The algebraic scaling limit gives a copy of each observable of
An inside A. Therefore, any operator On SL−−→ O ∈ A can be seen as an operator
obtained as scaling limit of the copies of On inside A, implying that A in a sense
generates A.
Remark 3. Another simple observation is that (again by some standard diagonal
argument) A is closed under the obvious “weak limit”. In fact, we can consider the
semi-norms || · ||n on A which is defined by ||O||n = ||PnOPn|| where Pn is the
restriction up to energy λn, and ||PnOPn|| is the usual norm of a linear operator
(linear, as it is nonzero only on a finite-dimensional space). Then, it is not hard to
see thatA is a Fre´chet space with respect to these (separated) countably many semi-
norms providing the scaling limit metric dSL. Indeed, to show completeness of A,
assuming operatorsO(n) ∈ A forming a Cauchy sequence, one can easily construct
their limitO. But to prove this limit is inA, we need a sequence O(ni)i ∈ Ai having
scaling limitO. This sequence is constructed by a standard diagonal argument from
the sequences O
(n)
i ∈ Ai giving O(n)s.
Adding to the above remark, in the case of a strong scaling limit, assume there
also exist embeddings τn : An →֒ An+1 compatible with the embeddings φn, i.e.
φn ◦On = τn(On)|φn(Wn), ∀On ∈ An. Then scaling limit becomes convergence
in the metric dSL. In fact, the closure with respect to dSL, of the colimit of the
sequence of embeddings An →֒ An+1 is precisely A, which we could call analytic
scaling limit. The colimit can also be called the algebraic scaling limit and it
contains a copy of each On by the sequence On, τn(On), τn+1(τn(On)), . . . which
by algebraic construction (or scaling limit as τn is compatible with φn) gives a
copy of On ∈ A defined on V . By going through the definitions, we have the same
picture presented in Remark 2. The embeddings τn exist in the case of study in
[21, Theorem 4.4]. A similar theorem can be established for the Ising ACs as both
algebras are simply the even algebra generated by Dirac operators. We conjecture
that it holds for higher level anyonic chains.
When one looks at the different set of observables in the different frameworks
for unitary CFTs, there is always an underlying set of hermitian observables gen-
erating the whole set. Indeed, as proved in [6], the hermitian fields (more strongly,
hermitian quasi-primary fields) generate the VOAs. As for LCNs, since the algebra
corresponding to an interval I is a Von Neumann algebra, it is trivially true that it
can be generated by hermitian observables. But does AH generate A in any way?
We do not know the general answer.
We wish to identify some subsets of A that may be algebras. Since some oper-
ators are not linear, it is not clear how one can have an algebraic structure. Note
that by definition, there might not be a linear operator which gives the sesquilinear
form O. But if such an operator exists, it will be called O as well.
In some cases, these operators can be almost linear. Consider for example the
case of Y (a, z) in VOAs. Their expectation values are defined, while none of
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them is actually defined on the VOA. They are almost linear operators since there
is a grading of the VOA. For an almost linear observable, one can formally set
Ov =
∑
i vi where vi are the well-defined degree λi component of Ov, and for
any u ∈ Vi, we have O(v, u) = (vi, u). This motivates us to call all operators
inside A almost linear operators. If the formal sum is always finite, O is a linear
operator.
The definition for the product of such operators is exactly in the same spirit of
the correlation function
(u, Y (a1, z1) . . . Y (ak, zk)v).
Definition 7. Given almost linear observables O(1), . . . , O(k) ∈ A, we define their
product as a partially-defined sesquilinear form F by using the formal sum inter-
pretation. If the result is absolutely convergent for some u, v ∈ V ,
F (u, v) := (u,O(1) . . . O(k)v),
then the above is considered to be well-defined.
We discuss one basic obstacle to get an algebraic structure by an example; ob-
servables On that have a significant mix of the low and high energy states. For
example, the two sequences below where v
(i)
n ∈ Eλ(n)i are pull-back of some
v(i) ∈ Eλi :
• On,1 = v(1)n (vd(n)n )† + vd(n)n (v(1)n )†,
• On,2 = 0.
Both sequences converge to zero while being quite different. The significant
(non-decaying) mix of low-high energy states in the On,1s manifests itself not in
the expectation values of the observables at low energies, but the higher powers of
the observables.
Looking at the expectation values of powers, Okn,2
SL−−→ Ok = 0 while O2n,1 SL−−→
v(1)(v(1))† 6= 0. Next example shows that just the decay of this low-high energy
mix is not enough:
• On,1 = v(1)n (v(1)n )† + 2d(n)vd(n)n (vd(n)n )†,
• On,2 = v(1)n (v(1)n )† +
∑d(n)
i=1
1
i2
(
v
(i)
n (v
(1)
n )† + v
(1)
n (v
(i)
n )†
)
.
It is not hard to check that
Okn,1
SL−−→ Ok1 , where O1 = v(1)(v(1))†,
and
Okn,2
SL−−→ Ok2 , where O2 = v(1)(v(1))† +
∞∑
i=1
1
i2
(
v(i)(v(1))† + v(1)(v(i))†
)
.
Both sequences would be regarded as well-behaved but the first one has a signif-
icant high-high energy mix while the second one has a decaying low-high energy
mix. One can check that ||On,1On,2v(1)n || 6→ ||O1O2v(1)||, i.e.
(v(1)n , On,2On,1On,1On,2v
(1)
n ) 6→ (v(1), O2O1O1O2v(1)).
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So On,2On,1On,1On,2 does not have O2O1O1O2 as a scaling limit. The reason
behind this is an imbalance between the low-high energy mix decay rate and the
rate of high-high energy mix. We note that it is possible to have a collection of
observables with high-high energy mix, which is even increasing, and yet have an
algebra, as will be shown in the case of Virasoro operators L˜n
SL−−→ Ln. For the
discussion of algebra structures in scaling limit, a natural definition is
Definition 8. Given a set of almost linear observables {O(i)}i∈I , and the algebra
of operators generated by this set. If this algebra is inside A, we call the resulting
algebra a scaling limit algebra (SL-algebra).
There could be many overlapping and yet different and maximal sets of observ-
ables forming an SL-algebra. Some of these are special in the sense that each
observable has a nice sequence associated to:
Definition 9. Given an SL-algebra as in Definition 8, assume each O(i) is associ-
ated a sequence O
(i)
n such that for any i1, i2, . . . , ik,
lim
n→∞(u,O
(i1)
n · · ·O(ik)n v) = (u,O(i1) · · ·O(ik)v), ∀u, v ∈ V.
Then the algebra generated by {O(i)}i∈I is called a strong SL-algebra.
For example, in the case of the Ising model, {L(f)|f ∈ C∞(S1)} gives a strong
SL-algebra. The above definition assumes a strong property which is sometimes
not easy to show; in section 4, it is shown that {Y (a, f)|f ∈ C∞(S1)} gives only
an SL-algebra.
2.3. Locality in scaling limit.
First we review the terminology when it comes to the meaning of local observables.
In LCNs (or more generally for QFTs in Haag Kastler’s axioms), a local net A
of Von Neumann algebras refers to the locality axiom: If I1 and I2 are spacelike
separated, then elements in A(I1) and A(I2) commute. So local is used for the net
when it satisfies the locality axiom. But also elements inside the local observables
algebra A(I) are called local observables [28, 6].
For the VOA or more generally for Wightman’s axioms in QFT, observables are
(primary) fields or distribution of operators Φ and limits of observables localized
at a point x, Φ(x) [14]. In addition, there are local smeared fields Φ(f) with
functions f having support in some region O [28, II.4.1] (if f is a test function,
then Φ(f) is “almost local”). We also have a similar locality axiom: Let Φ1 and
Φ2 be two observables and functions f1 and f2 be space-like separated in their
supports, then [Φ1(f1),Φ2(f2)] = 0.
The conclusion is that there is a notion of locality in all frameworks as an axiom
and the elements of the sets satisfying those axioms are called local observables.
Our definition of locality (in space and in energy) turns out to be more restrictive.
2.3.1. Energy-local observables.
One goal in this work is to find out the constraints on observables in the scaling
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limit that will force them to be a specific type of observables (Wightman’s, bounded
as in LCN or point-like fields). Locality is one of these fundamental constraints.
We propose a definition of energy local operators without using any explicit
knowledge of the EL-DOFs. Therefore, it might not be the most refined defini-
tion. Still, our notion of energy locality, which is intrinsic, together with space
locality put enough constraint on operators so that they are easier to work with (see
Theorem 4.1).
All smeared operators Y (a, f) where f has finite Fourier series do not shift the
energy of any eigenvector by more than a constant. This is a motivation for the
definition of energy locality and to analyze energy local observables in general.
Definition 10. The sequence (On)n is Λ-energy local for Λ ∈ N, if for any n and
for all u ∈ Eλi , v ∈ Eλj with |i − j| > Λ, and any sequences un ∈ Eλ(n)i , vn ∈
E
λ
(n)
j
with un
SL−−→ u, vn SL−−→ v,
(un, Onvn) = 0.
Any observable O ∈ A which is the scaling limit of such a sequence is also called
a Λ-energy local observable.
It turns out that any almost linear observable which is Λ-energy local is a linear
operator, as the formal sum Ov is a finite sum with no more than 2Λ terms. The
important observation is
Theorem 2.1. The set of all Λ-energy local observables for all Λ forms a strong
SL-algebra.
Proof. Consider Λi-energy local observables O
(i), 1 ≤ i ≤ k and corresponding
sequences (O
(i)
n )n. Note (u,O
(k) . . . O(1)v) is well-defined; indeed, if v ∈ Eλt
for some t, then every multiplication by some O(i) makes a vector in a space
enlarged by adding Λi to the energy level. This means taking projections onto
L = ⊕t+∑Λi
i=t−∑Λi Eλi called PL, all operators O(i) in the product can be replaced
with the linear operator PLO(i)PL without changing the result.
Similarly for the corresponding expectation values (un, O
(k)
n . . . O
(1)
n vn), every-
thing is also happening in a finite dimensional Hilbert space. In fact, the limit can
be taken with restriction to WMn \WM
′
n , with λt+
∑
Λj < M < λ1+t+
∑
Λj and
λt−1−∑Λj < M ′ < λt−∑Λj , which is a finite dimensional Hilbert space stabiliz-
ing for large enough n and becoming isometric to L. This means for large enough
n, we might as well assume that all operators O
(i)
n are acting on L, by using the
connecting maps followed by the projection PL like the previous case. In this set-
ting, we have a sequence of operators weakly convergent, but all acting on a finite
dimensional Hilbert space. This implies norm convergence and the convergence of
their product as a (
∑
Λj)-energy local operator. 
This is our first example of an algebraic structure which is preserved under the
scaling limit. One can ask whether it is truly necessary for a constant Λ to be
present in order to define energy locality. One might think of the possibility to
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enlarge the set of all Λ-energy local observables to include those operators that are
scaling limits of Λ(n)-energy local observables where Λ(n) is a function of n.
The motivation for this modification again comes from the smeared operators
Y (a, f) where f has infinite Fourier series. Any product of these operators is
defined on the VOA (Theorem 4.8), so it is possible that they form a strong SL-
algebra. They are not energy local by themselves, but it is clear that the higher
shift of energies happen with ever smaller magnitude which depends on the Fourier
coefficients |fˆn|, a rapidly decaying sequence.
There is also another motivation. In quantum computation, a space local oper-
ator is defined to be a sum of operators, each acting on no more than O(log(n))
particles for a system with n particles. But this is a discrete way of characteriz-
ing locality and equivalently, one could define space locality as an action that has
exponential decay when one gets away from a specific particle. A similar picture
exists for Y (a, f)s. The extent to which an operator can be called energy local
could therefore be more than just shifting the energy by a constant. But we need to
keep in mind that no matter how one extends this definition, the algebraic structure
has to be preserved under the scaling limit. This issue will be explored further for
the Ising AC.
2.3.2. Space-local observables.
Another property of the smeared operators is that they are considered to be space-
local. In order to have a notion of space, some notion of adjacency for particles in
Wn is needed. In the case of anyonic chains, the notion of space locality is clear.
Definition 11. The r-space local operators in ACs are a sequence of operators
On ∈ An that are the sum of r-ultra space local operators. An r-ultra space local
operator acts on r many of adjacent particles.
A typical example is the 3-ultra space local operator ei. Notice the difference
between space-locality in our sense and locality in quantum computation. In quan-
tum computation, a sequence of observables like On = e1e⌊n
2
⌋ ∈ An is considered
to be local, while it is clearly not space-local. Therefore, space locality is a stronger
locality than the one in quantum computation.
Still, the picture we hope to obtain for Y (a, f) in finite settings is that of a
quantum system with a large number of equidistant particles, and some ultra space
local operator a˜, which is supposed to be the finite version of a, applied with weight
f on each particle and constantly many of its close neighbors. Informally,
n∑
j=1
f(ei
2pij
n )a˜j ,
will have the scaling limit Y (a, f). This will be explored in section 4.
3. SCALING LIMIT OF ISING ANYONIC CHAINS
The main theorem of the section will be written in its entirety as a reference
for the next sections. The proof will be given in the appendix. We shall use the
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notations in section 1.4, especially (a, b) which will be used to denote the Hilbert
space given by the anyonic chain with the two ends of the chain being a and b.
Theorem 3.1. 1- The following strong scaling limits hold, up to some scalings of
the Hamiltonians (explained below)
(a) Wn = (12 , 12), Hn = −
∑2n−1
j=1 ej . Then (Wn,Hn) SL−−→ (χ0 + χ 1
2
, L0).
(b) Wn = (0, 0) or (1, 1), Hn = −
∑2n−2
j=2 ej . Then (Wn,Hn) SL−−→ (χ0, L0).
(c) Wn = (0, 1) or (1, 0), Hn = −
∑2n−2
j=2 ej . Then (Wn,Hn) SL−−→ (χ 1
2
, L0).
(d) Wn = (12 , 1) or (12 , 0),Hn = −
∑2n−2
j=1 ej . Then (Wn,Hn)
SL−−→ (χ 1
16
, L0).
(e) Wn be the periodic chain of size 2n, and Hn = −
∑2n
j=1 ej . Then
(Wn,Hn) SL−−→ (χ0χ0 + χ 1
2
χ 1
2
+ χ 1
16
χ 1
16
, L0 + L0)
if n is even.
Furthermore, the rate of convergence of each scaling limit is O( 1
n
) while we have
restriction of energies up to O( 3
√
n).
2- For the corresponding higher Virasoro generators action, with the same rate
of convergence as above, given a fixed m 6= 0, we have (up to some scalings)
(a) −∑2n−1j=1 cos(m(j+ 12 )π2n+1 )ej SL−−→ Lm + L−m,
i
∑2n−2
j=1 sin(
m(j+1)π
2n+1 )[ej , ej+1]
SL−−→ i(Lm − L−m)
(b) −∑2n−2j=2 cos(m(j+ 12 )π2n−1 )ej SL−−→ Lm + L−m,
i
∑2n−3
j=2 sin(
m(j+1)π
2n−1 )[ej , ej+1]
SL−−→ i(Lm − L−m)
(c) −∑2n−2j=2 cos(m(j+ 12 )π2n−1 )ej SL−−→ Lm + L−m,
i
∑2n−3
j=2 sin(
m(j+1)π
2n−1 )[ej , ej+1]
SL−−→ i(Lm − L−m)
(d) −∑2n−2j=1 cos(m(j+ 12 )π2n )ej SL−−→ Lm + L−m,
i
∑2n−3
j=1 sin(
m(j+1)π
2n )[ej , ej+1]
SL−−→ i(Lm − L−m)
(e) −∑2nj=1 cos(2m(j+ 12 )π2n )ej SL−−→ Lm + L−m
i
∑2n
j=1 sin(
2m(j+1)π
2n )[ej , ej+1]
SL−−→ i(Lm − L−m)
Ifm ≤ 4√n, we have a rate of convergence of O( 1
n
) for energies up to 4
√
n.
Notation and L˜c,sm identities. For the Hamiltonians, assuming an n which will
always be obvious from the context, we choose the notation L˜c0 as a scaling of
it, which has scaling limit L0. The notations and scalings for the case 1(a), i.e.
χ0 + χ 1
2
, are
L˜c0 = α
c
nHn + β
0,c
n 1
SL−−→ L0,
where αcn =
(2n+1)
√
2
8π and β
0,c
n ∈ R. For the higher Virasoro generators, the
first observable is Ocn (superscript c because of cos), and the second O
s
n with the
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following similar notation and identities for 2(a)
L˜cm + L˜
c−m
2
= αcnO
c
n + β
m,c
n 1
SL−−→ Lm + L−m
2
,
i(L˜sm − L˜s−m)
2
= αsnO
s
n + β
m,s
n 1
SL−−→ i(Lm − L−m)
2
,
where αsn =
(n+ 1
2
)(
√
2)2
8π and the scalars β
m,c
n , β
m,s
n ∈ R. Similarly for the full
CFT, L˜cm + L˜
c−m and i(L˜sm − L˜s−m) can be defined. It will turn out that such
a splitting is possible so that L˜c±m and L˜s±m, has scaling limit L±m. The proof
of the above theorem is provided in the appendix and one can easily recover the
scaling factors by following the proof. We will only need the rate of growth of
these scaling factors which will be at best O(n2) and αsn, α
c
n do not depend on m
while βm,cn and β
m,c
n do.
4. SCALING LIMIT ALGEBRAS IN A
We would like to obtain the observables of each of these three types and prove
they form an SL-algebra:
(a) Wightman’s observables or smeared fields Y (a, f),
(b) LCN observables O ∈ A(I).
(c) VOA observables or fields Y (a, z),
It is not hard to show that they are all in A as a vector space, i.e. all in a single
framework. This fact tells us two things known before. First, that they are all
physical as they describe some computable convergent sequence. And second,
although they are all related and each one is believed to store all the information
of the CFT by itself, by definition of scaling limit, they have to be in our set of
observables simultaneously.
We will first obtain (a), as a result, recover the observables of (b), and lastly,
some comments will be made on (c). The nonperiodic chains or in other words the
chiral cases will be handled first. Due to its simplicity, only the case V = χ0 + χ 1
2
will be analyzed, but all theorems can be similarly stated for the other chiral cases.
At the end, there will be some comments on similar results for the full CFT.
4.1. Wightman’s observables.
4.1.1. Smeared vertex operator Y (a, f).
We will try to identify when hermitian observables of the form
η1+
∑
j
tjej & η1+ i
∑
j
tj[ej , ej+1]
that are already space-local, are also energy-local. A trigonometric interpolation
of the tjs with cos(
m(j+ 1
2
)π
2n+1 ) or sin(
m(j+1)π
2n+1 ) is performed. Afterwards, previous
results can be used to write down the observable in terms of (L˜cm+L˜
c−m) or i(L˜sm−
L˜s−m), where L˜c±m, L˜s±m are the operators with scaling limit L±m.
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For the observable On = ηn1+
∑2n−1
j=1 tjej , a trigonometric interpolation using
cos(
m(j+ 1
2
)π
2n+1 ) for 0 ≤ m ≤ 2n− 2 gives
tj = α
c
n
2n−2∑
m=0
am cos(
m(j + 12 )π
2n+ 1
)
=⇒ On = γn1+ a0L˜c0 +
2n−2∑
m=1
am
L˜cm + L˜
c−m
2
,
where γn is some multiple of identity. Next, suppose On does not shift the energy
more than some given Λ.
An analysis of L˜cm formula given in (32) and (33), shows two distinct parts( ∑
k+m≤2n
cos
(
(k+m
2
)π
2n+1
)
Ψk+mΨ
†
k −
∑
k+m>2n
cos
(
(k+m
2
)π
2n+1
)
Ψ2(2n+1)−k−mΨ
†
k
)
.
The first part provides an energy shift of exactly −m. The second part provides an
energy shift of 2(k − (2n + 1)) +m when k +m > 2n+ 1 (if k +m = 2n+ 1,
since Ψ2n+1 = 0, that term is irrelevant). This energy shift is between (−m,m)
and it has the same parity asm. The same holds for L˜−m.
After the appropriate relabelling Ψk → Ψn
2
+1−k (explained after (17)), the
term Ψ−(n+ 1
2
)Ψ−(n+ 3
2
) provides an energy shift of −(2n − 2) and it is only in
L˜c2n−2 due to the observation in the previous paragraph. Since On is energy local
(1, OnΨn− 1
2
Ψn− 3
2
1) = 0 implying a2n−2 = 0.
It is easy to see how inductively each am is zero; for a2n−3, taking the term
Ψ−(n− 1
2
)Ψ−(n− 5
2
) leading us to the similar conclusion a2n−3 = 0 and so on.
The case η1 + i
∑
tj [ej , ej+1] can also be done by using the trigonometric in-
terpolation
tj = α
s
n
2n−3∑
m=0
bm sin(
m(j + 1)π
2n + 1
).
By mixing both cases (L˜cm + L˜
c−m) and i(L˜sm − L˜s−m), we get
Theorem 4.1. On is a Λ-energy local observable made from a linear combination
of ej and [ej , ej+1]s and the identity if and only if it is of the form
On = γn1 + a0L˜0 +
Λ∑
m=1
(
amL˜
c
m + ibmL˜
s
m
)
+
Λ∑
m=1
(
amL˜
c
−m − ibmL˜s−m
)
,
where am, bm ∈ R.
Remark 4. An operator L˜m is desired which has scaling limit Lm so that expres-
sions like
∑
fˆmL˜m
SL−−→ ∑ fˆmLm can be used where fˆm = am + ibm ∈ C.
Dealing with amL˜
c
m + ibmL˜
s
m every time can become inefficient and the choice
below resolves this issue
L˜m :=
( L˜cm + L˜sm
2
+
L˜c−m − L˜s−m
2
)
∀m 6= 0, L˜0 = L˜c0.
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The above is a definition for an operator for which L˜m
SL−−→ Lm and it satisfies
the properties for convergence as it inherits those from the two operators. Indeed,
L˜c−m−L˜s−m
2 when restricted to
4
√
n energy, will be an operator with a norm at most
O( 1
n
) and so will become part of the error of the approximation. The rest of the
operator acting on energy higher than 4
√
n will join that of L˜
c
m+L˜
s
m
2 .
Notation. O|E denotes the restriction to energy at most E, i.e. OPE , and
O|>E := O(1− PE).
Notation. From now on, n will not be used for the virasoro mode operators, but
for the sequence index which will be related to the size of the chain 2n + 1. For
example
L˜m = Lm| 4√n +O(
1
m
) +Rmn ,
where Rnm = L˜m|> 4√n.
We can now state our first result for the scaling limit of observables.
Theorem 4.2. The energy local scaling limit of the sequence of hermitian observ-
ables AHn spanned by ej , i[ej , ej+1] and the identity as a real vector space is
{L(f) + γ1 | f has finite Fourier series, γ ∈ R}.
Proof. One can remove the space local condition as all observables in AHn are
space-local. Assume a sequence of Λ-energy local operators
On = γn1+
Λ∑
j=−Λ
fˆnj L˜j,
where fˆn−j = fˆ
n
j and On
SL−−→ O. To show that O = L(f) + γ1 for some function
f with finite Fourier series, restrict On to some energy M > 2Λ,
On|M = γn1+
Λ∑
j=−Λ
fˆnj L˜j|M .
According to the properties of L˜js, for large enough n,
On|M = γn1+
Λ∑
j=−Λ
fˆnj Lj |M + fˆnj O(
1
n
).
Since On|M has a limit in the operator norm to O|M , fˆnj s must have a limit. To
prove that, we compute the inner product below for the vacuum 1:
(L−Λ|M1, On|M1) = fn−Λ ||L−Λ1||+(L−Λ1, (
∑
j
fˆnj O(
1
n
))1)→ (L−Λ|M1, O1),
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where |M is dropped as it is no longer needed. Notice all the errors O( 1n) corre-
sponding to L˜j give at most |j| energy shift. This mean only the errors correspond-
ing to L˜±Λ have to be handled
fn−Λ ||L−Λ1||+ (L−Λ1, (fnΛO(
1
n
) + fn−ΛO(
1
n
))1).
fn−Λ ||L−Λ1|| can be exactly computed and is of order fn−ΛΛ
3
2 . The rest can have
norm at most O( 1
n
)|fn−Λ| as fnΛ = fn−Λ. It is easy to see from here that in order for
the above to have some limit, fn−Λ must have some limit f−Λ.
Next step is to subtract fnΛL˜Λ + f
n
ΛL˜−Λ from On and repeat the procedure. For
the special case of j = 0, γn1 + f
n
0 L˜0 can be seen to give the same conclusion.
Denoting limn→∞ fˆnj = fˆj, limn→∞ γn = γ,
O = γ1+
Λ∑
j=−Λ
fˆjLj.

Remark 5. By Theorem 2.1, we have a strong SL-algebra.
We would like to have our theorems as general as possible. For UMMs, higher
level ACs [24] is conjectured to give the same results as in Theorem 3.1, implying
the above theorem for UMMs. But a relaxed version of that theorem for UMMs
would still give us the results in this section:
Conjecture 4.3. For any UMM VOA V = Vc,0 and chiral representation Vc,h,
there is a sequence of quantum theories with strong scaling limit (Vc,h, L0) such
that for each Lm, we have a sequence L˜m ∈ An with the following properties:
• It is a space local observable with hermitian operators aL˜m + aL˜−m ∈
AHn .
• It shifts the energy no more than |m|.
• Restricted to energy at most ndω it has the following approximation by
Lm|ndω with the rest being Rmn :
L˜m = Lm|ndω +O(
1
ngω
) +Rmn ,
where dω, gω are positive constants.
• Its norm is bounded by O(neω) for some constant eω.
Remark 6. It should be noted that the second and third item above have a meaning
after the “push-forward” of the map L˜m acting on Vc,h is assumed. This is done
by the natural embedding ρn : Wn →֒ Vc,h from the strong scaling limit and the
map ρnL˜m(ρn)
−1 which acts on the copy ofWn inside Vc,h and extended by zero
on the orthogonal complement. This “push-forward” will be implicitly assumed
whenever it is necessary. Also, notice that this is not the “natural” embedding but
it will work for our purposes (in Ising, the natural embedding, is described in the
appendix).
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Remark 7. The last assumption is true for the Ising chain as L˜cm and L˜
s
m are after
all a sum of 2n terms of ejs which have norm order one. Taking the scaling factors
αcn and β
m,c
n , β
m,s
n and their norm into account
||L˜m|| ≤ O(n2).
Remark 8. Assuming the above conjecture, the Theorem 4.2 is true for all UMMs
with the exception that the statement should change to: the scaling limit of space
energy local contains the set {L(f)| f finite Fourier series}. Therefore, except
for Theorem 4.1, Theorem 4.2 and Theorem 4.15, all other theorems in sections
4.1 and 4.3 will hold the way they are stated for all UMMs. For all theorems in
section 4.2, the stronger Conjecture 5.5 which tells us exactly how to recover the
higher Virasoro modes for UMMS has to be assumed. The theorems below will
be proved using the Ising AC, but by replacing some of the powers by appropriate
constants (dω, etc), the results hold for UMMs assuming Conjecture 4.3.
Remark 9. It is conjectured that all the VOAs we care about (as described in
section 1.1) satisfy energy boundedness [6, Conjecture 8.18]. A generalization
of the Conjecture 4.3 to all chiral CFTs which satisfy energy boundedness is pos-
sible. Sequences in the same fashion of the Virasoro modes have to exist for all
elements inside a minimal quasi-primary hermitian field generator set of the VOA.
Then, all theorems in section 4.1 and 4.3 except Theorem 4.1, Theorem 4.2 and
Theorem 4.15 can be recovered. In UMMs, the generator is only ω and in WZW
models, the currents corresponding to the Lie algebra g (see [4] for a numerical
demonstration and also forW -algebra currents see [23]).
Notation. Set L(f)≤m =
∑
|j|≤m fˆjLj and similarly for L˜(f). Similarly define
L(f)>m and L˜(f)>m. Also set
||f ||≤Es =
∑
|i|≤E
|fˆi|(|i|+ 1)s,
and
|f |≤m :=
∑
|i|≤m
|fˆi|.
We wish to show that the choice of the “natural” sequence corresponding to L(f)
gives a strong SL-algebra. Some lemmas are needed.
Lemma 4.4. We have
L˜(f) :=
∞∑
j=−∞
fˆjL˜j ∈ AHn , for all f ∈ C∞(S1)
Proof. Note that fˆjs are rapidly decreasing. Also, from Remark 7,
||L˜j || ≤ O(n2).(1)
The estimation does not depend on j. This gives an absolute convergence to an
operator with norm bounded by |f |O(n2). On the other hand, for each j, we have
fˆjL˜j + fˆ−jL˜−j ∈ AHn implying L˜(f) ∈ AHn . 
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The next step to establish a strong SL-algebra is to prove
Lemma 4.5. L˜(f)
SL−−→ L(f).
Proof. The result shown here on the convergence behavior of L˜(f) will be use-
ful in the next theorem. Take any k ∈ N and consider Nf,(10k)3+1 for which
|fˆj| < 1
j(10k)
3+1
for all j > Nf,(10k)3+1. For n large enough such that
10k
√
n >
Nf,(10k)3+1, using (1),
||L˜(f)> 10k√n|| = ||
∑
|j|> 10k√n
fˆjL˜j || ≤ O(n2)
∑
|j|> 10k√n
|fˆj |(2)
≤ O(n2)
∫ ∞
10k
√
n
1
x(10k)3+1
dx < O(n2)
(10k)3 + 1
n(10k)2
= O(n−(10k)
2+2).
An same estimate for L(f)> 10k
√
n via energy bounds is the next step:
||f ||> 10k
√
n
3
2
< 2
∞∑
j> 10k
√
n
(j + 1)
3
2
j(10k)
3+1
<
∫ ∞
10k
√
n
1
x(10k)
3−10k+1 = O(n
−(10k)2+1),
therefore
||L(f)> 10k√nv|| < O(n−(10k)
2+1)||(L0 + 1)v||.(3)
Next, given a vector v ∈ V and the embeddingWn →֒ V ,
(L˜(f)− L(f))v = (L˜(f)≤ 10k√n − L(f)≤ 10k√n)v + (L˜(f)> 10k√n − L(f)> 10k√n)v
The two estimations above imply that the second part vanishes. For the first part,
L˜(f)≤ 10k√n = L(f)≤ 10k√n| 4√n +O
( |f |j≤ 10k√n
n
)
+R(f),(4)
where R(f) = L˜(f)≤ 10k√n|> 4√n. Since v has finite energy, for large enough
n, R(f)v = 0 and L(f)≤ 10k√n| 4√nv = L(f)≤ 10k√nv. This implies ||(L˜(f) −
L(f))v|| → 0, which is indeed a stronger result than L˜(f) SL−−→ L(f). 
Theorem 4.6. The set {L(f) | f ∈ C∞(S1)} gives a strong SL-algebra with
corresponding sequence L˜(f) to each L(f).
Proof. For the vacuum 1 and 1n = (ρn)
−11, the statement implies
(1n,
k∏
j=1
L˜(f (j))1n)→ (1,
k∏
j=1
L(f (j))1).
Proving the above is enough as this can be done similarly for any two vectors
u, v ∈ V . The fact that the right side is defined is shown in [54, Lemma 3.2.1]. We
will prove the above by using triangle inequality after estimating the intermediate
terms
|(1,
t−1∏
j=1
L(f (j))(L(f (t))− L˜(f (t)))
k∏
j=t+1
L˜(f (j))1)|, 1 ≤ t ≤ k,
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where the embedding ρn is used implicitly. For each 1 ≤ j ≤ t, L˜(f (j)) =
L˜(f (j))≤ 10k√n + L˜(f
(j))> 10k
√
n. Denote yt =
∏k
j=t+1 L˜(f
(j))1 and let yt = y
1
t +
y2t , where the first vector is inside V(k−t)
10k
√
n ⊂ Vk 10k
√
n of vectors with energies
at most k 10k
√
n, defined as
y1t =
k∏
j=t+1
L˜(f (j))≤ 10k√n 1.
To estimate the norm of ||yt|| and ||yit||s, the norm of the two operators decompos-
ing L˜(f (j)) has to be bounded from above. Equation (2) gives ||L˜(f (j))> 10k√n|| <
O(n−(10k)2+2). As for ||L˜(f (j))≤ 10k√n||, there are two different estimations. One
will be used to find an upper bound for ||y1t || and the other to bound ||y2t ||.
For y1t , as the product is applied on the vacuum, consider the restriction of each
of those operators to energy ≤ k 10k√n. By energy bounds
||L˜(f (j))≤ 10k√n
∣∣∣
k 10k
√
n
|| = ||L(f (j))≤ 10k√n
∣∣∣
k 10k
√
n
+O
( |f (j)|≤ 10k√n
n
)
||(5)
≤ 2Cω||f (j)||≤
10k
√
n
3
2
(k 10k
√
n+ 1) = O( 10k
√
n) , for large enough n.
The second estimate is coming from (1)
||L˜(f (j))≤ 10k√n|| ≤ O(n2).(6)
By using (5),
||y1t || ≤ O(( 10k
√
n)k−t) < O( 10
√
n).(7)
To estimate ||y2t ||, let us take the expansion of
k∏
j=t+1
L˜(f (j))1 =
k∏
j=t+1
(L˜(f (j))≤ 10k√n + L˜(f
(j))> 10k
√
n)1
and consider those terms that have at least one L˜(f (j))> 10k
√
n in them. Those will
be the ones contributing to y2t . Hence, as there are 2
k−t − 1 such terms,
||y2t || < (2k−t − 1)O(n−(10k)
2+2)O((n2)k−t)) ≤ O(n−(10k)2+2k+2).(8)
The estimates for ||y1t ||, ||y2t || give
||yt|| < 2||y1t || < O( 10
√
n).(9)
Let
xt := 1
†
t−1∏
j=1
L(f (j)) & max
t=1,...,k
||xt|| = p & max
t=1,...,k
||(L0 + 1)x†t || = q.
It can be shown that ([54, Lemma 3.2.1])
p = max
t=1,...,k
||xt|| ≤ r||(Lk0 + 1)1||,
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where r depends on f (j)s. p depends on k, f (j)s, and the degree of vector v (which
is chosen to be the vacuum here). Obviously, there is no dependence on n. We can
derive a bound on q using the above. Let us approximate
|xt(L˜(f (t))− L(f (t)))(y1t + y2t )|.
Decomposing (L˜(f (t))− L(f (t))) as in Lemma 4.5:
(L˜(f (t))≤ 10k√n − L(f (t))≤ 10k√n) + (L˜(f (t))> 10k√n − L(f (t))> 10k√n).
For the second part, using the estimates (9) for ||yt||, (2) on ||L˜(f (t))> 10k√n||, and
finally (3) for ||xtL(f (t))> 10k√n|| = ||L(f (t))> 10k√nx†t ||,
|xt(L˜(f (t))> 10k√n − L(f (t))> 10k√n)yt| <
pO(n−(10k)
2+2)O( 10
√
n) + qO(n−(10k)
2+1)O( 10
√
n)
n→∞−−−→ 0.
For the first part, considering the approximation of L˜s for energies up to k 10k
√
n,
L˜(f (t))≤ 10k√n − L(f (t))≤ 10k√n =(10)
−L(f (t))≤ 10k√n
∣∣∣
>k 10k
√
n
+O
( |f (t)|≤ 10k√n
n
)
+R(f (t)),
The first term L(f (t))≤ 10k√n|>k 10k√n annihilates y1t as the vector is inside Vk
10k
√
n.
As for its action on y2t , instead of taking the norm of that multiplication, one can
apply the energy bound on the left multiplication by xt and due to the smallness of
||y2t ||, it is easy to see that it vanishes when n→∞.
The second term, which is the only term where our approximation gets some-
what tight, when acting on yt, has to compete with its norm. The estimation (7)
tells us that the result is bounded by O(
10
√
n
n
) which still goes to zero.
Finally, the last term is the higher energy term L˜(f (t))≤ 10k√n|>k 10k√n. When
acting on y1t , this will give zero. Then, one can use the bound on the norm of
L˜(f (t))≤ 10k√n (recall that this is a bounded operator like L˜(f
(t))with normO(n2)).
As ||y2t || is much smaller, this will vanish as well. 
We note that AH contains more than just the strong SL-algebra above:
Theorem 4.7. We have {L(f) | ||f || 3
2
< ∞} ⊂ AH which contains {L(f)|f ∈
C∞(S1)} as a maximal strong SL-algebra.
Proof. For the maximality part, one has only to estimate the norm of Lk0L(f)1
for any k ∈ N. This would imply that the Fourier series of f must be rapidly
decreasing and therefore f ∈ C∞(S1).
It is also clear, by some analysis easier than Lemma 4.5, that any L(f), with
||f || 3
2
< ∞, is obtainable as a sequence by choosing (e.g.) On = L˜(f)≤log(n).
The rest was done in the previous theorem. 
The next theorem generalizes to all fields. We list three facts [6]
• In a UMM, the descendants of ω span the VOA.
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• Due to the Virasoro algebra identities, all descendants of ω can be obtained
only by applying operators Ln(n ≥ −2).
• In a UMM, all fields are energy bounded:
||Y (a, f)v|| ≤ Ca||f ||ra ||(L0 + 1)sav||
Theorem 4.8. {Y (a, f)| a ∈ V, f ∈ C∞(S1)} ⊂ A generates an SL-algebra.
Remark 10. The algebra is also local but in the quantum computation sense of
locality (QC-locality) where product of a constant number of eis far apart from
each other still counts as local. But it must be observed that if a field is space local,
then its derivative (Y (L−1a, z) = [L−1, Y (a, z)]) is also space local.
Proof. It is not hard to show using the same approach in [54, Lemma 3.2.1] that
||Y (a1, f (1)) . . . Y (ak, f (k))v|| ≤ α||(L0 + 1)
∑
saiv||,
where α depends on f (j)s and k. Thus the set Y (a, f) has all products defined on
V . We will proceed by induction.
Choose a basis with descendants. Then, for each field Lir . . . Li1ω = a an
induction will be performed on r. Hence, assume hypotheses have been shown to
hold for the field b and we wish to prove the same for a = L−2b; the Borcherds
identity shows that this is the hardest case and Lrb for r ≥ −1 are easier and will
be described later.
For the field a, we want to obtain operators y˜E(a)m for energy E and mode m
with the following hypotheses:
There exist da such that for all E ≤ nda there are operators y˜E(a)m satisfying
• y˜E(a)m is generated by the eis QC-locally; i.e there is some constant pa
such that y˜E(a)m is pa QC-local and pa is independent ofm and E.
• ∃va < da such that for any m and nva ≥ |m|, y˜E(a)m|E provides an
energy shift at most Ka(E + |m|) for some constant Ka ≥ 1.
• y˜E(a)m has norm at most nea where ea depends on a.
• There exist a constant ga > 0 such that
y˜E(a)m = y(a)m|E +O(
1
nga
) +Ra,mE,n, for n
va ≥ |m|(11)
where y(a)m|E is the restriction of y(a)m in the VOA to energy at most
nda but acting on Wn via pushback. O( 1nga ) should be regarded as the
error in the approximation of y˜E(a)m|E by y(a)m|E , and it has norm at
most O( 1
nga
). Finally, the last term is Ra,mE,n = y˜E(a)m(1− PE).
Notice the last hypothesis implies the same for restriction of energy to any E′ ≤ E
since projection to energy E′ has norm at most 1 and the rest will mix with Ra,mE,n.
Further, the base of induction ω is essentially done. For E ≤ n 14 and any 4√n ≥
|m|, as y˜E(ω)m = L˜m provides an energy shift of at most |m| for any modem, in
other words, at most 1× (E + |m|).
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Suppose the hypotheses are true for b and a = L−2b. In Borcherds identity,
putting p = 0 and q = −1, and some index shifting gives
y(a)m = y(L−2b)m =
∞∑
j=0
(L−2−jy(b)m+j+2 + y(b)m−j+1Lj−1),
which is an infinite sum but when restricted to energy E ≤ nda , where da will be
determined, the summation above will be finite and summed to some j. Indeed, as
shown in [6], consider the projection y(a)mP
E . Then the first term is always zero
whenE−(m+j+2) < 0 and the second term is always zero whenE−(j−1) < 0.
So both are zero when E < j +max{−1,m+ 2}. Hence
y(a)m|E =
E−max{−1,m+2}∑
j=0
(L−2−jy(b)m+j+2PE + y(b)m−j+1Lj−1PE).
Putting redundant projections in the middle of the operators leads to y(a)m|E =
E−max{−1,m+2}∑
j=0
(L−2−j |E+Kb(E+|m+j+2|)y(b)m+j+2|E + y(b)m−j+1|E+|j−1|Lj−1|E).(12)
This will be important as the last induction hypothesis for ω and b will be applied
separately. Based on the above identities, our choice for y˜E(a)m will be
y˜E(a)m =
E−max{−1,m+2}∑
j=0
(L˜−2−j y˜E(b)m+j+2 + y˜E+|j−1|(b)m−j+1L˜j−1)(13)
where we recall that y˜E(ω)j = L˜j for all E.
The first hypothesis obviously holds as pa ≤ pw + pb for all m. One can easily
see why only QC-locality can be proved.
For the second hypothesis, assume va < da and smaller than vb (< db). This
allows us to apply the hypothesis on y˜E(b)m+j+2, i.e. to have
nvb ≥ (2nva + nda + 4) ≥ (|m|+ |j| + 2).
This will be one of the restrictions on va and da. At the end of the argument,
choosing va < da << db, gb, vb will be shown to be enough. Given E ≤ nda , the
hypothesis for b implies that y˜E(b)m+j+2 and y˜E+|j−1|(b)m−j+1 will provide an
energy shift at mostKb(|m+j+2|+E) andKb(|m−j+1|+E+ |j−1|)) which
added to the energy shift of the Virasoro operators is at most |j + 2| + Kb(|m +
j+2|+E) andKb(|m− j+1|+E+ |j− 1|)+ |j− 1|. Since |j| ≤ E+ |m|+2,
there is a constant Ka such that the energy shift is at mostKa(E + |m|).
The third hypothesis is easy to check as this rough estimate for allm holds
|y˜E(a)m| < nda+va+3neb+eω .
Implying that ea can be chosen da + va + eb + eω + 3.
For the last hypothesis, from the equations (12) and (13), the sum of the approx-
imations given by the hypothesis for ω and b is y(a)m|E . But what about the other
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terms? Consider L˜−2−j y˜E(b)m+j+2 which is the product
(L−2−j |E+Kb(E+|m+j+2|) +O(
1
ngω
) +RωE+Kb(E+|m+j+2|),n)
(y(b)m+j+2|E +O( 1
ngb
) +RbE,n),
where the superscript for Rs indicating the mode is dropped as it is clear from the
context. In each parenthesis, the first two terms are L˜−2−j|E+Kb(E+|m+j+2|) and
y˜E(b)m+j+2|E respectively. The term that contributes to y(a)m|E is precisely
L−2−j |E+Kb(E+|m+j+2|)y(b)m+j+2|E .
What contributes to Ra,mE,n is also clear
(L−2−j |E+Kb(E+|m+j+2|) +O(
1
ngω
) +RωE+Kb(E+|m+j+2|),n)R
b
E,n,
which is indeed an operator with restriction to energy higher than E. Further, due
to energy restrictions
RωE+Kb(E+|m+j+2|),n(y(b)m+j+2|E +O(
1
ngb
)) = 0.
The only terms remaining should contribute to O( 1
nga
):
• O( 1
ngω
)O( 1
ngb
)
• O( 1
ngω
)y(b)m+j+2|E
• L−2−j|E+Kb(E+|m+j+2|)O( 1ngb )
We need to show that while choosing ga appropriately. Also, in addition to this
analysis, one has to analyze the product y˜E+|j−1|(b)m−j+1L˜j−1 for all 0 ≤ j ≤
E −max{−1,m + 2}. But E ≤ nda and further, |m| ≤ nva . It is not hard to see
that although there are so many terms contributing to what should be O( 1
nga
), by
choosing va, da small enough compared to gb, gω , the approximation will be of the
form O( 1
nga
) with norm at most O( 1
nga
).
The first term O( 1
ngω
)O( 1
ngb
) isO( 1
nga+gω
) with the obvious bounded norm. As
mentioned in the last paragraph, this will show up many times and so, there is one
restriction here on da, va.
As for the second term, y(b)m+j+2|E is a bounded operator with norm at most
Cb(|m+ 2 + j|+ 1)rb(E + 1)sb ≤ Cb(nda + 2nva + 4 + 1)rb(nda + 1)sb .
In other words, the norm is bounded by
O(
(nda + 2nva + 5)rb(nda + 1)sb
ngω
).
Hence small enough da, va can deliver the desired result. The story for the third
term is similar, energy bound is used for L−2−j|E+Kb(E+|m+j+2|)
Cb(|2 + j|+ 1)
3
2 (E +Kb(E + |m+ j + 2|) + 1) ≤
Cb(n
da + nva + 4 + 1)
3
2 (nda +Kb(2n
da + 2nva + 4) + 1).
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The norm is bounded by
O(
(nda + nva + 5)
3
2 (nda +Kb(2n
da + 2nva + 4) + 1)
ngb
)
which is another restriction on how small da, va have to be.
One can handle the product y˜E+|j−1|(b)m−j+1L˜j−1 in a similar way. The in-
duction is finished when a = L−2b.
If a = Lrb for any r > −2, then the Borcherds identity would be
(Lrb)m =
∞∑
j=0
(−1)j
(
r + 1
j
)(
Lr−jbm+j − (−1)r+1br+1+m−jLj−1
)
and the treatment of this case is easier since the summation is finite; for j > r+1 ≥
0 we have
(
r+1
j
)
= 0. All the properties described in the induction can be proved
here as well. Therefore, the induction is fully proved.
It remains to show that {Y (a, f)|a ∈ V, f ∈ C∞(S1)} generates an SL-algebra.
Using the properties in the induction hypotheses, it can be seen that the proof is
nothing but a more involved version of Theorem 4.6.
To get the product
∏k
j=1 Y (aj , f
(j)) in the scaling limit, the operators
Y˜Ej(aj , f
(j)) =
∑
m
fˆ (j)m y˜Ej (aj)m ∈ An
have to be chosen where Ejs need to be determined carefully by taking into ac-
count the constants in the energy bound inequalities for all ajs, and also all other
constants, notably daj s and gaj s, so that we can use the approximation provided
by the last hypothesis. It is clear that the choice of Ejs will not be universal and
depends on the product. They will also not be equal due to the second hypothesis
and will be very small compared to all other constants. 
Remark 11. The reason we could not obtain smeared fields as a strong SL-algebra
generating set is the dependence of the energy shift on the energy itself. If some-
how all vectors were obtained by only applying Lr, r > −2 (because of the finite
sum) or if we knew that the base of induction L˜m shifts the energy exactly by m,
this issue would not be present.
Remark 12. One would wish to get the hermitian fields giving self-adjoint Y (a, f),
as a scaling limit of hermitian observables generated by the eis. Descendants of
even degree of ω are hermitian if and only if they are quasi-primary. Also, as
[6] demonstrates, quasi-primary hermitian fields generate (not span) any unitary
VOA. Further, we could not find any exact formula or general description of these
fields. But a generating set of quasi-primary hermitian fields can exist which
have a corresponding sequence coming from (a generating set formed by hermitian
observables, i.e.) AHn . For UMMs, that generating set is {ω}, for which there is a
corresponding sequence from AHn .
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4.2. Local conformal nets observables.
In this section, bounded operators in the LCN framework are recovered. Recall that
for UMMs, the observables algebra on an interval I is given by {eiL(f)| supp(f) ⊂
I}′′ [37].
From results of the previous section, the following is immediate
Corollary 4.9. The sequence of observables below give a strong SL-algebra:
eiL˜(f)
SL−−→ eiL(f).
Proof. This is a direct application of the Trotter-Kato approximation theorem (see
e.g. [8]) on Theorem 4.6. The fact that the scaling limit is a strong SL-algebra is
simply due to the uniform boundedness of the operators involved, all being unitary.

Corollary 4.10. All operators in {eiL(f)}′′ are in A giving a strong SL-algebra.
Proof. As all algebras here are generated by self-adjoint operators, we will be con-
sidering only self-adjoint operators (this will make applying Kaplansky’s density
theorem easier). Consider a sequence of self-adjoint operators O(i) in the algebra
generated by eiL(f)s with a strong limit to a self-adjoint bounded operator O. Each
O(i) has a corresponding sequence of self-adjoint (O
(i)
n )n with scaling limit O
(i)
which can be thought of replacing any eiL(f) in O(i)’s expression by eiL˜(f). From
these sequences, by a standard diagonal argument, one can get a sequence On with
scaling limit O.
As long as O(i)s are uniformly norm bounded, there is the possibility of having
a sequence On that is uniformly bounded, giving a strong SL-algebra as in the
previous theorem. This includes the case whereO is in the norm-operator closure
of the algebra generated by {eiL(f)}. So the C∗-algebra can be recovered. Then,
Kaplansky’s density theorem does the rest: one can apply it on the sequence O(i),
such that it becomes uniformly bounded by ||O|| and then apply the same theorem
on each sequence associated toO(i) so that they become in turn uniformly bounded
by ||O(i)||. 
Hence, all observables in LCN form a strong SL-algebra. The next question
is whether there exist some definition of the algebra An(I) and how the bounded
scaling limit would compare to the LCN, called Alcn(I). As we shall see, the
anyons must be on the upper half-circle as in Figure 1.
Definition 12. Consider the upper half-circle S1+ with its two points on the bound-
ary. The set of intervals I+ are the connected sets in one of the following forms:
• Open intervals I inside S1+ for which ∂I ∩ ∂S1+ = ∅,
• Closed-open intervals I where |I ∩ ∂S1+| = |∂I ∩ ∂S1+| = 1,
• S1+.
On these sets, the following nets of observables are defined
Definition 13. Given I ∈ I+,An(I) is generated by ejs where [ jπ2n+1 , (j+1)π2n+1 ] ∈ I
and the identity.
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The definition can be seen to imply [An(I1),An(I2)] = {0} which is locality.
Isotony is obvious, i.e. I1 ⊂ I2 =⇒ An(I1) ⊂ An(I2).
Definition 14. Consider the set of self-adjoint bounded linear operators O in the
scaling limit of the algebra of observables An(I) such that there exist a self-adjoint
sequence On ∈ An(I) with bounded norm and
ρn(On(ρn)
−1(u))→ Ou, ∀u ∈ V,
i.e. there is sequence with strong SL convergence to O or the strong-operator con-
vergence in V . Define Ab(I) as the von Neumann algebra generated by the set.
Locality is the reason behind the above definition. Consider two sequences of
operators xn
SL−−→ x and yn SL−−→ y which are self-adjoint and commuting. In order
to ensure [x, y] = 0, it can be easily observed that the weak-limit offered by scaling
limit is not enough and we need at least a strong type of that limit (which is the
above definition). But that could not be enough as xnynξ → xyξ for ξ ∈ V can
not be necessarily true yet:
(xnyn − xy)ξ = xn(yn − y)ξ + (xn − x)yξ.
The first and second part of the above summation are not guaranteed to go to zero
unless xns are uniformly bounded and xn → x in the strong-operator topology
(of V as yξ ∈ V). It turns out that the strong SL convergence (which is strong-
operator convergence in V) and norm boundedness are in some way equivalent
to convergence in the strong-operator topology (in V). One direction is clear and
the other is the application of Kaplansky’s density theorem to get such a sequence
with norms uniformly bounded. The definition above imposes these properties and
Ab(I) can be seen to satisfy locality and isotony. In fact similar to the procedure
carried out in Corollary 4.10, it can be seen to be have a sequence associated to
any of its elements which are norm bounded and converge strongly to that element.
Therefore, it is a strong SL-algebra.
How does this “net” compare to Alcn(I)? Denote by j(I) the reflection of the
interval I with respect to the x-axis where j : z → z¯.
Theorem 4.11. Given a function f =
∑
fˆme
imθ ∈ C∞(S1) with supp(f) ⊂
I ∪ j(I), and fˆm = am + ibm, define e˜(f) =
αcn
2n−1∑
j=1
fc
(
π(j+ 1
2
)
2n+1
)
ej + iα
s
n
2n−2∑
j=1
fs
(
π(j+1)
2n+1
)
[ej , ej+1] + (
∞∑
m=−∞
amβ
m,c
n + bmβ
m,s
n )1
which is inside An(I) (for large enough n), and
fc(θ) =
f(θ) + f(−θ)
2
∈ C∞(S1+), ∀eiθ ∈ S1+,
fs(θ) =
f(θ)− f(−θ)
2
∈ C∞(S1+), ∀eiθ ∈ S1+.
we have e˜(f)
SL−−→ L(f).
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Proof. In fact, e˜(f) = L˜(f) and this implies the theorem (using Theorem 4.6). To
show that equality, the formula for L˜m gives
fˆmL˜m + fˆ−mL˜−m = amL˜cm + ibmL˜
s
m + a−mL˜
c
−m + ib−mL˜
s
−m
where fˆm = fˆ−m. Next, the identities for L˜
c,s
m gives L˜(f) =
αcn
2n−1∑
j=1
cjej + iα
s
n
2n−2∑
j=1
sj [ej , ej+1] + (
∞∑
m=−∞
amβ
m,c
n + bmβ
m,s
n )1,
where
cj =
∞∑
m=−∞
am cos(
m(j + 12)π
2n+ 1
), sj =
∞∑
m=−∞
bm sin(
m(j + 1)π
2n + 1
).
But fc(θ) and fs(θ) are precisely the cos() and sin() part of the Fourier series of
f . Therefore, the above is precisely e˜(f). 
As a corollary, by definition,
Corollary 4.12. {eiL(f)}′′ ⊂ Ab(I) for supp(f) ⊂ I ∪ j(I).
This hints to the relation betweenAb(I) andAlcn. Assume I touches the bound-
ary of upper half-circle. Then, I ∪ j(I) is some connected interval in the circle and
so {eiL(f)|supp(f) ⊂ I ∪ j(I)}′′ = Alcn(I ∪ j(I)). By the corollary above,
Alcn(I ∪ j(I)) ⊂ Ab(I).
But due to Haag duality for the conformal net Alcn and locality for Ab, for the
complement of I , called J , in S1+,
Ab(J) ⊂ Ab(I)′ ⊂ Alcn(I ∪ j(I))′ = Alcn(J ∪ j(J)) ⊂ Ab(J).
Therefore, one recovers exactly, no more and no less, the LCN by taking the
bounded scaling limit.
Theorem 4.13. Ab(I) = Alcn(I ∪ j(I)) for I ∈ I+ with |I ∩ ∂S1+| = 1.
The above theorem is true for all UMMs assuming Conjecture 4.3.
4.3. Vertex operators Y (a, z).
In Theorem 4.8, y(a)m was found to be in the scaling limit using QC-local op-
erator. Therefore, Y (a, z) should also be in the scaling limit as an almost linear
operator. In fact, Y (a, z) is the weak limit of a sequence Y (a, f) where f shrinks
to the δ Dirac function. Then, according to Remark 3, Y (a, z) ∈ A. Here, we wish
to construct a concrete sequence for the observable.
Theorem 4.14. Y (a, z) ∈ A as an almost linear operator.
Proof. Choose the sequence of observables
On =
∑
|m|< ga log(n)
2 log(|z|)
y˜log(n)(a)mz
−m−wt a
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where wt a is the degree of a. Take u, v ∈ V . Without loss of generality, assume
u, v are homogeneous with weight difference −s. For (u, Y (a, z)v), only the term
(u, y(a)sz
−s−wt av) is nonzero. Thus,
(u,
∑
s<|m|< ga log(n)
2 log(|z|)
y˜log(n)(a)mz
−m−wt av)
must go to zero. Once this is proved, the rest is the sum
(u,
∑
|m|<s
y˜log(n)(a)mz
−m−wt av)
is a finite sum of operators for which the scaling limit is known. By Theorem 4.8,
we need to compute(
u, (y(a)m|log(n) +O(
1
nga
) +Ralog(n),n)z
−m−wt av
)
.
For n where log(n) > wt v, the term Ralog(n),nv is zero. Similarly for m 6= s, the
term (u, y(a)m|log(n)v) is zero. It remains to show
lim
n→∞O(
1
nga
)(
∑
s<|m|< ga log(n)
2 log(|z|)
z−m) = 0.
Due to symmetry of the summation, assume |z| > 1, and the summation is not
small only for positive powers. In that case, the summation has norm at most
|z|
ga log(n)
2 log(|z|) +1
|z|−1 which vanishes when divided by n
ga . 
We discussed the following intuition on the scaling limit of smeared field∫
f(ei
pij
n )ej
SL−−→ Y (ω, f) =
∮
Y (ω, z)f(z)z2
dz
2πiz
.
Informally, one could think of this smooth function being a Gaussian distribution
which goes to the δ Dirac function at some point corresponding to angle θ. In that
case, one would expect to get
eθ
SL−−→ Y (ω, eiθ).
Of course, with ejs, the “cos()” part appears in the scaling limit. For the other part,
the bracket [ej , ej+1] must be used.
Finding some ultra local operator inAn giving us the field operator in the scaling
limit would be a “proof” that the field operator Y (w, z) should not only be called
a local observable, but an ultra local observable. Unfortunately, the natural guess
does not work.
Notations. v˜cx is the vector with entries (cos(
m(x+ 1
2
)π
2n+1 ))0≤m≤2n and v˜
s
x =
(sin(m(x+1)π2n+1 ))1≤m≤2n. Define β
c
n as the infinite vector with entries β
m,c
n for all
m ≥ 0 and similarly define βsn. Extend v˜cx and v˜sx by zeros to have infinite entries
for them as well.
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Theorem 4.15. We do not have
On = α
c
n||v˜cx||2ex + iαsn||v˜sx||2[ex, ex+1] + (βcn.v˜cx + βsn.v˜sx)1 SL−−→ Y (ω, z)z2,
where z = eiθ and we pick the unique 1 ≤ x ≤ 2n−1 such that θ ∈ [ xπ2n+1 , (x+1)π2n+1 ].
Notice sometimes x can only be chosen for large enough n as θ may be close to
the boundaries. On is exactly the expression for ex and [ex, ex+1] one obtains by
considering the L˜c,sm identities of Theorem 3.1. That is why we believe this should
be the first candidate for convergence to Y (ω, z)z2.
Proof. By the L˜c,sm identities,
On =
2n∑
m=0
cos(
m(x+ 12 )π
2n+ 1
)
L˜cm + L˜
c−m
2
+ i
2n∑
m=1
sin(
m(x+ 1)π
2n + 1
)
L˜sm − L˜s−m
2
.
In other words, the following should not hold
On =
2n∑
m=−2n
(
cos(
m(x+ 12)π
2n + 1
) + i sin(
m(x+ 1)π
2n+ 1
)
)
L˜m
SL−−→
∑
eimθLm.
It is clear that any finite sum up to some M for On goes to
∑
|m|≤M e
imθLm.
Restrict to some finite energyM from right and left. Notice the scaling limit is not
supposed to be a linear operator so restriction needs to be made from both sides.
It will be shown that the approximations to high Virasoro modes give something
other than zero. This will be shown for the cos() part (in other words, the real part)
of the summation which is provided by the operators L˜cm + L˜
c−m. The sin() part
L˜sm + L˜
s−m (complex part) can be done similarly.
One can easily observe from the formula of L˜cm + L˜
c−m ((32) and (33)), that for
M < m < 2n + 1 − 2M , the restriction from left and right is exactly zero for
large enough n. This is easy to observe by considering the picture of the half-circle
having the momenta on it.
Now notice that for 2n+1−2M ≤ |m| ≤ 2n, the formula for L˜cm+ L˜c−m gives
many fermion pairs which are distinct for differentm. Indeed, after the restrictions,
any term Ψk′Ψk should have both n+1−M ≤ k, k′ ≤ n+M and as Ψk appears
only once for each k, there are around O(M) possibilities. Also, the difference
between k and k′ for each one of these pairs is exactly 2n+1−m implying that the
pairs are not repeated by different ms. Each of these terms will have a coefficient
of order O(n); Indeed there is a scaling provided by the αcn and further, there
is also the coefficient 2 cos(
(k+m
2
)π
2n+1 ) which is close to 2 as
m
2
π
2n+1 is close to
π
2 and
n+1−M ≤ k ≤ n+M . Therefore, although the part |m| ≤M of the summation
cause no problem, there are terms corresponding to 2n+1− 2M ≤ |m| ≤ 2n that
blow up in norm. Hence, the scaling limit is certainly not an almost linear operator
which is defined on V × V and the cos() part of Y (ω, z)z2 is not the scaling limit.
For the sin() and L˜sm case, with a similar reasoning, the 2n+1− 2M ≤ |m| ≤
2n part of the summation does not blow up in norm but it is non-zero and due to
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the divergent coefficient sin(m(x+1)π2n+1 ), does not have a limit and the sin() part of
Y (ω, z)z2 is not the scaling limit. 
Remark 13. As all problems emerge from the m close to the both ends of the
summation, i.e. −2n and 2n, one could take the observable On as follows with the
desired scaling limit
2n−log(n)∑
m=−2n+log(n)
(
cos(
m(x+ 12)π
2n+ 1
) + i sin(
m(x+ 1)π
2n + 1
)
)
L˜m
SL−−→
∑
eimθLm.
In fact, any function f(n)
n→∞−−−→ ∞ instead of log(n) would work to avoid the
discussed issues. But this is not the nice ultra local expression in terms of just ex
and [ex, ex+1] we desired for On. It is unknown whether there exists ultra local
observable On with On
SL−−→ Y (ω, z)z2.
5. CONJECTURES AND FUTURE DIRECTIONS
5.1. On scaling limit of anyonic chains.
In this section, we provide a list of problems that need to be addressed for a clearer
picture of the structures in the scaling limit relevant to CFT.
After Definition 6, it was asked whether or not AH generates A and whether
that in turn generates A. If the scaling limit is a CFT, such a conjecture becomes
reasonable:
Conjecture 5.1. The observables A are “generated” by some means, like closure
with respect to some topology, from the set of observables of the form Y (a, f).
The smeared fields Y (a, f) were obtained as QC-local operators.
Conjecture 5.2. There is a spanning set S = {a}a∈V of the VOA such that for any
a ∈ S , the smeared field Y (a, f) is space-local.
One obstacle to space locality is the absence of commutators in the Borcherds
identity. Otherwise, the terms involving products of far apart ejs would disappear.
If Y (a, f) can be expressed in terms of commutators of Y (ω, f) with the Virasoro
generators, the above conjecture would be true. Therefore, the obstacle may just
be some simple lemma that is missing.
Closely related to conformal invariance, is the scaling limit of the product of
unitaries eiL˜(f) and the smeared field operators L˜(f).
Conjecture 5.3. Prove that the algebras in Corollary 4.10 and Theorem 4.6 to-
gether generate a (strong) SL-algebra.
As a remark on the emergence of conformal invariance in the scaling limit, no-
tice that due to Corollary 4.9, for eiL(g) ∈ Alcn(I), we have
eiL˜(f)eiL˜(g)e−iL˜(f) SL−−→ eiL(f)eiL(g)e−iL(f).
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Further, the scaling limit above is itself in Alcn(exp (f)(I)) and it is this fact that
is the reason for conformal covariance (expressed below) in the LCN as e−iL(f)s
generate the local algebras:
U(γ)Alcn(I)U(γ)† = Alcn(γ(I)), γ ∈ Diff+(S1).
But it is easy to show thatAn(I) can also be generated by eiL˜(f)s. Due toCorollary 4.9
and Theorem 4.13, this essentially implies that, loosely speaking, the two sets
eiL˜(f)An(I)e−iL˜(f) and An(exp (f)(I)) become the same in the scaling limit (at
least for I and exp (f)(I) satisfying condition of Theorem 4.13). Therefore, con-
formal invariance emerges in the scaling limit. This may not be satisfying as it is
not clear whether the group of operators eiL˜(f) is the natural choice for the group
(sequence of groups acting on the anyonic chains) that should recover the action of
Diff+(S
1) in the scaling limit (see [33] for a different candidate, the Thompson’s
group).
We could not get all types of observables as algebra. The point-like field opera-
tors Y (a, z) were just given as a vector space in the scaling limit.
Conjecture 5.4. Field operators Y (a, z) form a (strong) SL-algebra whenever
their product is defined on V × V .
The techniques used in [38] may be useful to prove this as it involves some
kind of truncations of the field operators. Finally, it would be useful for quantum
simulation if one could obtain the field operators as ultra local operators because
the product of ultra local hermitian operators can be simulated efficiently [2, Claim
6.2] on a quantum computer.
Due to the numerical results on higher level ACs, it was conjectured (4.3) that
the theorems of section 4 are true for higher level UMMs. Here, we emphasize the
identities giving us the Virasoro algebra
Conjecture 5.5. The Hilbert space and the Virasoro algebra action of every chiral
UMM with central charge c = 1 − 6(k+1)(k+2) is obtainable as a scaling limit of
some SU(2)k AC with some suitable boundary condition and the same theorems
proved in section 4 hold for them. Also denoting by Ocn and O
s
n the following
Ocn = −
2n−1∑
j=1
cos(
m(j + 12 )π
2n + 1
)ej , O
s
n = i
2n−2∑
j=1
sin(
m(j + 1)π
2n + 1
)[ej , ej+1],
we have operators L˜c±m, L˜s±m
SL−−→ L±m satisfying the properties in 4.3 and,
L˜cm + L˜
c−m
2
= αcnO
c
n + β
m,c
n 1
SL−−→ Lm + L−m
2
,
i(L˜sm − L˜s−m)
2
= αsnO
c
n + β
m,s
n 1
SL−−→ i(Lm − L−m)
2
,
where αcn, α
s
n, β
m,c
n , and β
m,s
n are suitable scaling factors.
Remark 14. In [39, (7.5)], there is a very similar conjecture although different.
These will be compared in appendix subsection 2.
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Remark 15. The size of the chain was assumed to be 2n−1. The chain size depends
on the boundary condition which needs to be adjusted accordingly.
One could then define the operators L˜ms as done before. Proving the above by
direct diagonalization (as done for non-interacting theories), seems to be hard. As
mentioned in section 1.6, one could hope to consider the commutators of the above
observables and show that they satisfy similar relations as the Virasoro algebra.
But note that by taking commutators, terms appear with non-vanishing norm and
yet, what should be, vanishing in the scaling limit. These terms make it harder to
recover the Virasoro algebra relations.
5.2. Intertwiners and full CFTs.
Consider a rational VOA V with irreducible modules A,B,C and corresponding
conformal weights hA, hB , hC . An intertwiner of type
(
C
A B
)
is a map
Y(·, z) : A→ End(B,C)[[z, z−1]], Y(a, z) =
∑
n∈Z
amz
−τ−m,
where τ = hA + hB − hC . It has the following notation for homogeneous a ∈ Ak
Y(a, z) =
∑
n∈Z
y(a)nz
−n−k−τ ,
and it satisfies similar axioms as the vertex operator.
Intertwiners are part of the fundamental features of a CFT as they describe the
fusion rules. As an example, the fusion rules in section 1.2 for the Ising model
correspond to three different free fermionic fields
ψ01
2
(z) =
∑
n∈Z
z−(n−1)Ψn− 1
2
ψ01
2
(z)† = ψ
1
2
0 (z) =
∑
n∈Z
z−nΨn− 1
2
ψ
1
16
1
16
(z) =
∑
n∈Z
z−nΨn,
where ψji : χi → χj . Therefore, the natural question is how they emerge in
the scaling limit and what the right framework to discuss them in finite settings
should be. As an example, we could define some set of maps fromW1n SL−−→ χ 1
2
to
W2n SL−−→ χ0 as the real vector space of observables
Ah,
1
2
→0
n = {
n− 1
2∑
m=−n+ 1
2
fˆm−1Ψm− 1
2
| fˆm = fˆ−m ∈ C},
and then defineAi→jn , the algebra generated by odd numbers of Majorana operators
(as in Appendix subsection 1), and also its closureAi→jn . Still, this example clearly
requires a very good idea of the finite versions of the primary fields. This is a hard
problem in general (see [42] as an example).
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Although we will not provide an answer for this question, independent of what
the framework should be, one can try to find the fermionic free fields in the scaling
limit as a QC-local operator. There are three types of free fermionic field ψji as
described in section 1.2. As an example, one could use the basis provided in [5,
section 5] to localize the modes of the field ψ01
2
(z) + ψ
1
2
0 (z) on Hilbert spaces
Wn SL−−→ χ0 + χ 1
2
. Then, using the Borcherds identity (for intertwiners),
Y(a, f) =
∮
Y(a, f)zk
dz
2πiz
, where it can be seen that τ = 0,
can be obtained similar to what was done in Theorem 4.8.
Another important subject we did not discuss, was finding the algebra of ob-
servables for full CFTs. First, note that the scaling limit of the periodic anyonic
chain should be assumed to be the full CFT on the torus. This changes the defini-
tion of the expectation values that one needs to measure in order to claim that a set
generates an SL-algebra. The correlation functions for the torus are traces taken
over the whole Hilbert space [38]. The second issue is the presence of interchiral
observables [21, section 6] for which there is no counterpart in the VOA picture.
These observables can be obtained by using
∑
sin()ej and
∑
cos()[ej , ej+1] as
shown in the appendix.
Still, with similar techniques as in section 4, it can be shown that the trace of the
observables in finite spaces corresponding to the conformal field and the interchiral
observable converge to what we expect:
TrV((L(f (1)) + L(g(1))) . . . (L(f (k)) + L(g(k)))rL0), 0 < r < 1,
where r is the diameter of the torus, f (i), g(i) ∈ C∞(S1), L(f (i)) is the smeared
field for the conformal field and L(g(i)) is the smeared field for the interchiral
observable.
5.3. Simulation of CFTs by quantum computers.
The motivation of our work was an efficient quantum simulation of CFTs. What
insights have we gained from this work? The first step is to define the problems
that we want to solve.
In each case, there will be local observables for which we ask their expectation
values to be efficiently computed in polynomial time with respect to the inputs.
By computing, we always mean approximating in polynomial time up to an error
inverse polynomial with respect to the inputs.
Informally speaking, we could also say that we are simulating efficiently (some
of) the local observables themselves. Therefore, it is important to find out what
those efficiently simulatable local observables are.
For example, in quantum computation, in the context of many problems like the
simulation of the unitary evolution [40], the efficient k-Local Hamiltonians are a
sum of polynomially many k-ultra local operators.
When it comes to locality, quantum computation has its own precise definition.
A fundamental aspect of the definition of locality is that explicitly or implicitly,
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there is a sequence of operators On that are the sum of ultra-local operators act-
ing on at most O(1) many particles. In this way, one could distinguish between
local and nonlocal (sequence of) operators. This idea can not be applied directly
to CFTs, simply because a CFT is a single Hilbert space with no sequences at-
tached naturally to any observable. Since we believe that CFTs must be efficiently
simulatable by a quantum computer, there are two paths for defining locality in
CFTs. The first is to declare a subset of observables in CFTs to be ultralocal de-
pending on what kinds of problems one wants to solve, and then show that one
can simulate them efficiently using a quantum computer. The other, which is less
problem oriented, is to associate a sequence that “quantifies” locality (just like in
finite dimensions where we have 2-local, 3-local, etc.) for each observable.
In this work, the second strategy has been followed since the beginning. This
strategy, as shown in section 4, by using a rigorous definition of locality inspired
by quantum computation, demonstrates how locality in finite dimensions translates
into that of infinite dimension. It also reconciles to a great extent with what mathe-
matical physicists and physicists think of the notion of local observables, although
not being exactly the same.
But there is no guarantee that this is the right path for the problems ahead and in
fact, we will also point out the disadvantages of the anyonic chain approach when
it comes to tackling these problems.
5.3.1. Unitary evolution of CFTs.
The first problem is the unitary evolution of CFTs. In TQFTs, using the functorial
approach, this problem has been shown to be in BQP [16]. The important obser-
vation made is that the unitary evolution is a representation of the mapping class
group and the mapping class groups is generated by braids and Dehn twists. Those
are operators for which one can have a local expression. We seek the same picture
in CFTs.
In CFTs, using the functorial approach, the unitary evolution is guided by uni-
tary maps called U(γ) and simulating
|(1, U(γ)1)|
is the goal, where 1 is the vacuum and U is a positive-energy projective unitary
representation of Diff+(S
1) with γ a diffeomorphism in the Lie group. It is well-
known ([26]) that the representation U corresponds to a unitary positive energy
representation of the Virasoro algebra. By a result of [26], simulating the above
quantity is the same as simulating
|(1,
k∏
j=1
eiL(f
(j))1)|,(14)
where f (j) ∈ C∞(S1) and γ = exp (f (1)) ◦ · · · ◦ exp (f (k)). Loosely speaking,
if in TQFT, the complexity of an evolution (a cobordism in the functorial point
of view) arises at ultra local locations where braids happen, in CFT due to the
continuous picture, one has to look at the diffeomorphism γ infinitesimally, hence
the decomposition of U(γ) to finite products of eiL(f)s.
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Theoretically, the above quantity is obviously computable as long as functions
f (j)s are computable. But when there is the issue of efficiency, one needs to make
sure to ask the right question. Ideally speaking, one needs to know what nature
does efficiently and ask whether a quantum computer can do that efficiently as
well. In other words, what is the set F of operators eiL(f) that can be considered
in (14)? One important observation is that in the same problem for other theories
(TQFTs or usual quantum computation), the analog of the set F has always been
given by a “local generating” set. In this case, the natural candidates are the Lns
and the fact that they are scaling limit of sums of eis, which are themselves the
generators in the similar TQFT problem, is another evidence.
For example, the operator eif0L0 which is the evolution by the Hamiltonian
corresponding to the constant function f ≡ f0 is certainly one of the opera-
tors in F . And in general the Virasoro operators Ln are thought to be local and
ei(fˆnLn+fˆ−nL−n) corresponding to the function f = fˆne
inθ + fˆ−ne−inθ must be in
F . Therefore, it is reasonable to ask a finite combination of these to be simulated
efficiently. This means eiL(f) ∈ F for f having finite Fourier series.
The next question is which functions with infinite Fourier series can also be con-
sidered for the simulation problem. An analogy in quantum computation, would
be to think of a hermitian matrixH that may be nonlocal and acts on certain qubits
but the norm of its action has an exponential decay away from those qubits. This
translates to a unitary operator which is nonlocal but has an action exponentially
close to identity except in some centers of action. The Fourier coefficients fˆn are
rapidly decaying
∀k,∃Nk such that ∀|n| ≥ Nk =⇒ |fˆn| ≤ 1
nk
but the rate of this decay or equivalently, what the rate of growth of Nk should be
is unclear. Perhaps, an exponentially decaying fˆn or a polynomial growth for Nk
is the answer. Finding the exact form of dependence of the rate of convergence of
the scaling limit in Corollary 4.10 on Nk will help to answer this question.
So far, we can safely assume that the set F has all operators corresponding to
functions with finite Fourier series. We have the following definition for the CFT
unitary evolution problem.
Definition 15. (CFT UNITARY EVOLUTION) Consider functions f (1), . . . , f (k)
with finite Fourier series and coefficients nonzero up to n1, n2, . . . , nk all given as
inputs, find an approximation up to given error ǫ, of the following quantity
|(1,
k∏
j=1
eiL(f
(j))1)|
The conjecture in the same spirit of TQFT, is
Conjecture 5.6. CFTUNITARY EVOLUTION is in BQP, i.e. there is a polynomial
time quantum algorithm with respect to the inputs, namely {nj}j ∪ {( ˆf (j))l}j,l ∪
{k, 1
ǫ
}. Generically, the problem is BQP-complete.
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It is worth mentioning that in contrast to TQFT, where unitary evolution on the
vacuum is trivial (as it is a one dimensional space in the case of the sphere), in
CFT due to the existence of descendents provided by L−m for m > 1, we have
a nontrivial problem in an infinite dimensional Hilbert space being the vacuum
sector of the highest-weight representation with central charge c. Of course, one
can generalize the above to other sectors and this is part of the next problem.
The AC approach provides evidence for which operators have to be in F . It
also provides insights as to what operators in the scaling limit can be called local,
which is a fundamental aspect of a theory from a computational point of view.
Further, it gives a discretized picture of what unitary evolution looks like in a CFT.
Consider many particles on a chain where it is allowed to have fusion between
nearby particles with certain penalties for the undesired (nontrivial) fusion. The
value of the penalties is what gives the function f . If we let the system evolve in
this setting, the unitary evolution guided by those constraints is eiL˜(f). If f is the
constant function, then it is the usual Hamiltonian.
But there is no guarantee that the AC approach is the right one for this ques-
tion. In fact, in order to be able to approximate (14) using ACs, a proof for which
AC gives the VOA in the scaling limit is needed. Furthermore, a bigger obstacle
could be proving the BQP-completeness, as the expression for approximating the
operators eiL(f) are exponentials of weighted sum of all eis and it is hard to build
specific unitary operators using these. Lastly, one needs to prepare the vacuum
which could be a hard problem (see [43] for the case of Ising).
There are other possible approaches to this problem. First, one could look for
combinatorial realization of the action of Virasoro generators. Path representations
of the states of the Hilbert space and how the Virasoro algebra acts on these paths
can be analyzed. We refer to [36] for nonunitary models minimal modelsM(2, q)
with q odd where the action of every Virasoro generator is obtained, and [11] for
unitary minimal models where actions of higher Virasoro generators is not known
yet. Another possible approach to prove that the problem is in BQP, would be to
use large enough tensor power of the Fock space which contains many interacting
models as subtheories (including all su(2)k WZWmodels and all minimal models;
see [52, section 4] for a list). This free theory is essentially (χ0 + χ 1
2
)2 and can
be modelled using an ultra local realization of the Dirac operators Ψk,Ψks (as lo-
calized in [5]). We could then derive a local expression for the Virasoro generators
of any subtheory using the Dirac operators. Then, by some energy truncation and
taking the scaling limit, one should compute the rate of convergence and show that
it is inverse polynomial with respect to the energy truncation. This could provide
a faster convergence than AC; indeed, CFT has quantized energy but continuous
spacetime. This approach focuses on the energy local degrees of freedom as the
local basis for quantum computation, instead of the space local degrees of free-
dom as in AC. A third approach would be to first derive an exact expression for
the quantity |(1, U(γ)1)|, and then try to simulate it. This exact expression can
be obtained for all free models [44, see Theorem 6.2.3 and section 7] but no such
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closed formula is known for higher minimal models. We hope to pursue these in
future works.
5.3.2. Correlation functions of CFT.
The second problem is in fact a generalization of the first. It is the simulation of the
correlation functions of CFT which is very much like in TQFT and simulation of
Jones polynomial [15] (which is the value ([55]) of the TQFT correlation function);
2n fields are inserted, denoted by n cups (inserting two fields dual to each other) as
a TL diagram, a unitary evolution is applied and the probability of getting back to
same state is measured (denoted by n caps). The normalization in the case of Jones
polynomial is also the norm of the state given by the n cups. The direct analogy
in CFT would be (not a chiral but) a full diagonal CFT where the cup inserting the
dual pair is Y(a⊗a′, z, z) inserting the pair a ∈ A and a′ ∈ A′ (the contragredient
module of A). But as will shown, it is not obvious that the similar quantity can be
defined. Here, we make an attempt for the definition. The proof that the quantity
is well-defined is not given. In future works, we will aim to fill the gaps in the
arguments. Let us start with the chiral formulation.
Wewill assume a nice VOA: unitary, CFT-type, rational (including C2-co-finite).
The goal would be to approximate the following point-like chiral correlation func-
tion Cpchiral efficiently:
Cpchiral =
|
(
Yn(an, γ(zn)) . . . Y1(a1, γ(z1))1, U(γ)Yn(an, zn) . . .Y1(a1, z1)1
)
|
||Yn(an, zn) . . . Y1(a1, z1)1||.||Yn(an, γ(zn)) . . . Y1(a1, γ(z1))1|| ,
where |zi| = 1 are on the unit circle arranged as 0 < arg(z1) < . . . < arg(zn) <
π, and ai ∈ Ai are primary fields in the irreducible modules and Yi are of type(
Bi−1
Ai Bi
)
with irreducible modules Bi. We note that fields inserted at zi move to
γ(zi) by conformal covariance of primary fields and therefore, this is where we
should measure the amplitude of getting back the same configuration.
There are multiple issues with this definition. First, it is not clear that the numer-
ator or denominator exist. For the numerator to exist, it makes sense to impose the
condition of intertwiners having energy bounds. Indeed, notice that one can first
perform the evolution by U(γ) and then insert the fields at γ(zi) (due to confor-
mal covariance). As U(γ) operates inside the common domain ∩∞k=1D((L0+1)k)
called smooth vectors and denoted by V∞ or B∞ for module B, the vector U(γ)1
would be inside V∞ and generally not inside V . Even with this condition one needs
to prove that the expectation value for those insertion points exist which brings us
to the second issue.
The insertion points have the same norm and they are not distinct. To see this,
by taking the adjoint of the fields on the left side and using conformal covariance
it can be shown that computing the numerator is the same as computing
|(U(γ)†1,
n∏
i=1
Yi(ηAi(ai), zi)
1∏
i=n
Yi(ai, zi)1)|,
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where ηAi is the anti-linear involution corresponding to the unitary structure of
Ai (in minimal models ηAi(ai) = ai). It is known that correlation functions
(u,
∏
Yi(bi, wi)v) for u, v with finite energy, can be evaluated at distinct inser-
tions points with the same norm by an analytic extension of the region |w1| <
. . . < |w2n| to the configuration space of C2n; This is [29, Theorem 3.5] for chiral
and [30, Proposition 2.8] for full CFT. We first need to prove similar theorems for
u, v smooth vectors (this could be accomplished by proving that the corresponding
correlation function satisfies the same ODE as in [29, Theorem 1.6]). But another
issue would remain, which is that the insertion point zi is repeated. There is a sin-
gularity when insertion points are the same which makes it impossible to define the
above quantity.
But in Cpchiral, we could see that the singularities cancel each other. Notice that
for any correlation function of the form (u,
∏
Yi(bi, wi)v), the order of the sin-
gularity wi − wj only depends on the fields bi, bj ; see [17, Proposition 3.5.1] for
Yi = Y the vertex operator (this can be easily generalized to intertwiners). For the
denominator, the first norm is:
||
1∏
i=n
Yi(ai, zi)1|| = |(1,
n∏
i=1
Yi(ηAi(ai), zi)
1∏
i=n
Yi(ai, zi)1)| 12 .
The above is not defined but if we consider the insertions generically at z′i, zi, it
should give us a meromorphic function∏ 1
(z′i − zi)sii′
∏ 1
(zi − zj)sij
∏ 1
(z′i − z′j)si′j′
F (z′1, . . . , z
′
n, z1, . . . , zn)
where F is a polynomial in zi, z
′
i. For the second norm in the denominator, by
conformal invariance, it can be evaluated at zi instead of γ(zi) and the same sin-
gularities will appear with the same order. Therefore, one can see that the order of
(zi − z′i) is the same in the numerator and denominator. In the end, Cpchiral would
be of the form
Fγ
F
for two functions in zi and the dependence of the normalization
on γ, as mentioned, can be avoided by conformal invariance of vacuum to vacuum
correlation functions.
Even if Cpchiral is defined, it is not obvious that C
p
chiral ≤ 1, which is crucial for
quantum computation. We believe that one should be able to obtain Cpchiral as a
limit of the smeared version of the problem called Cschiral, which will be at most
one simply due to Cauchy inequality. Define the smeared correlation function as
follows:
Cschiral =
|
(∏1
i=n Yi(ai, βda(γ)(fi))1, U(γ)
∏1
i=n Yi(ai, fi)1
)
|
||∏1i=n Yi(ai, βda(γ)(fi))1||.||∏1i=n Yi(ai, fi)1|| ,
where fi are smooth functions on S
1 and βda(f) = γ
′(γ−1(z))wt a−1f(γ−1) (this
function appears in the conformal covariance of primary fields; see e.g. [6, Propo-
sition 6.4]). It can be shown that Cschiral is defined due to energy-boundedness, see
e.g. [27, Proposition 3.9]. The next step is to take a limit by considering sequence
of functions converging to the Dirac delta at zi, i.e. δzi . To do so rigorously, a
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similar theorem to [27, Proposition 3.12] when the expectation value is taken for
smooth vectors could be helpful. This would relate the smeared and the point-like
version:
(u,
∏n
i=1 Yi(ηAi(ai), gi)
∏1
i=n Yi(ai, fi)v)
=
∫ π
−π · · ·
∫ π
−π
(
u,
∏n
i=1 Yi(ηAi(ai), e
iφi)
∏1
i=n Yi(ai, e
iθi)v
)∏n
i=1 gi(e
iφi)
∏1
i=n fi(e
iθi)
∏n
i=1
/dφi
∏1
i=n
/dθi
where /dθ = e
iθ
2π , and fi, gi can be thought to be distributions centered on zi, z
′
i
with
∫
S1
fi =
∫
S1
gi = 1. These functions must have disjoint support (this is
required to apply [27, Proposition 3.12]). Then, one has to analyze the limit when
gi, fi → δz′i = δzi . This limit should be taken on the fraction Cschiral as the terms
in the numerator and denominator diverge individually. It is worthy to note that on
distinct points the limit works well. Assuming continuity of(
u,
n∏
i=1
Yi(ηAi(ai), e
iφi)
1∏
i=n
Yi(ai, e
iθi)v
)
with respect to φi, θi (this is already true if u, v have finite energy but we need it
for smooth vectors), it is not hard to show that if gi → δz′i , fi → δzi for distinct
zi, z
′
i we have
|(u,∏ni=1 Yi(ηAi(ai), gi)∏1i=n Yi(ai, fi)v)| → |(u,∏ni=1 Yi(ηAi(ai), z′i)∏1i=n Yi(ai, zi)v)|.
Recall that as mentioned at the beginning, the direct analog of the TQFT case
is the full CFT point-like correlation function. Assuming that one can prove that
Cpchiral is well-defined, it is not hard to show that the point-like and smeared version
of the problem for the full CFT case can also be defined. In fact, for the smeared
version, just like the chiral case, there is nothing to prove and it is already well-
defined. For the point-like case, the full CFT intertwiner is a finite sum of pair
of chiral intertwiners, hence the correlation function will be a finite sum of chiral
correlation functions. We have the following analogous quantities for the full CFT:
Cpfull =
|
(∏1
i=n Y(ai⊗a′i,γ(zi),γ(zi))1,UL(γ)UR(j◦γ◦j)
∏1
i=n Y(ai⊗a′i,zi,zi)1
)
|
||∏1i=n Y(ai⊗a′i,γ(zi),γ(zi))1||.||∏1i=n Y(ai⊗a′i,zi,zi)1|| ,
Csfull =
|
(∏1
i=n Y(ai⊗a′i,βda(γ)(fi),βda(γ)(fi)◦j)1,UL(γ)UR(j◦γ◦j)
∏1
i=n Y(ai⊗a′i,fi,fi◦j)1
)
|
||∏1i=n Y(ai⊗a′i,βda (γ)(fi),βda (γ)(fi)◦j)1||.||∏1i=n Y(ai⊗a′i,fi,fi◦j)1|| ,
where a′i ∈ A′i are primary fields from the contragredient module of Ai, j is the
conjugation map, and UL, UR are the unitary evolution for the left and right moving
part, respectively.
Finally, as we know how to take the unitary evolution as input (outlined in pre-
vious section), formulating the correlation function problem in all four versions
is possible; the inputs are the primary fields from a nice fixed VOA, the insertion
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points zi (or Fourier coefficients of the smearing functions) and the decomposition
of γ as exp(f)s.
It is not entirely clear how the AC approach would help solve this question for
general minimal models as it is hard to realize finite version of fields on a lattice or a
spin chain as mentioned in section 5.2. Similar to unitary evolution, the correlation
function problem is expected to be in BQP and typically BQP-complete.
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APPENDIX: SCALING LIMIT OF ISING ANYONIC CHAINS
1. Obtaining Virasoro representations and their actions.
In each case, we start with some operator that is supposed to become the desired
one converging to Lm, and it will undergo some changes (all being some scalings)
before becoming the desired operator. As an example, for the Hamiltonian, we
will always start with −∑ ej but during the process, it will change by some scal-
ing which can be easily obtained by following the procedure until it produces the
actual Hamiltonian L˜c0 that converges to L0. These scalings are the scaling factors
mentioned in L˜c,sm identities called αcn, α
s
n, β
m,c
n , and β
m,s
n .
Case 1(a): (12 ,
1
2)
SL−−→ χ0 + χ 1
2
.
The method and the notations used in [10] will be followed closely and we will
apply it case by case on Ising ACs to obtain the Virasoro modes throughout this
section. It is therefore necessary to review the general procedure described for the
Hamiltonian diagonalization of 1(a) in [10].
Consider the operator −∑2n−1j=1 tjej which after a scaling due to the equalities
e2j =
1√
2
(1 + σzjσ
z
j+1), e2j−1 =
1√
2
(1 + σxj ),
becomes
H = −
n∑
j=1
t2j−1σxj −
n−1∑
j=1
t2jσ
z
jσ
z
j+1,
where the coefficients tj are fixed. With this expression of H , it is easy to see the
famous Z2 symmetry provided by the spin-flip operator, called
(−1)F :=
2n∏
j=1
σxj .
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As detailed in [10], in order to diagonalize this Hamiltonian, theMajorana opera-
tors should be defined as
ψ2j−1 =
( j−1∏
k=1
σxk
)
σzj , ψ2j = i
( j∏
k=1
σxk
)
σzj
which satisfy the ACR (Anticommutative Canonical Relations):
{ψa, ψb} = 2δab, ∀a, b = 1, . . . , 2n.
It is a well-known fact that these operators and their monomials are linearly inde-
pendent and this representation of the Clifford algebra is faithful. By using
ea =
1√
2
(1 + iψaψa+1),
we rewrite the Hamiltonian
H = i
2n−1∑
a=1
taψa+1ψa.
Next, raising (creation) and lowering (annihilation) operators are introduced, i.e.
Dirac operators for which
[H,Ψ] = 2ǫΨ.
Notice that for any operator linear in the Majorana operators, the commutator with
H is also linear in the Majorana operators. Let us choose the following form for Ψ
Ψ =
∑
b
ibµbψb,
where µb are numbers that will turn out to be real. The i
b’s factor will ensure that
the matrix in (15) is hermitian and not skew-hermitian, thus making the computa-
tions easier. Computing µ′as,
Ψ′ = [H,Ψ] =
∑
a
iaµ′aψa,
is same as the following matrix equation

µ′1
µ′2
...
µ′2n

 = 2


0 t1 0 . . .
t1 0 t2
0 t2 0
... t2n−1
t2n−1 0




µ1
µ2
...
µ2n

 .(15)
This hermitian matrix has determinant (−1)n∏nj=1 t22j−1. The eigenvectors of this
matrix give the Dirac operators and each corresponding eigenvalue is the energy
that is raised or lowered. Specializing the values of tjs will give the different
boundary conditions. (12 ,
1
2) can be seen to correspond to the case tj = 1 for all j.
Therefore, we will work with the matrix (15) assuming tj = 1.
Notation. for n ∈ N, set [n] := {1, . . . , n}. E.g. [2n]− [n] = {n + 1, . . . , 2n}.
Similarly define [−n] := {−1, . . . ,−n}.
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The Dirac operators Ψk for k ∈ [2n], are given by the eigenvectors µa,k =
sin( akπ2n+1 ) with corresponding energy ǫk = 4cos(
kπ
2n+1), satisfying ([10])
[H,Ψ±k] = 2ǫ±kΨ±k, {Ψ±k,Ψ±k′} = 0, {Ψ±k,Ψ∓k′} = Nkδk,k′1,(16)
whereΨ−k := Ψ2n+1−k, andNk = 2
∑
a |µa,k|2. The relations are obtained using
the identities
{Ψ, χ} =
∑
a,b
ia+bµaνb{ψa, ψb} = 2
∑
a
(−1)aµaνa,
for any two linear Majorana forms Ψ =
∑
b i
bµbψb, χ =
∑
b i
bνbψb. As a her-
mitian matrix has orthogonal eigenvectors, and for any eigenvector (µa,k)a giving
eigenvalue ǫk, there is a corresponding eigenvector ((−1)a+1µa,k)a giving eigen-
value ǫ−k := −ǫk, equations (16) follow including the fact that Ψ†k = Ψ−k. We
will always work with the normalization of Ψk by
√
Nk, hence {Ψ±k,Ψ∓k′} =
δk,k′1.
From now on, the Dirac operators Ψk for k ∈ [n] will be called the raising or
creation operators and the Dirac operators Ψk for k ∈ [2n] − [n] will be called
the lowering or annihilation operators. This terminology will similarly apply for
future cases. Further, at the end of each case, there will be a renumbering of the
operators indices which will make the creation operators have negative index while
the annihilation operators will have positive index.
Therefore, Ψks satisfy the ACR while the dimension ofWn (the Hilbert space)
is 2n. This implies the existence of an orthonormal basis ofWn given by∏
i∈S
Ψi1n, ∀S ⊂ [n],
all of which will turn out to be eigenvectors of H , where 1n is the vacuum or
ground state annihilated by the annihilation operators. As mentioned in [10], the
energy symmetry of H and well-known properties of the representations of the
algebra generated by the Ψks, can be used to prove this. Let us recall these general
facts.
Notation. Denote by Fn the algebra generated by the Ψks and F+n the sub-
algebra generated by the creation operators. Similarly define F−n . We will use S
as any subset of the indices of creation operators.
Fact 1. LetW be a representation ofFn which is a Hilbert space with dimW = 2s
where s ≥ n and Ψ†k = Ψ−k with respect to the inner product ofW . Consider the
image W0 of the product of all annihilation operators. For any vector v ∈ W0,
by definition of W0 and ACR relations, in particular Ψ2k = 0, we get F−n (v) =
{0}. Further, the space Wv = F+n (v) generated by the creation operators acting
on v has dimension 2n with, assuming v is a unit vector, an orthonormal basis
{∏
i∈S
Ψiv| ∀S}. The fact that this is an orthonormal basis can also be checked
directly by computing the inner products using ACR,Ψ†k = Ψ−k and thatF−n (v) =
{0}. Finally, with the same direct calculations, for any two orthonormal vectors
u, v ∈ W0, we have Wv ⊥ Wu. This implies that for any chosen orthonormal
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basis for W0, a direct sum of irreducible representations with dimension 2n of
Fn is obtained. We claim that this decomposition exhausts W , or equivalently
dimW0 = 2s−n. Assume ∃v ∈ W which is orthogonal to the decomposition. One
needs to find a sequence of Ψks acting on v such that v is sent to a vector in W0
and we will reach a contradiction. This is done by noticing that for any non-zero
vector u, if Ψku = 0 for Ψk ∈ F+n then ΨkΨ†ku = u 6= 0. Therefore, we can
start by acting on v by the annihilation operators in increasing order of indices
(n + 1, . . . , 2n) and whenever the result is zero when acted by Ψk, acting by the
creation operator Ψ†k and then Ψk resolves this issue. By using this procedure
and ACR, there is a reordering of the action by Ψks such that the end result is
Ψ2n . . .Ψn+1(
∏
i∈S Ψiv) = v0 6= 0 where S is some subset from the creation
indices. v0 is in the image of the product of all annihilation operators, i.e. v0 ∈ W0.
But v was assumed to be orthogonal to the decomposition, implying that
(v0, v0) = (v, (
∏
i∈S
Ψi)
†Ψn . . .Ψ1v0) = 0 =⇒ v0 = 0,
which is a contradiction.
Fact 2. With the same settings of Fact 1, consider a matrixD satisfying [D,Ψk] =
0 for all Ψk ∈ Fn. It follows that D preserves W0 and it is uniquely determined
based on how it acts on W0. In particular, if there is a decomposition of W into
2s−n irreducible representations where D preserves the corresponding vacuums,
then D acts as a scalar on each one of them. This will be always the case in the
proofs.
Fact 3. In addition to the spin-flip symmetry (−1)F , the matrix H has charge
conjugation symmetry (which will also be called energy symmetry) provided by
C =
∏
i σ
z
i
∏
i(σ
x
i )
i which satisfies CH = −HC implying each energy has one
corresponding opposite energy. This is a necessary property which helps us to
show that some non-zero scalar from the previous fact for H can not happen as
that would break the symmetry.
From Fact 1, (Wn)0 is one dimensional from which a unit vector 1n is chosen.
Define
H ′ :=
∑
k∈[n]
ǫk(Ψ+kΨ−k −Ψ−kΨ+k).
H ′s eigenvectors are {∏i∈S Ψi1n| ∀S}, each with the corresponding eigenvalue∑
i∈S ǫi −
∑
j 6∈S ǫj . So H
′ has C-symmetry. Further, one can easily see that
[H ′,Ψk] = 2ǫkΨk and so, for D = H − H ′, [D,Ψk] = 0. As (Wn)0 is one
dimensional, D = α1. But H ′ shifted by any α does not satisfy the energy sym-
metry. Therefore, α = 0 and H ′ = H . Taking the shift H → H +∑ ǫk and using
{Ψ+k,Ψ−k} = 1,
H =
∑
k∈[n]
2ǫkΨ+kΨ−k.
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The final change toH isH → 2n+18π H and the desired Hamiltonian L˜c0 is given by:
L˜c0 =
2n+ 1
π
∑
k∈[n]
cos(
kπ
2n+ 1
)Ψ+kΨ−k.(17)
Defining the scaling limit requires defining the connecting maps. Before doing so,
a renumbering k → k− 12 −n is performed to get the creation operators indices as
{−12 , . . . ,−(n− 12)}.
Notation. [(n+ 12)] := {12 , . . . , (n− 12 )} and [−(n+ 12)] := {−12 , . . . ,−(n− 12)}.
This will also change the coefficients from cos( kπ2n+1 ) = − sin(
(k− 1
2
−n)π
2n+1 ) to
sin( −kπ2n+1 ) and we will have
L˜c0 =
2n+ 1
π
∑
k∈[(n+ 1
2
)]
sin(
kπ
2n + 1
)Ψ−kΨk.
Next, we define
φn :Wn →֒ Wn+1, where ∀S we have φn(
∏
i∈S
Ψi1n) =
∏
i∈S
Ψi1n+1.
This is consistent with an embedding of Fn →֒ Fn+1 where Ψi →֒ Ψi giving us
in the limit the algebra of Dirac fermion operator F . We will prove that there is
a strong scaling limit (see Definition 4), where the scaling limit space V can be
constructed as the algebraic colimit of the sequence coming with the natural em-
bedding maps ρn :Wn →֒ V . The connecting maps will turn out to be the restric-
tion of φn to energy M as it is required in Definition 4. The natural orthonormal
spanning set is
{
∏
i∈S
Ψi1| ∀S ⊂ Z<0 + 1
2
}
for V where 1 = ρn(1n) is the vacuum vector. We need to make sure that this is
consistent with the definition of scaling limit obtained through the double colimit
construction in Definition 3.
Restricting to energy at most M , one has to check that φn gives isometries
φMn : WMn → WMn+1 for large enough n. It is not hard to see that any eigenvec-
tor
∏
−k∈S Ψ−k1n with energy
(2n+1)
π
(
∑
−k∈S sin(
kπ
2n+1)) < M has the energy
(2n+3)
π
(
∑
−k∈S sin(
kπ
2n+3 )) given by Hn+1 also smaller than M for large enough
n. Indeed, by using the Taylor expansion we obtain
(2n+ 1)
π
(
∑
−k∈S
sin(
kπ
2n + 1
)) =
∑
k∈S
k −
∑
−k∈S
k3π2
6(2n + 1)2
+ . . .(18)
=
∑
−k∈S
k +O(
1
n
).
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This also shows that at the scaling limit we have the energy
∑
−k∈S k for
∏
−k∈S Ψ−k1.
It is then easy to check that L˜c0
SL−−→ L0, where
L0 =
∑
k∈N− 1
2
kΨ−kΨk.
This gives the character
∞∏
k=1
(1 + qk−
1
2 )
which agrees with the character of χ0 + χ 1
2
(section 1.2).
Now consider the natural action of L˜c0 on V obtained through the embedding of
Fn →֒ F . We could alternatively take the “less” natural action by extending L˜c0 by
zero on the orthogonal complement ofWn in V and no result on the convergence
rate will be lost. By this embedding, the restriction of both L˜c0, L0 to subspace with
energy at most 3
√
n denoted by L˜c0| 3√n, L0| 3√n, can be compared. In order to finish
the proof of 1(a), one needs to prove
L˜c0| 3√n = L0| 3√n +O(
1
n
)
This is a stronger result than restriction to some finite energy M . This equation
demands M to be changing according to n and yet have a convergence. If L0
gives an energy smaller than 3
√
n to some eigenvector
∏
−k∈S Ψ−k1, then it must
be shown that vector is inside Wn. This means that for large enough n, we have
S ⊂ [−(n − 12)]; that needs to be checked due to the less natural embedding used
in the proofs of theorems in section 4.1. This is easy to show as if
∑
k < 3
√
n, then
obviously there is no k > n − 1/2 for large enough n. Further, we should show
that L˜c0 gives the same energy up to an error of O(
1
n
). That would imply that the
error has norm at most O( 1
n
) as L˜c0| 3√n and L0| 3√n share the same eigenvectors in
V . Let us therefore estimate the difference
|(2n + 1)
π
(
∑
−k∈S
sin(
kπ
2n+ 1
))−
∑
−k∈S
k|,
assuming
∑
−k∈S k <
3
√
n. Using (18),
= | −
∑
−k∈S
k3π2
6(2n + 1)2
+ h.o.t| ≤ |
∑
−k∈S
k3π2
6(2n + 1)2
|+ |h.o.t|.
In general, if the sum
∑
k xk = t of non-negative numbers xk is a fixed value t,
then
∑
k x
j
k ≤ tj with equality if and only if one of the numbers is t and the others
are zero. This implies that in the above, the maximum happens when S = { 3√n}.
The h.o.t is (as a rough estimate) at most O( 1
n2
) and the first term is exactly O( 1
n
).
This finishes the proof of case 1(a).
Before moving to the next case, we need to investigate what “separates” the two
irreducible modules χ0 and χ 1
2
at the level of the finite spacesWn. The answer to
this question will give some interesting identities that will be of use elsewhere.
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(−1)F commutes with L˜c0 and therefore preserves the vacuum as the eigenspace
of the vacuum is one dimensional with energy zero. Further, it is easy to see that
{(−1)F , ψk} = 0 and so {(−1)F ,Ψa} = 0. Therefore any product of even num-
ber of creation operators (giving a vector inside χ0) commutes with (−1)F and
any product of odd number of creation operators (giving a vector inside χ 1
2
), anti-
commutes with (−1)F . It remains to determine in which ±1 sector of (−1)F the
vacuum is. Going back to the previous labelling of creation and annihilation oper-
ators by integers [2n], we have the following identities involving the annihilation
operators
(−1)F = in
2n∏
j=1
ψj , i
n
2n∏
j=1
ψj
n∏
k=1
Ψ−k =
n∏
k=1
Ψ−k.(19)
The first identity directly from the definition of the Majorana operators in terms
of the Pauli operators. For the second identity, as (−1)F preserves the one dimen-
sional image of the product (vacuum), we deduce (−1)F ∏nk=1Ψ−k = α∏nk=1Ψ−k
for some α ∈ {±1}. According to the second identity, α must be 1. To prove it,
expand both sides of
in
2n∏
j=1
ψj
n∏
k=1
Ψ−k = α
n∏
k=1
Ψ−k
in terms of ψis. The monomials in ψis are linearly independent. On the RHS,
all monomials have at most n terms. Suppose that the coefficient of a term with
less than n Majorana operators is nonzero. This gives a monomial with more than
n terms on the left side because of the product
∏2n
j=1 ψj , so in the expansion of∏n
k=1Ψ−k, only n-monomials will appear. To find α, one needs to compare the
coefficient of ψ1 . . . ψn on both sides. This means the coefficients of ψ1 . . . ψn and
ψn+1 . . . ψ2n in the RHS.
The coefficient of any of the n-monomials is the determinant of some matrix.
For the first one, it is the determinant of (notice Ψ−k = Ψ2n+1−k)


iµ1,2n i
2µ2,2n i
3µ3,2n . . . i
nµn,2n
iµ1,2n−1 i2µ2,2n−1 i3µ3,2n−1 inµn,2n−1
iµ1,2n−2 i2µ2,2n−2 i3µ3,2n−2
... inµn,n+2
in−1µn−1,n+1 inµn,n+1


n×n
,
which has to be compared to the coefficient of ψn+1 . . . ψ2n, the determinant of

in+1µn+1,2n i
n+2µn+2,2n i
n+3µn+3,2n . . . i
2nµ2n,2n
in+1µn+1,2n−1 in+2µn+2,2n−1 in+3µn+3,2n−1 i2nµ2n,2n−1
in+1µn+1,2n−2 in+2µn+2,2n−2 in+3µn+3,2n−2
... i2nµ2n,n+2
i2n−1µ2n−1,n+1 i2nµ2n,n+1


n×n
,
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and by using µ2n+1−t,k = (−1)k+1µt,k, we obtain α = 1.
Hence, the vacuum is in the +1 sector of (−1)F . Therefore, for all n, χ0 is in
the +1 sector and χ 1
2
is in the −1 sector.
The procedure of taking scaling limit after the diagonalization and estimating
the rate of convergence of the Hamiltonian to L0 in all future cases will be similar
and we will refer to this case. The focus will be only on the parts that have a
different idea/explanation.
Case 1(b) & 1(c): (0, 0)&(1, 1)
SL−−→ χ0 and (1, 0)&(0, 1) SL−−→ χ 1
2
.
Projection under (−1)F is non local. We would like to have exactly χ0 and
χ 1
2
in the scaling limit by at most a local projection. The boundary conditions
involving 0 and 1-spin will provide that.
As in previous case, consider the “would-be” Hamiltonian H = −∑2n−1j=1 tjej
acting on the same Hilbert space, with t1 = t2n−1 = 0 and all other tjs being
1. The Hilbert space (12 ,
1
2) is the sum of four subspaces given by anyonic chains
starting and ending with the following spins: (0, 0), (1, 0), (0, 1), (1, 1). It is easy
to see that H with t1 = t2n−1 = 0 preserves each of the four subspaces and so,
restricted to any of those subspaces, it gives the operator derived in section 1.4 for
the four boundary conditions given by 0 and 1. The matrix (15) corresponding to
H is
2


0 0 0 . . .
0 0 1
0 1 0
...
0 1 0
1 0 0
0 0


2n×2n
(20)
from which n − 1 creation operators and annihilation operators Ψks are derived
corresponding to the same matrix of the case 1(a) for n→ n− 1.
These creation and annihilation operators change the boundary conditions as
each operator is a linear combination of ψj for 2 ≤ j ≤ 2n − 1 and, according to
their definition, all have the Pauli operator σx1 and do not have σ
x
n. Therefore, they
flip the left boundary condition and pair the condition (0, 1) with (1, 1) and (1, 0)
with (0, 0).
Take the image of the product of all annihilation operators. As there are n−1 op-
erators acting on a Hilbert space with dimension 2n, by Fact 1, a two dimensional
vacuum space exists. As all Dirac operators preserve the spaces (0, 1)⊕ (1, 1) and
(1, 0) ⊕ (0, 0), both 2n−1 dimensional, one can pick a unit vector in each space
being the vacuum. Therefore, diagonalizing the Hamiltonian is done in exactly
the same way by replacing n with n − 1 in case 1(a), defining H ′ and showing
D = H − H ′ = 0 (proving the rate of convergence is also done similarly). The
only difference is where the vacuum space (Wn)0 has dim(Wn)0 = 2 and, as noted
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in Fact 2, D has to be shown to preserve two irreducible representations. This is
clear as both H and H ′ preserve the spaces (0, 1) ⊕ (1, 1) and (1, 0) ⊕ (0, 0). As-
sume D = α1 on the first and D = β1 one the second subspace. But H ′ has
the same symmetric spectrum on each of these subspaces and any shift α should
be paired with another shift β = −α to preserve the energy symmetry. Therefore
D = −ασzn = −αin−1
∏2n−1
j=1 ψj . This is not possible, unless α = 0, as the
monomials in Majorana operators ψjs are linearly independent and we only have
binomials or identity in the expansion of either H or H ′.
The Hamiltonian preserves the boundary conditions. As the two boundary con-
ditions (1, 1) and (0, 0) are supposed to give χ0, it is reasonable to expect that the
two vacuum vectors are inside those spaces. Similar to identity (19), to show that
the image of the product of annihilation operators is in the kernel of σz1 − σzn:
(σz1 − σzn)
∏
annihilation
Ψk = 0⇔ σz1
∏
annihilation
Ψk = σ
z
n
∏
annihilation
Ψk.
As σz1 = ψ1 and i
n−1∏2n−1
j=1 ψj = σ
z
n,
⇔
∏
annihilation
Ψk = i
n−1
2n−1∏
j=2
ψj
∏
annihilation
Ψk.
The argument used for proving (19) applies in this case as well by simply replacing
nwith n−1. As a result, taking the vacuum in, e.g. (0, 0), and acting on it with even
number of creation operators gives a vector inside (0, 0) and with odd operators
gives a vector inside (1, 0). This implies χ0 is the scaling limit corresponding to
(0, 0) (and (1, 1)), and χ 1
2
corresponds to (1, 0) (and (0, 1)).
Case 1(d) (12 , 0)⊕ (12 , 1)
SL−−→ 2χ 1
16
.
To get χ 1
16
in the scaling limit, we specialize to the case tj = 1 for all j except
t2n−1 = 0. This corresponds to the AC with boundary condition Wn = (12 , 0) ⊕
(12 , 1), which are denoted by W0n and W1n respectively, and each will give a copy
of χ 1
16
. In this case, the matrix equation (15) becomes


µ′1
µ′2
...
µ′2n−1
µ′2n


= 2


0 1 0 . . .
1 0 1
0 1 0
...
0 1 0
1 0 0
0 0


2n×2n


µ1
µ2
...
µ2n−1
µ2n


.(21)
The matrix has 2n−1 eigenvalues ǫk = 4cos(kπ2n ) for k = 1, . . . , n, . . . , 2n−1
with corresponding eigenvectors (µb,k)b = (sin(
bkπ
2n ))b. In addition to those, there
is the eigenvalue 0 with eigenvector (δb,2n)b.
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This gives a set of (normalized) raising and lowering operators Ψ±k for k =
1, . . . , n−1 (the creation operators) satisfying the usual relations. The ǫn will give
Ψn which also anticommutes with all other operators except its conjugate, which
is easily checked (by looking at its corresponding eigenvector), to be exactly −Ψn,
{Ψn,Ψ†n} = 1 =⇒ Ψ2n = −
1
2
.
Finally, the operator i2nψ2n corresponding to (δb,2n)b (and the zero eigenvalue)
anticommutes with all other operators.
The algebra Fn−1 acts on a 2n dimensional space. By Fact 1, the vacuum space
(Wn)0 created by the product of all annihilation operators is two dimensional.
Further, W in (i = 0, 1) are preserved by the Hamiltonian. In fact, all the 2n − 1
Dirac operators Ψk also preserveW in as the coefficient for the only term containing
σxn in their linear expansion in terms of the ψjs, i.e. ψ2n, is sin(
(2n)kπ
2n ) = 0. This
implies (Wn)0 splits into two one-dimensional subspaces ofW0n andW1n.
Hence, by restricting H to W in, one can apply an argument similar to the case
1(a). Let us define H ′ which also preservesW ins
H ′ =
n−1∑
k=1
ǫk(Ψ+kΨ−k −Ψ−kΨ+k).
As [H ′,Ψk] = 2ǫkΨk, similar to H , we conclude that D = H − H ′ satisfies
[D,Ψk] = 0. Fact 2 implies that D must be a scalar restricted to each W ins as
they are both generated by a vacuum vector and H,H ′ both preserve W ins. If the
C−symmetry argument is applied as usual, as C = ∏i σzi ∏i(σxi )i, only for even
n, C preservesW in. Hence, for even n,H would have an energy symmetry and so
H = H ′ on each W in and therefore on the whole Wn. Even if n is odd, a more
involved argument is possible but as similar circumstances appear in the periodic
chain case, an argument based on the (−1)F symmetry will be proposed.
As (−1)F can be easily seen to commute (or anti-commute based on the parity
of n) with the product of all annihilation operators, (Wn)0 is preserved by (−1)F .
It is similarly preserved by Ψn. But (−1)F and Ψn anticommutes. Therefore, any
eigenvector of (−1)F in (Wn)0, by the action of Ψn, will go to another nonzero
eigenvector (since Ψ2n =
−1
2 ) with the opposite eigenvalue.
The two unit eigenvectors 1± ∈ (Wn)0 with corresponding eigenvalue ±1 of
(−1)F are sent to a scalar multiple of each other by Ψn. Then, defining H ′ as
before, and noticing that [H ′, (−1)F ] = 0, D preserves the sectors. By Fact 2, H
restricted to any of the ±1 sector of (−1)F is equal to H ′ after some shift β± in
each ±1 sector. Hence, D|+1 = β+1 and D|−1 = β−1.
Also, it is important to note thatH ′s spectrum in both sector is the same. Indeed,
given any index subset S of the creation operators, starting with either 1± based on
the parity of |S| ensures that the product gives a vector in the desired sector with
the energy
∑
k∈S ǫk −
∑
k 6∈S ǫk.
Now suppose β+ + β− < 0, then the lowest energy x+ β+ for H = H ′ + β+1
does not have its opposite inH ′+β−1 in the other sector; if not, then ∃E such that
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−x−β+ = E+β− =⇒ −β+−β− = x+E ≤ 0 as x is the lowest energy ofH ′.
Similarly, β+ + β− > 0 is ruled out. So β+ + β− = 0 and H = H ′ + β+(−1)F .
But then looking at the expansion of H ′ and H in terms of Majorana operators,
both have at most bilinear terms while (−1)F = in∏ψj has 2n terms. Due to the
linear independence of the Majorana monomials, H = H ′ is the only possibility.
As was mentioned before, H and the creation operators preserveW in and there-
fore, one can pick the vacuum vectors 1in ∈ W in. Then, similar to 1(a), after a
suitable shift and scaling, the Hamiltonian L˜c0 is constructed
L˜c0 =
2n
π
n−1∑
k=1
cos(
kπ
2n
)Ψ+kΨ−k +
1
16
1,(22)
the restriction of which to eachW in has eigenvectors {
∏
k∈S Ψk1
i
n| ∀S ⊂ [n−1]}.
The shift 1161 is not the natural one, but for computational issues, it is better to have
the exact shift. After the renumbering Ψk → Ψk−n for k 6= n and Ψn → iΨ0, one
defines the scaling limit vector space in each boundary condition spanned by the
orthogonal vectors {∏k∈S Ψk1n| ∀S ⊂ N}. Also, similar to 1(a), the scaling limit
of L˜c0 is obtained using the Taylor series of the coefficients in
L˜c0 =
2n
π
∑
k∈[(n−1)]
sin(
kπ
2n
)Ψ−kΨk +
1
16
1,
which leads to
L0 =
∑
k∈N
kΨ−kΨk +
1
16
1
with the desired rate of convergence. This gives the character
∞∏
k=1
(1 + qk)
for the scaling limit which is that of χ 1
16
. This finishes the proof for this case.
Case 1(e) periodic and full CFT.
The periodic case, as mentioned in section 1.6, will be diagonalized differently
from [39], which involves taking the usual Fourier transform of the Majorana op-
erators to get the Dirac operators. Here, we will continue applying the method in
[10] and have cos() and sin() transform of the Majorana operators.
In the periodic chain with 2n TL operators acting on, there will be operators of
the form
H = −
n∑
j=1
t2j−1σxj −
n∑
j=1
t2jσ
z
jσ
z
j+1,
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where the case 1(a) Pauli-TL relation are used. Rewriting this in the language of
the Majorana operators gives
H = i
( 2n−1∑
a=1
taψa+1ψa − t2nψ1ψ2n(−1)F
)
.
H has the (−1)F symmetry and divides the spectrum in two ±1 sectors which we
can analyze separately. The method pursued is to first restrict H to one of those
sectors so that the sign of (−1)F is determined, and then extend H in the obvious
way to both sectors (as the Majorana operators can be extended). So effectively,
two matrices each of which equal toH in one of the±1 sector will be diagonalized.
Then the spectrum at the scaling limit will be easy to find.
We will show that if n is even, the scaling limit is the diagonal full CFT χ0χ0+
χ 1
2
χ 1
2
+χ 1
16
χ 1
16
and if n is odd, it is χ0χ 1
2
+χ 1
2
χ0+χ 1
16
χ 1
16
. In this case, similar
to how (15) was derived, the matrix is


µ′1
µ′2
...
µ′2n

 = 2


0 t1 0 . . . (−1)F+(n+1)t2n
t1 0 t2
0 t2 0
... t2n−1
(−1)F+(n+1)t2n t2n−1 0




µ1
µ2
...
µ2n

 ,
(23)
where by (−1)F in the entries, the sign of the operator (−1)F when restricted
to ±1 sector is considered. From now on, we will specialize to tj = 1 for all j.
There are two cases based on the parity of n.
Even n.
Restricting to +1 sector, the matrix (23) becomes
2


0 1 0 . . . −1
1 0 1
0 1 0
... 1
−1 1 0


2n×2n
,(24)
with the corresponding operator being
H(+1) = i
( 2n−1∑
a=1
taψa+1ψa − t2nψ1ψ2n
)
.
As mentioned before, we should think of H(+1) as an operator acting on the 2n
dimensional Hilbert space (on both ±1 sectors), and once the spectrum of H(+1)
is found, we will restrict to the +1 sector.
The matrix (24) has eigenvalues ǫk = 4cos(
(2k−1)π
2n ) for k ∈ [2n] and there
are repetitions. The corresponding eigenvectors are (µb,k)b = (cos(
(2k−1)bπ
2n ))b for
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k = 1, . . . , n and (µ′b,k)b = (sin(
(2k−1)bπ
2n ))b for k = n+1, . . . , 2n, where (µb,k)b
and (µ′b,2n+1−k)b correspond to the same eigenvalue
ǫk = 4cos(
(2k − 1)π
2n
) = 4 cos(
(2(2n + 1− k)− 1)π
2n
) = ǫ2n+1−k.
These in turn will give orthogonal eigenvectors constructing an algebra Fn of
(normalized) creation operators F+n for k = 1, . . . , n2 , 3n2 +1, . . . , 2n and (normal-
ized) annihilation operators F−n for k = n2 + 1, . . . , 3n2 where
Ψ−k := Ψ
†
k = Ψn+1−k for 1 ≤ k ≤ n,
and
Ψ−k := Ψ
†
k = Ψ2n+1−k for n+ 1 ≤ k ≤ 2n.
One can see that the adjoint of operators corresponding to first quadrant (k ≤ n/2)
are the ones in the second quadrant with the opposite eigenvalue and for those in
the fourth quadrant (3n2 + 1 ≤ k ≤ 2n), the adjoint is the one with the opposite
eigenvalue in the third quadrant.
Next, define
H ′(+1) =
n
2∑
k=1
ǫk(Ψ+kΨ−k −Ψ−kΨ+k) +
2n∑
k= 3n
2
+1
ǫk(Ψ+kΨ−k −Ψ−kΨ+k),
and as [D,Ψk] = 0 forD = H
′(+1)−H(+1) for all k,D = α1 is a scalar by Fact 2
as there are nDirac operators acting on 2n dimensional Hilbert space, therefore the
vacuum space is one dimensional. The charge conjugation symmetry C always sat-
isfies C(−1)F = (−1)n(−1)FC . As n is even, the charge conjugation symmetry
applies on the +1 sector. Therefore D|+1 = 0 =⇒ α = 0 =⇒ H(+1) = H ′(+1)
on both sectors. Applying a suitable scaling gives the Hamiltonian
L˜
c,(+1)
0 =
n
4π
( n2∑
k=1
ǫkΨ+kΨ−k +
2n∑
k= 3n
2
+1
ǫkΨ+kΨ−k
)
.(25)
Let us restrict to the +1 sector. Again, (−1)F preserves the vacuum but whether
the vacuum itself is in the +1 sector or−1 is important. One has to prove a similar
identity like (19) where the product of annihilation operators
∏ 3L
2
L
2
+1
Ψk is one side
of the equation:
i2n(−1)F
∏
annihilation
Ψk =
∏
annihilation
Ψk,(26)
We will have to compute similar determinant of matrices while using the equalities:
(−1)kµs,k = µ′s+n,2n+1−k for 1 ≤ s ≤ n,
n
2
+ 1 ≤ k ≤ n,
(−1)k+1µs,k = µ′s−n,2n+1−k for n+ 1 ≤ s ≤ 2n,
n
2
+ 1 ≤ k ≤ n,
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which can be compactly presented as
(−1)k cos((2k − 1)sπ
2n
) = sin(
(n + s)(2(2n + 1− k)− 1)π
2n
) =
sin(
(n − s)(2(2n + 1− k)− 1)π
2n
).
This means that for the two matrices, i-th row from one matrix will be equal to the
opposite (n+ 1− i)-row on the other matrix up to a (−1)k factor.
Since i2n = (−1)n, for n even, the vacuum is in the +1 sector. As the eigen-
vectors of L˜c0 are {
∏
k∈S Ψk1n| ∀S ⊂ indices of creation operators} with 1n the
vacuum, and (−1)F anticommutes with all creation operators, the eigenvectors of
interest are those with even number of creation operators.
We shall call all operators with index 1 ≤ k ≤ n the left-moving (LM) operators
and n + 1 ≤ k ≤ 2n the right-moving (RM) operators. If one takes odd number
of operators from the LM part (giving us some energy in N− 12 ), then odd number
of operators from the RM part should be taken as well and the same for even.
Therefore the character of the scaling limit will be χ0χ0 + χ 1
2
χ 1
2
. Scaling limit
can be derived using the Fourier series and the rate of convergence can be proved
similar to 1(a). Clearly, the relabelling will be Ψk → Ψk−n+1
2
for the LM and
Ψk → Ψ 3n+1
2
−k for the RM part, giving us
L˜
c,(+1)
0 =
n
π
( ∑
k∈[(n
2
− 1
2
)]
sin(
kπ
n
)Ψ−kΨk +
∑
k∈[(n
2
− 1
2
)]
sin(
kπ
n
)Ψ−kΨk
)
,
with scaling limit
L0|+1 = L0|+1 + L0|+1 = (
∑
k∈N− 1
2
kΨ−kΨk +
∑
k∈N− 1
2
kΨ−kΨk
)
This finishes the proof for the sector +1 and even n.
For the −1 sector, we have the matrix

0 1 0 . . . 1
1 0 1
0 1 0
... 1
1 1 0

 ,(27)
with the corresponding operator, extended to act on both sectors, given by
H(−1) = i
( 2n−1∑
a=1
taψa+1ψa + t2nψ1ψ2n
)
.
Matrix (27) has eigenvalues ǫk = 4cos(
2kπ
2n ) for k = 1, . . . , 2n or equivalently
k = 0,≤, 2n − 1, where the eigenvalues corresponding to k = 1, . . . , n2 are re-
peated twice and the one corresponding to k = n, 0 are repeated once. The corre-
sponding eigenvectors are (µb,k)b = (cos(
2kbπ
2n ))b for k = 0, . . . , n and another set
74 Modjtaba Shokrian Zini & Zhenghan Wang
of eigenvectors (µ′b,k)b = (sin(
2kbπ
2n ))b for k = n+1, . . . , 2n−1. Note that (µb,k)b
and (µ′b,2n−k)b are eigenvectors for the same eigenvalue as long as k 6= n, 0. The
corresponding (normalized) Dirac operators are
Ψ−k := Ψ
†
k = Ψn−k for 0 ≤ k ≤ n & k 6=
n
2
,
Ψ−k := Ψ
†
k = Ψ2n−k for n+ 1 ≤ k ≤ 2n− 1 & k 6=
3n
2
.
Similar to the previous case, LM creation operators are in the first quadrant (0 ≤
k ≤ n2 − 1), and the LM annihilation operators (adjoint to the first quadrant) in the
second quadrant. The RM creation operators belong to the fourth quadrant (3n2 +
1 ≤ k ≤ 2n − 1) with their adjoint in the third quadrant. Also similar to the case
of χ 1
16
, we have the (“would-be” zero-mode) operators Ψn
2
,Ψ 3n
2
corresponding
to ǫn
2
= ǫ 3n
2
= 0 with their adjoint being Ψn
2
,−Ψ 3n
2
respectively. All operators
anticommute except with their adjoint, with which they give the identity. Hence,
Ψ2n
2
= 12 = −Ψ23n
2
.
Summing up, there are n2 +(
n
2 −1) = n−1 creation operators and the situation
is same as χ 1
16
. We have two vectors in the image of the product of all n − 1
annihilation operators. As (−1)F preserve that image (since it anti commutes with
all Dirac operators) but also since it anticommutes with Ψn
2
(which also preserves
the vacuum space for the same reason), there are eigenvectors 1±n in each±1 sector
in the vacuum space. Next, defining
H ′(−1) =
n
2
−1∑
k=1
ǫk(Ψ+kΨ−k −Ψ−kΨ+k) +
2n∑
k= 3n
2
+1
ǫk(Ψ+kΨ−k −Ψ−kΨ+k),
it can be shown that [H(−1) −H ′(−1),Ψk] = 0. Further, both operators commute
with (−1)F , so D = H(−1) − H ′(−1) preserves both sectors and acts as a scalar
on each. As n is even, we have charge conjugacy in each sector, therefore D = 0.
It then becomes clear that one must define L˜
c,(−1)
0 as
L˜
c,(−1)
0 =
n
4π
( n2−1∑
k=0
ǫkΨ+kΨ−k +
2n−1∑
k= 3n
2
+1
ǫkΨ+kΨ−k
)
,(28)
where we note that a shift by some scalar (which will be 18 in the limit) is not
included yet and will be discussed later. As we are interested in the −1 sector, all
combinations of the form
• (odd LM) (odd RM) 1−n
• (even LM) (even RM) 1−n
• (odd LM) (even RM) 1+n
• (even LM) (odd RM) 1+n
are in the subspace the scaling limit should be taken. To do so, one needs to first
apply the renumbering Ψk → Ψk−n
2
for 0 ≤ k ≤ n and Ψk → Ψ 3n
2
−k for
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n+ 1 ≤ k ≤ 2n − 1 except for Ψ 3n
2
→ iΨ0, and accordingly
L˜
c,(−1)
0 =
n
π
( ∑
k∈[n
2
]
sin(
kπ
n
)Ψ−kΨk +
∑
k∈[n
2
]
sin(
kπ
n
)Ψ−kΨk
)
.
In order to build the scaling limit vector space V , the four possibilities outlined
above need to be considered. The embeddings φn : W(−1)n →֒ W(−1)n+2 , done by
mapping each vector to its obvious corresponding vector (also consistent with the
embeddings of the Dirac operators algebra), gives already the character of L
c,(−1)
0
in the scaling limit as that of χ 1
16
χ 1
16
but we need to identify the scaling limit with
the space χ 1
16
χ 1
16
. This is also clear as every configuration above can be identified
with its counterpart in χ 1
16
χ 1
16
• (odd LM) (odd RM) ∣∣ 116〉⊗ ∣∣ 116〉
• (even LM) (even RM) ∣∣ 116〉⊗ ∣∣ 116〉
• (odd LM) (even RM) ∣∣ 116〉⊗ ∣∣ 116〉
• (even LM) (odd RM) ∣∣ 116〉⊗ ∣∣ 116〉
This map is unitary and “character”-preserving. Notice that only 1− (the scaling
limit of 1−n ) is identified with
∣∣ 1
16
〉⊗ ∣∣ 116〉. The vector 1+ (the scaling limit of 1+n )
is not identified with anything inside χ 1
16
χ 1
16
as it is not even present in the finite
spacesW(−1)n . What we observe, is a merging of two copies of χ 1
16
χ 1
16
(generated
by 1+ and 1−) and selection of a subspace of both, which together form a copy of
χ 1
16
χ 1
16
. Finally, the scaling limit Hamiltonian is
L0|−1 = L0|−1 + L0|−1 = (
∑
k∈N
kΨ−kΨk +
∑
k∈N
kΨ−kΨk
)
.
Let us discuss the issue of the scalings done toH in both sectors. They can be seen
to be clearly different. In fact, after the restriction to each sector and proving that
H = H ′, there was a scaling
H → n
8π
(H +
n
2∑
k=1
ǫk +
2n∑
k= 3n
2
+1
ǫk)
for the +1 sector and the other being
H → n
8π
(H +
n
2
−1∑
k=0
ǫk +
2n−1∑
k= 3n
2
+1
ǫk).
There can only be one scaling toH . So the different scalings should differ by some
scalar which is 18 in the scaling limit as the ground state in the (−1)F = −1 sector
is
∣∣ 1
16
〉⊗ ∣∣ 116〉. Indeed, by some trigonometric calculation, the two scalings differ
by n8π (4 tan(
π
4n )) =
1
8 +O(
1
n2
) which in the limit n→∞ is 18 . Hence, the scaling
limit for even n is the diagonal full CFT with the Hamiltonian L0.
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Odd n.
This case will not be analyzed as it is not a full diagonal CFT and not used in any
of the main results. Nevertheless, the proof can be seen to be similar to the n even
case, with the difference that the +1 sector gives χ 1
16
χ 1
16
and the −1 sector gives
χ0χ 1
2
+ χ 1
2
χ0. The reason the −1 sector is not diagonal is the fact that odd(even)
number of LM operators have to act with even(odd) numbers of RM operators to
take the vacuum from the +1 sector to −1 sector.
Case 2; The higher Virasoro modes Lms.
Changing the coefficients tj to a cos() and sin() tranform of the ejs is necessary
to obtain the higher Virasoro modes Lms.
We will prove the case 2(a) (χ0 + χ 1
2
) in Theorem 3.1 with the rate of conver-
gence. All other cases, including the periodic case, have a similar proof although
there will be some comments for the periodic chain.
The cos() transform and L˜cm + L˜
c−m.
Let us fixm ∈ N. The operator Lm + L−m is given by (see e.g. [13])∑
k≥m+1
2
,k∈Z+ 1
2
(k − m
2
)Ψ−k+mΨk +
∑
k≥−m+1
2
,k∈Z+ 1
2
(k +
m
2
)Ψ−k−mΨk,(29)
which we want to obtain in the scaling limit. To understand what the observable
O = i
∑
tj(m)ψj+1ψj will be in terms ofΨk’s, one has to use the matrix equation
(15). We need to build another observable O′ using Ψk’s which has scaling limit
Lm+L−m, and that also satisfies [O−O′,Ψk] = 0. Then, going through the usual
arguments, after some suitable scaling, the sequence On
SL−−→ Lm + L−m will be
constructed.
Notice that [Lm + L−m,Ψk] is the sum of exactly two Dirac operators with
indices differing by m from k. tj(m) should be such that the same result for
[O,Ψk] happens, with coefficients going to k ± m2 in the scaling limit. Using
the indices before the renumbering, i.e. k ∈ [2n], a natural candidate for the
coefficients would be cos(
(k∓m
2
)π
2n+1 ). Hence, computing [O,Ψk] using (15), the
following must hold
tj(m)µk,j+1 + tj−1(m)µk,j−1 =(30)
cos
((k + m2 )π
2n+ 1
)
µk+m,j + cos
((k − m2 )π
2n + 1
)
µk−m,j.
From simple trigonometric identities, the right side is equal to
cos
( (k + m2 )π
2n+ 1
)
sin
((k +m)jπ
2n+ 1
)
+ cos
((k − m2 )π
2n+ 1
)
sin
((k −m)jπ
2n+ 1
)
(31)
= cos(
m(j + 12)π
2n + 1
) sin
(k(j + 1)π
2n+ 1
)
+ cos(
m(j − 12)π
2n+ 1
) sin
(k(j − 1)π
2n + 1
)
,
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which is in fact
cos(
m(j + 12)π
2n + 1
)µk,j+1 + cos(
m(j − 12)π
2n+ 1
)µk,j−1.
So tj(m) are forced to be cos(
m(j+ 1
2
)π
2n+1 ). However, the coefficients cos(
mjπ
2n ), as
used in the conjecture [39, (7.5)], do not satisfy the identity (30). The implications
will be discussed more in the second subsection. As the actual identity for the
matrix (15) involves a two factor, O is changed to O/2 to cancel this factor. This
is important to compute the scaling factors until O becomes the desired operator.
Although the identities above determine whatO′ should be, what happens at the
boundaries when k+m > 2n or k−m < 1must be examined. In these cases, one
has to consider sin( (k+m)jπ2n+1 ) = − sin( (2(2n+1)−k−n)jπ2n+1 ) = −µ2(2n+1)−(k+m),j if
k + m > 2n and sin( (k−m)jπ2n+1 ) = − sin( (m−k)jπ2n+1 ) = −µm−k,j if k − m < 1.
Therefore, O′ is defined as( ∑
k+m≤2n
cos
(
(k+m
2
)π
2n+1
)
Ψk+mΨ
†
k −
∑
k+m>2n
cos
(
(k+m
2
)π
2n+1
)
Ψ2(2n+1)−k−mΨ
†
k
)
(32)
+
( ∑
k−m≥1
cos
(
(k−m
2
)π
2n+1
)
Ψk−mΨ
†
k −
∑
k−m<1
cos
(
(k−m
2
)π
2n+1
)
Ψm−kΨ
†
k
)
.
For k close to the boundaries, i.e. 1 or 2n (which corresponds to high energy
creation/annihilation), another operator of high energy is associated. Therefore,
there are no low-high energy mix in the above formula. There are also no terms
like Ψ†kΨk as m 6= 0. Further, similar to the case of L0, where H ′ had terms like
(ΨkΨ
†
k − Ψ†kΨk) for each Ψk with 1 ≤ k ≤ n, there are also two terms in each
parenthesis in the summation above which have Ψ†k. Indeed, one is Ψk+mΨ
†
k and
the other is Ψ2n+1−kΨ
†
2n+1−k−m = Ψ
†
kΨk+m, and we have
cos(
(k+m
2
)π
2n+1 )Ψk+mΨ
†
k = cos(
((2n+1−k−m)+m
2
)π
2n+1 )Ψ2n+1−kΨ
†
2n+1−k−m.
Let us prove O = O′. The equation for O′ implies [O−O′,Ψk] = 0, meaning that
O − O′ is a scalar. To prove that the shift is zero, we use the fact that monomials
in Majorana operators are linear independent. The left side in O = O′ + α1 is
bilinear, but the right side might have scalar terms coming from the multiplication
of ψjψj = 1 when for O
′ is expanded in terms of the ψjs. Those terms have to
cancel each other so that a non-zero shift α will not be needed. In fact, it can
be shown that the scalar from each of Ψk+nΨ
†
k is zero. Indeed, calculating the
contribution from Ψk+nΨ
†
k,
2n∑
j=1
ij sin(
(k +m)jπ
2n+ 1
).ij sin(
(2n + 1− k)jπ
2n + 1
) =
2n∑
j=1
i2j sin(
(k +m)jπ
2n+ 1
).(−1)j+1 sin( kjπ
2n + 1
) =
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−
2n∑
j=1
sin(
(k +m)jπ
2n+ 1
). sin(
kjπ
2n+ 1
) = 0,
the last equality holds as they are eigenvectors of different eigenvalues of matrix
(15) for tj = 1. Hence, O = O
′. To find the scaling limit, taking note of the fact
that each term is repeated twice, we have the following operator
L˜cm + L˜
c
−m =
2n+ 1
2π
O′(33)
where O′ is defined in (32) and L˜cm is the first, and L˜c−m corresponds to the second
parenthesis. Further the factor 2 in the denominator is due to the repetition of
each term. As the proof for the convergence rate is similar, only L˜cm will be done.
Theorem 3.1 states that
L˜cm| 4√n = Lm| 4√n +O(
1
n
),
where m ≤ 4√n can also depend on n. By applying the energy restriction up
to 4
√
n, for large enough n, it is not hard to observe that all the bilinear terms of
Dirac operators in L˜cm| 4√n and Lm| 4√n which will be nonzero operators after the
energy restriction are the same. Indeed, most of the bilinear Dirac terms in both
of the operators, are composed of an annihilation and a creation operator. If the
annihilation operator annihilates energy more than 4
√
n then its restriction to vectors
with energy at most 4
√
n is clearly zero. Lastly, for large enough n, as 2 4
√
n << n,
there are no terms close to the boundaries (with index close to 1 or 2n) and so,
all terms inside of Lm| 4√n are also present inside L˜cm| 4√n and vice-versa, although
with a different coefficient which their difference shall be estimated. After the
renumbering Ψk → Ψk−n− 1
2
, the term cos(
(k+m
2
)π
2n+1 )Ψk+mΨ
†
k becomes
sin(
(k − m2 )π
2n + 1
)Ψ−k+mΨk.
By taking the difference in the coefficient, we have
|2n+ 1
π
sin(
(k − m2 )π
2n+ 1
)− (k − m
2
)| ≤ O( (
4
√
n)3
(2n+ 1)2
),
as k,m are of order 4
√
n due to the discussion in the previous paragraph. Next,
since there are O( 4
√
n) of these differences (as k can vary), and each Dirac bilinear
term has norm at most one,
||L˜cm| 4√n − Lm| 4√n|| ≤ O(
( 4
√
n)3. 4
√
n
(2n+ 1)2
) = O(
1
n
),
finishing the proof of the convergence rate. This obviously implies L˜cm
SL−−→ Lm.
The very similar reasoning can be made for all the other ACs. But we would like to
note that when changing the boundary condition, the denominators in the fractions
inside the trigonometric functions must be changed (e.g. in the χ 1
16
case, one needs
2n instead of 2n + 1). The changes happen the most in the periodic case and we
will have to apply the following
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• replace 2n+ 1 by 2n,
• replace m in tj(m) by 2m,
• replace k by 2k (or 2k − 1),
where the change to even numbers 2k is for χ 1
16
χ 1
16
and odd number for χ0χ0+
χ 1
2
χ 1
2
. One also has to check that the trigonometric identities like (31) holds for
all the eigenvectors of the two different matrices (they are of two types: µi and µ
′
i
corresponding to cos() and sin()). As an example, for the LM part (with (µ)b =
(cos())b eigenvectors) of χ0χ0 + χ 1
2
χ 1
2
, the corresponding identity is:
cos
(
(2m)(j+ 1
2
)π
2n
)
cos
(
(2k−1)(j+1)π
2n
)
+ cos
(
(2m)(j− 1
2
)π
2n
)
cos
(
(2k−1)(j−1)π
2n
)
=
cos
(
(2k−1+m)π
2n
)
cos
(
(2k−1+2m)jπ
2n
)
+ cos
(
(2k−1−m)π
2n
)
cos
(
(2k−1−2m)jπ
2n
)
and there is a similar identity when the second cos() terms in each product are re-
placed with sin() for the RM operators. This gives the operator L˜cm+ L˜
c−m and the
convergence to Lm + L−m can be proved in a similar way.
The sin() transform and i(L˜sm − L˜s−m).
Having found the sum of the higher Virasoro modes, their difference is required
to recover an operator L˜m
SL−−→ Lm, as shown in the remark after Theorem 3.1.
Again, this case will be demonstrated for χ0+χ 1
2
. As the proof to the convergence
and scaling limit is very similar to the previous cos() transform, we will refer to
the previous arguments for that part of the problem.
We need the sin() transform of the form O = −i∑2n−2j=1 tj(n)[ej , ej+1] which
is same as O = i
∑
j tj(n)ψjψj+2. The corresponding matrix for [O,Ψ] where
Ψ =
∑
ibµbψb can be found as follows:
[O,Ψ] = Ψ′ = i(
∑
b
ibµ′bψb)
where the i factor is needed to obtain i(Lm − L−m), and we have
µ′b = 2(tb(m)µb+2 − tb−2(m)µb−2)
except at the boundaries where the formula will be different. In the case of the
non-periodic chain (12 ,
1
2 ), this can be turned into the corresponding matrix

0 0 t1(m) 0
0 0 0 t2(m)
−t1(m) 0 0 . . .
−t2(m)
. . . 0 0 t2n−2(m)
0 0 0
0 −t2n−2(m) 0 0


.(34)
80 Modjtaba Shokrian Zini & Zhenghan Wang
The matrix corresponding to the periodic case can be recovered similarly and as ex-
pected, it will have entries (−1)n+F t2n−1(m), (−1)n+F t2n(m) and their opposite
in the diagonals in the corners of the matrix.
First, an identity similar to (31) only with sin() functions is needed to force
the values for tj(m). Since the coefficients (k ± m2 ) needs to be recovered in the
limit using sin() functions, the natural candidate for the coefficients of the bilinear
Dirac terms are sin( (2k+m)π2n+1 ). This can be seen to only work when tj(m) =
sin(m(j+1)π2n+1 ), satisfying the following identity
tj(m)µk,j+2 − tj−2(m)µk,j−2 =
sin
(
m(j+1)π
2n+1
)
sin
(
k(j+2)π
2n+1
)
− sin
(
m(j−1)π
2n+1
)
sin
(
k(j−2)π
2n+1
)
=(35)
sin
(
(2k+m)π
2n+1
)
sin
(
(k+m)jπ
2n+1
)
− sin
(
(2k−m)π
2n+1
)
sin
(
(k−m)jπ
2n+1
)
.
It can be checked that at the boundaries j = 1, 2, 2n−1, 2n the first equality above
still holds since sin(0) = sin(kπ) = sin(mπ) = 0. Repeating the argument in the
previous case, we set −iO′ =( ∑
k+m≤2n
sin
(
(2k+m)π
2n+1
)
Ψk+mΨ
†
k −
∑
k+m>2n
sin
(
(2k+m)π
2n+1
)
Ψ2(2n+1)−k−mΨ
†
k
)
(36)
−
(∑
k−m≥1 sin
(
(2k−m)π
2n+1
)
Ψk−mΨ
†
k −
∑
k−m<1 sin
(
(2k−m)π
2n+1
)
Ψm−kΨ
†
k
)
,
And the argument for O/2 = O′ is exactly the same as before (where the factor 2
is due to the matrix equation (15) as in the previous case). Therefore, let us set
i(L˜sm − L˜s−m) =
2n+ 1
2π
O′,(37)
where O′ is defined in (36) and L˜sm is the first, and L˜s−m corresponds to the
second parenthesis. For the coefficients, after the renumbering Ψk → Ψk−n− 1
2
,
sin(
(k−m
2
)π
n+ 1
2
) is the coefficient of Ψ−k+mΨk in L˜sm, which means that in the scal-
ing limit, the coefficient for the Dirac terms is as desired. The proof of convergence
and its rate, are similar to the cos() transform.
As previously, the denominators need to change for a change in boundary con-
dition (e.g. 2n instead of 2n + 1 for χ 1
16
). For the periodic chain, the following
changes need to performed:
• replace 2n+ 1 by 2n,
• replace m in tj(m) by 2m,
• replace k by 2k (or 2k − 1),
where the change to even numbers 2k is for χ 1
16
χ 1
16
and odd number for χ0χ0 +
χ 1
2
χ 1
2
. It can be checked that the new identity involving the eigenvectors of type
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cos() for the +1 sector χ0χ0 + χ 1
2
χ 1
2
is
sin
(
(2m)(j+1)π
2n
)
cos
(
(2k−1)(j+2)π
2n
)
− sin
(
(2m)(j−1)π
2n
)
cos
(
(2k−1)(j−2)π
2n
)
=
sin
(
(2(2k−1)+2m)π
2n
)
cos
(
((2k−1)+2m)jπ
2n
)
− sin
(
(2(2k−1)−2m)π
2n
)
cos
(
((2k−1)−2m)jπ
2n
)
,
which will also hold if cos()s are replaced with sin(), giving the identity for the
sin() type eigenvectors. This finishes the proof of Theorem 3.1.
2. −∑ sin(nθ)eθ or −i∑ cos(nθ)[eθ, eθ+1].
It was mentioned in section 1.6, and in the remark after Conjecture 5.5, that the
operators involved in a similar conjecture in [39, (7.5)] have undesirable low-high
energy mix. These claims and why the “reasonable” guess that the sin() trans-
form of the ej must give i(Lm − L−m) is not true, will be demonstrated by direct
calculations. Let us start with the latter.
We start with the nonperiodic chains. As before, the example χ0 + χ 1
2
will
be used to show the argument which can be applied similarly to other nonperi-
odic cases. In order to obtain −∑2n−1j=1 sin(m(j+ 12 )π2n+1 )ej or in other words Os =
i
∑2n−1
j=1 sin(
m(j+ 1
2
)π
2n+1 )ψj+1ψj in terms of the creation and annihilation operators,
ψj should be expressed in terms of theΨks (the inverse of the transformation given
by the eigenvectors of the matrix (15)). In [10, (24)], it is shown that
ψ2j = (−1)j
n∑
k=1
i
Nk
Q˜2j−1(ǫ2k)(Ψ+k +Ψ−k),
ψ2j+1 = (−1)j
n∑
k=1
1
Nk
Q˜2j(ǫ
2
k)(Ψ+k −Ψ−k),
where un-normalized Dirac operators are considered, and Q˜a−1(ǫ2±k) = sin(
akπ
2n+1).
Using the above, the coefficient of a term ΨxΨ−y in Os for any 1 ≤ x, y ≤ n is
1
NxNy
∑2n−1
j=1 sin(
m(j+ 1
2
)π
2n+1 )
(
sin( jxπ2n+1) sin(
(j+1)yπ
2n+1 ) + sin(
(j+1)xπ
2n+1 ) sin(
jyπ
2n+1 )
)
This can be computed by direct computation (substituting sin(θ) = e
iθ−e−iθ
2i ) and
it can be shown that it is zero if and only ifm+ x+ y ≡ 0 (mod 2). This implies
that (even after any scaling ofOs), e.g. form = 4, there are terms like Ψ1Ψ−(n−1)
for n odd and Ψ1Ψ−(n−2) for n even with nonzero coefficient. Therefore, this is
not an energy local operator and further, it can not be a candidate for the sequence
associated to L(f) to obtain a strong SL-algebra in Theorem 4.6.
As another example with chain size even and with scaling limit χ 1
16
, we have
the following
1
NxNy
∑2n−2
j=1 sin(
m(j+ 1
2
)π
2n )
(
sin( jxπ2n ) sin(
(j+1)yπ
2n ) + sin(
(j+1)xπ
2n ) sin(
jyπ
2n )
)
which can be computed and it is zero⇔ m+x+y ≡ 0 (mod 2) and the same con-
clusions follow. There is a similar argument for the sin() transform of [ej , ej+1].
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The conjecture [39, (7.5)] asserts that lm + l−m
SL−−→ Lm + L−m where lm +
l−m is some scaling of the sum of the terms cos(mjπ2n )ej . The difference with
Conjecture 5.5 is the factor j instead of
m(j+ 1
2
)π
2n+1 and the denominator. We re-
call that we interpret the point
(j+ 1
2
)π
2n+1 as the “center” of the action of ej in the
half-circle in Figure 1. Also, we recall that the identity (30) forced the coefficient
cos(
m(j+ 1
2
)π
2n+1 ), therefore any other coefficient (including cos(
mjπ
2n )) should have
some undesirable effect, as it does not satisfy the identity, although these effects
could vanish in the scaling limit. We can compute the coefficient of a term ΨxΨ−y
in O′s = i
∑2n−1
j=1 cos(
mjπ
2n )ψj+1ψj for any 1 ≤ x, y ≤ n:
1
NxNy
∑2n−1
j=1 cos(
mjπ
2n )
(
sin( jxπ2n+1 ) sin(
(j+1)yπ
2n+1 ) + sin(
(j+1)xπ
2n+1 ) sin(
jyπ
2n+1 )
)
,
which can be observed to have the similar property of being zero if and only if
m+ x+ y 6≡ 0 (mod 2). As an example, for m = 9, x = 14, n = 52, y = 49 =
n − 3, the above gives approximately −0.0256625 6= 0. This suggests that the
conjecture [39, (7.5)] does not provide the right candidates if a strong SL-algebra
is desired as there are low-high energy mix. These terms could make even the
convergence of simple products such as the convergence of commutators to the
commutators of scaling limit impossible. Of course, they should vanish at the scal-
ing limit, along with all those terms with non zero coefficient and energy shift other
thanm and a numerical simulation shows that happening but with a slower rate (as
in [39, table 19]). Hence, the rate of convergence could also be another reason to
consider the operators inConjecture 5.5 for obtaining the higher Virasoro modes.
Interchiral observables Lm.
The summations considered above for the chiral CFTs need to be also analyzed for
the full CFT. This time, an interchiral observable in the limit is obtained which
could be thought of as:
: ∂zψ(z)ψ(z) : +: ∂zψ(z)ψ(z) : .
Note that the stress energy tensor is
: ∂zψ(z)ψ(z) : +: ∂zψ(z)ψ(z) : .
Therefore the LM and RM part will mix due to the identities
sin
(
2m(j+ 1
2
)π
2n
)
sin
(
(2k−1)(j+1)π
2n
)
+ sin
(
2m(j− 1
2
)π
2n
)
sin
(
(2k−1)(j−1)π
2n
)
=
cos
(
(2k−1−m)π
2n
)
cos
(
(2k−1−2m)jπ
2n
)
− cos
(
(2k−1+m)π
2n
)
cos
(
(2k−1+2m)jπ
2n
)
,
for the summation −∑2nj=1 sin(2m(j+ 12 )π2n )ej in the +1 sector. The RM part (sin()
eigenvectors) pairs up with the LM part (cos() eigenvectors).
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As expected, one needs a similar identity for the LM part to RM part
sin
(
2m(j+ 1
2
)π
2n
)
cos
(
(2k−1)(j+1)π
2n
)
+ sin
(
2m(j− 1
2
)π
2n
)
cos
(
(2k−1)(j−1)π
2n
)
=
cos
(
(2k−1+m)π
2n
)
sin
(
(2k−1+2m)jπ
2n
)
− cos
(
(2k−1−m)π
2n
)
sin
(
(2k−1−2m)jπ
2n
)
.
Both identities above can be modified (replacing 2k − 1 with 2k) to make them
work for the (−1)F = −1 sector.
There are similar equations for −i∑2nj=1 cos(2m(j+1)π2n )[ej , ej+1]. Thus, as in
the case of Lm + L−m, we get an operator L˜m converging to Lm in the scaling
limit which contains bilinear terms Ψ−k+mΨk instead of Ψ−k+mΨk. Finally, all
results on the convergence (rate) for Lm applies to its interchiral counterpart Lm.
The above illustrates why the similar conjecture [39, (4.24) and (4.25)] likely
involves a different diagonalization (as noted in section 1.6), in order to be true.
