We characterize the pairs of weights (v,w) for which the Hardy-Steklov-type operator
Introduction
Let us consider the Hardy-Steklov-type operator defined by
T f (x) = g(x)
h (x) s (x) K(x, y) f (y)dy, f ≥ 0, (1.1) where g is a nonnegative measurable function, s and h are continuous and increasing functions (
x < y ⇒ s(x) ≤ s(y), h(x) ≤ h(y)) defined on an interval (a,b) such that s(x) ≤ h(x) for all x ∈ (a,b), and the kernel K(x, y) defined on {(x, y) : x ∈ (a,b) and s(x) ≤ y ≤ h(x)} satisfies (i) K(x, y) ≥ 0, (ii) it is increasing and continuous in x and decreasing in y, (iii) K(x,z) ≤ D[K(x,h(y)) + K(y,z)] for y ≤ x and s(x) ≤ z ≤ h(y)
, where the constant D > 1 is independent of x, y, and z. Gogatishvili and Lang [3] characterized the pairs of weights for the strong-and weaktype (p, q) inequalities for the operator T in the case p ≤ q. Actually, in [3] the authors deal with Banach functions spaces with some extra condition. On the other hand, Chen and Sinnamon [2] have characterized the weighted strong-type inequality for 1 < p, q < ∞ in terms of a normalizing measure. In both papers, they work with more general functions s, h, and K.
Generalized Hardy operators
The goal of this paper is to characterize the weighted weak-type inequalities in the case q < p. It is well known that strong-type inequalities for the operator T can be deduced directly from the corresponding ones for g(x) = 1, but this is not the case when we work with weak-type inequalities. In [5] it was characterized the weighted weak-type inequality in the case q < p for the operator T when s ≡ 0, h(x) = x, and K ≡ 1. The result was obtained for monotone functions g. In fact, in the proof of the result the authors used the condition
for any bounded set E, where α = inf E and β = supE. This property clearly holds if g is monotone or if there exists x 0 such that g is increasing in (a,x 0 ] and decreasing in [x 0 ,b).
In our result, we will assume (1.2) and the same condition for the function g(x)K(x, y), that is, for all y and every bounded set E y ⊂ {x : 
This last operator was studied in [6] in the case −1 < α < 0.
As far as we know, our result is new even for the particular cases The notation is standard: w(E) denotes the integral E w; if 1 < p < ∞, then p denotes the conjugate exponent of p defined by 1/ p + 1/ p = 1, and L q,∞ (w) will denote the space of measurable functions f such that
Statement and proof of the result
In the next theorem we state the result of this article. 
for all f ≥ 0 and all positive real number λ.
(ii) The functions
where the supremum is taken over all the numbers c, c, and
where the supremum is taken over all the numbers c and
Let us observe that if g ≡ 1, we get that Φ 1 ≤ Φ 2 . Then, in this case, the weighted weak-type inequality (i) is equivalent to Φ 2 ∈ L r,∞ (w). On the other hand, if K ≡ 1, then Φ 1 = Φ 2 and we recover [1, Theorem 1.9].
To prove the theorem we will use the following lemma (see [1, Lemma 1.4] for the proof).
Lemma 2.2. Let a and b be real numbers such that a < b. Let s,h : (a,b) → R be increasing and continuous functions such that s(x)
Let λ > 0 and S λ = {x ∈ (a,b) : 
,h(z)) and since K(z, y) is decreasing in y, we get that
Applying the weighted weak-type inequality and (2.5) we obtain
The last inequality implies that λ( w) 1/r ≤ C for any compact set ⊂ S λ which implies (2.4). The proof of (2.4) for the function Φ 2 follows in a similar way applying (i) to the function In order to prove (i) it will suffice to show that
for all nonnegative function f bounded with compact support such that 
(2.12) Therefore, the implication will be proved if we establish that w(O λ ∩ U) ≤ C/λ q . Let (a j ,b j ) and {m j k } be the sequences given by the lemma for the set
(2.14)
It is clear that
where 
Generalized Hardy operators
In order to estimate w(E 1 ) let us observe that
(2.17) 2 ) , where
i . Using the property of the sequence {x i } i we have
Now, by using (1.3) and Hölder inequality we get
Now, multiplying by (
w) 1/p and using the inequalities s(β As before, let E 1,2 
To estimate w(E 2 ) we proceed in a similar way. In fact, by using (2.16) we get that 
j,k f . Now, the estimates of w(E 2,1 ) and w(E 2,2 ) follow as in the previous cases obtaining
Actually, the estimations are easier because we do not need to split the sets E 2, . For the estimation of w(E 3 ) let us define the function
Since h is continuous and K is continuous in the first variable, we may select a decreasing 8 Generalized Hardy operators 
