Applications in quantitative finance such as optimal trade execution, risk management of options, and optimal asset allocation involve the solution of high dimensional and nonlinear Partial Differential Equations (PDEs). The connection between PDEs and systems of Forward-Backward Stochastic Differential Equations (FBSDEs) enables the use of advanced simulation techniques to be applied even in the high dimensional setting. Unfortunately, when the underlying application contains nonlinear terms, then classical methods both for simulation and numerical methods for PDEs suffer from the curse of dimensionality. Inspired by the success of deep learning, several researchers have recently proposed to address the solution of FBSDEs using deep learning. We discuss the dynamical systems point of view of deep learning and compare several architectures in terms of stability, generalization, and robustness. In order to speed up the computations, we propose to use a multilevel discretization technique. Our preliminary results suggest that the multilevel discretization method improves solutions times by an order of magnitude compared to existing methods without sacrificing stability or robustness.
is vulnerable to adversarial attacks and illegal exploitation [23] . The perturbations needed to fool ML classifiers are small, indistinguishable from noise, and therefore they are difficult to detect [7, 23, 21] . The lack of stability is not just a property of classifiers trained with neural networks. It also affects other algorithms such as kernel methods and support vector machines [19] . A necessary condition for successful ML systems in real-world applications, especially ones in the financial sector, is that the underlying system is stable. Without resolving this challenging problem, it is not possible to make meaningful progress in critical application areas such as the explainability and interpretability of machine learning algorithms, or efficient and robust training methods for reinforcement learning.
In this paper, we investigate the stability and robustness of deep learning for solving high dimensional PDEs. We argue that it is essential to develop both stable architectures as well as stable optimization algorithms. To address the stability of the network architecture, we adopt the recently proposed dynamical systems view of neural networks. The stability of the optimization algorithm to hyperparameters, such as the learning rate, can be addressed using proximal techniques that are reminiscent of implicit methods for solving differential equations. Due to space limitations we only focus on stable architectures in this paper. We will report the results on stable optimization algorithms in a separate paper.
The rest of the paper is structured as follows: In Section 2, we review the application of deep learning to high dimensional PDE and their relation to systems of Forward-Backward Stochastic Differential Equations (FBSDEs). In Section 3, we describe stable architectures for deep learning. Our stability considerations are based on classical discretization techniques as well as projection methods. We also discuss how to take advantage of multiple levels of discretization of the system of FBSDEs to speed up the computations. In Section 4 we report preliminary numerical results that show that the proposed multilevel approach can significantly reduce computational times without losing stability.
Background: Using Neural Networks to Solve BSDE
In this section, we briefly review the links between certain classes of PDE and FBSDE. These links are quite standard and well understood, see for example [9] for the general case and [10] for applications of FBSDEs to finance. Due to space limitations we refer the interested reader to the recent references [13, 15, 20, 24] for a literature review regarding the formulation of PDE problems as learning problems. Below we only review the basics mainly to establish notation, and we omit many technical details.
Links between PDE and SDE
For t ∈ [0, T ] consider the following system of stochastic differential equations,
where X 0 = ξ ∈ R d is the initial condition for the forward SDE, and Y T = g(X T ) is the terminal condition of the backward SDE. W t is a vector valued Brownian motion. We assume that g : R d → R is known. Regarding the data of the problem, i.e. µ, σ and ϕ we make the same assumptions as Chapter 7 in [9] . The solution of the system in (1) is the triplet {X t , Y t , Z t }. From a computational point of view the forward equation is easy to solve (using for example a simple Euler discretization). However the backward equation requires different solution techniques in order to ensure the solution is adapted to the filtration generated by the stochastic process in (1) .
Consider the following non-linear PDE,
where Du, D 2 u represent the gradient and Hessian of u respectively. When the function f is given by,
and the terminal condition of the PDE is given by u(T, x) = g(x) then it is known that (e.g. Theorem 7.1 in [9] ), Therefore the solution to the PDE can be obtained by solving (1) . Note that the setup described above is for the case when the PDE is linear in D 2 u (the PDE is called semi-linear in this case). Similar results can be obtained for the case where f is nonlinear in D 2 u. The benchmark problems we consider in Section 4 are for the semi-linear case.
Solving FBSDEs using Deep Learning
In the section above we described how the partial differential equation in (2) is related to the forwardbackward stochastic differential equations in (1) . In this section we discuss the numerical solution of (1) using a neural network. The formulation we use is similar to the one proposed in [20] .
If the solution of the PDE in (2) was known, then we could apply a simple Euler-Maruyama scheme to approximate the solution to (1), i.e.
Where Y n = u(t n , X n ), Z n = ∇u(t n , X n ) and ∆t n is a discretization parameter. Since the solution of the PDE is not known then we parameterize the solution u t using a neural network with parameters Θ and compute ∇u using automatic differentiation, i.e. u(t, x) ≈ u(t, x; Θ) and ∇u(t, x) ≈ ∇u(t, x; Θ). The main idea is explained in Figure 1 . Given an initial condition X 0 we use the parameterized solution to compute (Y t , Z t ) for t ∈ [0, T ]. Note that we use the same parameters for all time points. Of course, we could use different parameters at every time point but from a computational point of view it is much better to use the same parameters. Our numerical experiments also suggest that it is sufficient to use a single set of parameters. Initially, the approximation obtained from the neural network is unlikely to satisfy the discretized equation in (5) . This observation leads to the following optimization problem,
where M is the batch-size. In related works ( [13] and [24] ), the loss function only uses the terminal condition, and the architecture is different. In [13] and [24] , there are N different neural networks. Y 0 and Z 0 are treated as parameters and all the Y n are computed using an Euler discretization. The loss function above simply compares the values obtain by the Euler scheme with the prediction obtained by the neural network. Assuming the function g is differentiable, we could also add the following term to the loss function:
3 Stability and Generalisation
Neural networks as dynamical systems
Conventional deep neural networks struggle to backpropagate the gradient efficiently. Without heuristic methods and extensive hyper-parameter tuning, deep neural networks suffer from the exploding and vanishing gradient problems [11, 16] . As a result, a large number of heuristic techniques are needed to ensure gradient descent methods can train deep neural networks. Residual Neural Networks (Resnet) are a class of neural networks that attempt to address some of the shortcomings of conventional deep networks. Residual networks address the problem of having a large number of layers by performing identity mappings (shortcut connections). These identity mappings encourage the network to learn residual corrections as opposed to direct mappings. Resnet was proposed in 2015 and achieved state-of-the-art performance for deep neural networks in image recognition ( [14] ).
Residual networks are defined as follows,
where x(k) and x(k + 1) are the output of the k th layer and the (k + 1) th layer respectively. The function f denotes a non-linear transformation and θ(k) represents the parameters of the the k th layer. This relation can be seen as a forward Euler discretization of an ordinary differential equation with a step-size h = 1 ([11]),ẋ = f (x(t), θ(t)). (8) This simple observation has allowed several authors to view the training of a neural network as an optimal control problem [16, 11, 1, 17, 5, 12 ]. An advantage of adopting the dynamical systems view of deep learning is that it allows the use of stable discretization techniques to the ODE in (8) . This idea has been explored by a number of authors (see [1] for a recent review).
Residual networks address various issues, but they introduce the problem of forward stability ( [12] ). This refers to the amplification of an input perturbation during the forward pass. In this paper we use the non-autonomous network architecture first proposed in [6] called NAIS-Net. The reason we use the NAIS-Net model is that the resulting network is globally asymptotically stable for every initial condition. This is a crucial property for the PDE problem described in Section 2. NAIS-Net, a non-autonomous input-output stable neural network, tackles this issue by constraining the network as follows:
x(k + 1) = x(k) + hσ(Ax(k) + Bu + C) (9) In this setting, A, B and C are trainable parameters. Parameter A refers to the traditional weight matrix and C refers to the bias. The extra term Bu is made of a matrix B and the input of the network u. Involving the input u makes the system non-autonomous, and the output of the system input-dependent. Moreover, the weight matrix is constrained to be symmetric definite negative:
where ǫ is a hyper-parameter that ensures the eigenvalues are strictly negative, 0 < ǫ (ǫ = 0.01 in our case). An additional constraint is proposed on the Frobenius norm R T R F with the algorithm. The projection used in this setting forces the weights of the neural network to stay within the set of feasible solutions and makes it more robust. We refer the interested reader to [6] for a detailed description of NAIS-Net. In our numerical experiments we found that NAIS-Net has the desired stability properties but is much slower than conventional Resnet architectures. Below we discuss an effective method to speed up the convergence of the algorithm that is inspired by Multilevel Monte Carlo Methods (MLMC).
Convergence speed-up
The discretization parameter used to derive the approximation in (5) directly determines how many times the optimization algorithm needs to perform a forward solve to determine the loss function and backward propagation to determine the gradient of the loss (see Figure 1 ). Therefore the discretization parameter (∆t) has a dramatic effect on the computational cost of the method. We take advantage of the fact that we can vary the discretization parameter in order to speed-up the computations. The idea is inspired by Multilevel Monte Carlo Methods (ML-MC) that was proposed to reduce the variance of simulations with SDEs [8] . Instead of computing the discretization with a small step size we use a geometrically increasing step size. During the generation of our samples, we start with samples of small number of time steps (low accuracy) and then gradually increase the number of time steps. The main idea is that we take a small number of samples with a high level of accuracy and computational cost.
More formally, a SDE with general drift a and volatility b, can be expressed as,
The discretization, with a time step h gives:
Decreasing the time step h will reduce the approximation error but the computational cost will increase. In the beginning, the error is large and the computational cost is small. When the error decreases, a finer grid is used with a higher computational cost. For instance, we can use: h l = h 0 M −l where h 0 is the initial step size, M is a constant and l is the index of the level. The number of time steps will increase exponentially over the levels. Figure 2 illustrates the ML-MC scheme for an asset following a geometric Brownian motion. 
Numerical results
In this section we discuss the numerical performance of the proposed method. We performed numerical experiments on the following benchmark test problems.
• Black-Scholes Equation:
The equation above is for the case when the underlying assets are uncorrelated and have the same variance σ 2 . We used the boundary condition g(x) = x 2 . In this case the Black-Scholes equation has the closed form solution,
The experiments below are for the case when d = 100, r = 0.05 and σ = 0.4.
• Hamilton-Jacobi-Bellman Equation:
u t = −Tr[D 2 u] + D 2 u 2 , u(T, x) = g(x). The equation above has the closed form solution,
In our experiments we used g(x) = ln(0.5(1 + x 2 ), T = 1, σ = √ 2 and d = 100. • Allen-Cahn Equation,
We set g(x) = (2 + 0.4 x ) −1 and d = 20.
We chose the test problems above because they have been used in several other recent works [20, 24, 13] . The first two problems have a closed form solution and therefore it is easy to validate our implementation (see Figure 3 for a comparison between the closed form solution and the one computed from the neural network). Due to space limitations we only report results from the first benchmark problem (Black-Scholes equation). The results for the other two test problems are similar and can be found here: https://github.com/batuhanguler/Deep-BSDE-Solver.
Experimental setup
The simulations are conducted with a batch size M = 100, over N = 50 time steps (except for the multi-level method described in Section 3.2). We use a neural network with 4 fully connected layers and 256 neurons to approximate the solution of the PDE (see https://github.com/batuhanguler/Deep-BSDE-Solver for the exact details). The PyTorch implementation runs on a Tesla T4 GPU. We used the Adam optimizer and a learning rate of 10 −3 .
Stability & Generalization
In Figure 4 we plot the evolution of the loss function for the three different cases: Figure 4a Fully Connected, Figure 4b Resnet and Figure 4c NAIS-Net. We only plot the results after 20000 iterations. All three architectures eventually converge to a loss function of 10 −4 and therefore very close to the global minimum. It is clear from Figure 4 that NAIS-Net achieves a smoother reduction of the loss function. Note that for the fully connected case (Figure 4a ) it seems that the algorithm gets trapped in local minima and that it eventually manages to escape to a different and slightly better local minimum. Resnet (Figure 4b ) appears to partly address this issue and NAIS-Net (Figure 4c ) has a much smoother profile.
To test the generalization properties of the different algorithms we perturbed the initial condition of the forward SDE. We then compared the relative error of the different architectures with respect to the closed form solution. For this experiment we do not re-optimize the network parameters. Instead we use the optimal parameters of the unperturbed model. These experiments test how well the solution generalizes to different initial conditions. We note that stability and generalization are linked (see [3] ). The results in Figure 5 suggest that NAIS-Net computes a solution that generalizes better than the other two methods. It is interesting to see that Resnet performs worse than the fully connected case. A possible explanation for this is due to the forward stability problems of Resnet (see [12] ). 
Solution times and speed-up
It is clear from the experiments of the previous section that NAIS-Net outperforms the other methods in terms of stability and generalization. The solution times for the three different architectures are shown in Table 1 . NAIS-Net is the slowest (due to the extra projection step), but none of the methods are particularly fast. In order to improve the solution times we implemented the multilevel technique described in Section 3.2. We generated samples using five different levels (2, 4, 8, 16 and 32 time steps). The convergence of the loss function shows a much more stable profile than in the single level case (see Figure 6 ). The reduction in time and (at least for NAIS-Net) is an order of magnitude improvement over the single level method. These initial encouraging results suggest that there is scope to investigate more advanced numerical discretization techniques for the system of FBSDEs. 0 1,000 2,000 3,000 4,000 5,000 Table 1 : Solution times in minutes.
Conclusions
In this paper, we reviewed the recent proposals for the solution of high dimensional PDEs using deep learning. The focus of the paper was on understanding the stability, robustness, and generalization of deep learning algorithms for this class of problems (as opposed to typical computer vision applications). We adopted the dynamical systems view and found that NAIS-Net, the nonautonomous architecture proposed in [6] is particularly well suited for this task. We also reduced the computational time associated with the optimization of neural networks by an order of magnitude. Our results suggest that deep learning can be applied to solving high dimensional PDEs (in the hundreds) and approximate solutions can be obtained within a few minutes using a standard computer with a GPU. The preliminary results suggest that more advanced discretization and sampling techniques are likely to yield even more improvements.
