Abstract This paper gives a new method to derive the time average distribution of queue length in the model M/G/1 with many vacation rules. We extract many kinds of regenerative cycles of the well-known regenerative processes from the queue length process of the model by using the method shown by Fuhrmann and Cooper. The time average of the original model is represented by the combination of the time averages of such regenerative processes. We find this combination in various models, e.g., the model with setup time, the special decrementing service system, pure limited service system, feedback system and so on. We show a recursive calculation formula for moments.
Introduction
The M/G/1 is the fundamental queueing model and its many properties have been discovered. The variants of M/G/1 are also, sometimes more, important in real application to many fields of operations research. These variants give rise to many problems which we must solve. This paper was stimulated from the study of the queue length of the M/G/1 with server vacations. In the setting of early authors the vacation begins only when there is no customer in the system(e.g., [3] ). They(see Takagi's book [20] or Doshi's servey [5] ) studied the model with multiple vacation or the model with N -policy, and derived the probability generating function(PGF) of the queue length at the departure epoch or at an arbitrary time as the decomposition form. Afterwards some authors considered the case that the server takes a vacation even when there is a customer in the system. Particularly Fuhrmann and Cooper [7] obtained the generalized decomposition theorem about queue length in the model with one type of vacation. Shanthikumar [16] pointed out that such decomposition holds for vacations other than an ordinary vacation. However their technique has not prevailed. For example, Takagi([20] p.202) introduced most results in the gated service system or other important models by using other technique. Wortman and Disney [23] used the Markov renewal process embedded in the model. One reason is thought to be that the generalized decomposition theorem is available for the model with only one type of vacation. Therefore, the applicable models are limited.
When we consider the real application, the analysis of the model with several vacation rules is necessary. In such model their decomposition theorem is not useful. Really, if we regard the idle period in M/G/1 as a vacation, it is essentially different with the ordinary vacation which is independent of the arrival epochs. So it is difficult to deal with these vacations all together as one type of vacation. The model with two or three types of vacation has been discussed individually, e.g., gated service system with multiple vacation( [17] ), threshold policy model of [26] , etc. This paper considers Fuhrmann and Cooper's technique in such model and obtains the time average PGF of the queue length y t for some variants of M/G/1.
Fuhrmann and Cooper defined the vacation customers and their offsprings whom one vacation generates. From any sample path of the model they extracted the time domain consisting of one vacation period and service periods of its customers and offsprings. This paper regards their time domain as one cycle of the regenerative process. Therefore if the model has many vacation rules, it generates many types of such regenerative cycles. We represent the time average PGF of y t by the combination of the PGF's of the regenerative processes which the vacations of this model generate.
Conversely speaking, we can make new model by combining the regenerative processes. As the fundamental regenerative processes, this paper chooses M/G/1 with N -policy and M/G/1 with multiple vacation. The former is the regenerative process generated by Npolicy vacation and the latter is the regenerative process generated by the ordinary vacation. Successive occurrence of the regenerative cycles of these two kinds of regenerative processes generates many interesting variants of M/G/1. Since the time average PGF's of these two models are well known, we can calculate PGF of the variant model through the combination of the PGF's of these two fundamental models. We illustrate our technique in many examples, e.g., model with setup time, special decrementing service system, pure limited service system, feedback system and so on. Moreover Theorem 4.1 which is our main theorem is not restricted only to the combination of the fundamental regenerative cycles. If we obtain the PGF's of complicated regenerative processes, we can obtain the PGF of more complicated model by combining these regenerative processes. However, since one purpose of this paper is to show the possibility of easy calculation, we do not deal with the extremely entangled example.
In order to consolidate the foundations, we must discuss strictly and clarify the condition. This paper uses the M/G/1 with multiple vacation as an important fundamental regenerative process. The cycle length between regeneration points in this model has the lattice distribution for special distributions of service and vacation and for a special initial condition in spite of the Poisson arrival, so that it has not the limiting distribution for such initial state. Moreover the stability of the model is not directly related with Theorem 4.1. Therefore we focus our attention to the time average.
The technique of this paper derives the time average PGF of the queue length for many models. We can obtain probabilities and moments of its probability measure by differentiating it. The representation of the combination is also useful for this calculation. However the differentiation of some fundamental PGF's is necessary and it is laborious if we try it directly. In last section we improve the classical recursive calculation method.
M/G/1 With Vacations

The customers generated by a vacation
Before discussing the general theory in sections 3 and 4, this section defines a time domain in a queueing system which consists of the vacation interval and the service times of customers generated by its vacation. This time domain is the typical example of the time domain discussed in the general theory. Moreover, we use it as a fundamental regenerative cycle in later sections. Every queueing system in our examples has a single server. Our system starts at the epoch zero with an idle state. Let y t be the number of customers in the system at a time epoch t ∈ [0, ∞). The server sometimes takes vacations. In this paper we regard an idle period as a vacation, too. So any epoch on the total time domain [0, ∞) belongs to a service period on which the server is working or to a vacation period on which the server is not working. The customers arrive according to Poisson process with constant intensity λ. On the other hand the service times are i.i.d. with the distribution function B(x) and they are independent of the arrival process. Let b and B * (s) be the mean and the Laplace Stieltjes transform(LST) of B(x) respectively. We put ρ = λb. The service discipline is the nonpreemptive LIFO(Last In, First Out). In many cases the stochastic behavior of y t is identical among nonpreemptive LIFO, FIFO, service in random order or other similar service disciplines, so that we can apply our results to these cases.
The various kinds of vacation rules are possible as is shown in [6, 16] . Particularly with respect to the arrivals during a vacation we can consider balking, reneging and other rules on the vacation. However the examples in this paper use the only following two kinds of vacations.
1. The ordinary vacation. Once this vacation begins, its length of vacation period is determined independently of the arrival process and service times. All customers who arrive during the vacation period continue to stay in the system until the end of this period.
2. N-policy vacation. The N customers arrive during this vacation. This vacation ends when the last customer among these N customers arrives. As the special case, the idle time interval in the ordinary M/G/1 is the vacation period with 1-policy.
We denote the kth vacation after the starting epoch zero by the notation V k . In [7] the customers who arrive during the vacation V 
In section 4 we define the time domain J k (⊂ (0, ∞)) generally. As its typical example, this section considers the union of the time interval of V k and the service periods on which the customers in G k are served. If J k is so, in many variants of M/G/1 we often find that a certain vacation V k+1 starts before J k ends. In this case the remaining customers in G k wait until J k resumes. We should note that the J k resumes after the completion of J k+1 because of LIFO discipline. Under the assumption of Poisson arrival the probability behavior of the queue length on the J k is not influenced by the interruption of J k+1 . If this is guaranteed, we can consider the case that the vacation begins in the middle of the service. Let l k be the number of customers staying at the beginning of V k . Since these customers do not belong to G k and are served after J k , the probability structure of y t − l k on J k is determined only by the arrivals on it and services of customers in G k . So we call y t − l k the regenerative cycle on J k . If J k is generated by a certain vacation rule, the regeneration cycle on it has the probability structure which is peculiar to this vacation rule. Since we consider the model with many vacation rules, we classify such probability structure by the type number ξ k .
Examples
The following two examples have both 1-policy and an ordinary vacation. In Example 2.1 one J k is interrupted by only one other vacation. In Example 2.2 one J k is interrupted by several other vacations. and he is also the customer of l 2k = 1. He begins to receive service at d because of LIFO discipline. In this model
That is, J 2k−1 is interrupted by J 2k . The stochastic behavior of y t on J 2k−1 is independent of that on other time domain and it is equal to the stochastic behavior of a regenerative cycle of ordinary M/G/1. Similarly the stochastic behavior of y t − l 2k on J 2k is equal to the stochastic behavior of ordinary M/G/1 with multiple vacation. So we will put ξ 2k−1 = 1 and ξ 2k = 2 in later sections. The beginning of the vacation in M/G/1 with multiple vacation is the regeneration point. In above example the differences between these points are integers. That is, the renewal interval has the lattice distribution to which much of the regenerative theory is not applicable(see Asmussen [1] ). On the other hand any regenerative process becomes stationary if we add the special initial condition(see [25, p.110] ). From this fact most authors(e.g., [7, 9, 12, 19] ) used the term "distribution at an arbitrary time". We must take cares. This term does not imply the stability in the sense of the existence of the limiting distribution with a fixed initial state. Our result holds also for the model with the fixed initial state or even for non-regenerative process, so that we use the term "time average". As is well known, if a process is stationary and ergodic, or if it is the stationary regenerative process, its distribution at an arbitrary time is identical to the time average. 3.2. Time average and regenerative process Let (Ω, σ(Ω), P ) be the basic probability space. Let y t be the nonnegative integer-valued process which we want to analyze. We use abbreviation w.p.1 for "with probability one in P ". We define the time average of the set
if the limit of the right hand side exists, where χ(A) = 1 if A holds and χ(A) = 0 otherwise. Note that this is generally not the probability of u at an arbitrary time. Moreover (3.1) does not guarantee even the uniqueness. That is, it may depend on ω ∈ Ω. When the T A(u) has the property of probability measure, its probability generating function(PGF) is defined as
In this paper we call this the time average PGF of y t or simply the PGF of the model. If we get Π(z), we can get T A({n}) and the moments by differentiating Π(z).
In the case that y t is the classical regenerative process with the finite mean of the cycle length, the time average of y t exists uniquely for every u. Let (0 ≤)c 1 < c 2 < · · · be the regeneration points. We define
Then the vector of two variables {D k , c k+1 − c k } is identically independently distributed for every u. It is well known( [1, 25] ) that the T A(u) has the property of the probability measure and is equivalent to the distribution on a cycle, i.e.,
where E(•) represents the mean of the variable •.
Vacation model
The examples of this paper deal with two kinds of vacations, the N -policy vacation and the ordinary vacation. We use the PGF's generated by these vacations without proof. They have the following forms. If, under the assumptions in section 2 the J k generated by the N -policy vacation is repeated independently and without interruption, it results in the regenerative process of the ordinary M/G/1 with N -policy. We represent its time average PGF by Π(z :
. These PGF's have the following forms.
(see [20] ). Let Θ k be the length of
In the case of the ordinary vacation with the distribution function V (x), we denote the mean and LST of V (x) by v and V * (s) respectively. If the J k generated by the ordinary vacation repeats independently, it becomes M/G/1 with multiple vacation. We represent this time average PGF by Π(z : M/G/1/M V (V )). As is well known, this is represented by
Note that this model has two kinds of regeneration points. One is to choose all beginnings of vacations and other is to choose the epoch when the customer leaves no customer behind. This paper does not use the latter regeneration points. Therefore our J k in multiple vacation model has no service period, if no customer arrives during this vacation period, and it has the mean E( 
We assume that the model has the right-continuous nonnegative integer-valued process y t . Let Θ k be the length of J k . Each J k is classified by its type number ξ k . Let Ξ be the space of values of ξ k . We put l k = y t k . Let n k (t) ≡ y t − l k ≥ 0 for t ∈ J k . Since J k may be interrupted by other interval, we putñ k (s) = n k (t) for the length s of J k on (0, t]. The following is our essential assumption. Assumption 4.1. The number of elements in Ξ is finite. The type ξ k is determined at t k . Once ξ k is determined, the (Θ k ,ñ k (s)) is distributed independently of past y t and past input containing arrival epochs, service times, vacation times and other variables. Its distribution is determined by the type number ξ k . The Θ k has the positive finite mean
In this assumption, first we should note that the value of ξ k is able to depend on the past y t or past input. Secondly although θ ξ must be positive, the occurrence of Θ k = 0 with positive probability is possible. The J k with Θ k = 0 is a null set.
Thirdly when ξ k = ξ is given, we can define the probability measure p ξ i by
under the condition of ξ k = ξ. We put
Since (4.1) is essentially identical to the distribution on J k , from (3.4) the Π(z : ξ) is the time average PGF of the regenerative process repeatingñ k (t)(ξ k = ξ) independently. Fourthly, since min θ ξ > 0 and each J k has the finite end epoch, one J k is not interrupted by the infinitely many other J i 's and {t k } has no accumulation epoch. Let q be the maximum number such that 
Main theorem
Thus, from Assumptions 4.1 and 4.4 we get
Hence (4.3) follows. Finally we must show
By putting z = 1 in (4.3) we find ξ∈Ξ α ξ θ ξ = Remark 3 : Fuhrmann and Cooper [7] stated about three-way decomposition
This is the case that ξ in our theorem takes only one type of the ordinary vacation. In this case it is written by Π(z) = Π 
Similarly p In the same way we can extend the type ξ = 1 to N -policy. Its result is Π z :
(also see [20] (1 − ρ) . The type ξ = 2 means the setup time with V (x). As the regeneration point we choose every beginning of the vacation of type ξ = 1. Then θ y < θ 1 + θ 2 < ∞ so that Theorems 4.1 and 4.2 hold. We have α 1 : α 2 = 1 : 1 − V * 1 (λ). Since α 1 θ 1 + α 2 θ 2 = 1, we get
There is no customer at the beginning of the vacation with ξ = 1, so that Π l (z : ξ = 1) = 1. The Π l (z : ξ = 2) is equal to the PGF of the number of the customers arriving during the vacation with ξ = 1 on the condition that at least one customer arrives, so that Π 
Examples: Simple State Dependent Vacation
To M/G/1/N policy and M/G/1 with multiple vacation this section adds the condition that the server takes an ordinary vacation only when the number of waiting customers at the epoch of the completion of the service is one. That is, l k = 1 for this vacation. We denote this distribution function, its mean, its LST and its type number by V (x), v, V * (s) and ξ = 2 respectively. If Theorem 4.1 holds, we can represent Π z :
for this variant of M/G/1/N policy and Π z :
This section considers only (6.1) with N = 1 for the space saving. The ξ = 1 corresponds to the vacation of 1-policy. We consider two cases. First we assume that the server takes a vacation of ξ = 2 only once during one interval such as y t > 0. As a regeneration point we choose the epoch when the customer leaves no customer behind. Then θ y < θ 1 + θ 2 = (1 + λv)/{λ(1 − ρ)} < ∞, so that α ξ and p 
Secondly we assume that the server always takes the vacation of ξ = 2, if he finds exactly one waiting customer at the end of the service of the customer. The regenerative cycle consists of the J k of 1-policy vacation with ξ = 1 and the time domains J k+1 , J k+2 , · · · generated by ordinary vacations with ξ = 2. If a customer arrives during the interval from the beginning of the ordinary vacation and to the end of one service immediately after this vacation, the server takes next ordinary vacation. Hence the probability that the server takes m vacations during one period such as y t > 0 is
The mean of m is calculated as
.
Therefore from Wald's equation(e.g., [25] p.98) we find θ y = θ 1 + E(m)θ 2 < ∞. We have
Base Model Interrupted By Regenerative Cycles
The regenerative cycle in Example 2.1 begins with a vacation of 1-policy and the J k generated by this vacation is interrupted by one ordinary vacation. Similar interruption is seen in any model in sections 5 and 6. Moreover in Example 2.2 the J k with 1-policy vacation is interrupted by the interval (d, e] and followed by (f, g]. The probability structures on these intervals are the same if we ignore y d and y f . Roughly speaking, in these models the well known regenerative process which we call the base model is interrupted by other regenerative cycles and resumes without sustaining any damage to its probability structure. The y t in these models is also a regenerative process whose regeneration point is the beginning of the cycle of the base model. If we give the interrupting regenerative cycle the type number ξ, this style has the PGF with the following form from Theorem 4.1.
We can construct many models whose PGF's are obtained by this equation, if we know Π base (z) and Π(z : ξ). Moreover, by using (7.1) repeatedly, we can obtain the PGF's for many complicated models.
In the examples in previous sections, Π(z : ξ) is the PGF (3.7) of M/G/1 with multiple vacation. In this case we have
Typical application of (7.2) (7.2). In this case
, the (7.3) becomes the equation (4.3) of [5] . It is possible to extend (7.2) to the independent selection of ordinary vacations which have the different distribution functions
Assume that, when the server takes a vacation, he chooses V i (x) with probability δ i and takes a corresponding vacation. If this selection is i.i.d. and independent of other variables, the PGF of the queue length at the beginning of the vacation is the same among these vacations so that we denote it by Π l (z : ξ = 0). Then we have the following form from Theorem 4.1.
The case of v p = 0 is possible in (7.4) or Theorem 4.1, so that we can deal with the Bernoulli schedule where the server takes a vacation with a certain probability δ(see [20, p.246] ).
Examples: Pure Limited Service System
This section considers the model where the server takes an ordinary vacation at each end of the service, even if there is no customer at this epoch. Such model is called the pure limited service system( [11, 20] 
We can write Π z :
One vacation V accompanies one service, so that α 2 = λ.
We will obtain Π 
Consequently we get Π z :
from the equation (4.3).
Particularly when V 1 = V , we put
This is equal to the equation calculated from [20, (6.103) ]. We will try to use (7.1) by inserting (8.1) to other base model. Let's note that, since the model has the nonpreemptive LIFO discipline, the length of the interval from the end of the service of the base model to the epoch at which the base model begins again, e.g., the interval (d, e] or (f, g] in Example 2.2, is stochastically identical. That is, it is stochastically equal to the length of the regenerative cycle in M/G(B * V )/1/M V (V ), so that its mean is v/(1 − ρ − λv). We choose this interval as one J k . The probability structure of y t − l k on this interval is equal to a regenerative cycle of M/G/1/M V (V ) with pure limited vacation rule, i.e., M/G/1/M V (V )/P L(V ) of (8.1). We give this interval the type number ξ P L . Let's consider the model in which a base model is interrupted by the J k with type ξ P L . Let Π base (z) and θ base be the PGF of the base model and the mean of its cycle length respectively. Since the mean of the number of customers arriving during a regenerative cycle in the base model is λθ base , the mean θ y of the regeneration cycle of y t , e.g., (a, g] in Example 2.2, is given by
so that we assume ρ + λv < 1. Hence the (7.1) is written in the form:
The 
For example
9. Examples: Decrementing Service System Takagi [20] , Bischof [2] etc. discussed the decrementing service system where the server memorizes the queue length at the end of the vacation. In this section we assume that the server observes the system at the beginning of the vacation. That is, when the ordinary vacation V k of this rule starts, the server memorizes the value l k (> 0) and takes a rest. Returning from that vacation, he continues to work until the number of customers decreases to l k − 1 and takes another vacation V
k+1
. This is repeated until there is no customer in the system. Assume that these vacations have the same distribution function V (x) with mean v and LST V * (s). We give them the type number ξ V . If we consider such model as the variation of the base model, its PGF has the form: . From these equations we get Π z : with l k = j is generated in one regenerative cycle of y t if more than or equal to j customers arrive during the vacation with V 1 (x). Let p customers arrive during a vacation with V 1 (x). Then,
Examples: Bernoulli Feedback
The results in this paper can be easily extended to the model with Bernoulli feedback. In this model the customer joins the queue immediately after the completion of his each service with probability 1 − σ and departs forever with probability σ. Let B F (x) be the distribution of the total service time of one customer. Then its LST B * F (s) is given by
and the mean of B F (x) is b/σ(see [20] p.50). In Bernoulli feedback the distribution of the queue length is the same among FIFO, nonpreemptive LIFO, service in random order etc. So we consider the case that the customer receives his all services without interruption by other customer and that the service discipline is the nonpreemptive LIFO. Therefore, unless other vacation interrupts the continuity of his services, we can extend the previous all examples to the feedback model by replacing B(x) with B F (x).
Here we consider three variants of the Bernoulli feedback. First, we consider the case that, if there is no other customer at the end of a service of a customer, the server takes a rest until there exist N (> 1) customers in the system. That is, if that customer requires another service, he must wait for arrivals of other N − 1 customers. If not, the server waits for N new customers. We choose 1 and 2 as the values of ξ. The ξ = 1 represents the (N − 1)-policy vacation and the ξ = 2 represents N -policy vacation. As the regeneration point of y t we choose the beginning of the vacation of N -policy. The type is determined by whether the last customer requires another service or not. If H is the number of occurrences of the vacation of the (N − 1)-policy in a regenerative cycle, its probability is given by
Hence the mean θ y of cycle length is finite from Wald's equation. We have α 1 :
Second, the customer receives only one service. However, if he can find no customer behind at the completion of his service, he receives another service with probability 1 − σ. The interval from the beginning of this additional service to the next service completion time where its customer finds no customer behind is stochastically equal to the busy period of M/G/1. Its PGF Π(z : busy) satisfies
which is the simple case of Theorem 4.1. Hence the PGF of our second variant of the original feedback system is written as
If there is no restriction on the number of feedbacks, then α 1 : α 2 = 1 :
Thirdly we will consider the pure limited service system with Bernoulli feedback. We assume that the sequence of services of one customer is not interrupted by the service of other customer. If a customer receives the n services, he experiences n − 1 vacations of the server with V (x) from the beginning of his service to his departing epoch. The LST of the distribution of this time length is given by + δV  *  (s) ) .
While they do not write their model in detail, their model is considered to be our ξ P L from the matrix D dv of [24] . So we will substitute B * δ (s) to (8.4 ). Then we obtain their equation (10) 
Appendix: Probabilities and Moments
Differentiating PGF, we can obtain probabilities and moments of its probability measure. However to differentiate the equation of PGF directly is very laborious. This is the serious problem for us, because our final aim is not PGF but these values. The technique which the early authors showed were laborious or vaguely represented, so this section shows the easy recursive calculation. From this relation we can obtain the probability p n = Π 
Calculation of moments
We will consider the calculation for the factorial moments Π [18, 21, 22] used Taylor expansion for the moments of the waiting time. Its method can be applicable to the queue length. Neuts [14, p.17 ] also proposed other method. The author thinks that the following modification of Riordan [15, p.70 ] is most convenient.
By differentiating both sides of (11.1) n + 1 times, we get (1 : M/G/1) easily by the hand work for small n and by the computer for large n.
We can obtain Π 
