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Abstract
Model checking and temporal logics are boolean. The answer to the model checking question
does a system satisfy a property? is either true or false, and properties expressed in temporal logics
are deﬁned over boolean propositions. While this classic approach is enough to specify and verify
boolean temporal properties, it does not allow to reason about quantitative aspects of systems. Some
quantitative extensions of temporal logics has been already proposed, especially in the context of
probabilistic systems. They allow to answer questions like with which probability does a system
satisfy a property?
We present a generalization of two well-known temporal logics: CTL and the -calculus. Both
extensions are deﬁned over c-semirings, an algebraic structure that captures quantitative aspects like
quality of service or soft constraints. Basically, a c-semiring consists of a domain, an additive operation
and amultiplicative operation,which satisfy someproperties.Wepresent the semantics of the extended
logics over transition systems, where a formula is interpreted as a mapping from the set of states to
the domain of the c-semiring, and show that the usual connection between CTL and -calculus does
not hold in general. In addition, we reason about the complexity of computing the logics and illustrate
some applications of our framework, including boolean model checking.
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1. Introduction
Model Checking [10] is a formal automated method for system veriﬁcation consisting of
three main steps: modeling the system, modeling the properties of the system and checking
whether the properties hold in the system.Usually, systems are represented using formalisms
such as automata, labeled transition systems and Kripke structures with a ﬁnite number of
states, where boolean propositions are associated to states and transitions. Properties of the
system are often represented using temporal logics, which combine modal operators with
boolean connectives and propositions. The veriﬁcation step returns a boolean answer: either
yes (the system satisﬁes the speciﬁcation) or false (the system violates the speciﬁcation).
Motivation. While this approach is sufﬁcient to reason about qualitative aspects of sys-
tems, it is clearly not sufﬁcient to reason about quantitative aspects. Hence, approaches
have been proposed for the analysis and veriﬁcation of quantitative systems. Among oth-
ers, we cite durational systems [26], probabilistic systems [18,21] and timed systems [1].
Formalisms to represent systems and properties are equipped with quantitative aspects such
as time or probabilities. The veriﬁcation question can be boolean (based on thresholds)
or purely quantitative. For example, when reasoning about a probabilistic system one can
ask if a property holds with a probability higher than p, or which is the probability that a
property holds.
A similar situation exists in the domain of constraint satisfaction problems (CSP). There,
classical problems consider boolean constraints only: either a constraint is present or it is not.
Some CSP problems, however, cannot be properly formulated using this crisp interpretation
of constraints. Several approaches exist to remedy this, which basically associate non-
boolean values to constraints, like probabilities, costs and sets. Such constraints are called
soft constraints and the corresponding problems are soft CSP, like fuzzy CSP, probabilistic
CSP and weighted CSP, among others.
A general framework for soft CSP is proposed in [4–6]. The key of the approach is an
algebraic structure called constraint semiring (c-semiring for short). A c-semiring consists
of a domain and two operations, which are called additive and multiplicative operations.
The basic idea is that the domain is used to represent the values associated to constraints
(booleans, probabilities, etc.), the additive operation is used to project constraints and the
multiplicative operation is used to combine constraints. The framework captures most of the
common soft CSP problems, such that the results stated for the framework can be applied
to concrete instances, for example, as hints for the applicability of special solution methods
for a concrete instance. More interestingly, c-semiring constraint methods have a unique
advantage when problems with multiple criteria or multiple metrics must be tackled. In fact,
it turns out that Cartesian products, exponentials and power constructions of c-semirings
are c-semirings. Thus the same concepts and algorithms can be applied again and again.
Goals. The purpose of our research is to deﬁne a general framework for quantitative
veriﬁcation based on c-semirings, with a special focus on quality of service (QoS) prop-
erties. In this paper we present our ﬁrst step. We have extended two well-known temporal
logics, -calculus and CTL, where boolean propositions and connectives are replaced by
c-semiring propositions and operations, while temporal operators are substituted by oper-
ators on sequences of c-semiring values. We present a semantics over transition systems.
While in boolean model checking the interpretation of a formula can be seen as a mapping
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from the set of states to the boolean domain, which implicitly represents the subset of states
satisfying the formula, we interpret formulae as mappings from the set of system states to
the domain of the c-semiring.
As in the general framework for soft CSP [6] we analyze and present results for a spe-
ciﬁc kind of c-semirings called distributive c-semirings. Distributive c-semirings cover a
signiﬁcant part of c-semirings and have interesting properties that make them easier to be
handled. Similarly, we also distinguish fragments of our logics, when presenting our re-
sults. The main idea behind such distinctions is to offer, for speciﬁc cases of our framework,
speciﬁc methods. We shall see, for instance, that the expressive power of -calculus and
CTL is comparable for distributive c-semirings and that some fragments of our logics are
easier to verify.
While we expect our framework to capture many problems, one of our main interests is
to use it as a formalism to analyze QoS properties. QoS are measures of the non-functional
properties of systems. Bandwidth, delay and jitter are typical examples of network QoS
properties, while application-level QoS includes, among others, price and access rights.
Different kinds of semirings have been proposed tomodel costs, for instance in the algebraic
path problem [24], but c-semirings are sufﬁcient to capture most of the signiﬁcant QoS
attributes used in practice. As a matter of fact, c-semirings has been used in Kaos [22], a
calculus for programmable QoS, as a formalism for representing QoS properties of WAN
applications.
An example where reasoning about QoS is a crucial aspect are service overlay networks
(SONs) [14] which have gained major attention during recent years as a ﬂexible mechanism
to manage the complexity in the creation and deployment of network services with certain
QoS assurances. A challenging problem is to provide formal machineries that support
veriﬁcation of both behavioral and QoS properties of SON in an integrated way.
As a simple example consider a system involving various agents and resources. Suppose
we are interested in observing not only whether a certain agent is using a certain resource,
but the QoS level of that usage. While in a boolean setting one is interested in properties
like will the agent ever use the resource? in the proposed scenario one could be interested
in expressing properties like which is the best QoS level (of the usage of the resource by
the agent) ever achieved? Note that different resources or agents might involve different
QoS attributes. For instance, the usage of a resource A might be involve a price to pay and
a performance rate, while the usage of a resource B might involve access rights. Thus, we
need a general concept of QoS that captures many of the typically used QoS attributes offer-
ing a framework that abstracts from concrete attributes and provides general mechanisms,
including the property of combining several attributes. We believe that c-semirings are a
suitable formalism for this purpose.
Related work. Our approach is not the ﬁrst attempt to deﬁne a framework for quantitative
veriﬁcation. For instance, the algebraic -calculus [2] extends the classical -calculus with
arithmetic expressions. While our approach basically substitutes boolean connectives and
quantiﬁers with c-semiring operations, the algebraic -calculus substitutes boolean connec-
tives and quantiﬁers with arithmetic operations and quantiﬁers. However, contrary to our
extension of the -calculus, the algebraic -calculus substitutes the ﬁxpoint operators with
a limit operator, which is more general and indeed shown to turn into least and greatest
ﬁx-point operators.
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The approach is very general and embeds a wide range of problems. The algebraic -
calculus captures approaches that are captured by our framework too. An example are
graph theoretical problems like the shortest path problem. On the other hand, the algebraic
-calculus generalizes probabilistic approaches that our approach does not capture, like the
veriﬁcation of probabilistic systems with PCTL [17], a probabilistic extension of CTL. It
is an open question whether the algebraic -calculus captures c-semiring -calculus.
One of the drawbacks of the algebraic -calculus in comparison to our work is that the
approach is too general such that most of the obtained results seem to be of little practical
use. Our approach, instead, presents different results and speciﬁes them for concrete cases
of the approach as explained above. In addition, representing quantitative aspects like QoS
issues using an arithmetic algebra is rather unnatural, while c-semiring are very suitable for
that purpose. Finally, a path logic like c-semiring CTL is deﬁnitively easier to understand
and use than a ﬁxpoint logic.
Our work is also inspired by previous research on quantitative analysis and veriﬁcation
of probabilistic systems. Contrary to approaches for the qualitative veriﬁcation of proba-
bilistic systems like PCTL [17], where the evaluation of formulae is boolean, in quantitative
approaches the evaluation of formulae are probabilistic values. In [18], for instance, a prob-
abilistic extension of the -calculus is proposed. The syntax of the logic is the exactly that
of the propositional -calculus. The semantics is deﬁned over probabilistic transition sys-
tems, where three alternative probabilistic semantics for disjunction and conjunction are
presented. Since ﬁxpoint iteration is infeasible, they propose an alternative approach to eval-
uate a signiﬁcant fragment of their logic, which basically consists on reducing the problem
of ﬁxpoint computation to an (equivalent) optimization problem in linear programming.
The implicit algebraic structure used in [18] is not a c-semiring. Thus, our approach does
not capture that approach, but, on the other hand, it is clear our work can be applied to
represent problems that the probabilistic approach of [18] cannot represent, like shortest
path problems, for instance.
The work described in [12] deﬁnes two quantitative extensions of the -calculus: a proba-
bilistic one, where disjunction and conjunction of probabilities are given a fuzzy (min/max)
interpretation, and a discounted one, where events are weighted according to their distance
to the present. Their semantics is deﬁned over games, a formalism that generalizes, among
others, boolean and probabilistic transition systems. The same authors propose a discounted
version of CTL in [13], where two semantics are given: the path and ﬁxpoints semantics.
While in boolean model checking both semantics are equivalent, allowing the use of ﬁx-
point iterations as algorithms for CTL, they differ when discounted CTL is interpreted over
probabilistic systems. Speciﬁc algorithms for each semantics are thus proposed.
Despite the fuzzy interpretation of probabilities can be captured with a c-semiring prop-
erly, the discounting factor, however, and the fact that the semantics are interpreted over
games, while our work restricts to transition systems, are enough to make our work and
the two justmentioned approaches [12,13] incomparable.We shall see, however, that our ap-
proach is able to express discounted model checking problems for transition
systems.
Some probabilistic approaches [18] provide boolean notions of equivalence relations
like bisimulation, while others [12] deﬁne quantitative relations. While in the former, two
states are either related or not, in the latter two states are related by a probability value,
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which represents a sort of distance between the two states. The value resulting from the
evaluation of a probabilistic formula is shown to depend on their distance. We present,
however, equivalence and preorder relations that are still boolean. The main reason for this
is that it is not possible to deﬁne a meaningful notion of distance in c-semirings.
Our treatment of probabilities is simpler in comparison with probabilistic approaches
like the ones just mentioned [12,13,18]. This should not be a surprise, since probabilistic
approaches focus on probabilities, while for our QoS perspective, probabilities are just one
aspect. Hence, we do not propose our approach when the only quantitative aspect of the
systems being analyzed are probabilities. Instead, we propose our work to be a suitable
framework when quantitative aspects are of QoS attributes of different natures, all properly
captured by c-semirings.
Another closely related work is multi-valued CTL [9], where CTL is deﬁned over a
quasi-boolean algebra. Brieﬂy, a quasi-boolean algebra is a ﬁnite distributive lattice with a
negation operator. The resulting logic is suitable for analyzing models with uncertainty and
inconsistency. As we shall see c-semirings are more general than quasi-boolean algebras.
Therefore, our work subsumes a great part of this approach. Multi-valued CTL, however,
has some issues that our approach is not able to capture, like the fact that formulae might
be interpreted over multi-valued transition systems.
In sum, the main difference of our approach with respect to other works on quantitative
veriﬁcation of quantitative systems is thatwe do not focus in one or two concrete dimensions,
like time or probabilities. Rather, we focus on multiple aspects. Therefore, we base our
work on a general algebraic structure, which offers the possibility of combining different
dimensions. Indeed, as we shall see c-semirings can be combined in different ways, such
that the combination is still a c-semiring.
Contribution. The novelty of our approach is that our logics are deﬁned over c-semirings,
generalizing thus approaches based on quasi-boolean algebras and fuzzy probabilities, for
instance. We deﬁne syntax and semantics of two logics: c-semiring CTL (c-CTL) and
c-semiring -calculus (c-L). We compare the semantics of c-CTL with an alternative se-
mantics based on the ﬁxpoint semantics of traditional CTL, shown to be equivalent to the
usual path semantics of CTL. In our case this equivalence does not hold in general. In
addition to the results in our previous work [19] we further reﬁne the relation between
both semantics and show that the usual notions of system equivalences and preorders like
bisimulation or simulation are only suitable for some fragments of our logics. We show that
in some particular c-semirings, which are actually distributive lattices, the model checking
problem is decidable and give an upper bound on the complexity. For the general case,
we show how the problem of computing formulae of some fragments can be reduced to
well-known graph problems. These results are almost novel with respect to our previ-
ous work [19] were we just presented algorithms for model checking c-CTL in particular
c-semirings.
Structure of the paper. This paper is structured as follows. Section 2 gives the neces-
sary background on c-semirings and transition systems. Section 3 describes syntax and
semantics of the extended logics. Section 4 is on the computation of our logics. The next
section deals with equivalence and preorder relations. Section 6 illustrates various appli-
cations of our framework. The last section concludes the paper and outlines current and
future work.
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2. Preliminaries
Our logics are deﬁned over the domain of a c-semiring, which is a tuple 〈A,+,×, 0, 1〉
such that:
• A is a set;
• 0 and 1 are elements of A;
• + : 2A → A is deﬁned over (possibly inﬁnite) sets of elements of A as follows 1 :∑ {a} = a,∑∅ = 0,∑A = 1 and∑ (⋃Ai) =∑ {∑Ai}, for Ai ⊆ A, i0;
• × : A× A→ A is a binary associative, commutative operation that distributes over +,
has 1 is its unit element and 0 its absorbing element.
The fact that + is deﬁned over sets of elements, automatically makes such an operation
associative, commutative and idempotent. Moreover, one can show that it has 0 as unit
element and 1 as absorbing element [6]. Given a sequence a0, a1, . . . of elements of A we
write
∑
i0 ai rather than
∑
{a0,a1,...}. Given a ﬁnite sequence a0, . . . , an we abbreviate
a0 × · · · × an with∏0 inai . In the rest of the paper we assume that∏ is deﬁned over
inﬁnite sequences too. Most of the c-semirings used in practice satisfy this.
To enhance readability, operation+ is called additive operation, while× is called multi-
plicative operation. Note that we use a boldfaced+ and symbol× to avoid confusion with
the additive and multiplicative operations over reals (+ and ·).
Instances of c-semirings and application to QoS. C-semirings are the formal structure of
many QoS attributes. For example:
• 〈{true, false},∨,∧, false, true〉 (boolean): Network and service availability.
• 〈R+,min,+,+∞, 0〉 (optimization): Price, propagation delay.
• 〈R+,max,min, 0,+∞〉 (max/min): Bandwidth.
• 〈[0, 1],max, ·, 0, 1〉 (probabilistic): Performance and rates.
• 〈[0, 1],max,min, 0, 1〉 (fuzzy): Performance and rates.
• 〈2N,∪,∩,∅, N〉 (set-based, where N is a set): Capabilities and access rights.
Example 1. Recall the example introduced in Section 1, where our systems have various
agents and resources. Assume that the attributes associated to the usage of a resource by an
agent are a certain price to pay and access rights, respectively represented by an optimization
c-semiringCopt and a set-based c-semiringCset = 〈2N,∪,∩,∅, N〉, withN = {a0, . . . , an}
being the set of access rights.
C-semirings and lattices. The additive operation of the c-semiring induces a partial order
as follows: aSb iff a + b = b. For example, in the optimization c-semiring Copt, S
corresponds to the arithmetic relation  , while in Cset it corresponds to set inclusion ⊆.
One can show that S is indeed a partial order, that+,× are monotone over S , 0 and 1
are, respectively, the minimum and maximum elements of S , and 〈A, S〉 is a complete
lattice [6]. Indeed for the examples Copt and Cset, 〈, 〉 and 〈N,⊆〉 are clearly complete
lattices.
1 When + is applied to a set with two elements we use + as binary operator in inﬁx notation, while in all other
cases we use symbol
∑
in preﬁx notation.
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In some instances of a c-semiring, themultiplicative operation is idempotent. This implies,
among other things, that + distributes over × and 〈A, S〉 is a distributive lattice [6]. In
such case we call the c-semiring distributive c-semiring or distributive lattice, but prioritize
the former in order to avoid confusion between the algebraic structure and the implicit lattice
since in some cases the implicit lattice is distributive but the c-semiring is not. C-semiring
Cset, for instance, is a distributive c-semiring. On the other hand, Copt is not a distributive
c-semiring, since its multiplicative operation (real addition) is not idempotent. Note that,
however, the partial order of Copt induces a distributive lattice 〈, 〉.
Negation in C-semirings. C-semirings have no negation operator in general. Consider,
for instance, the classical De Morgan negation, i.e. a unary operator - : A → A, such that
-a ∈ A and --(a) = a for all a ∈ A (involution), -⊔{A′} =w{-a | a ∈ A′} for all A′ ⊆ A
(De Morgan) and ab ⇔ -b-a (antimonotonicity), where ⊔ and w are the lowest
upper bound and greatest lower bound operators of the lattice 〈A, S〉. It is not possible
to deﬁne a De Morgan negation for the optimization c-semiring Cset. Other c-semirings
(fuzzy, boolean, max/min), however, can be equipped with a negation, resulting in most
cases in boolean algebras. For example, in Cset set complement is a De Morgan negation.
Note that the duality -(a + b) = (-a)× (-b) holds exactly when × is idempotent.
In order to tackle this problem we consider c-semirings to be equipped with a set F of
functions, which range is A and which domain is Ai for i0. Set F is used to represent
additional functions over the domain of the concrete c-semiring being considered other
than the additive and the multiplicative operations. For example, if the c-semiring under
consideration is the boolean one, then one can include boolean negation as a function of F
in order to be able to deﬁne all possible boolean functions. 2 In our running examples, for
instance, one might want to include arithmetic functions like real multiplication or division
in Copt or set complement in Cset. In the rest of the paper F refers to the set of all functions
Ai for i0 of the c-semiring under consideration.
Composition of C-semirings. C-semiring based methods have a unique advantage when
problems with multiple QoS criteria must be tackled: Cartesian products, exponentials and
power constructions of c-semirings are c-semirings. Thus the same concepts and algorithms
can be applied again and again.
The Cartesian product of n c-semirings Ci = 〈Ai,+i ,×i , 0i , 1i〉 with i = 1, . . . , n is a
c-semiring [6] C = 〈A,+,×, 0, 1〉 deﬁned as follows:
• A = A1 × · · · × An;
• + is such that for any a, b ∈ A, a + b = (a1 +1 b1, . . . , an +n bn);
• × is such that for any a, b ∈ A, a × b = (a1 ×1 b1, . . . , an ×n bn);
• 0 = (01, . . . , 0n);
• 1 = (11, . . . , 1n).
The Hoare power domain of a c-semiring is of special interest since it let us formalize
multi-criteria optimization problems. The Cartesian product of c-semirings is not suited
to solve such problems since values of the original c-semirings are combined
independently.
2 Boolean negation, disjunction and conjunction are sufﬁcient to deﬁne all boolean functions.
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Example 2. Let C = Copt × Cset and assume an agent can use a certain resource in
two ways with QoS level (3, {a1}) or (2, {a1, a2}), respectively. Imagine we are inter-
ested in the best usage between both options. If we add both values we get (3, {a1}) +
(2, {a1, a2}) = (2, {a1, a2}), but observe that this value does not represent a valid value
(it is not a choice between two values), but rather a lower bound. Clearly, both values are
incomparable.
The solution to this problem is to use the Hoare power domain of the Cartesian product
of the various optimization c-semirings as explained in [7].
Let C = 〈A,+,×, 0, 1〉 be a c-semiring. The Hoare power domain of C, denoted by
PH (C) = 〈PH (A),unionmulti,×∗,∅, A〉 is a c-semiring [7] where:
• PH (A) is the Hoare power domain of A, i.e., PH (A) = {S ⊆ A | x ∈ S, ySx ⇒ y ∈
S}. In words, PH (A) is the set of all subsets of A which are downward closed under the
ordering S ;
• unionmulti is the formal union;
• ×∗ takes two sets and produces another set obtained by applying × to each element of
the ﬁrst set with each element of the second one.
Intuitively, the Hoare power domain works with sets of non-dominated values.
Example 3. Returning to our example, let Cboth = PH (Copt × Cset). Now, adding values
(3, {a1}) and (2, {a1, a2}) we get (3, {a1}) + (2, {a1, a2}) which is equal to {(3, {a1}),
(2, {a1, a2})}, i.e. we get a set containing the (incomparable) QoS levels of the two options
to use the resource.
Transition systems. As already advanced in the ﬁrst section, we give an interpretation of
our logics over transition systems. Our concept of transition system is the usual one ex-
tendedwith a c-semiring.More precisely, we call a transition system a tuple 〈S, T , C, P, I 〉,
where S is a set of states, T ⊆ S × S is a set of transitions, C is a c-semiring, P is a set
of propositions and I is a function mapping propositions of P into valuations, which are
mappings S → A, where A is the domain of the c-semiring under consideration. Abus-
ing of notation interpretation also maps function names (drawn from a set F) into actual
c-semiring functions. The type of I is thus (P ∪ F)→ ((S → A) ∪ F).
We assume the transition system to be image-ﬁnite, i.e. that for any given s ∈ S we have
that {s′|(s, s′) ∈ T } is a ﬁnite set. We sometimes require T to be total, i.e. for every state
s there is at least one outgoing transition (s, s′) ∈ T . This avoids end states in the system.
Runs of a system are maximal paths in the underlying state transition graph, i.e. paths that
are either inﬁnite or end in an end state. A path is a sequence s0, s1, s2, . . ., such that for all
i0 we have si ∈ S and (si, si+1) ∈ T . We denote by |p| the length of a ﬁnite path p, by
s
p
i the (i + 1)th state of path p and by (s) the set of runs starting at s.
We denote the concatenation of two paths p, q as pq, where we require p to be ﬁnite
and (sp|p|−1, s
q
0 ) ∈ T , i.e. there is a transition from the last state of p to the ﬁrst state of
q. A cycle is a path p = qs, where s is equal to sp0 , the initial state of p. Let us denote
with pi the cycle that results from repeating i times cycle p. More precisely, p0 = s and
pi+1 = qpi .
In the following, letM = 〈S, T , C, P, I 〉 be the transition system under consideration.
A. Lluch-Lafuente, U. Montanari / Theoretical Computer Science 346 (2005) 135–160 143
3. Semiring logics
In this section we ﬁrst give the syntax and semantics of the -calculus extension, which
we call c-semiring -calculus. Later we describe the syntax of the CTL extension, called
c-semiring CTL, and give two semantics: the path and the ﬁxpoint semantics, showing that
the equivalence between the two semantics does not hold in general.
We interpret a formula of the extended logics as a mapping v : S → A, i.e. a mapping
from the set of system states S to the domain A of the c-semiring. We call such a mapping,
a valuation. In the following let V = AS be the set of all valuations. It is easy to see
that the set of all valuations together the extension of + and × to valuations forms a c-
semiring. More precisely, let us deﬁne an additive operation ⊕ : V × V → V such that
(v ⊕ v′)(s) = v(s) + v′(s) for all s ∈ S. Similarly, we deﬁne a multiplicative operation
⊗ : V × V → V as follows: (v ⊗ v′)(s) = v(s) × v′(s) for all s ∈ S. Let 0 and 1
be the valuations that respectively assign 0 and 1 to every state. It can be easily shown
that 〈V,⊕,⊗, 0, 1〉 is a c-semiring, since it can be seen as C|S| and we know that the
Cartesian product of two c-semirings is a c-semiring [6]. The partial order of this c-semiring
is denoted by V . It is easy to see that for any two valuations v, v′ ∈ V , vV v′ iff for all
s ∈ S we have v(s)Sv(s′). Then 〈V, V 〉 is a complete lattice. The deﬁned c-semiring
inherits various of the properties of C. For example, if × is idempotent, so is ⊗. Hence, in
the document we sometimes refer to original properties of + and × instead of referring to
properties of ⊗ and ⊕.
3.1. C-semiring -calculus
LetZ be a set of valuation variables andAP ⊆P be a set ofatomic propositions. Valuation
variables are used inside ﬁxpoint formulae as explained below, while setAP generalizes the
set of atomic propositions of boolean logics. Indeed, an atomic boolean proposition p can
be interpreted as a valuation that assigns true to states where p holds and false otherwise.
Let p ∈ AP , z ∈ Z and f ∈ F . Formulae of c-L are deﬁned as follows:
 ::= 0 | 1 | p | z | f (, . . . ,) | +  | ×  | X | z. | z.
 ::= w |∑ |∏
Note that constants other than 0 and 1 are not introduced explicitly but as functions. Opera-
tors  and  are used to express least and greatest ﬁxpoints, respectively. Temporal operator
X is used to refer to the evaluation of a formula in a next state. Since a state might have
more than one immediate successor we use a quantiﬁer  preceding X.
While boolean-calculus considers only two quantiﬁers, namely existential and universal
quantiﬁcation, we consider three possible cases: w,
∑
and
∏
. As we shall see they,
respectively, express the application of the greatest lower bound, additive andmultiplicative
operations of the lattice 〈A, S〉. Recall that in c-semirings, unionsq coincides with∑ [6]. For
example, in Copt both the additive operation and the lowest upper bound are min, while in
Cset both are ∪. Hence, we do not include⊔ as a quantiﬁer, since it is redundant. Note that
! is not introduced explicitly in the syntax, but it can be used as a function in F . Finally,
recall that ! coincides with × if × is idempotent [6]. This is indeed the case in Cset since
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both operations are set intersection ∩, but not in Copt where greatest lower bound is max
while the multiplicative operation is real addition +.
Example 4. Recall our running example and the property mentioned in Section 1: which
is the best QoS level (of the usage of the resource by the agent) ever achieved? Assume
that the QoS level of the usage is given by the atomic proposition p. Then, the formula that
expresses the property is z.p+ ∑Xz. Roughly speaking the intuition behind the formula
is that the best QoS for the usage is the one of the current state or the best amongst the QoS
ever achieved from the next states.
Semantics. We interpret a formula  as a valuation e, where e : Z → V is an
environment:
0e(s) = 0 1 × 2e = 1e ⊗ 2e
1e(s) = 1 Xe(s) = (s,s′)∈T e(s′)
pe = I (p) z.e = FIX z′.e[z′/z]
ze = e(z) z.e = ﬁx z′.e[z′/z]
1 + 2e = 1e ⊕ 2e f (1, . . . ,n)e(s) = I (f )(1e(s), . . . , ne(s))
where s ∈ S,  ∈ {w,∑,∏}, FIX abbreviates greatest ﬁxpoint and ﬁx, least ﬁxpoint,
and e[v/z] is the same as e except that e[v/z](z) = v. A formula is closed if every variable
is bound by a ﬁxpoint operator. In such cases e does not depend on e and we just write
. Functions z′.e[z′/z] are operators on V (functions V → V ) that we will denote
with .
In the rest of the paper we require recursion variables to appear as operands of monotone
functions only. With this restriction, it is easy to see that every possible operator  is
monotone. Hence, by Knaster–Tarski Theorem [27] the ﬁxpoints are well-deﬁned. More
precisely, z.(z) =w
V
{v | vV (v)} (equivalentlywV {v | v = (v)}) and z.(z) =⊔
V {v | vV (v)} (equivalently
⊔
V {v | v = (v)}). 3
In addition, if  is unionsqV -continuous, then z.(z) =⊔V {i (0)} and if it is !V -continuous,
then z.(z) = w
V
{i (1)}, where 0(z) = z and i+1(z) = (i (z)) for i = 1, 2, . . . . In
the rest of the paper we consider continuous operators. Note that, because  is monotone,⊔
V {i (0)} = ∞(0) andwV {i (1)} = ∞(1). Hence, ﬁxpoint iteration can be applied to
evaluate a formula. Nevertheless this method is not always feasible as we shall see in a next
section.
C-L with negation. The existence of a negation operator as deﬁned in Section 2, enables
some equivalences between formulae, for instance -(
∑
X) = wX- and -(z.) =
z.-([-z/z]). Note that -(∑X) is equivalent to∏X- if × is idempotent.
As in boolean -calculus, one has to impose syntax restrictions on the use of negations
in order to guarantee monotony. More precisely, we shall require that each variable appears
under an even number of negations, and for each function f ∈ F there is a (dual) function
3 In this case, unionsqV and !V , respectively, refer to the lowest upper bound and greatest lower bound operations
of the lattice 〈V, V 〉.
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f ∈ F such that -f (1, . . . ,n) = f (-1, . . . , -n). We have also to require the existence
of a dual for ⊗. The idea is that with these dualities and the syntactic restriction one can
push negations such that they appear applied to atomic propositions only.
3.2. C-semiring CTL
Syntax. The syntax of c-CTL is deﬁned as follows:
 ::= 0 | 1 | z | p | f (, . . . ,) | +  | ×  |  | X
 ::= w |∑ |∏
 ::= [T"#]
" ,# ::= + | ×
C-CTL formulae are state formulae generated by . Symbol  is used to introduce
quantiﬁers over path formulae, which are generated by . Path formulae combine state
formulae with temporal operators X (next time), and T"#. As we shall see the ﬁrst refers to
the evaluation of a formula in a next state, while the second uses two operators " and #:
one to quantify over preﬁxes of a path and the other to quantify over states of a preﬁx. As
syntactic restriction we require " and # to be different.
We shall sometimes use some abbreviations, for instance, U for T×+, R for T+×, F for
[1T+×] and G for [0T×+]. Not surprisingly, U, R, F and G correspond, in a boolean
setting, to the CTL temporal operators until, release, eventually and globally.
Indeed the main motivations behind the syntax of c-CTL was to extend CTL to c-
semirings, by substituting existential quantiﬁcation and boolean disjunction by the additive
operation, and universal quantiﬁcation and boolean conjunction by the multiplicative op-
eration. Note that the syntactic restrictions imposed, which semantic consequences are
discussed after the presentation of the semantics, are enough to cover CTL.
Semantics. Again, we interpret a state formula as a mapping from the set of states S to
the set of c-semiring values A. Path formulae, instead, assign c-semiring values to paths.
The semantics of 0, 1, p, z, f (1, . . . ,n), 1 + 2 and 1 × 2 is the same as in c-L.
The rest is deﬁned as follows:
X(s) = (s,s′)∈T (s′)
(s) = p∈(s)(p)
1T
"#2(p) = "i0(2(spi ) # #0 j<i1(spj )),
where a p is a path. In words, the semantics of 1T"#2 means that for every preﬁx of p,
# is applied to the evaluation of 1 in every state of the preﬁx but the last one and 2 in
that state. The values for every preﬁx are quantiﬁed using ".
It can be shown that requiring # to be different from " does not impede to express
[1T++2] since it is equivalent to F(1 + 2). To the contrary, there is no way to express
1T
××2, because × is not idempotent in general. However, we are not sure about the
applicability of such operator. Note that we could have included! as one of",# increasing
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the expressivity of the logic, but, for the sake of simplicity, we have decided to let such as
an extension as a further research topic.
Example 5. We are now ready to formulate property which is the best QoS level (of the
usage of the resource by the agent) ever achieved? of our running example in amore intuitive
way. Namely, the corresponding formula is
∑
Fp, where p represents the QoS level of the
usage of the resource. The intuition is clear: for each path starting at the state where we
evaluate the formula we select by c-semiring addition the best QoS level, and amongst all
paths we select the best such value again.
The previous semantics is called path semantics. Inmodel checking, there is an alternative
equivalent semantics which interprets CTL formulae as ﬁxpoints [10]. For example, CTL
formula EF is interpreted as z.∨EXz. This equivalence shows that boolean -calculus
contains CTL, and allows to perform CTL model checking formulae by ﬁxpoint iteration.
This suggests to deﬁne the following ﬁxpoint semantics to c-CTL formulae:
[1T+×2]f = z.2 + (1 × Xz)
[1T×+2]f = z.2 × (1 + Xz),
where for any other formula  the ﬁxpoint semantics is exactly the path semantics. We
will see that the path and ﬁxpoints semantics of c-CTL are not equivalent in general. The
main reason is that the additive operation does not distribute over the multiplicative one,
in general.
Example 6. Consider our running example and assume that the only QoS attribute con-
sidered is the price to pay for the usage, represented by c-semiring Copt. Clearly, min
does not distribute over +. Suppose we have a transition system with three states s0, s1
and s2, where neither of s1, s2 has a transition and s0 has two transitions: one to s1 and
one to s2. Let p represent the price to pay for the usage of the resource, such that the
price is constant 1. It is easy to see that 
∏
Fp(s0) = min(1, 1) + min(1, 1) = 2, while
z.min(p,
∏
Xz)(s0) = min(1, 1+ 1) = 1. The semantics of both formulae differ even
if we introduce self-transitions to s1 and s2 to avoid end states.
What is the meaning of the two semantics of the formulae? Suppose that in the scenario
agents can clone themselves. Consider two possibilities for a cloning agent. The ﬁrst one
is that when an agent ﬁnds a branching in its behavior then it makes one copy to explore
each of the branches. The second strategy consists in making one clone for each possible
behavior in advance. The path semantics of formula F represents the multiplication for each
clone of the best QoS ever achieved. The ﬁxpoint semantics instead, represent the best QoS
states where the cloning and exploration process should stop.
In order show the relation between both semantics we need to deﬁne a bounded version
of the temporal operator T. Intuitively, the idea is that they take into account the ﬁrst k states
of a path only:
[1T",k# 2](p) = "0 i<k(2(spi ) # #0 j<i1(spj ))
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Clearly, T",∞# ≡ T"#. We use a theorem to state under which conditions are the path and
ﬁxpoint semantics equivalent.
Theorem 7. If T is total,  is idempotent, # distributes over  and ", and " distributes
over  then [1T"#2] = [1T"#2]f .
Proof. Let  be z.2"(1#Xz). We useTk , the bounded version of T, and induction
on k. We will show the theorem for" = + and# = ×. The proof for the other just requires
to replace 0 by 1.
For k = 1 it is easy to see that [1T",k# 2] = k(0) by deﬁnition of f since" = +
and # = ×. More precisely, [1T",1# 2](s) is p∈(s)2(s), while (0) is 2(s).
Since  is idempotent, the theorem holds for k = 1.
Assume for induction that [1T",n# 2] = n(0), then applying  to both
sides of the equality we get ([1T",n# 2]) = n+1(0). But, by deﬁnition of ,
([1T",n# 2]) =
2 " (1 # X[1T",n# 2](s)
= (Various def.)
2(s)" (1(s)# p∈(s) "1 i<n (2(spi )##1 j<i1(spj )))
= (# distr. over ")
2(s)" p∈(s)(1(s)##1 i<n(2(spi ) ##1 j<i1(spj )))
= (# distr. over ")
2(s)" p∈(s)("1 i<n+1(1(s)# 2(spi )##1 j<i1(spj )))
= (# distr. over ")
2(s)" p∈(s)
( ∑
1 i<n+1
(2(s
p
i )##0 j<i1(spj ))
)
= (" distr. over )
p∈(s)
(
2(s)"
∑
1 i<n+1
(2(s
p
i )##0 j<i1(spj ))
)
= (#0 j<01(spj ) is the unit of #)
p∈(s)
(
2(s)"
∑
0 i<n+1
(2(s
p
i )##0 j<i1(spj ))
)
= (Various def.)[1T",n+1# 2] 
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Note that by deﬁnition, + and ! are idempotent and both + and × distribute over +,
but the rest of the distributions and idempotency of × are not true in general. However,
if × is idempotent, then × coincides with ! and both + and × distribute over ×. Hence,
if T is total and the c-semiring under consideration is distributive the path and ﬁxpoint
semantics are equivalent. The relation between the path and ﬁxpoint semantics can be
reﬁned.
Theorem 8. The following inequalities hold:

∑ [1T+×2] = ∑ [1T+×2]f ∑ [1T×+2] S ∑ [1T+×2]f

∏[1T"#2] S ∏[1T"#2]f w[1T"#2] S w[1T"#2]f
Proof. The proof is similar to that of Theorem 7, where one substitutes equalities with the
corresponding inequalitieswhen applyingdistribution, namelya+(b+c) = (a+b)+(a+c),
a×(b+c) = (a×b)+(a×c), a+(b×c)S(a+b)×(a+c), a×(b×c)S(a×b)×(a×c),
a+ (b ! c)S(a+ b)! (a+ c) and a× (b ! c)S(a× b)! (a× c), which are fairly easy
to show. 
As a consequence it is easy to see that for any formula of the !-free fragment of c-CTL,
c-!CTL for short, i.e. the fragment of c-CTL where ! is not used as quantiﬁer, we have
Sf . C-CTL with Negation. As in c-L, we can incorporate a negation operator.
If we want to have the usual equivalence -
∑ [1U2] ≡ ∏[-1R-2], we need × to be
idempotent.
4. On computing the semantics
Nowwe come to the problemof evaluating formulae. First of all, using ﬁxpoint iteration to
compute c-L is not always possible; continuous operators are required. Even then, ﬁxpoint
iteration becomes infeasible for some formulae if the transition system or the c-semiring
domain are inﬁnite.
Example 9. Recall our running example. Consider the evaluation of z.p × ∑Xz (or
equivalently
∑
Gp) representing the best QoS of the cumulative usage of the resource in
inﬁnite executions. Assume the transition system has just one state s and a transition (s, s),
where the c-semiring is Copt and p is the price to pay for the resource, which evaluated to a
positive value a > 0 in state s. The value of the formula in s is clearly∞ but its computation
requires inﬁnitely many iterations.
While restricting to ﬁnite transition systems is reasonable, we cannot neglect inﬁnite
c-semiring domains. However, the fact that the path and ﬁxpoints semantics of c-CTL are
not equivalent in general, avoids the usual bypass of CTL algorithms as ﬁxpoint iterations.
Hence, c-CTL requires speciﬁc algorithms.
We ﬁrst concentrate on distributive c-semirings. We claim that the model checking
problem is decidable for formulae in c-L and give an upper bound on the complexity.
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Next we reﬁne the bound for c-CTL formulae, showing that the number of ﬁxpoint
iterations needed is proportional to the number of states of the system. Last we show
how to evaluate formulae of some fragments of c-CTL when the c-semiring is not
distributive.
4.1. Model checking c-L for distributive c-semirings
We claim that ﬁxpoint iteration (like in algorithm eval sketched below) is feasible when
computing formulae of a fragment of c-L. The fragment under consideration restricts to
formulae in which recursion variables appear as operands of c-semiring operators +,× and
temporal operatorX only. In other words, we forbid functions inF to be applied to recursion
variables. We denote this fragment as c-L− .
The basic idea is that even if the domain of the c-semiring, and hence the corresponding
lattice, are inﬁnite, only a ﬁnite sublattice is involved. The reason lies in the fact that the
sublattice generated by a ﬁnite set of elements of a (possibly inﬁnite) distributive lattice is
ﬁnite. We give some deﬁnitions before stating the theorem.
Let m() denote the set of all maximal subformulae of  that do not contain variables.
Given a set M of formulae we denote by g(M) the set of values to which each formulae
evaluates in each state of S. More formally, g(M) = {(s) |  ∈ M, s ∈ S}. In addition
let FD(A′) denote the (domain of the) free distributive lattice generated by a ﬁnite subset of
A. Determining the size of a free distributive lattice is an open problem, but some asymptotic
results exist [20]. A coarse bound on the size of FD(A) is 2(2A). In particular cases, like in
the examples presented, this bound can be reﬁned. For instance, in the set-based c-semiring
Cset of our running example the size of FD(N) is bounded by 2N and if the order of the
lattice is linear, as in the fuzzy and max/min c-semirings, the |FD(A)| is just |A|. Finally,
h(A) denotes the height of a ﬁnite lattice (with domain)A. Unfortunately, we are not aware
of results about the height of free distributive lattice generated by a ﬁnite set. A coarse upper
bound is of course the size of the lattice.
Theorem 10. If C is distributive, S ﬁnite and T total, any ﬁxpoint formula . ∈ c-L− can
be computed using O(h(FD(g()))|S|) iterations.
Proof. A valuation v can be seen as a vector (x0, x1, . . . , xn), where S = {s0, s1, . . . , sn}
and xi = v(si). Least ﬁxpoint iteration can be seen as an ascending sequence of valuations
0S1S . . ., where i+1 = (i ) for i0 and 0 being the valuation that maps every
state to 0. Valuation transformer  is just the function z′.{z′/z}. Let us denote with xji
the value assigned to state si in the j th iteration and let j denote  applied to sj . Then we
can write: xj+1i = ji (xj0 , xj1 , . . . , xjn) and x0i = 0.
Each xj+1i necessarily belongs to FD(g() ∪ {0}), since ji only involves the lattice
operations and values 0, xj0 , x
j
1 , . . . , x
j
n and those in g(). This can be shown by induction
on j in a fairly easy way. Therefore, the number of (distinct) valuations in the chain is
clearly bounded by m|S|, where m = h(FD(g() ∪ {0}), because the chain of valuations
is monotone. 
150 A. Lluch-Lafuente, U. Montanari / Theoretical Computer Science 346 (2005) 135–160
Algorithm eval(M,, e)
Input: A transition system M , where C is distributive, a c-L formula  and an
environment e.
Output: A valuation as an array of |S| elements.
switch  do
case 0 return (0..0);
case 1 return (1..1);
case p return (I (p)[s1]..I (p)[s|S|]);
case 1 + 2 return
(eval(M,1, e)[s1] + eval(M,1, e)[s1], .., eval(M,1, e)[s|S|]
+eval(M,1, e)[s|S|];
case 1 + 2, f (1, . . . ,n)
/* similar as above */
case X1
v′ := eval(M,1, e);
foreach s ∈ S do v[s] := (s,s′)∈T v′[s′];
return v ;
case z.1
v := (0..0);
repeat v′ := v; v := eval(M,1, e[v′/z]) until v′ = v;
return v;
case z.1
/* similar as above */
end
4.2. Model checking c-CTL for distributive c-semirings
Concentrating on c-CTL one can show that only |S| iterations are necessary to evaluate
a formula in the theorem below. For the boolean case the result was already known [15].
Now, we deﬁne some auxiliary results. We abbreviate (
∏
0 i<j 1(s
p
i )) × 2(spj )
with tp(sp0 . . . s
p
j ) in the following. We call it a term. Observe that 1U
k2 is
∏
0 j<k
tp(s
p
0 . . . s
p
j ). We ﬁrst deﬁne some lemmas.
Lemma 11. Let p be an inﬁnite path such that spi = spj for some 0j < i. Then
[1Ui+12](p) = [1Ui2](p).
Proof. Observe that [1Ui+12](p) = [1Ui2](p) + tp(sp0 . . . spi ). Because spi
is exactly one spj with j < i we have a term tp(s
p
0 . . . s
p
j ) in [1Ui2](p). By
absorption tp(sp0 . . . s
p
j ) + tp(sp0 . . . spi ) is tp(sp0 . . . spj ). Hence, [1Ui+12](p)=
[1Ui2](p). 
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Lemma 12. Let p = p′c	 be a path such that c = qs is a cycle. Then [1Uk2](p) =
[1U|p′q|2](p) for every k |p′q|.
Proof. See that Lemma 11 holds for every k |pq|. 
Lemma 13. Let p be an inﬁnite path such that spi = spj for some 0 i < j . Let p′ be a
path sp0 . . . s
p
i−1c	, where we c = spi . . . spj . For every preﬁx p′1 of p′ with |p′| < j , there is
a preﬁx p1 of p such that tp(p′1) = tp(p1).
Proof. For every preﬁx of p′ of length less than j there is an identical preﬁx of p since,
up to the j th state both paths are equal. 
Theorem 14. If C is distributive, S ﬁnite and T total then [1T"#2] =
[1T",|S|# 2].
Proof. We give the proof for
∏[1U2]; the rest of the cases are very similar. We proof by
induction that 
∏[1Uk2] = ∏[1U|S|2] for k |S|. This holds trivially for k = |S|.
Assume for induction that it holds for k = n |S|. We shall see that it holds for k = n+ 1.
Consider a path p ∈ (s) and its n+ 1st state. There are two cases: if it coincides with a
state preceding it in p we know that [1Un+12](p) = [1Un2](p) by Lemma 11.
The second case is when the n + 1st state does not coincide with any proceeding state.
Since n + 1 > |S|, path p contains at least one cycle and, thus, we know that p =
s
p
0 . . . s
p
i . . . s
p
j . . . s
p
n . . ., where s
p
i = spj for at least two i, j such that 0 i < j < n. Let
p′ be the path sp0 . . . s
p
i−1c	, where we c = spi . . . spj . Clearly, p′ %= p and p′ ∈ (s).
[1Un+12](p′)× [1Un+12](p)
= (by Lemma 12.)
[1Uj2](p′)× [1Un+12](p)
= (× idempotent implies + distributes over ×.)
([1Uj2](p′)× [1Un2](p))+ ([1Uj2](p′)× tp(sp0 . . . spn ))
= (
 = {tp(sp0 . . . spl ) | 0 l < n}, 
′ = {tp′(sp
′
0 . . . s
p′
l ) | 0 l < j})(∑
t∈
′
t ×∑
t∈

t
)
+
( ∑
t ′∈
′
t × tp(sp0 . . . spn )
)
= (By commutativity and associativity of +. Lemma 13 where t0 = t ′0)
 ∑
t∈(
′/{t ′0})
t × ∑
t∈(
/{t0})
t

+

 ∑
t∈(
′/{t ′0})
t × tp(sp0 . . . spn )


+((t ′0 × t0)+ (t ′0 × tp(sp0 . . . spn )))
= ( × is idempotent (thus t ′0 × t0 = t ′0) and absorption law. )
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
 ∑
t∈(
′/{t ′0})
tp′ × ∑
t∈(
/{t0})
t

+

 ∑
t ′∈(
′/{t ′0})
t × tp(sp0 . . . spn )

+ (t ′0 × t0)
= (By commutativity and associativity of +.)
(∑
t∈
′
t ×∑
t∈

t
)
+

 ∑
t ′∈(
′/{t ′0})
t × tp(sp0 . . . spn )


Since this holds for every t ′0 ∈ 
′ and 
′ is ﬁnite, we can repeat this reasoning and con-
clude that ([1Uj2](p′)× [1Un2](p))+ ([1Uj2](p′)× tp(sp0 . . . spn )) is just
[1Uj2](p′)× [1Un2](p).
Hence, [1Un+12](p′)× [1Un+12](p) = [1Un2](p′)× [1Un2](p).
It is fairly easy to show by induction on (s) and using the above result that 
∏[1
Un+12] is 
∏[1Un2].
Finally, applying the ﬁrst induction hypothesis, namely 
∏[1Un2] = ∏[1U|S|2]
we arrive to the desired result. 
Corollary 15. If C is distributive, S is ﬁnite and T total, any c-CTL formula  can be
computed by using at most |S| iterations provided that any subformula of  has been
already computed.
Observe that the ﬁxpoint formula corresponding to any c-CTL formula , i.e. the one
induced by the path semantics of c-CTL, is a formula in which no variable appears free
under the scope of more than one ﬁxpoint operator. In other words, in every such ﬁxpoint
formula z.1+Xz, z.1×Xz, z.2+(1×Xz) or z.2×(1+Xz) subformulae
1,2 are closed. This implies that we can compute the ﬁxpoints inside a formula starting
with the innermost ones and ending with the outermost ones as sketched in the algorithm
below.
Algorithm evalCTL(M,)
Input: A transition systemM , whereC is distributive, a c-L formula corresponding
to a c-CTL formula and an environment e.
Output: A valuation as an array of |S| elements.
switch  do
case z.2 + (1 × Xz)
v := 0; v1 := evalCTL(M,1, e); v2 := M,evalCTL,e(2);
repeat v′ := v; v := evalCTL(M, v1 + (v2 × Xz), e[v′/z]) until v′ = v;
return v;
case z.2 × (1 + Xz)
/* similar as above */
otherwise eval(M,, e);
end
A. Lluch-Lafuente, U. Montanari / Theoretical Computer Science 346 (2005) 135–160 153
Let t denote the time complexity of any c-semiring function, including + and ×. T
depends on the actual c-semiring instance and is not necessarily O(1). Take for example,
the power set of a c-semiring which domain is inﬁnite. The result is a c-semiring where
elements of the domain are possibly inﬁnite sets. Storing and manipulating such elements
might be unfeasible.
An example of a worst-case c-CTL formula is  = [1Up], where 1 has the same
form or is an atomic proposition. The corresponding ﬁxpoint formula is z.p+ (×Xz),
where  is the corresponding ﬁxpoint formula of 1. Observe that this formula has O(||)
ﬁxpoint subformulae, where || denotes the length of . The time required to compute 
is the time required to compute 1 plus |S| times the time required to perform an iteration
which is O(|S| · t) (time to compute + and× for each state) plus O(|S|2 · t) (time to compute
X for each state). The resulting time complexity is O(|| · |S|3 · t).
4.3. Model checking for fragments of c-CTL
We now concentrate in the general case, where C is not necessarily a distributive c-
semiring. We restrict to the path semantics of formula in c-
∑
CTL, the fragment of c-CTL
that has
∑
as unique path quantiﬁer.
Model checking
∑ [1U2]. We start showing that ∑ [1U2] can be computed in
O(|S|3 · t) time by reducing the evaluation of the formula to the algebraic path
problem [24].
The algebraic path problem consists on performing a special unary operation, called
closure over a square matrix, whose matrix are elements of a semiring. The graph approach
casts the problem as the computation of the addition of all weighted paths between each pair
of nodes, where the weight of a path is the product of the weights of the edges of the path.
Let C = 〈A,+,×, 0, 1〉 be a semiring andG = 〈U,w〉 be a weighted graph, where U is a
ﬁnite set of nodes andw : U ×U → A is a function assigning weights (semiring values) to
edges. Theweight of a pathp = v0 . . . vn is deﬁned asw(p) = w(v0, v1)×. . . w(vn−1, vn).
The algebraic path problem is then reduced to the computation of d(u, v) = ∑
p∈(u,v)
w(p)
for each u, v ∈ U , where (u, v) denotes the set of all paths from u to v. General algorithms
work for closed semirings, which are semirings with a closure, i.e. a unary operator ∗ :
A → A such that ∀a ∈ A : a∗ = 1 + (a × a∗) = 1 + (a∗ × a). It is easy to see that
c-semirings are a speciﬁc case of closed semirings by letting a∗ be 1 for all a ∈ A. The
running time of all known algorithms is O(|U |3 · t) [11,24], where t is the time necessary
to perform the semiring operations.
Given a transition system M = 〈S, T , C, P, I 〉 and a formula  ≡ ∑ [1U2] we
construct a weighted graph G = 〈U,w〉 such that: U = S ∪ {goal}, where goal /∈ S,
w(s, s′) is 1(s) iff (s, s′) ∈ T and 0 otherwise, and w(s, goal) = 2(s) for all s ∈ S.
The intuitive idea is that each path s . . . s′goal corresponds to the ﬁnite preﬁxes s . . . s′ of
the paths starting at s and passing through s′, which are considered in the computation
of 
∑ [1U2](s). Thus computing ∑ [1U2](s) amounts to computing d(s, goal).
This is a special case of the algebraic path problem, namely the all-sources single-target
generalized shortest path.
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Theorem 16. Evaluating
∑ [1U2] can be done in O(|S|3 · t) via the algebraic path
problem, provided that 1,2 have been already computed.
Proof. By deﬁnition 
∑ [1U2](s) is ∑p∈(s)1U2(p). Let f (s) denote the set
of all ﬁnite paths starting at s. Using associativity and idempotency of + it is easy to show
that
∑
p∈(s)1U2(p) is equivalent to
∑
p∈f (s)1(s
p
0 ) × · · · × 1(sp|p|−2)2
(s
p
|p|−1)which is exactly
∑
p∈(s,goal)w(s
p
0 , s
p
1 )×· · ·×w(sp|p|−1, goal) by the construction
of the weighted graph, which can be done in O(|S|2) time. 
Model checking
∑ [G]. In the following we abbreviate a × a × · · · with a	. In many
cases a	 can be easily computed. For instance, if × is idempotent then a	 is just a, in
other cases like in the probabilistic or optimization c-semirings, a	 is just 0 unless a is
1. If the c-semiring is the Cartesian product of n c-semirings then a	 = (a0, . . . , an)	
is (a	0 , . . . , a
	
n ) for all a ∈ A. In the case of the Hoare powerset, a	 = {a0, a2, . . .}	 is
{a	0 , a	1 , . . .}. In the following we assume that this operation can be done in time t .
We reduce the evaluation of
∑ [G] to the algebraic path problem again. The rough idea
is that evaluating
∑ [G] in a state s amounts to computing the addition of the weights
of all inﬁnite paths. Actually, one has to consider only paths pq	, where p is acyclic and
q is a simple cycle, i.e. a cycle not containing a cycle. Observe that this is correct since,
any other inﬁnite path p′ necessarily contains a path pq	 (meaning that pq	 is a path in
the underlying graph of p′) starting from s and, due to monotonicity of the multiplicative
operation the weight of p must be necessarily higher or equal than the weight of pq	. This
is part of the proof of Theorem 17.
Given a transition system M = 〈S, T , C, P, I 〉 and a formula∑ [G] we construct a
weighted graph G = 〈U,w〉 as follows: each state and of the transition system is a node.
For each simple cycle c in the transition system we create two nodes vc, v′c. The weight
function is deﬁned such that w(s, s′) = (s) if (s, s′) ∈ T , w(s, vc) = (s) if s ∈ c
and 0 otherwise, and w(vc, vc) = (∏s∈c(s))	, i.e. the inﬁnite power of the product of
the evaluation of  in every state cycle c . The evaluation of G(s) is thus reduced to
the computation of
∑
c∈C(G)d(s, v′C), where (G) denotes the set of all simple cycles ofG,
which number might be exponential in the size of the graph.
Theorem 17. Evaluating
∑ [G] can be done inO(c|S| + |S|3 · t) for some constant c > 1
via the algebraic path problem, provided that  has been already computed.
Proof. We ﬁrst show that
∑
p∈(s)G(p) is equal to
∑
p∈−(s)G(p), where −(s) is
the set of all maximal paths starting at s that can be written as qc	, where c is a simple
cycle and q is acyclic. Brieﬂy, the idea is the following: for each path p in (s)\−(s) there
is a path p′ in −(s) such that G(p) sG(p′), and hence G(p′) + G(p) is
just G(p′). This should be clear because if p = qc′q ′c	, where c′ is a cycle we can
construct p′ = qq ′c	. By associativity of ×, G(p′) = G(p) × G(c′), which
is clearly smaller or equal than G(p), by monotony of ×. The same can be done for a
path p = q(c1cc2)	, where c is a cycle. Now we see that each path in G from s to a node
v′c corresponds to a path in −(s). Thus,
∑
p∈−(s)G(p) is
∑
C∈C(G)d(s, v′c). 
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Model checking
∑ [1R2]. We show that the problem is decidable and give an upper
bound on the complexity. The rough idea is that in order to evaluate
∑ [1R2] in a state s
one has to examine ﬁnitely manymaximal paths only, among those starting at s. In addition,
from eachmaximal path we have to take only a ﬁnite preﬁx into account. The resulting naive
algorithm consists in enumerating all those ﬁnite preﬁxes p′ and computing the addition of
[1R2](p′).
Theorem 18. Evaluating
∑ [1R2] can be done in O(c|S| · |S| · t) for some constant c,
provided that 1,2 have been already computed.
Proof. As in the proof of Theorem 17 one can show that
∑
p∈(s)1R2(p) is the same
as
∑
p∈−(s)1R2(p). For a path p = qc	 ∈ −(s) one can show that 1R2(p) is
just 1R2(q)× (1R2(qc))	, which can be computed in O(|qc|2 · t) time, where
|qc| can be at most |S|. Because the number of paths in −(s) can be exponential in the
number of states the complexity of evaluating 
∑ [1R2](s) is at most O(c|S| · |S| · t),
for some constant c > 1. 
5. Equivalence relations and preorders
Equivalence and preorder relations between transition systems are fundamental issues
to support the tractability of model checking problems. Methods to reduce the complexity
of the problem base on such relations to guarantee correctness. For example, since most
temporal logics do not distinguish between bisimilar systems, checking a transition system
can be done by analyzing a bisimilar system, possibly easier to handle.
As advanced in the introduction we will provide boolean notions of equivalence and
preorder relations, and not quantitative notions, since it is not clear how to deﬁne a mean-
ingful notion of distance in c-semirings. Note that the values the domain of a c-semiring
are partially ordered: some values are not comparable and it is not clear which the distance
between such states should be.
We deﬁne a natural extension of bisimulation to our approach which results in a relation
∼B on states and we shall see that our logics distinguish bisimilar states in general.
Deﬁnition 19. A binary relation∼B on S is a bisimulation relationwhenever for all s, s′ ∈
S, s ∼B s′ implies:
• For all p ∈ AP we have I (p)(s) = I (p)(s′);
• ∀(s, s1) ∈ T : ∃(s′, s′1) ∈ T | s1 ∼B s′1;• ∀(s′, s′1) ∈ T : ∃(s, s1) ∈ T | s′1 ∼B s1.
Example 20. Consider Example 6. Suppose we have two additional states s′0,s′1 and one
transition (s′0, s′1). Assume that p represents the price to pay for the usage of the resource
which is 1 in all states. It is easy to ﬁnd a bisimulation relation ∼B such that s0 ∼B s′0.
Consider now, we want to cumulate the prices of the usage of the resource in all next states.
The corresponding formula is
∏
Xp. However, 
∏
Xp(s0) = 2 and ∏Xp(s′0) = 1.
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Hence, our logics distinguishes bisimilar states because of the non-idempotency of × in
general. For example, we can count the number of branches and hence clearly distinguish
bisimilar states.
We now give a theorem that identiﬁes some cases in which the bisimulation ∼B is
an equivalence relation four our logic: if the c-semiring is distributive or we consider a
fragment of c-CTL that does not include
∏
as path quantiﬁer. We shall call this fragment
c-
∏
CTL.
Theorem 21. If ∼B is a bisimulation relation,  ∈ c-∏CTL or ∈ c-L and C is dis-
tributive then for all s, s′ ∈ S, s ∼B s′ implies (s) = (s′).
Proof. We will prove the theorem by induction on the subformulae of . Suppose that C
is distributive. First, it is easy to see that the theorem holds for the trivial cases 0, 1, p. By
applying induction it is also clear that the theorem holds for f (1, . . . ,n), 1 + 2 and
1 + 2.
Let us now consider the case when  is X1. Applying the induction hypothesis we
have that ∀(s, s1) ∈ T : ∃(s′, s′1) ∈ T | 1(s1) = 1(s′1) and ∀(s′, s′1) ∈ T : ∃(s, s1) ∈
T | 1(s′1) = 1(s1). Hence we have, {1(s1) | (s, s1) ∈ T } is equal to {1(s′1) |
(s′, s′1) ∈ T }. Since × is idempotent, thenw coincides with
∏
. Thus every quantiﬁer 
is idempotent. Thus, for every quantiﬁer , we have X1(s) = {1(s1) | (s, s1) ∈
T } = {1(s′1) | (s′, s′1) ∈ T } = X1(s′).
If  is a ﬁxpoint formula z.1 or z.1 observe that the set of ﬁxpoints of 1{v/z} {v ∈
V | (v) = v} is a subset of {v ∈ V | (v)(s) = v(s)}. Applying induction on 1 we
have that for any ﬁxpoint v, 1 evaluates to the same value in s and s′. We conclude that
z.1(s) = z.1(s′) and z.1(s) = z.1(s′).
Now assume that C is not distributive. For all cases but [1T"#2] the proof is the same
as above, where  ∈ {∑,w}. We hence concentrate in the case  = [1T"#2].
Applying the induction hypothesis it is easy see that for each path p in (s) there is a
bisimilar path p′ in (s′) such that 1T"#2(p) is equal to 1T"#2(p′), and vice versa.
Thus {1T"#2(p) | p ∈ (s)} equals {1T"#2(p) | p ∈ (s′)}. Hence, since  is
idempotent [1T"#2](s) = {1T"#2(p) | p ∈ (s)} = {1T"#2(p) | p ∈
(s′)} = [1T"#2](s′). 
To further illustrate the properties of distributive c-semirings and the
∏
-free of c-CTL
we deﬁne a natural adaptation of the notion of simulation.
Deﬁnition 22. A binary relation≺ on S is a simulation relation whenever for all s, s′ ∈ S,
s ≺ s′ implies:
• ∀p ∈ AP : I (p)(s)SI (p)(s′);
• ∀(s, s1) ∈ T : ∃(s′, s′1) ∈ T | s1 ≺ s′1.
Theorem 23. If≺ is a simulation relation, ∈ c-∏CTL or ∈ c-L and C is distributive
then for all s, s′ ∈ S, s ≺ s′ implies (s) s(s′).
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Proof. The proof is very similar to the proof of Theorem 21, but one uses set containment
instead of set equality and monotony of the operations. For example, for  = X1 with
a distributive c-semiring we see that {1(s1) | (s, s1) ∈ T }. Now, by idempotency and
monotony of  we have X1(s) = {1(s1) | (s, s1) ∈ T }S{1(s′1) | (s′, s′1) ∈
T } = X1(s′). 
6. Applications
Along the paper we have illustrated the concepts with a running example, where a system
is composed by agents accessing resources with a certain QoS. We have shown different
examples of quantitative properties regarding the QoS level of the usage. In this section
we motivate the interest in our approach by showing additional applications different from
scenarios involving QoS properties. Some of these examples are well-known applications
that our framework captures.
Boolean model checking. Our approach can be specialized to traditional model checking
by simply letting C be the boolean c-semiring. Other boolean approaches based on multi-
valued logics are capture too. Multi-valued CTL (CTL) [9] is deﬁned over quasi-boolean
algebras, which are ﬁnite distributive lattice with a negation operator. It is easy to see that
given a quasi boolean algebra 〈A,!,unionsq,¬〉, the algebraic structure 〈A,unionsq,!,⊥,-〉 with
⊥ and - denoting the bottom and top elements of the lattice is a c-semiring where the
multiplicative operation is idempotent. CTL is interpreted over Kripke structures, which
are basically Kripke structures where each transition has an associated value which is taken
into account when computing the semantics of next-state operators. Roughly, the value of
the transition is multiplied. This can be achieved using c-L but not by c-CTL.
Graph problems. As boolean model checking can be used to express some boolean graph
properties, like reachability, our logics can be used to express graph properties involving
costs. We show how to reduce the algebraic path problem (where the algebraic structure is
a c-semiring) to c-CTL.
Let C be the c-semiring that models the costs and let G = 〈U,w〉 be a weighted graph.
We construct a transition system M = 〈S, T , C, P, I 〉 as follows: S = U ∪ (U × U),
(u, v), ((u, v), v) ∈ U for all u, v ∈ S and P = {cost ∪⋃u∈Ugoalu}, where I (cost)(u) =
1, I (cost)((u, v)) = w(u, v) and I (goalu)(v) is 1 if u = v and 0 otherwise. The idea is
that the transition system has node-states and transition-states. Only the latter have a cost
associated by proposition cost. Computing d(u, v) amounts to evaluating costUgoalv(u).
We omit the proof due to lack of space, but the intuitive idea is that one takes the addition
for all paths starting at u of the addition of weight of all preﬁxes of the path. Note that
preﬁxes not ending at v just receive value 0.
Discounted model checking. Roughly speaking, discounted model checking [12,13]
weights events according to their distance to the present state, i.e. along a path s0, s1, . . .
the evaluation of a formula in si is multiplied by ci , where c is the a discounting factor
between 0 and 1. DCTL [13], for instance, is a discounted version of CTL. In addition to
min and max, it uses additional operators over [0, 1], namely−, ·,+ and+c, which can be
represented by functions in F . The temporal (discounted) operators of DCTL are ♦c, c,
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c, respectively correspond to the application of min, max and average to the discounted
values of the states in a path.
Discounted model checking of transition systems can be performed using c-semiring -
calculus as follows. The c-semiring is 〈[0, 1],max,min, 0, 1〉. The semantics of DCTL for
transition systems can be described with c-L by using a direct translation of the ﬁxpoint
semantics of DCTL. For instance, ∃♦c ≡ z.+(0+c∑Xz) and ∀♦c ≡ z.+(0+c∏
Xz).
Model checking with resources. Reasoning about resource constraints [8] is another po-
tential ﬁeld of application of our framework. Consider the simple case in which the system
consumes a certain amount of energy in every state. We might be interested in knowing
whether power consumption does not exceed a certain value. If we use the c-semiring
〈R+,min,max,∞, 0〉, and let v(s) denote the power consumption at state s, then formula∑
Gv evaluated in a state s0 represents the maximal power consumption of optimal execu-
tion of the system starting at s0.
7. Conclusions and future work
We have presented extensions of twowell-known temporal speciﬁcation formalism: CTL
and the -calculus. While the original logics are deﬁned over the boolean domain, our
extensions are deﬁned over the domain of a c-semiring, an algebraic structure that captures
various quantitative aspects like soft constraints or QoS attributes. Along the paper we have
distinguished a speciﬁc kind of c-semirings, which are actually distributive lattices.We have
also distinguished some fragments or our logics when discussing semantics, algorithms and
equivalence relations.
We have ﬁrst deﬁned syntax and semantics of our logics over transition systems.We have
given two semantics to c-CTL: The classical path semantics and the ﬁxpoint semantics,
which are equivalent in boolean model checking. Both semantics coincide for distributive
c-semirings. In the general case, the equivalence holds for a fragment only. For formulae
of the fragment of c-CTL that uses only the additive operation as path quantiﬁer (called
c-
∑
CTL) the path and ﬁxpoint semantics are related by the partial order of the c-semiring.
More precisely, the ﬁxpoint semantics return smaller values.
We have shown that model checking c-L for distributive c-semirings and restricting to
ﬁnite-state transition systems can be done by ﬁxpoint iteration, establishing an upper bound
on the complexity. This is an interesting result since it applies to instances of our framework
that deﬁne logics over (possibly) inﬁnite distributive lattices like boolean algebras [9] or
the fuzzy c-semiring [12]. Focusing on c-CTL we have reﬁned the complexity bound by
showing that each ﬁxpoint requires a number of iterations equal to the number of states in
the underlying state transition graph.
For general c-semirings, two problems arise. First, since the path and ﬁxpoint semantics
differ, each one requires different algorithms. Second, ﬁxpoint iteration is not guaranteed
to terminate. We have thus concentrated on model checking the path semantics of formulae
of c-
∑
CTL. We give upper bounds on the complexity of evaluating different formulae, in
most cases by reducing the evaluation to the algebraic path problem, a general problem on
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graphs which cost formalism are semirings more general than c-semirings. In current work
we are devising solutions for cases for other fragments of our logics.
We have deﬁned a bisimulation relation for transition systems and shown that it is an
equivalence relation for fragments of our logics only, including c-
∑
CTL. Similarly, only
for c-
∑
CTL and other fragments one can deﬁne a simulation relation such that if one state
is simulated by other then the evaluation of the formulae in each state are related by the
partial order of the c-semiring. Not surprisingly, the bisimulation and simulation relations
have the desired properties when one restricts to distributive c-semirings.
One of the main interesting avenues would be to deﬁne a logic for reasoning about struc-
tural, behavioral and QoS aspects of WAN applications. Graphs and graphs transformation
systems [25] are a suitable formalism for such systems, representing issues such as con-
currency, distribution and mobility. In such formalism the transition system can be seen as
graph transition system, where states are graphs. Approaches to express and verify boolean
properties of graph transitions systems already exist, e.g., [23,3] and can serve as inspiration
for our purposes. In [16] we introduce a simple graph logic for QoS. The evaluation of a
formula in that logic is a value of c-semiring, representing the QoS level of the formula
and not just a boolean value expressing whether or not the formula holds. A ﬁrst approach
could be to include formulae of the spatial logic as propositions of c-CTL or c-L, such
that the c-semirings used in both the graph and temporal logic have the same domain. In
our example, e.g., states might be represented by a network, where agents and resources
are at different locations and the QoS level of a usage is partially given by the QoS of the
connection from the agent’s location to the resource’s one.
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