We point out that some of the results in Kundu and Gupta [3] in otherwise an excellent paper are incorrect. We propose a more general class of distributions and illustrate its use with two real data sets.
respectively, for x 1 > 0, x 2 > 0, α > 0, λ 0 > 0, λ 1 > 0 and λ 2 > 0. Unfortunately, the formula for the latter given in equations (9)- (12) in Kundu and Gupta [3] is
which is not a valid joint pdf. This error might have been an oversight, but it appears to affect the results in Kundu and Gupta [3] including the estimation procedure, simulation study and real data application.
The aim of this note is not to correct the mistakes in Kundu and Gupta [3] . Instead we present a class of bivariate distributions more general than that introduced in Kundu and Gupta [3] . We show that this general class gives better fits to at least two real data sets, including the data considered in Kundu and Gupta [3] . We also argue that there is no real need for the EM algorithm considered in Kundu and Gupta [3] .
The general class of bivariate distributions is proposed in Section 2. Estimation by the method of maximum likelihood is also discussed in Section 2. A simulation study comparing two different algorithms for computing the maximum likelihood estimates is presented in Section 3. Finally, Section 4 presents two real data applications of the general class. Marshall and Olkin [5] and Kundu and Gupta [3] restricted N to be a geometric random variable. We take N to be a power series random variable (truncated at zero) with probability mass function
New class of distributions
for n = 1, 2, . . . and 0 < θ < s for some s, where
for some a n and for all 0 < θ < s. The power series distribution (truncated at zero) contains many of the standard discrete distributions as particular cases: the binomial distribution (truncated at zero) for C(θ) = (θ + 1) m − 1 and θ > 0; the logarithmic distribution for C(θ) = − ln(1 − θ) and 0 < θ < 1; the Poisson distribution (truncated at zero) for C(θ) = exp(θ) − 1 and θ > 0; the negative binomial distribution for C(θ) = (1 − θ) −m − 1 and 0 < θ < 1; and so on. If N is a power series random variable then (1.1) generalizes to
If we take F X1,X2 (·, ·) as that given by (1.2) then
The corresponding survival functions of Y 1 and Y 2 are
The corresponding joint probability density function of (
. We shall refer to the distribution given by (2.1) and (2.2) as the Marshall Olkin Weibull (MOW)-name distribution, where name is the name of the distribution of N . For example, if N is a geometric random variable we shall refer to the distribution given by (2.1) and (2.2) as the MOW-geometric distribution, the distribution proposed in Kundu and Gupta [3] .
If
where
are the parameter values maximizing (2.3). The maximization was performed using the nlm routine in the R software (R Development Core Team [6] ). Extensive numerical computations showed that the surface of (2.3) was smooth for given smooth functions C(·). The routine was able to locate the maximum of the likelihood surface for a wide range of smooth functions. The routine converged all the time. The solution for the maximum likelihood estimates was unique for a wide range of starting values. Hence, we did not feel the need to use the EM algorithm to find the maximum likelihood estimates.
However, a comparison of the use of the nlm routine and the EM algorithm is made in Section 3. Throughout Sections 3 and 4, the initial values for maximization were taken to correspond to all possible combinations of α = 0.01, 0.02, . . . , 10, λ 0 = 0.01, 0.02, . . . , 10, λ 1 = 0.01, 0.02, . . . , 10, λ 2 = 0.01, 0.02, . . . , 10, θ = 0.01, 0.02, . . ., 10 for the Poisson and binomial cases and θ = 0.01, 0.02, . . . , 0.99 for the geometric, logarithmic and negative binomial cases.
A simulation study
Here, we assess the efficiency of the nlm routine in the R software in computing the maximum likelihood estimates. We also compare the efficiency with that of using the EM algorithm in Kundu and Gupta [3] . The efficiency is measured in terms of the central processing unit time to compute the maximum likelihood estimates.
We simulated ten thousand samples of size n from each of the MOW-geometric, MOW-Poisson, MOW-logarithmic, MOW-binomial and MOW-negative binomial distributions. The following scheme was used:
(1) simulate n from the geometric, (truncated) Poisson, logarithmic, (truncated) binomial or the negative binomial distribution; (2) 
The maximum likelihood estimates were computed for each of the ten thousand samples by using the nlm routine and the EM algorithm. This process was repeated for n = 15, 16, . . . , 100.
The mean central processing unit time (over the ten thousand samples) versus n is plotted in Figure 1 for each MOW type distribution. We see that the use of the nlm routine is more efficient for every n and for every MOW type distribution. The relative efficiency of using the nlm routine increases with increasing n.
In the simulations, we took the true parameter values to be: α = 2, λ 0 = 1, λ 0 = 1, λ 1 = 1, λ 2 = 1, θ = 0.5 and m = 10 for the MOW-negative binomial distribution. But the pattern in Figure 1 was the same for a wide range of other parameter values. In particular, the nlm routine was always more efficient for every n and for every MOW type distribution and the relative efficiency of using the nlm routine always increased with increasing n.
Data applications
Here, we use two real data sets to illustrate the fits of MOW type distributions. The first data set is the same as that used in Kundu and Gupta [3] . The data are on two variables: Y 1 = the time in minutes of the first goal kick scored by any team and Y 2 = the time in minutes of the first goal scored by the home team. The data on Y 1 are 26, 63, 19, 66, 40, 49, 8, 69, 39, 82, 72, 66, 25, 41, 16, 18, 22, 42, 2, 36, 34, 53, 54, 51, 76, 64, 26, 16, 44, 25, 55, 49, 24, 44, 42, 27, 28 . The data on Y 2 are 20, 18, 19, 85, 40, 49, 8, 71, 39, 48, 72, 62, 9, 3, 75, 18, 14, 42, 2, 52, 34, 39, 7, 28, 64, 15, 48, 16, 13, 14, 11, 49, 24, 30, 3, 47, 28 . See Kundu and Gupta [3] for details.
The following distributions were fitted to the data: MOW, MOW-geometric, MOW-Poisson, MOW-logarithmic, MOW-binomial m for m = 2, 3, . . . , 15, MOWnegative binomial m for m = 2, 3, . . . , 15. Throughout, MOW refers to the distribution given by (1.2) and (1.3) . The method of maximum likelihood was used to fit each distribution, i.e., the parameter values are those minimizing the negative of (2.3). Table 1 gives the following for the fitted distributions: the negative loglikelihood, Akaike information criterion (AIC) due to Akaike [1] and the Bayesian information criterion (BIC) due to Schwarz [7] . Table 2 gives the following for the fitted distributions: the Kolmogorov-Smirnov statistic comparing the fitted and empirical cumulative distribution functions of Y 1 , the corresponding p-value, the Kolmogorov-Smirnov statistic comparing the fitted and empirical cumulative distribution functions of Y 2 , the corresponding p-value, the Kolmogorov-Smirnov statistic comparing the fitted and empirical cumulative distribution functions of min (Y 1 , Y 2 ) and the corresponding p-value. The Kolmogorov-Smirnov statistic was computed by
where F n denotes the empirical cumulative distribution function and F denotes the fitted cumulative distribution function. The corresponding p-value was computed by using the fact that D n converges in distribution as n → ∞ to the random variable K with the cumulative distribution function
According to the p-values, none of the fitted distributions provide satisfactory fits. However, the MOW type distributions improve substantially on the fit of the MOW and MOW-geometric distributions with respect to likelihood and K-S statistic values: the MOW-negative binomial m = 15 distribution gives the smallest negative log-likelihood value, the smallest AIC value and the smallest BIC value; the MOW-binomial m = 15 distribution gives the smallest K-S statistic with respect to Y 1 ; the MOW-negative binomial m = 3 distribution gives the smallest K-S statistic with respect to Y 2 ; the MOW-logarithmic distribution gives the smallest K-S statistic with respect to min (Y 1 , Y 2 ) .
The values reported in Table 1 for the MOW-geometric distribution are different from those reported in Kundu and Gupta [3] . Our parameter estimates for the MOW-geometric distribution, θ = 9.549 × 10
) and λ 2 = 1.609 × 10
, where the numbers in parentheses are standard errors obtained by inverting the observed information matrix, are also different from the estimates reported in Kundu and Gupta [3] . These discrepancies are probably due to the errors in Kundu and Gupta [3] that we pointed out in Section 1. Kundu and Gupta (2014) .
The second data set is breaking strengths of fibers of lengths 12mm and 30mm. The data were taken from Table 7 .2, data set 3, page 144 of Crowder et al. [2] . The data are on the two variables: Y 1 = breaking strength for fibers of length 12mm and Y 2 = breaking strength for fibers of length 30mm. The data on Y 1 are 4, 3.98, 4, 4, 4, 4, 4, 4, 4, 4, 4, 4, 3.54, 3.4, 3.28, 3.02, 3.06, 3.2, 3.96, 3.73, 3.7, 4, 3.83, 3.92, 4, 4 . The data on Y 2 are 4, 3.2, 4, 4, 4, 3.82, 3.4, 4, 3.65, 4, 4, 4, 3.09, 2.32, 2.18, 2.14, 2.14, 2.3, 3.18, 3.22, 3.28, 3.2, 3.16, 3.25, 2.16, 3.22 . We have chosen this data in particular because Weibull distributions are most popular models for breaking strength. The results of the fit of the following distributions to this data Table 4 . Goodness of fit measures for the MOW type distributions fitted to the fiber data.
