In this paper we report on our experience parallelizing probabilistic roadmap motion planning methods (PRMS). We show that significant, scalable speedups can be obtained with relatively little effort on the part of the developer. Our experience is not limited to PRMs, however. In part&-Iar, we outline general techniques for pamllelizing types of computations commonly performed in motion planning algorithms, and identify potential difficulties that might be faced in other efforts to pamllelize sequential motion planning methods.
Introduction
Automatic motion planning has application in many areas such as robotics, virtual reality systems, and computer-aided design. Although many different motion planning methods have been proposed, most are not used in practice since they are computationally infeasible except for some restricted cases, e.g., when the robot has very few degrees of freedom (dof) [12, 161. Indeed, there is strong evidence that any complete planner (one that is guaranteed to find a solution or determine that none exists) requires time exponential in the number of dof of the robot [23] .
For this reason, attention has focussed on randomized or probabilistic motion planning methods. No- ods, or cannot be solved within acceptable time constraints. For example, there are some problems which require extremely fast, or even real-time solution, such as animation or virtual reality applications.
Motion Planning in Parallel
In sharp contrast to the attention lavished on sequential motion planning, very little effort has been spent developing parallel planners. This is quite surprising given the high complexity of the typical motion planning problem and the frequent need for fast, or real-time solutions.
In particular, we are aware of only a few studies of parallel methods which can be applied in higher dimensional C-space. Lozano-Perez and O'Donnell [ 171 give a parallel algorithm for computing a discretized C-space for the first three links of a six degree of freedom manipulator. In parallel, the method precomputes the free space for each arm configuration that will be considered by a sequential search algorithm. Challou et al. [8, 91 formulated a parallel version of the randomized path planner (RPP) of Barraquand and Latombe [7] . Basically, in the parallel version, each processor independently runs the sequential RPP algorithm. When a processor finds a solution, it notifies all other processors they can stop their search. Even with such a straight forward parallelization, significant speedups were reported. Although this is the only work we are aware of specifically relating to motion planning, there have been some parallel methods proposed for collision detection [18, 191 and related geometric problems (see, e.g., [I, 51) .
These results illustrate that significant reductions in planning time can be obtained with parallel methods. We note, however, that none of the above mentioned motion planning methods is truly parallel. The former [17] does not parallelize the search itself, while the latter [8] cannot be expected to yield scalable speedups. That is, the expected running time is not inversely proportional to the number of processors used, since the fastest solution one can hope for is the time required by a fast sequential RPP execution. Thus, in order to consistently obtain scalable speedups we need to use different approaches that actually partition the work to be performed over the set of available processors, e.g., parallel divide-and-conquer.
Probabilistic Roadmap Methods
Recently, a class of motion planning methods, known as probabilistic roadmap methods (PRMS) , have gained much attention. PRMS are of particular interest to us as they are particularly amenable to parallel implementation. Briefly, PRMs use randomization to construct a graph in C-space (a roadmap [IS]). Roadmap nodes correspond to collision-free configurations of the robot. Two nodes are connected by an edge if a path between the two corresponding configurations can be found by a 'local planning' method. Queries are processed by connecting the initial and goal configurations to the roadmap, and then finding a path in the roadmap between these two connection points. The roadmap construction time varies according to the problem, but can be quite significant (ranging from a few seconds to several hours). Note that the preprocessing time necessary to build adequate roadmaps for any particular problem is justified by the ability to satisfy quickly (typically within a few seconds) any number of later varied queries to the same roadmap.
Probabilistic roadmap methods, and in particular roadmap construction, stand to benefit greatly from parallelization. Because they are randomized, no roadmap node's generation depends on any other.
That is, the roadmap nodes can be produced independently on all processors in parallel. This minimizes the costly overhead of inter-processor communication which can drag down the performance of parallel algorithms [13] . The connection phase, where the heaviest costs of collision detection are incurred, is also naturally parallelizable.
Although the promise of parallel implementations has been acknowledged in the literature [lo] , we are aware of no specific implementations or empirical studies .
Our Results
In this paper we report on our experience parallelizing probabilistic roadmap methods (PRMS). This class of motion planning methods was selected because they seem particularly well suited to parallelization. Indeed, we show that these planners are what is known as 'embarrassingly parallel' in the parallel computing community. Moreover, our rather straight-forward parallelization efforts obtained impressive, scalable speedups.
The conclusions of our study are more general, however, than just showing how this particular class of planners can be parallelized. In particular, we: 0 show that significant, scalable speedups can be obtained for motion planning methods with relatively little effort on the part of the developer, 0 outline general techniques for parallelizing types of computations commonly performed in motion planning algorithms, and 0 identify potential difficulties that might be faced in other efforts to parallelize sequential motion planning met hods.
The last point refers to the potential difficulties that will be faced when transforming existing motion planning methods for parallel execution. One important example is the use that many motion planning algorithms make of libraries for implementing common computations (e.g., collision detection). In these cases, the task of parallelizing the planner requires that the underlying libraries be amenable, and at the very least safe, for use in parallel applications. Our limited study already has identified that this is not generally true. The reason for this is that many of the libraries make frequent use of global data structures and/or static (register) variables to optimize performance. The safe use of these optimizations in parallel codes often requires making copies for each processor, which is error prone and increases memory requirements.
As workstations with multiple processors are becoming commonly available, similar problems will be encountered by 'sequential' methods as well. Therefore, we believe that the developers of these libraries should perhaps address these issues, and a t least they should be aware of the cases, explicitly parallel
Platform
The parallel machine potential problems. In some versions might be required. used in this study was an SGI Origin2b00 [24]. The Origin2000 is a &NUMA machine (cache-coherent , non-uniform memory access) , where sets of processors are connected to form nodes, and sets of nodes are connected in a hierarchical fashion by an interconnection fabric built of dynamicallyallocated switch-connected links. Each processor was an 195 MHz RlOOOO microprocessor.
The Origin2000 supports a single global address space (although the memory is physically distributed among the processors). The shared address space allowed us to use a shared memory programming paradigm, which greatly simplified our programming task (i.e., we did not have to deal with the complications of message passing).
Parallelizing PRMs
If sequential solutions are too slow to be of practical use in some cases, they do provide a starting point for parallel solutions. This is true for PRMs which are the object of this study. Recall, a roadmap node in a PRM corresponds to a co%ion-fiee configuration (placement and orientation) of the robot. The roadmap construction proceeds in two stages: (1) generation of collision-free nodes, and (2) connection of these nodes to form the roadmap.
In our previous work, we have noted [4], as have others [lo] , that while the generation of nodes is very fast, the connection of them is not. Typically, 2-3% of execution time is spend in generation while the bulk of the remaining 97-98% is spent in connection. The reason for this is simple, more collision detection calls must of necessity take place there. For that reason, the biggest benefit will be achieved by parallelizing node connection. However, as it is easy to do, we also consider ways to parallelize node generation.
Even though node generation represents only a relatively small percentage of the code, effort spent paralleliring it k not wasted. In particular, since it does take such a relatively small amount of time, we could afford to spend more time generating nodes of "better" quality before turning things over to the connection phase. Our initial method is simple, but others more sophisticated that take advantage of the inherent parallelism of this phase could be implemented. Not only would they benefit, but the expensive second phase of node connection might then be more effective and produce better results. This is an example of working "smart" in addition to "hard".
Node Generation
Parallelizing the node generation phase of the basic PRM method [15] is trivial. If n nodes are desired, we simply ask each of the p processors to generate n l p of them. 
Connection
Effective parallelization of the roadmap connection phase is essential to obtain scalable speedups since this phase typically accounts for 98% of the preprocessing time. This phase is expensive due to the large number of collision detection checks made here. In node generation, the goal is to generate n nodes which are collision free and may also satisfy some other constraints such as the surface contact requirement of simple OBPRM. On the way to finding those nodes, rather gross adjustments can be made to the current "candidate" node. Consider the quickly converging refinements of OBPRM's binary search. In contrast, node connection involves checking for collision at resolutionally small increments along a path from one roadmap node to another. Only if all those incremental robot configurations are free can the two roadmap nodes be marked as connected in the roadmap being built.
Fortunately, formulating an effective parallel solution to the connection problem is not difficult. That our first intuition for parallelizing the connection phase is so effective emphasizes the massive inherent parallelism of PRMS.
A very simple sequential algorithm tries to connect every node to its k closest neighbors, for some constant k. An A (slightly) more sophisticated node connection algorithm is used in the CONNECTCOMPONENTS algorithm of OBPRM. Here the IC closest pairs of nodes from different connected components (of an existing roadmap graph) are considered for connection, with perhaps more expensive but more effective local planners (such as A*-like methods) being used to attempt the connections. The goal is to reduce the number of connected components of the roadmap, by merging smaller components into larger ones.
Implementation Issues

Software Platform
All code was written in C++ and compiled with version 7.2.1 of the native SGI compiler. Parallel tasking was accomplished using the provided mSork parallel microtasking library. One task was created for each processor used in the current execution; to save overhead, these tasks were reused by both generation and connection phases of the algorithm.
The sequential code used for collision detection was Voronoi Clip (V-Clip) [20] . To use this code in parallel, each processor was provided with its own hash table for keeping track of closest features between objects. There was no hacking of the V-Clip code.
Our Code
Our parallel methods are basically straight-forward parallelizations of our group's sequential PRM planners
We parallelized the node generation and roadmap connection phases as outlined in Section 3. For example, during node generation, each processor independently generated its own set of roadmap nodes. Similarly, for the connection of roadmap nodes, each processor attempted its assigned connections. However, unlike the node generation phase, it is possible, and indeed likely, that some of the processors might generate the same connections. That is, our simplistic parallelization strategy causes some duplication of work. Also note that multiple processors (actually 2), will read each roadmap candidate node.
Since the time required to add nodes and edges to the roadmap graph data structure was insignificant as compared to the rest of the computation, we elected to serialize access to that data structure. In particular, during both the node generation and connection phases, each processor collected a list of all the additions it would like to make to the evolving roadmap graph. Then, after the parallel portion of the phase was finished, a single processor added all nodes or edges to the graph. As is seen in our experimental results, this did not have a measurable impact on the speedups obtained (see Section 5). An additional benefit of serializing modifications to the roadmap graph was that the graph trivially remained uncorrupted (which is always an important concern when modifying shared data structures in parallel codes).
Finally, we note that our parallel node generation algorithms adhere to what is commonly known in the parallel computing literature as the exclusiveread exclusive-write (EREW) model, while our parallel connection algorithm belongs to the concurrentread exclusive-write (CREW) model.
Collision detection libraries
As is the case with most motion planning algorithms, our sequential planners use libraries coded by others for collision detection [25, 201. Unfortunately, as alluded to in Section 1, some difficulties were encountered when we tried to use these collision detection libraries in parallel. The underlying reason for this is that many of these libraries are optimized for performance on a sequential machine. For example, they use global auxiliary data structures to exploit spatial coherence between subsequent collision detection calls, or use static (register) variables for frequently accessed values. Since multiple processors will be executing collision detection calls a t the same time, both of the above optimizations represent problems for parallel implementations.
The solution we adopted was to make a separate copy of the data that was modified during the collision detection call for each active processor. This was relatively simple in V -C l i p [20] , since the processors only needed separate copies of the hash tables they used to record the closest features between object pairs on previous collision detection calls. The modifications that would have been required in the C-Space Toolkit [25] would have been more extensive. However, we note that wholesale replication of data is not always a good solution as it may prove overly costly in terms of memory requirements.
Experimental Results
In this section we report the experimental performance of our parallel node generation and connection algorithms. Our measurements were made on heavily utilized multi-user systems, in interactive mode. Nevertheless, we consistently obtained measurable speedups if the problem size was large enough.
However, measurements of small tasks (e.g., less than 30-35 seconds) were unstable. Recall, as previously mentioned, that node generation typically represents only 1-2% of the total roadmap construction time. For this reason, we elected to measure the node generation and the connection phases on different problem sizes.
All algorithms were run on 1,2,4,8, and 16 processors. Each experiment was run several times, and the results reported are the best times obtained. The best times on an interactive system represent those times when our experiment suffered the least interference from competing processes. A summary of the results is contained in Table 1 .
The motion planning environment we considered was a three-dimensional environment containing two identical parallel blocks, each of dimension 1 x 20 x 20. The 'robot' is a smaller block (1 x 2 x 2) that can barely fit in the corridor between the parallel blocks. Although this environment is fairly simple, we note that similar speedups can be expected for any environment. That is, our conclusions are not dependent upon the particular problem instance, but only on the parallel implementation of the PRM methods themselves.
For node generation, the results reported are for problem instances in which we asked the methods (PRM and OBPRM ) to generate 2000K and 200K, respectively, nodes. It was necessary to use such large problems to obtain running times that were large enough to be meaningful on the system used. The results for the PRM generation are shown in Figure 4 , and the results for oBPRM generation are shown in Figure 5 . As can be seen, very good speedups were obtained even on such a heavily utilized system. Table l gives more detailed results, including the number of nodes successfully generated.
For node connection, the results reported are for problem instances in which we asked the node generation phase to generate 1500 nodes, which generally yielded approximately 1300 nodes for the connection phase. The connection algorithm used k = 5, so that connections were attempted between a node and the 5 other nodes closest to it. The results for the connection phase shown in Figure 6 show similar results as the node generation algorithms. Table 1 gives more detailed results, including some statistics regarding the roadmaps generated such as the number of connected components in the resulting roadmap, and the size of the largest connected component.
Conclusions and Future Work
Based on our experiments and experience pardelizing probabilistic roadmap motion planning methods, it seems significant, scalable speedups can be obtained with relatively little developer effort. The PRM methods have massive inherent parallelism which is easily and perhaps optimally exploited even by relatively simplistic paralleking strategies.
In the future, we also intend to implement several more sophisticated algorithms for generating "better" quality roadmap nodes in the generation phase and more sophisticated algorithms for selecting which roadmap nodes between which to apply resolutionally bound local planning methods in the connection phase. We expect to see continued benefit from the "embarrassing" parallelism of these PRM motion planning techniques. 
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