In this paper, we introduce the hybrid query complexity, denoted as Q(f ; q), which is the minimal query number needed to compute f , when a classical decision tree is allowed to call q ′ -query quantum subroutines for any q ′ ≤ q. We present the following results:
Conjecture 1.2. HP(QSIZE(n α )) HP(QSIZE(n β )) for any 1 ≤ α < β, where QSIZE(n α ) consists of those quantum circuits of size at most n α . Specifically, HP(QSIZE(n α )) BQP.
Alas, neither refuting Conjecture 1.1 nor proving Conjecture 1.2 are seemingly in our reach at present, because these would separate P and BQP, which would separate P and PSPACE, which is a notoriously hard problem in the complexity theory. On the other side, the oracle separation i HP(QNC i ) O BQP O is proved very recently, independently by Chia, Chung and Lai [CCL19] and Coudron and Menda [CM19] , which implies that any attempt to prove Conjecture 1.1 that relativizes is doomed to fail.
While stumbling in computational complexity, the quantum computing community has made huge progress in query complexity and communication complexity, because in corresponding models one is able to show lower bounds by information-theoretic methods. In this paper we consider the black-box query model, or the decision tree model. We refer to the survey [BdW02] for background of the classical and quantum decision tree model.
From black-box to oracle separation. There is a well-known technique that converts a separation in the black-box query model to an oracle separation result, which is usually called scaling everything up by an exponential. This technique is attributed to Baker, Gill and Solovay [BGS75] , although they do not point it out explicitly. In [BGS75] , they prove the seminal result ∃O, P O NP O by observing that D(Or) = n = log ω(1) n 3 but the query complexity of Or can be decreased to 1 ≤ polylog n if only we introduce nondeterminism. Later, Furst, Saxe and Sipser [FSS84] and Yao [Yao85] formulated the idea for the polynomial hierarchy PH: they pointed out the close relation between PH and AC 0 circuits. For example, a 2 log ω(1) n size lower bound of AC 0 circuits computing Xor (resp. Majority) can be scaled up to an oracle separation ⊕P O ⊆ PH O (resp. PP O ⊆ PH O ). For more details about the technique itself, see [Aar04, Section 5.2] and [Aar10, Section 1.2]. The close relation between the black-box query model and the oracle Turing machine model (or the circuit model with oracle gates) also motivates us to study the decision tree analog of the computation model related to HP(QSIZE(q)), besides that the analog is interesting in its own right. Roughly, the corresponding model is just deterministic decision trees that are allowed to call q ′ -query quantum subroutines for any q ′ ≤ q, where q is a parameter that may depend on the input size n. We give its formal definition in the next section.
Computation model
For a (possibly partial) function f , denote as R(f ) and Q(f ) its bounded-error (ǫ = 1/3) classical and quantum query complexity, respectively. For quantum decision trees, in this paper, the query operator O x associated with the "queried" input x ∈ {0, 1} n is defined by O x |i |b |z = |i |b ⊕ x i |z , where x i denotes the ith bit of x. We call three register query register, answer register and work register from left to right. We only consider real amplitudes, vectors and matrices throughout, which will not affect the power of quantum computing.
Hybrid decision tree. A hybrid decision tree T is a rooted tree equipped with some additional information. Each internal node of T , v, has its own small quantum decision tree A v . Recall that a t-query quantum decision tree A can be specified by unitaries U 0 , U 1 , . . . , U t . The output of A under input x, denoted as A(x), is obtained by measuring the state
with the computational basis, where |init := |0 |0 |0 . Each possible output of A v is associated with one of v's child exclusively, i.e., there is a 1-1 correspondence between children and possible outputs. Each leaf of T is labeled with a value. Given an input x ∈ {0, 1} n , T is evaluated as follows. First, evaluate A r (x), where r is the root of T . Then, transition to the child of r which is associated with the value of A r (x) we just get, and recursively evaluate the subtree induced by the child. The final output of T is the value of the leaf that is reached eventually by the recursive process above. The cost of a path is defined as the sum of query complexity of A v for all node v in the path. The cost of T is defined as the maximal cost of a path that connects the root and a leaf. Intuitively, it is the number of queries we need to evaluate T in the worst case.
Hybrid query complexity. Given an integer q ≥ 1 (which may vary if the input size n changes), we are mainly interested in those hybrid decision trees of which each node has a quantum decision tree that makes no more thanueries. We call these trees q-limited. For any partial Boolean function f : D → {0, 1} where D ⊆ {0, 1} n , we say a hybrid decision tree T computes f , if for every input x ∈ D, T outputs f (x) with probability at least 2/3. The hybrid query complexity, denote as Q(f ; q), is the minimal cost of a q-limited hybrid decision tree that computes f . By definition it is easy to see that R(f ) ≥ Q(f ; q) ≥ Q(f ) and Q(f ; Q(f )) = Q(f ) for any f .
Results
Now that we have defined the hybrid decision tree model, one may ask: is the computing power of this model strictly stronger than the classical one, or weaker than the quantum one? The positive answer to the first question comes immediately, because of the Forrelation function For, which is a partial function satisfying Q(For) = 1 and R(For) = Ω( √ n/ log n) [AA18] , which implies Q(For; 1) = 1. However, what if we require the function to be total? Theorem 1.3 says that the separation still exists. Theorem 1.3. There exists a total Boolean function f such that Q(f ; 1) = O(R(f ) 4/5 ).
The main tool used in the proof of Theorem 1.3 is the cheat sheet method introduced by Aaronson, Ben-David and Kothari [ABK16] . While the original cheat sheet method does not fit, we are able to slightly modify it for our need. We will prove the theorem in Section 2.
On the other hand, Theorem 1.4 characterizes the hybrid query complexity of function PartialOr, which is function Or restricted on input having at most "1". It gives the positive answer to the second question we asked above because Q(PartialOr) = O( √ n) by Grover's search [Gro96] .
Theorem 1.4. Q(PartialOr n ; q) = Θ(n/q + √ n).
Theorem 1.4 is proved by adapting the adversary method [Amb02, HLŠ07, LMR + 11] to our hybrid model. We exploit the fact that the upper bound of growth of the potential function given by the adversary method is not tight at all steps for PartialOr in the proof. 4 It is possible that our technique can be further adapted to show nontrivial lower bounds for other functions such as And • Or. The theorem will be proved in Section 3.
4 Let Φ(t) be the potential function at step t. The general adversary method always give a bound that looks like Φ(t) = O(δt) for some δ, while the tight bound may be O(t 2 ) for t < δ.
Let bs(f ) be the block sensitivity of (possibly partial) function f [BdW02] . By a well-known reduction that reduces PartialOr bs(f ) to f (see e.g. [NS94, Section 3.4]), Theorem 1.4 implies the following corollary, which gives good bounds for all Boolean function. Corollary 1.5. Q(f ; q) = Ω(bs(f )/q + bs(f )) for any Boolean function f . Theorem 1.4 is not enough if we want to prove Conjecture 1.2 relativized to some oracle. For that, we need to find a function f for every integer k ≥ 1, such that Q(f ; log k n) = log ω(1) n, whereas Q(f ) ≤ polylog n. If there is such an f , scaling every up we would get HP(QSIZE(n k )) O k BQP O k for some oracle O k . By merging oracles one get HP(QSIZE(n k )) O BQP O for some oracle O and every integer k ≥ 1. Therefore, Conjecture 1.2 follows relativized to O, by a padding argument (see e.g. [Coo73, Proof of Theorem 1]). We conjecture that one can let f n := For m • Xor C log k+1 m , where Xor denotes the parity function and C is some sufficiently large constant. Obviously, Q(f ) ≤ polylog n. We hope Q(f ; log k ) = log ω(1) n, which is a corollary of the following conjecture that is more general. Conjecture 1.6. There exists a universal constant C such that
where f is any partial Boolean function. 5 Unfortunately, we are unable to prove this conjecture. Nevertheless, we can handle the case f = BoolSimon and q = 1 in Conjecture 1.6.
Simon's problem. The celebrated Simon's problem [Sim97] can be abstracted as a partial function, as follows. Let k be an integer and K = 2 k . For each string x = x 0 x 1 . . . x K−1 with x i ∈ {0, . . . , K − 1} such that ∀i = j, x i = x j ⇐⇒ i ⊕ j = a holds for some a, define Simon(x) = a. It is implicit in [Sim97] that Q(Simon) = O(k) and R(Simon) = Ω( √ K). Define LSBSimon(x) = Simon(x) mod 2. Let BoolSimon n be the Boolean version of LSBSimon. Its input should be a binary string of length n = Kk. We will prove that Q(BoolSimon) = O(log 2 n) and R(BoolSimon) = Ω( √ n) in Section 4.2.
Theorem 1.7. Q(BoolSimon n • Xor C log n ; 1) = Ω( √ n) for some sufficiently large constant C.
Note that Q(BoolSimon n • Xor C log n ) = O(log 3 n). Therefore it is a function that exponentially separates the quantum query complexity from the hybrid query complexity.
Roughly speaking, the proof strategy for Theorem 1.7 is to force the hybrid decision tree computing the function to degenerate to a classical decision tree. The idea is detailed in Section 4.1 along with a warm-up case. The formal proof of Theorem 1.7 lies in Section 4.2. Finally, we discuss the possibility of proving Conjecture 1.6 by generalizing the proof, in Section 4.3.
Notation and convention
A (partial) function f : D → {0, 1} with D ⊆ {0, 1} n is called Boolean. If D = {0, 1} n we call f a total function. Sometimes when we refer to a function f we actually mean a function family {f n } n≥1 . As shown, we will always use subscript "n" to emphasize the input size of a function f if needed. For any two (possibly partial) Boolean functions f n and g m , define f • g by
for every x that lets the above definition make sense.
The subscript C in O C (·) means that the constant factor hidden by O depends on C. We also use subscript this way in other asymptotic notations. Notation poly(n) and polylog(n) means O(n O(1) ) and O(log O(1) n), respectively. O(g) is the shorthand for O(g polylog g) and Ω(g) is for Ω(g/ polylog g). Functions And, Or and Xor are defined by And(x) = 1≤i≤n x i , Or(x) = 1≤i≤n x i and Xor(x) = 1≤i≤n x i . Define 1 P = 1 if proposition P holds and 1 P = 0 if not.
For matrices A and B, A B means that A − B is positive semidefinite. Relation is defined similarly.
The terms decision trees and algorithms are used interchangeably. We ignore problems caused by non-integer throughout (e.g. some integer parameter is log n, which is not guaranteed to be an integer), because they can be easily handled by truncating or other trivial techniques.
Separation between hybrid and classical query complexity
In Section 2.1 we explain the main idea of the proof of Theorem 1.3. The idea is generally the same as in [ABK16] , with some modifications. We prove the theorem in Section 2.2.
Idea
We first introduce some functions to be used later. Function And-Or n is defined as And √ n • Or √ n . The reason we look at this function is that it achieves the best separation between the certificate complexity and the classical query complexity, i.e., C(And-Or n ) = O( √ n) and R(And-Or n ) = Ω(n), where C(f ) denotes the certificate complexity of f [BdW02] . The Forrelation function, denoted as For, is a partial Boolean function that satisfies Q(For n ) = 1 and
Next we describe an operator that slightly generalizes the composition operator "•". Let f : {0, 1} n → {0, 1} be a total function and g be a partial Boolean function with input size m. The function h = f ⊙ g, with input size nm, is defined as follows. For every b-certificate c ∈ {0, 1, * } n of f , let f (x 11 x 12 . . . x nm ) = b for every nm-bit input x that satisfies g(x i1 x i2 . . . x im ) = c i for every c i ∈ {0, 1}. It is easy to see that f ⊙ g contains f • g as a subfunction.
Let g := And-Or m 2 . Now consider the partial function f := g ⊙ For m . It is straightforward that Q(g • For m ; 1) = O(m 2 log m): For each input of g, we run the algorithm that computes the corresponding For m (with probability at least 2/3) 10 log m times to amplify the success probability to at least 1 − 1/m 3 . Then, by a union bound we are able to compute g • For m classically with probability at least 2/3. The same algorithm can be also perfectly applied to f . Therefore Q(f ; 1) = O(m 2 log m). As for R(f ), intuitively it should be the case that
However, the first equality relies on a general composition theorem that claims R(p
, which is unknown to be true at present. Nevertheless, we will fix this issue later by applying a slightly weaker version of composition theorem proved by Ben-David and Kothari [BK18] . Our construction using "⊙" gives f a nice property: An input x is in the domain of f if and only if there exist k = O(m 2 ) positions i 1 , . . . , i k , such that one can verify that x is indeed in the domain, given only x i 1 , . . . , x i k . We call (i 1 , . . . , i k ) a certificate of the fact that x is in the domain.
Set n = m 3 to be the input length of f . Let f CS be the cheat sheet version of f that consists of 10 log n copies of f , taking input (x (1) , . . . , x (10 log n) , Y 0 , . . . , Y n 10 −1 ), where x (i) is of length n and Y i is of length O(m 2 log 2 n). Recall from [ABK16] that f CS (x (1) , . . . , x (10 log n) , Y 0 , . . . , Y n 10 −1 ) = 1 if and only if the following condition holds:
is in the domain of f for i = 1, . . . , 10 log n.
is in the domain of f , for i = 1, . . . , 10 log n. 6
Now let us examine the query complexity of f CS . For the hybrid one we have the following algorithm. First, feed x (i) into the algorithm that computes f and get the output l i , for each i, regardless of the fact that x (i) may not be in the domain of f . Then, classically query entire Y l , where l = 1≤i≤10 log n l i · 2 i−1 and l 1 , . . . , l 10 log n . The algorithm returns 1 if and only if it verifies that the condition (ii) above indeed holds. Therefore, Q(f CS ; 1) = O(m 2 ). On the other hand, intuitively the only efficient way to find the correct Y l is to compute f (x (i) ) for every i. So we expect R(f CS ) = Ω(m 2.5 ). Hence we get the separation desired.
Proof of Theorem 1.3
We plan to use the following theorem instead of the unproven composition theorem of classical query complexity.
Theorem 2.1 (Ben-David and Kothari [BK18] ). Let f and g be partial Boolean functions and let Ind be the index function 7 . Let m ∈ Ω(R(g) 1.1 )∩poly(R(g)), which implies R(Ind m ) = Θ(log R(g)).
Recall that R(Ind n ) = C(Ind n ) = Θ(log n). Analogous to the idea in the previous section, we define the partial function f = g ⊙ For m with g := And-Or m 2 • Ind m 2 . We have R(g) = O(m 2 ) and C(g) = O(m). Set n = m 5 to be the input size of f . We still have Q(f ; 1) = O(m 2 ). Since f contains And-Or m 2 • Ind m 2 • For m as a subfunction, applying Theorem 2.1 we get R(f ) = Ω(m 2.5 ). For the cheat sheet version of f , Q(f CS ; 1) = O(m 2 ) still holds via the algorithm we have developed. On the other hand, we can apply a general theorem on the query complexity of f CS from Aaronson, Ben-David and Kothari [ABK16] , which states that R(f CS ) = Ω(R(f )/ log n). Therefore, R(f CS ) = Ω(m 2.5 ).
Hybrid query complexity of the OR function
In Section 3.1 we explain the main idea of the proof of Theorem 1.4. Then we prove the theorem in Section 3.2.
Idea
The upper bound Q(PartialOr; q) = O(n/q + √ n) is very easy to show: since Q(PartialOr) = O( √ n), we only need to consider the case q ≤ √ n. For that, one can divide input into n/q 2 blocks of q 2 bits and then resort to Grover's search [Gro96] to check whether there is an "1" in each block using n/q 2 · O( q 2 ) = O(n/q) queries. For technical convenience 8 we introduce a new partial Boolean function Find. Its valid inputs are strings of Hamming weight 1, i.e., the string that contains exactly one "1". Its value is 1 if and only if the "1" appears in the first half of the input. A simple reduction shows that:
Lemma 3.1. Q(PartialOr n ; q) = Ω(Q(Find n ; q)).
Below we will focus on proving Q(Find n ; q) = Ω(n/q + √ n). To ease the lower bound analysis, we say a q-limited hybrid decision tree T regular if every internal node of T has a q-query quantum decision tree. Note that a q-limited tree T of cost c can be simulated by a regular q-limited tree T ′ of depth at most 2⌈c/q⌉, via a simple greedy argument. Therefore, to prove Q(f ; q) ≥ c, it suffices to show a 2⌈c/q⌉ depth lower bound for any regular q-limited tree that computes f . To better understand why Q(Find; q) is large when q is small (i.e. q ≪ √ n), it is beneficial to consider what a q-query quantum algorithm can do to help computing Find. Recall how the adversary method [Amb02, HLŠ07, LMR + 11] works to lower bound Q(Find): Denote e i as the input in which "1" is in the ith position. Suppose the quantum decision tree for Find is specified by unitaries U 0 , U 1 , . . . , U k . Define |ψ
Choosing an appropriate adversary matrix gives us the potential function
We modify it to be more symmetric to handle. Let
Clearly Φ(0) = 0 and Φ(k) = Ω(1) since the algorithm computes f with probability at least 2/3. A standard argument then follows to show that Φ(t)−Φ(t−1) = O(1/ √ n), which implies k = Ω( √ n).
Now, for any q-query algorithm, the above argument gives Φ(q) = O(q/ √ n). However this bound is far from being tight. In fact, for this specific potential function, it is known that Φ(q) = O(q 2 /n) [BBHT98] . This enlighten us to design a potential function Ψ(h) analogously for the hybrid decision tree. We expect Ψ(h) to represent the "progress" the tree already made, when one reaches a depth-h node while evaluating the tree. We hope that Ψ(h) − Ψ(h − 1) = O(q 2 /n), i.e., the quantum "progress" accumulates additively, from which we would obtain h = Ω(n/q 2 ) if Ψ(h) = Ω(1). Thus, the regular q-limited hybrid decision tree computing f should have depth at least Ω(n/q 2 ). Arguably, the most natural way to define Ψ is as follows. Suppose we have a regular q-limited tree T . Denote α (v) i as square root of the probability that node v is reached if the input is e i when evaluating T . Let
Unfortunately, Ψ(h) − Ψ(h − 1) may as large as Θ(q/ √ n) with this definition. However, if for every node v, α
i ]), then we do have Ψ(h) − Ψ(h − 1) = O(q 2 /n). While this condition may not hold for the original decision tree, we can modify the tree such that all nodes concerned satisfy the condition, in a way that will not decrease the success probability of computing Find. More concretely, if there is a node v in the original tree and some j such that α
i ], we insert a node u between v and its parent. When the input is e j , u transitions to a leaf that is labeled with value Find(e j ). Otherwise, it transitions to v. The only remaining work is to upper bound the number of insertion so that we are guaranteed that most "work" (i.e. growth of Ψ) of computing Find is done by the original nodes but not nodes we inserted.
Proof of Theorem 1.4
The upper bound is obtained by the algorithm discussed in the previous section. We prove Q(Find; q) = Ω(n/q + √ n) for q ≤ √ n below. This suffices due to Lemma 3.1 and Q(Find; q) ≥
Now suppose we have a regular q-limited hybrid decision tree T of depth h that computes Find. Let C > 2 be a constant.
Tree surgery. We repeatedly apply the following process to T whenever there is an original internal node v and some j such that α
Potential function. Let S be a set of nodes in T such that any path connecting the root and a leaf passes through exactly one node in S. We call S a cut of T . Define
Let S leaf be the collection of all leaves of T . Note that
View T as a pure quantum decision tree. Since T computes Find with probability at least 2/3, we obtain Ψ 1 (S leaf ) ≥ 1 2n 2 Ω(n 2 ) = Ω(1) via the output condition for the adversary method [HLŠ07,
Growth of Ψ. We dynamically maintain a cut S and "push" it down step by step to S leaf . During this process we bound the growth of Ψ(S). Initially, let S ← {r} where r is the root. Clearly Ψ(S) = 0. We repeatedly update S using the following rules:
• Rule 1. If there is an internal auxiliary node v ∈ S, delete v from S and add all its children into S.
• Rule 2. If S does not contain any internal auxiliary node. Replace S by the set {v ∈ S : v is a leaf} ∪ {w : w is a child of an internal node v ∈ S}.
Since the original tree is of depth h, we will get S = S leaf after applying Rule 1 several times and Rule 2 exactly h times. Then, Lemma 3.2 and 3.3 below give Ψ(S leaf ) = O C (q 2 h/n). Combine this with Ψ(S leaf ) ≥ Ψ 1 (S leaf ) = Ω(1) we obtain h = Ω C (n/q 2 ), which implies Q(Find; q) = Ω C (n/q), as desired.
Lemma 3.2. Rule 1 does not increase Ψ(S).
Lemma 3.3. Rule 2 increases Ψ(S) by at most 1 + 2 C−2 4C 2 · (q 2 /n).
Proof of Lemma 3.2. Denote δ 1 and δ 2 as the increment of Ψ 1 (S) and Ψ 2 (S) after applying Rule 1, respectively. Denote as v the auxiliary node that will be deleted. Let j be the one that satisfies A v (e j ) = A v (e i ) for any i = j. By definition of auxiliary nodes A v (e j ) is associated with a leaf ℓ, while A v (e i ) for i = j are associated with another node u. We have α
Proof of Lemma 3.3. Let S 0 be S before applying the rule and v be an internal node in S 0 . The increment v contributes to Ψ 1 (S) is
For the q-query quantum decision tree v has, define |ψ i as the final state when the input is e i . Note that the vector α 
where ( * ) holds because 1≤i,j≤n ||ψ i − |ψ j | 2 ≤ 2n 1≤i≤n ||ψ i − |φ | 2 for any |φ and we have the following claim.
Claim 3.4 (Boyer et al. [BBHT98]).
For any q-query quantum algorithm, denote |ψ 0 as the final state when input x = 0 := 0 n and |ψ i as the final state when x = e i , where e i is 0 with ith bit flipped. Then,
Therefore, the total increment of Ψ 1 (S) must be at most
Doing the similar analysis for Ψ 2 (S), we can upper bound the increment of Ψ(S) by 1
4 Separation between hybrid and quantum query complexity
In Section 4.1 we explain the main idea of the proof of Theorem 1.7. Then we prove the theorem in Section 4.2. Finally, we discuss the extendability of the proof, in Section 4.3.
Idea
Let us consider the more general Conjecture 1.6 instead of Theorem 1.7. Recall from Section 3.1 that we can assume that the q-limited hybrid decision tree T computing f n • Xor Cq log n is regular, without loss of generality. We introduce some symbols and definitions for further discussion. Let m := Cq log n. We usually use z = z 1 z 2 . . . z n to denote an input (which may be illegal) of f n . Similarly x = x 1,1 . . . x 1,m x 2,1 . . . x 2,m . . . x n,m is an input of f n • Xor m . We call x i,1 , . . . , x i,m the ith block of x. Define function σ : {0, 1} nm → {0, 1} n by σ(x) = z with z i = 1≤j≤m x i,j for
x as the probability that node v is reached if the input is x when evaluating T . 9 Let α (v)
Intuition. Conjecture 1.6 states that the ability to run quantum algorithms in T essentially provides no additional benefit compared to just computing classically. Thus, T somewhat "degenerates" to a classical decision tree. The following natural hypothesis will result in this degeneration. 
Intuitively, one can understand β
as the "amount" of cost A v pays for querying bits in the ith block. Hypothesis 4.1 basically says that when reaching v while evaluating T , one "knows" nothing about z i = 1≤j≤m x i,j if the total amount of cost that has been paid for the ith block is not enough. If we assume the hypothesis holds, then T naturally induces a classical decision tree that computes f , as follows. Suppose we want to compute f (z). The strategy is to simulate the evaluation process of T while pretending the input is a random variable x, which is chosen from {x : σ(x) = z} uniformly at random. Hence, the probability that node v is reached in our simulation will be exactly α
z . Initially we do not have any information about z except the fact that it is a legal input. However, we can still simulate the process because α (u) z are equal for all possible z by the hypothesis, where u is any child of the root. Once we find ourself having paid enough for the ith block during the simulation, we (classically) query z i to get its value. It is easy to see that this query strategy suffices for the entire simulation, i.e., we always know α (u) z where u is any child of the current node v, despite that we may not have full information of z. Finally, output the value of the leaf in T we reached. The correctness is guaranteed by the fact that T computes f • Xor.
Implementation. Let us consider Hypothesis 4.1 more detailedly. First, note that the hypothesis itself does not hold 10 because its statement is too definite. Nevertheless, we only need it to hold approximately. For example, the statement α
Or, we may allow few nodes in T to violate the statement. Next, we need to determine β makes one think of query magnitude, a notion that is first introduced by Bennett et al. [BBBV97] . Suppose we have a classical decision tree A and the input y is determined. It is easy to define π A i (y) as the expected number of queries at the ith bit when evaluating A(y). Query magnitude is a quantum analog of π A i (y) when A is a quantum decision tree. We use the same symbol π A i (y) to denote the query magnitude at the ith bit of A on input y hereafter. Recall from [BBBV97] that i π A i (y) is exactly the query complexity of A, for any y. We would like to determine β (v) i based on π Av i,j (x) for all legal input x. This task will be extremely easy when q = 1 because π Av i,j (x) remains the same for any x. Therefore we can make β
for any x. The case q > 1 will be discussed in Section 4.3. Below we assume q = 1.
For a clearer illustration of the idea, we will assume the hybrid decision tree T in Hypothesis 4.1 satisfies that u: ancestor of v β (u) i = o(m) for any node v and index i in this section. Our goal is 9 Note that this definition is different from the one in Section 3.1. 10 In fact, it is easy to construct a counterexample.
to prove an approximate version of Hypothesis 4.1, that v leaf |α
z ′ | ≤ 1/ poly(n) for any v, z and z ′ . Intuitively, the inequality says that T cannot differentiate between x and x ′ with probability 1/2 + 1/ poly(n), where x and x ′ are chosen uniformly at random from {x : σ(x) = z} and {x ′ : σ(
x ]. It suffices for us to consider |α (v) z − α (v) * | for every v and z, and then apply the triangle inequality. Denote ⊕z I := i∈I z i . By Fourier analysis we have
Note that the right-hand side is irrelevant to z. For any fixed I, we are familiar with the ex-
x ] : it corresponds to the task of computing i∈I 1≤j≤m
x i,j . More specifically, it can be shown that if we relabel leaves of T appropriately, it would compute i∈I 1≤j≤m
x i,j with probability 1 2 (1 + v: leaf δ I,v ) when the input is chosen from {0, 1} nm uniformly at random, and this is also the maximal success probability possible. Therefore, if we can prove that the success probability of T computing the parity function induced by I is no more than one half plus an exponentially (in the number of variables involved, m|I|) small term, i.e.,
Choosing a sufficiently large C we would be done.
Multiplicative adversary method. By the discussion above, we need to show v: leaf δ I,v ≤ 2 −Ω(m|I|) , under the condition that u: ancestor of v i∈I β (u) i = o(m|I|) for any node v. This task makes one reminiscent of the XOR lemma attributed to Lee and Roland [LR13] , which is proved by the multiplicative adversary method [Špa08] .
Theorem 4.2 (XOR lemma, weakened version). An o(kQ(f ))-query quantum algorithm that computes Xor k • f must have success probability no more than 1/2 + 2 −Ω(k) .
We are interested in the special case that f is an 1-bit identity function, i.e., Xor k • f becomes Xor k , in Theorem 4.2, because it seems closely related to what we are going to prove. Proving Theorem 4.2 for this special case is much easier. We sketch the idea below.
Suppose the quantum decision tree to be analyzed is specified by unitaries U 0 , U 1 , . . . . Define |ψ
We sometimes omit the superscript "· (t) " if the value of t is clear from the context. We refer to ρ the Gram matrix of {|ψ y } y∈{0,1} k . That is, ρ = y,y ′ ∈{0,1} k ψ y |ψ y ′ |y y ′ |. Define ρ (t) analogously. Set the adversary matrix Γ to be
where dist(y, y ′ ) denotes the Hamming distance between y and y ′ . Let the unit vector u := 1 2 k/2 y∈{0,1} k |y correspond to a uniform input distribution over {0, 1} k . The potential function is defined as Φ(t) = u † (Γ • ρ (t) )u, where • denotes the Hadamard product 11 . Note that Φ(t) ≥ 0 because Γ • ρ (t) 0 due to the Schur product theorem. A standard argument then goes to show that (i) Φ(0) = 1/2 k , and (ii) Φ(t)/Φ(t − 1) = O(1) for any t ≥ 1, and (iii) if the algorithm makes t queries in total, the success probability of it computing Xor k is no more than 1/2 + η k Φ(t) for some constant η < 2.
Clearly (i), (ii) and (iii) jointly imply that an o(k)-query quantum algorithm that computes Xor k must have success probability 1/2 + 2 −Ω(k) . Now we prove that v: leaf δ I,v ≤ 2 −Ω(m|I|) in a way similar to the above. Fix I. Set
which is a block-diagonal matrix with each block being 1
x |x . The potential function for node v is defined as Ψ(v) = u † v Γu v . We are able to show that (i) Ψ(r) = 1/2 m|I| where r is the root of T , and
i ) for any internal node v, and (iii) There exists a constant η < 2 such that δ 
Proof of Theorem 1.7
First, we prove some basic facts about BoolSimon. Keep in mind that n is the input size of BoolSimon throughout. Let k and K = 2 k , as mentioned in Section 1.2, be parameters associated with Simon, LSBSimon and BoolSimon in Lemma 4.3, 4.4 and 4.5. Let R dist (f ) be the minimal query complexity of a classical algorithm that computes f with probability at least 2/3, when the input is sampled from all legal inputs uniformly at random. The R(Simon) = Ω( √ K) lower bound is proved by Yao's minimax principle [Yao77, Ver98] in [Sim97] , which in fact gives R dist (Simon) = Ω( √ K).
Proof. Define partial functions g i by letting g i (x) be the ith least significant bit of Simon(x). Then, R dist (Simon) = O( 1≤i≤k R dist (g i ) log k) via a simple reduction. Note that every g i is isomorphic to LSBSimon via a permutation acting on the input. Therefore R dist (LSBSimon) = Ω(
Lemma 4.4. Q(BoolSimon) = O(log 2 n) and R dist (BoolSimon) = Ω( √ n).
by Lemma 4.3. On the other hand, simulating the quantum algorithm for Simon gives Q(BoolSimon) ≤ kQ(Simon) = O(log 2 K). Finally, note that n = Kk.
Define the (partial) assignment over support I as a vector ζ = (ζ i ) i∈I . Denote ζ| I := (ζ i ) i∈I , where I is a subset of ζ's support, to be a partial assignment that is the restriction of ζ on I. We say ζ ′ extends ζ if ζ ′ | I = ζ, where I is the support of ζ. A string y = y 1 y 2 . . . y k can be interpreted as a partial assignment (y i ) 1≤i≤k when needed. An assignment ζ is called a certificate for partial function f if f (y) is invariant for every legal input y that extends ζ. The following technical lemma will be used when proving Lemma 4.11. Proof. The total number of legal inputs is (K − 1) · K! (K/2)! . On the other hand, note that all components of ζ are distinct since otherwise it would be a certificate. Therefore, the number of legal inputs y extending ζ is at most (K − 1)
Assume without loss of generality that there exists an 1-limited hybrid decision tree T of depth h ≤ √ n/ log 10 n that computes BoolSimon n • Xor m , where m := C log n. We plan to show that R(f ) = O(h). Recall that we use A v to denote the quantum decision tree of node v in T . Regarding f in Section 4.1 as BoolSimon, we will still use notations x, z, α
z and σ in the same way as before.
Query magnitude. Let A be a quantum decision tree specified by unitaries U 0 , U 1 , . . . , U k .
Define query magnitude [BBBV97] at the ith bit of A on input y, π A i (y) = 0≤t≤k−1 P i |ψ
where P i is the projector onto the query register containing index i, and |ψ
Potential function. For convenience we denoteĪ = {1, 2, . . . , n} − I for any set I hereafter. Let I be any non-empty subset of {1, 2, . . . , n}, ζ be any partial assignment over supportĪ. Define
12 The factor (2/ √ 3) m|I| is added for Lemma 4.7 being in a cleaner form.
Intuitively, this potential function corresponds to the task of computing i∈I 1≤j≤m
x i,j , while the input is chosen from {x ∈ {0, 1} nm : σ(x) extend ζ} uniformly at random. Let r be the root of T . By definition, Ψ I,ζ (r) = (2/ √ 3) m|I| · 2 −m|I| ≤ 1/n Ω(C|I|) . The following lemma upper bounds the growth of Ψ I,ζ (v). where ρ denotes the Gram matrix of {|ψ x } x∈{0,1} nm , i.e., ρ = x,x ′ ∈{0,1} nm ψ x |ψ x ′ |x x ′ |. We use a clever observation from Ambainis et al. [AMRR11] to simplify the proof: any t-query quantum algorithm is equivalent, in the sense of the same final Gram matrix, to a 2t-query quantum algorithm that only makes computing queries and uncomputing queries. The computing and uncomputing queries still correspond to the same unitary O y , where y is the input. The difference is we guarantee that the quantum state is a superposition of {|i |0 |a } i,a (resp. {|i |y i |a } i,a ) right before applying a computing (resp. uncomputing) query.
Specifically, the 1-query algorithm A v is equivalent to measuring the state U 2 O x U 1 O x U 0 |init , where the first and the second O x correspond to uncomputing and computing queries respectively, and U 1 corresponds to a CNOT operation: U 1 |i, j |b |w 1 , w 2 = |i, j |b |w 1 ⊕ b, w 2 . Let |ψ x , and denote as ρ (t) the corresponding Gram matrix. Note that ρ (2) = ρ because U 2 is unitary. Set |ψ (t)
x,i,j = P i,j |ψ (t)
x , where P i,j is the projector onto the query register containing index (i, j) and similarly denote as ρ [α (v) z ] , which is an important quantity we will use later in Lemma 4.8. 
Discussion
The proof in the previous section settles a special case of Conjecture 1.6, that f = BoolSimon and q = 1. Here we discuss the possibility of adapting the proof to more general cases, and problems one may face if doing so.
