In this paper, we derive new model formulations for computing generalized singular values of a Grassman matrix pair. These new formulations make use of truncated filter matrices to locate the i-th generalized singular value of a Grassman matrix pair. The resulting matrix optimization problems can be solved by using numerical methods involving Newton's method on Grassmann manifold. Numerical examples on synthetic data sets and gene expression data sets are reported to demonstrate the high accuracy and the fast computation of the proposed new ormulations for computing arbitrary generalized singular value of Grassman matrix pair.
linear model, the generalized total least-squares problem, real-time signal processing, comparative analysis of DNA microarrays and so on; see for example [2, 3, 4, 5, 6, 7, 8, 10, 11, 14, 18, 20, 22, 23, 24, 26] .
Numerical methods and perturbation analysis of GSVD have been well developed; see for instance [4, 7, 8, 14, 18, 20, 21, 22, 23, 24, 26] . The GSVD of two matrices having the same number of columns was first proposed by Van Loan [22] . Van Loan [22] and Paige [18] provided algorithms for computing the generalized singular value decomposition. Bai and Demmel [4] described a variation of Paige's algorithm for computing the GSVD introduced by Van Loan [22] and Paige and Saunders [19] . Ewerbring and Luk [8] and Zha [26] proposed a GSVD for matrix triplets. Stewart [20] and Van Loan [23] proposed two algorithms for computing the GSVD. On perturbation analysis of the GSVD, Sun [21] and Li [14] presented several perturbation bounds of generalized singular values (GSVs) of a Grassman matrix pair (GMP) and their associated subspaces. Xu et al. [24] provided the explicit expression and sharper bounds of the chordal metric between GSVs of a GMP.
Recently, the GSVD plays an important role in the analysis of DNA microarrays and gene data. For arbitrary generalized singular value (α i , β i ) of a GMP, the ratio α i /β i can be used in comparison analysis of gene data as an indicator; see for example [2, 3] . Moreover, the formulation for arbitrary GSV of a GMP has not been studied. Usually, the GSVD are computed by making decompositions (e.g., QR decomposition and CS decomposition). In these cases, computing the whole decomposition makes computational cost higher. The main goal of this paper is to propose new model formulations for computing arbitrary GSV of a GMP. We first derive new formulations for computing arbitrary GSV of the GMP. By using truncated filter matrices, the matrix optimization problems can be reformulated to locate the i-th GSV of the GMP. The resulting optimization problems can be solved by using Newton's method on Grassmann manifold. Numerical examples on synthetic data sets and gene expression data sets are reported to demonstrate the high accuracy and the fast computation of the proposed method for computing arbitrary GSV of a GMP.
Organization
The rest of this paper is organized as follows. In Section 2, we provide mathematical preliminaries and derive new formulations for computing GSVs of a GMP. In Section 3, we present the numerical method for solving the resulting optimization models. In Section 4, we provide numerical examples to show the efficiency of the theoretical results. Finally, some concluding remarks are given in Section 5.
Notation
Throughout this paper we always use the following notation and definitions. ı denotes imaginary unit √ −1 and R, C, R n , C m×n and U n are the sets of real numbers, complex numbers, ndimensional real vectors, m × n complex matrices and n × n unitary matrices accordingly. | · | stands for the absolute value of a complex number. I n and O m×n stand for the identity matrix of order n and the m × n zero matrix, respectively.Ā, A T , A H , A −1 , det(A), tr(A) denote the conjugate, transpose, conjugate transpose, inverse, determinant and trace of a matrix A accordingly. By · 2 we denote the spectral norm of a matrix. The singular value set of A is denoted by σ(A). For given matrices A, B ∈ C n×n , A < (≤)B means B − A is a positive (semi-)definite matrix. For a matrix A ∈ C n×n , we denote by σ 1 (A) ≥ σ 2 (A) ≥ · · · σ n (A) ≥ 0 its singular values, arranged in decreasing order. We denote [γ] the largest integer less than or equal to a real number γ. The symbol "⊗" means the Kronecher product and vec(·) creates a column vector from a matrix by stacking its column vectors below one another. Finally, diag(A, B) denotes a block diagonal matrix in which the diagonal blocks are square matrices A and B.
For any (m, p, n)-GMP {A, B}, one may see Z = (A T , B T ) T as a point of the complex projective space G n,m+p of all n-dimensional subspaces of the (m+p)-dimensional complex space C m+p , i.e., one can identify Z with the linear subspace R(Z) (see e.g. [15, 17, 21] ). Clearly, if {A, B} is an (m, p, n)-GMP, then (A H A, B H B) is a definite matrix pair, i.e., x H A H Ax + x H B H Bx > 0 for all nonzero x ∈ C n . The definite pair (A H A, B H B) has n generalized eigenvalues, and thus the GMP {A, B} has n generalized singular values. A well-developed perturbation theory for the generalized eigenvalue problem of definite pencils is available. Perturbation bounds for the generalized singular value problem can be obtained with the help of the close relation between the two problems. However, the bounds obtained in this way are often unsatisfactory, just like the perturbation bounds for the singular values (SVs) of a single matrix A obtained through the perturbation bounds for the eigenvalues of the Hermitian matrix A H A. Therefore, special attention deserves to be paid to perturbations for the generalized singular value problem. Therefore, research on numerical methods and perturbation analysis of the GSVD of a GMP is an important topic (see e.g. [4, 14, 21, 22, 24] ).
The set of GSV of {A, B} is denoted by σ{A, B}. Evidently,
In the literature [22, 23] , there are several formulations of the GSVD. Here we adopt the following form. Definition 1.3 Let {A,B} be an (m,p,n)-GMP. Then there exist unitary matrices U ∈ C m×m , V ∈ C p×p , and a nonsingular matrix R ∈ C n×n such that
where Λ = diag(α 1 , . . . , α r+s ), Ω = diag(β r+1 , . . . , β n ), with 1 = α 1 = · · · = α r > α r+1 ≥ · · · ≥ α r+s > α r+s+1 = · · · = α n = 0, 0 = β 1 = · · · = β r < β r+1 ≤ · · · ≤ β r+s < β r+s+1 = · · · = β n = 1,
Trace function optimization model formulation
In this section we give new model formulation of any GSV of a GMP by trace function under one variable.
Lemma 2.2 [12] Let f (X) : C n×n → R be an analytical function of several complex variables on the domain XX H ≤ I n . Then f (X) attains its maximum modulus on the characteristic manifold {X ∈ C n×n : XX H = I n }.
We now give new formula model of any GSV of a GMP by trace function optimization under one variable. 
1)
where
If m ≤ n, then α m+1 = · · · = α n = 0 and for 1 ≤ i ≤ m,
5)
If p ≤ n, then β 1 = · · · = β n−p = 0 and for n − p + 1 ≤ i ≤ n,
where 
is an analytical function of several complex variables on the domain φ 11 φ H 11 ≤ I n . By Lemma 2.2 we have f (φ 11 ) attains its maximum modulus on the characteristic manifold {φ 11 ∈ C n×n : φ 11 φ H 11 = I n }. Therefore,
Thus, by Lemma 2.1 we have
From (2.9) and (2.10) it follows that (2.1) holds for
which attains its maximum modulus on the characteristic manifold {ψ 22 
Using (2.11) and (2.12) we can conclude that (2.3) holds for 1 ≤ i ≤ n. c) If m ≤ n, then it is easy to check that α m+1 = · · · = α n = 0. For 1 ≤ i ≤ m, let Q i be defined by (2.6). We set Σ A = (Σ A , O m×(n−m) ). Using the GSVD of {A, B} in (1.1) and (1.2) and Lemma 2.1 we have
From (2.13) and (2.14) it follows that (2.5) holds for 1 ≤ i ≤ m. d) If p ≤ n, then β 1 = · · · = β n−p = 0. For n − p + 1 ≤ i ≤ n, let P i be defined by (2.8). We set Σ B = (O p×(n−p) ,Σ B ). From the GSVD of {A, B} in (1.1) and (1.2) and Lemma 2.1 we have max
Using (2.15) and (2.16) we have (2.7) holds for n − p + 1 ≤ i ≤ n. The proof is complete.
Next, we give new formula model of any GSV of a GMP by trace function optimization under two variables. Lemma 2.4 Let {A, B} be an (m,p,n)-GMP and the GSV (α i , β i ) of {A, B} be given in (1.1) and (1.2). The following conclusions hold true. a) If n ≤ m, then for 1 ≤ i ≤ n,
19)
c) If m ≤ n, then α m+1 = · · · = α n = 0 and for 1 ≤ i ≤ m,
is an analytical function of several complex variables on the domain Π 11 Π H 11 ≤ I n . By Lemma 2.2 we know that f (Π 11 ) attains its maximum modulus on the characteristic manifold {Π 11 ∈ C n×n : Π 11 Π H 11 = I n }. Therefore,
Similarly, we have max 
Using (2.31) and (2.32) we can conclude that (2.23) holds for n − p + 1 ≤ i ≤ n. The proof is complete.
Based on Lemmas 2.3 and 2.4, we give new model formulations of any GSV (α i , β i ) of the (m, p, n)-GMP {A, B}. We note that α 2 i + β 2 i = 1 for 1 ≤ i ≤ n and for m ≤ n, α m+1 = · · · = α n = 0 and for p ≤ n, β 1 = · · · = α n−p = 0. Then, for 1 ≤ i ≤ [n/2] we use α i 's formulations and for [n/2]+1 ≤ i ≤ n we use β i 's formulations. Therefore, we can derive the following results. 
b) If m < n and further if m < [n/2], then we use
If m < n and further if [n/2] ≤ m, then we use
c) If n ≤ p, then we use
d) If p < n and further if n − p < [n/2], then we use
If p < n and further if n − p > [n/2], then we use β [n/2]+1 = · · · = β n−p = 0, β i = χ and Lemma 2.3 we know that for 1 ≤ i ≤ [n/2], we use α i 's formula referring to Q i , Q i involving more zeros (about n − i or m − i zeros) as their diagonal entries and for [n/2] + 1 ≤ i ≤ n, we use β i 's formula referring to P i , P i involving more zeros (about i zeros) as their diagonal entries by trace function under one variable. By Theorem 2.5 and Lemma 2.4 we know that for 1 ≤ i ≤ [n/2], we use α i 's formula referring to G i , S i involving more zeros (about n − i, m − i zeros) as their diagonal entries and for [n/2] + 1 ≤ i ≤ n, we use β i 's formula referring to H i , W i involving more zeros (about i zeros) as their diagonal entries by trace function under two variables.
3 Numerical methods for computing α i and β i
In this section, based on trace function optimization under one variable and two variables, we give computational methods for computing α i and β i , respectively.
Based on trace function optimization under one variable
In this subsection, based on trace function optimization under one variable, we present Newton's method on Grassmann manifold for computing α i and β i by Theorem 2.5 and Lemma 2.3.
Let {A, B} be an (m, p, n)-GMP. For demonstration purpose, we assume that n ≤ m and n ≤ p. To compute α 2 i as defined in Theorem 2.5, we consider the following matrix optimization problems:
By using the definitions of Q i and P i and α 2 i + β 2 i = 1 for 1 ≤ i ≤ n, we only need to focus on the following matrix optimization problems: 
In the following, we focus on the solution of the matrix optimization problem (3.3). The matrix optimization problem (3.4) can be solved in a similar way.
We note that f 1 (Φ 11 Q) = f 1 (Φ 11 ) for all Φ 11 ∈ St(m, i) and Q ∈ U i . As in [16] , let the complex Grassmann manifold Grass(m, i) be the set of all i-dimensional complex subspace of C m . If [X] means the subspace spanned by the columns of X ∈ St(m, i), then we have [X] ∈ Grass(m, i). In particular, for any X ∈ St(m, i), the natural projection [X] ∈ Grass(m, i) corresponds the equivalent class {XQ ∈ St(m, i) | Q ∈ U i } of St(m, i). Thus, instead of problem (3.3), we consider the following optimization problem:
Next, we present Newton's method for solving the optimization problem (3.5). Let Φ 11 ∈ St(m, i). The tangent space of St(m, i) at Φ 11 is given by [16] 
which can be endowed with the inner product
Here, (Φ 11 ) ⊥ means that span((Φ 11 ) ⊥ ) is the orthogonal complement of span(Φ 11 ), where span(Φ 11 ) denotes a linear space spanned by the column vectors of Φ 11 . We note that the tangent space of Grass(m, i) at [Φ 11 ] is given by [16] T
Hence, we can define a Riemannian metric on Grass(m, i) by
with the induced norm · . Then the orthogonal projection onto T [Φ 11 ] Grass(m, i) is given by
We define the local cost function g :
It is easy to check that, for any Z ∈ T [Φ 11 ] Grass(m, i),
where D Φ 11 = CΦ 11 and H Φ 11 = I i ⊗ C are the derivative and Hessian of f 1 at Φ 11 , respectively. Based on the above analysis, Newton's method for solving the optimization problem (3.5) can be described as follows [16] . Step 1. Apply the conjugate gradient (CG) method [10, Chap. 11.3] to solving
and
}. If (3.6) and (3.7) are not attainable, then let
Step 2. Let l k > 0 be the smallest integer m such that
Step 3. Replace k by k + 1 and go to Step 1.
In Step 2 of Algorithm 3.1, π : C m×i → Grass(m, i) is the projection onto Grass(m, i), which is defined as follows: Let X ∈ C m×i be full column rank. Then
As noted in [16] , if the SVD of X is given by X = U ΣV H , then π(X) = U I m,i V H . If the QR decomposition of X is X = QR, then π(X) = Q m,i .
We must point out that, if A and B are real matrices, then the matrix C in problem (3.3) is real. In this case, one may use the trust-region methods in [1] or the geometric Newton algorithm in [27] for solving the optimization problem (3.3).
Based on trace function optimization under two variables
In the following, based on trace function optimization under two variables, we use classical Golub-Kahan bidiagonalization method (which is implemented by MATLAB-routine function svds) for computing α i and β i by Theorem 2.5 and Lemma 2.4. For simplicity, we assume that n ≤ m and n ≤ p. To compute α i and β i as defined in Lemma 2.4, we study the following matrix optimization problems:
(3.9)
By using the definitions of G i and H i and α 2 i + β 2 i = 1 for 1 ≤ i ≤ n, we only need to focus on the following matrix optimization problems:
12 is the last n − i + 1 rows of Ξ 1 , and Ξ 22 is the last n − i + 1 columns of Ξ 2 . We will discuss the solution of the matrix optimization problem (3.10). The matrix optimization problem (3.11) can be solved similarly.
As in [10, Chap.10.4] , starting a unit 2-norm vector v 1 ∈ C n , the Golub-Kahan process [9] for bidiagonalizing the matrix E can be stated as follows (see also [10, Algorithm 10.4.1] ).
Algorithm 3.2
Step 0. Choose v 1 ∈ C n with v 1 2 = 1, p 0 = v 1 , β 0 = 1, u 0 = 0, and let k := 0.
Step 1.
Step 2. Replace k by k + 1 and go to Step 1.
From Algorithm 3.2, we can obtain
. . , u k ] with orthonormal columns and a k × k bidiagonal matrix
Then we can compute the SVD of B k via the SVD algorithm in [10, Chap. 8.6 ]
and form the matrices
Hence, the singular vector matrix Π 11 and Π 21 can be estimated from the i column vectors of Z k and Y k corresponding to the i largest singular values of B k . We then use MATLAB-routine function svds. Commands 'tt svds(A,i)' and 'svds(A,i,'smallest')' denote i largest and smallest singular values of matrix A, respectively. (A H A + B H B) ), we need construct more effective algorithms. This is also a new topic in the future. (iii) The convergent analysis and theoretical computational complexity of the proposed algorithms are also discussed as a new topic in the future.
Numerical experiments
In this section we give numerical experiments to illustrate the efficiency of Algorithms 3.1 and 3.2 for computing arbitrary GSV of a GMP. All the tests were carried out in MATLAB 2019a running on a workstation with a Intel Xeon CPU E5-2687W at 3.10 GHz and 32 GB of RAM. In particular, Algorithm 3.2 was implemented by the built-in functions svds in MATLAB R2019a.
In our numerical tests, the tolerance for svds is set to be 10 −12 while the stopping criterion for Algorithm 3.1 is set to be
and we set η = 0.1, ρ = 0.5, and σ = 10 −4 . The largest number of outer iterations in Algorithm 3.1 is set to be 100 and the largest number of iterations in the CG method is set to be mn or np. We will access efficiency of the proposed algorithms. We first give some random examples to access the efficiency of the proposed algorithms.
Example 4.1 We first generate the exact generalized singular values α * 1 , . . . , α * n and β * 1 , . . . , β * n by using the built-in function rand in MATLAB R2019a such that
, and the orthogonal matrices U * ∈ C m×m and V * ∈ C p×p and the nonsingular matrix W * ∈ R n×n are generated by the built-in functions orth and randn in MATLAB R2019a.
For demonstration purposes, we assume that n ≤ m and n ≤ p. We see from Figure 4 .3 we see that the computational time of svds is a little less than Algorithm 3.1 for some random GMPs.
We then give some practical numerical examples to access the efficiency of the proposed model and algorithms. As we know in [2, 3] , the GSVD induces a linear transformation of two data sets from the two genes × arrays spaces to two reduced and diagonalized genelets × arraylets spaces. The genelets are shared by both data sets. A single microarray probes the relative expression levels of m genes in a single sample. A series of n 1 arrays probes the genome-scale expression levels in n 1 different samples, i.e., under n 1 different experimental conditions. Let the matrix A, of size m-genes × n 1 -arrays, denote the full expression data, whose the k-th row is the expression of the k-th gene across the different samples that correspond to the different arrays.
Let the matrix B, of size p-genes × n 2 -arrays, denote the relative expression levels of p genes under n 2 = n 1 = n < max{m, p} experimental conditions that correspond one to one to the n 1 conditions underlying A. The GSVD then induces simultaneous linear transformation of two expression data sets A and B from two m-genes × n-arrays and p-genes × n-arrays spaces to two reduced n-genelets × n-arraylets spaces. For more details, please see the PNAS web site: www.pnas.org, and also http://genome-www.stanford.edu/GSVD/). Let A and B have the following GSVD:
In these spaces the data is represented by the diagonal non-negative matrices Σ A and Σ B and denote k|Σ A |l = ε 1,l δ kl , k|Σ B |l = ε 2,l δ kl for all 1 ≤ k, l ≤ n, where δ kl = 1 if k = l and δ kl = 0 if k = l. By k|Σ A we denote the k-th row of the matrix Σ A , which lists the expression of the k-th gene across the different samples that correspond to the different arrays. By Σ A |l we denote the l-th column of the matrix Σ A , which lists the genome-scale expression measured by the l-th array. The antisymmetric angular distance between the data sets, θ l = arctan(ε 1,l /ε 2,l ) − π/4, indicates the relative significance of the mth genelet, i.e., its significance in the first data set relative to that in the second data set in terms of the ratio of the expression information captured by this genelet in the first data set to that in the second data set. An angular distance of 0 indicates a genelet of equal significance in both data sets, with ± π 4 (±0.785398163397448) indicates no significance in the second data set relative to the first, or in the first relative to the second, respectively. (For more details, please see the PNAS web site).
In this experiment expression levels of 10020 genes are probed in a single sample. A series of n arrays probes the genome-scale expression levels in n samples under different conditions. By E 1 , F 1 , E 2 , F 2 we denote gene mRNA expression data with original data set, with just PA stimulation and after knocking out SHP2 gene of mice without and with PA stimulation, respectively. Data sets {E 1 , F 1 } and {E 2 , F 2 } with m = 10020, p = 10020 and n = 128 are drawn. Analysis steps: 1. The GSVD induces simultaneous linear transformation of the two expression data sets {E 1 , F 1 } and {E 2 , F 2 } from 10020-genes × n-arrays spaces to the reduced n-genelets n-arraylets spaces. By transforming into the GSVD, the data sets {E 1 , F 1 } and {E 2 , F 2 } are represented by the diagonal non-negative matrices {Σ E 1 , Σ F 1 } and {Σ E 2 , Σ F 2 }. We denote
for all 1 ≤ k, l ≤ n, respectively and the antisymmetric angular distance between the data sets
We denote the GSVs of
We first compute the values of α 1 and β n .
2. If α 1 ≤ 1, β n ≤ 1, we compute α t for t ≥ 2 and β s for t ≥ 2 till to α t 0 < 1, β s 0 < 1. Then compute α j for t 0 ≤ j ≤ [n/2] till to α j = √ 2 tests are accessed to illustrate the efficiency of the proposed methods for computing arbitrary generalized singular value of Grassman matrix pair. The advantage of the new formula models and the corresponding algorithms is to compute several generalized singular values, which cost much less than making the whole generalized singular value decomposition 15.7606332242848 15.7631050234608 15.7608553343750 · · · 1700094D03Rik 97.0607956377947 97.0599299497393 97.0594282912228 · · · 4933434E20Rik 95.7170575264070 95.7173209697467 95.7170535737553 · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
