Abstract Data uncertainty is inherent in many real-world applications such as sensor monitoring systems, location-based services, and medical diagnostic systems. Moreover, many real-world applications are now capable of producing continuous, unbounded data streams. During the recent years, new methods have been developed to find frequent patterns in uncertain databases; nevertheless, very limited work has been done in discovering frequent patterns in uncertain data streams. The current solutions for frequent pattern mining in uncertain streams take a FP-tree-based approach; however, recent studies have shown that FP-tree-based algorithms do not perform well in the presence of data uncertainty. In this paper, we propose two hyper-structure-based false-positive-oriented algorithms to efficiently mine frequent itemsets from streams of uncertain data. The first algorithm, UHS-Stream, is designed to find all frequent itemsets up to the current moment. The second algorithm, TFUHS-Stream, is designed to find frequent itemsets in an uncertain data stream in a timefading manner. Experimental results show that the proposed hyper-structure-based algorithms outperform the existing tree-based algorithms in terms of accuracy, runtime, and memory usage.
Introduction
Frequent pattern mining (FPM) is a broadly studied area in data mining. It has many application domains such as association rule mining, sequential pattern mining, structured pattern mining, maximal pattern mining, and so on [2, 3, 5, 12, 19, 25, 30] . Today, many emerging realworld applications are capable of producing continuous, infinite streams of data. Compared to mining frequent patterns from a static database, mining data streams are more challenging. Due to the dynamic behavior of streaming data, infrequent items can become frequent later on and hence cannot be ignored. The storage structures need to be dynamically adjusted to reflect the evolution of itemset frequencies over time. Due to the infinite volume, data cannot be completely stored, and only a single pass over the data can be afforded.
Over the past decade, a number of stream mining algorithms have been proposed to mine frequent patterns from data streams. Manku and Motwani [21] proposed the Lossy Counting algorithm, which mines frequent patterns in data streams by assuming that patterns are measured from the start of the stream up to the current moment. Giannella et al. [10] proposed a tree-based algorithm called FP-streaming to mine frequent patterns with a tilted-time window model. Both these methods follow a false-positive oriented approach. Yu et al. [27] proposed a false-negative-oriented approach. Lately, there were many extensions and improvements proposed [18, 22, 23, 26] . Two surveys on FPM in data streams can be found in [20] and [7] .
The FPM algorithms mentioned above assume the availability of precise input data. However, data tend to be uncertain in many real-world applications. Uncertainty can be caused by various factors including data collection equipment errors, precision limitations, data sampling errors, and transmission errors. For example, data collected from sensors are usually inaccurate and noisy. The information obtained through RFID and GPS systems are imprecise. In the medical domain, a physician may diagnose a patient to have a certain disease with some probability. In some applications, data are intentionally made uncertain due to privacy or other concerns.
During the recent years, several algorithms have been proposed to address FPM in uncertain databases [1, 4, 8, 9, 13, 28] . In an uncertain dataset, existence of an item in a transaction is associated with a likelihood measure or existential probability. The consideration of the existential probabilities makes FPM techniques perform differently on uncertain data than they perform on precise data. For example, tree-based algorithms following FP-growth [11] are well known to be highly efficient for mining frequent patterns in precise datasets. However, a recent study has shown that the hyper-structure algorithms based on H-mine [24] and the candidate generate-and-test algorithms based on Apriori [2] perform much better than the tree-based algorithms in the presence of uncertain data [1] .
Above-mentioned works on frequent pattern mining in uncertain data focus on static datasets. However, many emerging applications produce massive data streams, and these data streams tend to be uncertain. Let us consider a traffic monitoring application. Table 1 shows some example records collected at accident sites. A traffic analyzing officer might be interest in finding the common causes of accidents; for instance, {speed > 60, rain} would be one such cause, {location = x} could be another one.
As illustrated in Table 1 , each data item is associated with an existential probability. This is introduced by the sensor measurement errors, as well as the flaws caused by automatic information extraction of the photographs taken by the cameras. Because of the uncertainty inherent in data collection equipments, existing stream mining techniques cannot be directly applied to this type of applications.
Very limited work has been done to address FPM in uncertain data streams, and either they are built-on a tree-based approach [15] [16] [17] or they are limited to mine frequent patterns only from the most recent window [14, 29] . In this paper, we present two false-positive-oriented, hyper-structure-based algorithms to mine frequent patterns from an uncertain data stream. The first algorithm, UHS-Stream (Uncertain Hyper-Structure Stream mining), is proposed to mine frequent patterns from the start of the stream up to the current moment. In some applications, recent transactions are of more interest than historical data in data streams; thus, the older transactions can be gradually discarded. To address this necessity, we propose the second algorithm, TFUHS-Stream (time-fading (TF) model for Uncertain Hyper-Structure Stream mining), to find frequent patterns in an uncertain data stream using a TF model. To summarize, we list our contributions as follows:
• First, we propose the UHS-Stream algorithm to mine all the frequent patterns seen up to the current moment. To the best of our knowledge, this is the first false-positive-oriented solution to find the complete set of frequent patterns from an uncertain data stream.
• We also propose the TFUHS-Stream algorithm, a false-positive-oriented TF model to mine frequent patterns from an uncertain data stream. For applications which value recent transactions more than historical data, this method is especially effective.
• Through extensive experiments, we demonstrate the effectiveness and efficiency of our proposed algorithms in terms of accuracy, runtime, and memory usage.
The remainder of the paper is organized as follows. Section 2 provides some background information on FPM in uncertain data. In Sect. 3, we define the FPM problem for uncertain data streams and present the UHS-Stream and the TFUHS-Stream algorithms. Section 4 reports the results of experimental evaluation and performance study. Section 5 discusses the related work, and Sect. 6 concludes the paper.
Preliminaries

Frequent pattern mining in uncertain data
The difference between precise and uncertain data is that each item of an uncertain transaction contains an existential probability for that item. The existential probability P (x, t i ) of an item x in a transaction t i indicates the likelihood of x being present in t i . According to the "possible worlds" interpretation of uncertain data [8] , there are two possible worlds for an item x and a transaction t i . In one world (W 1 ), item x is present in transaction t i ; in the other (W 2 ), item x is not present in t i . Although it is uncertain which of these two worlds be the true world, the probability of W 1 being the true world is P (x, t i ) and that of W 2 is 1 − P (x, t i ). This idea can be extended to cover the generic case in which a transaction t i contains more than one item, and the dataset contains more than one transaction.
Let I = {x 1 , x 2 , . . . , x n } be a set of items. An itemset X is a subset of items, that is, X ⊆ I . Let an uncertain dataset D consist of d transactions {t 1 , t 2 , . . . , t d }. Each transaction t i contains a subset of items drawn from I . Each item x in t i is associated with an existential probability P (x, t i ). We assume that the items' existential probabilities in transactions are independent. Then, the probability of an itemset X occurring in a given transaction t i is defined to be the product of the corresponding probabilities [8, 9, 13] . This is denoted by P (X, t i ). Thus, we have the following relationship:
Given a world W i , let us define P (W i ) as the probability of world W i . We use t (i, j) to denote the transaction j in the world W i . Then, P (W i ) is defined as follows:
Since the transactions are probabilistic in nature, it is impossible to count the frequency of the itemsets deterministically. 
where W is the set of possible worlds derived from an uncertain dataset D. It is shown in [8] that the above equation can be simplified to become the following:
With this setting, the problem of frequent itemset mining can be defined in the context of uncertain databases as follows.
Definition 1
Given a dataset D and a minimum support threshold σ ∈ (0, 1), an itemset X is said to be frequent in D, if its expected support is not less than σ |D| (i.e. E[s(X )] ≥ σ |D|).
Basics of hyper-structure mining
As mentioned earlier, FPM techniques behave differently on uncertain data than they perform on precise data. Consideration of the existential probabilities causes the FP-growth [11] algorithm to lose its compression power and perform unsatisfactorily in the presence of uncertain data. Both hyper-structure and Apriori-based algorithms have performed much better than the tree-based algorithms in the presence of static uncertain data [1] . However, Apriori-based algorithms are not appropriate for data streams as they perform multiple scans over the data and require storing candidate itemsets. On the other hand, H-mine [24] can find frequent patterns with only two scans over the dataset and does not need to store candidate itemsets. Aggarwal et al. [1] have shown that H-mine can be efficiently extended for FPM in uncertain databases.
Same as FP-growth [11] , H-mine [24] is also based on pattern growth paradigm; however, H-mine uses a hyper-linked array structure called the H-struct instead of the FP-tree. Initially, it scans the input database once to find the frequent items. The infrequent items are removed and the frequent items left in each transaction are sorted according to a certain global ordering scheme. The transformed database is stored in an array structure, where each row corresponds As the hyper-linked array structure in H-mine is not in a compressed form, it is relatively easy to extend the H-struct to mine uncertain data [1] . For each item entry, a new field is added to record the existential probability [P(x, t i )] of the item x in transaction t i . The header table now records the expected support count for each frequent item. During the mining process, there always exists a prefix itemset (denoted by Q, which is initially empty). The locally frequent items with respect to prefix Q can be used to extend Q to longer prefix itemsets. P (Q, t i ) is the probability of prefix Q with respect to the projected transaction t i . By scanning the sub-transaction before the projected transaction of prefix Q, we can find the probability of each item in Q; thus, P (Q, t i ) can be computed according to Eq. (1). Then, it is straightforward to compute the expected support of a new itemset Q ∪ {x}(E[s(Q ∪ {x})]), according to Eq. (4). Figure 1 shows an example of an extended UH-struct created for the transactions given in Table 2 . Assume that the minimum support count is 0.75 (σ = 0.75/3 = 0.25). We start with item {a} and follow the hyper-links to get the {a} projected database. From the {a} projected database, we get the {a, c} projected database, and then the {a, c, d} projected database and so on. Initially, Q is empty, then, it is set to {a}, and then, it will be extended to {a, c}, then {a, c, d} and so on until it becomes infrequent. This will be repeated for all the items in the header table.
3 Frequent pattern mining in uncertain data streams
Finding all frequent patterns in uncertain data streams
An uncertain stream S is a continuous sequence of transactions, {t 1 , t 2 , . . . , t n , . . .}. A transaction t i contains a number of items, and each item x in t i is associated with an existential probability P (x, t i ). Let N be the number of transactions seen so far in the data stream. Given a minimum support parameter σ ∈ (0, 1), our goal is to find the complete set of patterns whose expected supports are higher than σ N . Hence, we will define the problem of frequent pattern mining in the context of uncertain data streams as follows and present the UHS-Stream algorithm to address this problem.
Definition 2
Given an uncertain data stream S of length N and a minimum support threshold σ ∈ (0, 1), an itemset X is said to be frequent in S, if its expected support is not less than σ
In streaming data, currently infrequent items can become frequent later on. Thus, to ensure that we capture all frequent itemsets, it is necessary to store not only the information related to frequent items, but also that related to infrequent items. Nevertheless, due to the infinite volume of data, one cannot maintain exact frequency counts for all itemsets. Therefore, we have to maintain approximate frequency counts within an acceptable error margin. There are two possible ways for approximating itemset frequencies, false-positive-oriented and falsenegative-oriented. The false-positive approach outputs all truly frequent itemsets, however, may end up outputting some itemsets which have support less than the minimum support. The false-negative approach does not output any itemset whose support is less than the minimum support threshold; however, this approach might miss some of the truly frequent itemsets.
Manku and Motwani [21] proposed a false-positive-oriented approach for frequent pattern mining in precise data streams. We hereby extend this approach for uncertain data streams in conjunction with hyper-structure mining to find frequent patterns from uncertain data streams.
UHS-stream algorithm
Let E [s true (X )] denote the true expected support of the itemset X , and E [s est (X )] denote the estimated expected support of the itemset X . We will categorize the itemsets using a user-specified error margin ε ∈ (0, 1) [ε σ ] as follows.
The UHS-Stream algorithm processes stream data in batches. First, we apply the UH-mine algorithm to find potentially frequent itemsets in the current batch. Then, these itemsets are maintained in a global tree structure called the IS-tree. Although we are only interested in the frequent itemsets, sub-frequent itemsets have to be maintained as well, since they may become frequent later on. In the IS-tree structure, each path represents either a frequent or a sub-frequent itemset. Common items in itemsets share the tree path in a similar fashion as in the FP-tree [11] . Each node in the IS-tree structure contains (i) the item, (ii) E [s est (X )]-the estimated expected support of the itemset forms by traversing from root to that node-, and (iii) Δ-the maximum possible error of E [s est (X )]. At each iteration of the algorithm, itemsets stored in the IS-tree are updated according to the information mined from the current batch. When the user queries for the frequent itemsets, the UHS-Stream algorithm traverses the IS-tree and delivers all itemsets X which have E [s est (X )] ≥ (σ − ε) N . As we will show in Sect. 3.1.2, it will output all frequent itemsets; there are no false-negatives. However, it might output some near-frequent itemsets with E [s true (X )] between σ N and (σ − ε) N . It is guaranteed that none of the itemsets which have E [s true (X )] < (σ − ε) N are output.
Assume the incoming transaction stream is divided into batches of w transactions. Let N i denote the length of the data stream at the end of i th batch and E [s crr (X )] denote the itemset X s expected support calculated from the current batch. The first batch is used as the initialization step; therefore, it is processed differently from the rest of the batches. In the first scan, we compute the expected support of each item occurring in the first batch. Then, we scan the first batch for the second time to create the UH-struct. All items with expected support less than εw are removed from the transactions, and the transactions are sorted according to the alphabetical order 1 .The header table and the hyper-links are created as described in the previous section. Using this UH-struct, we find all the itemsets having E [s crr (X )] ≥ εw, and insert them into the IS-tree. Initially, E [s est (X )] is set to E [s crr (X )], and Δ is set to zero for all itemsets. After storing the potentially frequent itemsets in the IS-tree, the UH-struct is deleted. All the subsequent batches are mined according to the UHS-Stream algorithm given in Fig. 2 .
At each iteration of the algorithm, the IS-tree structure is updated according to the transactions in the current batch. Here, the UH-struct is created without pruning any items; the reason is although an item appears to have a lower support in the current batch, it can be frequent when the previous batches are considered. If an itemset already exists in the IS-tree, its estimated support is incremented by its support in the current batch. If the incremented support plus the maximum possible error (Δ) does not satisfy the current threshold (εN i ), that itemset and all its supersets are removed from the IS-tree. If an itemset cannot be found in the IS-tree, it will be inserted to the tree if its support is greater than εw. Although an itemset currently does not exist in the IS-tree, it is possible that this itemset occurred in the previous batches; but removed from IS-tree due to insufficient support count. To take this into account, Δ is set to εN i−1, which is the maximum possible support that a previously pruned itemset can have at this moment. Following the Apriori principle, if an itemset found to be infrequent in the current batch, none of its supersets will be considered in the current batch.
Delayed pruning mode The purpose of the last step is to prune the infrequent itemsets that did not appear in the current batch. This pruning process involves going through all nodes in the IS-tree; therefore, it can be quite costly to perform this for each and every batch. One solution is to delay the pruning until the user queries for frequent itemsets. This will not affect the accuracy of the output since the pruning step is done before outputting the results; however, delayed pruning will increase the size of IS-tree, since infrequent itemsets remain in the IS-tree for a longer duration. In our experiments, we evaluated the performance of both pruning modes. Consider the example uncertain transaction stream given in Table 3 . Assume w = 3, σ = 0.5, and ε = 0.05. Here, we have chosen a smaller batch size and a higher support threshold for simplicity of illustration. Figure 3 depicts the initial IS-tree structure created after processing the first batch of data. It contains all itemsets whose expected support is not less than εw = 0.15. For example, node [a, 1.7, 0] represents the itemset {a} Figure 4 depicts the updated IS-tree structure after processing the second batch. In this batch, the item f reappears in t 5 with probability 0.5; hence, it is a locally frequent item in the batch 2. Therefore, f and all its supersets which satisfy the εw threshold are added to the IS-tree with Δ set to εN 1 = 0.15. Note that the updated IS-tree shown in Fig. 4 does not contain any itemsets whose expected support is less than εN 2 = 0.30. Some of the itemsets present in Fig. 3 were pruned, and some new itemsets were added.
Correctness proof
Given a minimum support parameter σ , error margin ε, and stream length N i , we will prove that the answers produced by UHS-Stream has the following guarantees,
Consider an itemset X occurring in batch i. If it is not found in the IS-tree, there are two possibilities, either this is X s first occurrence or it was possibly deleted in the first i − 1 batches. When the last such deletion took place, E [s true (X )] is at most εN i−1 . Thus, for any itemset X found in IS-tree at the end of iteration i, the following conditions hold.
•
Hence, if we output all itemsets having E [s est (X )] ≥ (σ − ε) N i , we will output the complete set of frequent itemsets seen so far in the data stream. Note that we will not output any itemset having
3.2 Mining uncertain data streams using time-fading model Typically, in a streaming environment, recent transactions are of more interest than the historical data; thus, the older transactions can be gradually discarded, favoring the new transactions. In this model, the entire data stream is taken into account to compute the frequency of each data item, but more recent data items contribute more to the frequency than the older ones. This is achieved by introducing a fading factor λ ∈ (0, 1). A data item that comes k time steps earlier is weighted λ k , and this weight is exponentially decreasing. In general, the closer to 1 the fading factor λ is, the more important the history is taken into account. For example, consider a transaction stream produced by a grocery store. Table 4 shows the frequency counts for the item 'Pumpkin Decor' for each batch and the query results obtained using TF model and non-time-fading (NTF) model at the end of each batch. FI stands for frequent item; NFI stands for non-frequent item.
Assume that we process transactions in batches of 1000 and looking for frequent items with minimum support 10 % (σ = 0.1). If we consider the NTF model, support count of the item 'Pumpkin Decor' at the end of the 6th batch is, = (150 + 120 + 280 + 400 + 40 + 15) / (1000 * 6) = 0.17. This is greater than σ ; therefore, it is identified as a currently frequent item. However, according to the last two batches, 'Pumpkin Décor' is not a frequent item. If we use a TF model with fading factor 0.5 (λ = 0.5), support count of this item at the end of the 6th batch is, This is less than σ ; therefore, it is not identified as a currently frequent item. Same scenario occurs at the end of the 7th batch.
From the above example, it can be observed that the TF model can quickly adjust to the current trend of the streaming data by gradually discarding obsolete information. Also, the TF model is more accurate compared to the sliding window model. In TF model, frequency takes into account the old data items in the history while sliding window model only considers a limited time window and entirely ignores the transactions that fall out of the window. Hence, for the data streams with seasonal trends, it is more appropriate to use the TF model.
Next, we present the TFUHS-Stream algorithm, which finds frequent patterns in an uncertain data stream using the TF model. Using a fading factor λ, TFUHS-Stream prunes obsolete itemsets and limits the size of the IS-tree.
Fading factor definitions
As earlier, we process the data stream in batches of size w. Assume that the current batch number is i. Given a fading factor λ ∈ (0, 1), the decaying expected support of an itemset X in batch i is defined as follows:
where, E i [s crr (X ) ] is the expected support of X calculated from the i th batch. This equation can be expanded to
We will define the accumulated fading factor D i as follows:
Thus, the decaying length of the data stream can be defined as follows:
Estimating a value for the fading factor Value of λ determines how long we will carry out the effect of the previous transactions to the future decisions. Therefore, choosing a sensible value for λ is important. The value of λ can be decided using the half-life principle as follows.
Half-life, which is denoted by t 1/2 , is the period of time it takes for a substance undergoing decay to decrease by half. An exponential decay process can be described by the following formula:
where, C 0 is the initial quantity of the substance that will decay, C (t) is the quantity that still remains after a time t, and α is a positive number called the decay constant of the decaying quantity. We define the fading factor λ = e −α , thus, λ i = e −αi . Using Eq. (9), we can derive that
; then, the value of the fading factor can be calculated using λ = e 
TFUHS-stream algorithm
At any time point t, let E t [s true (X )] denote the true decayed expected support of the itemset X , and E t [s est (X )] denote the estimated decayed expected support of the itemset X .
Definition 4
Given an uncertain data stream S with decayed length w D t , a minimum support threshold σ ∈ (0, 1), and fading factor λ ∈ (0, 1), an itemset X is said to be frequent in S, if its decayed expected support is not less than σ wD t (
i.e. E t [S true (X )] ≥ σ wD t ).
The TFUHS-Stream algorithm also mines frequent itemsets using the UH-struct and maintain them in the IS-tree structure following a false-positive-oriented approach. The initialization step of the TFUHS-Stream algorithm is similar to that of the UHS-Stream algorithm. All the subsequent batches are mined according to the TFUHS-Stream algorithm given in Fig. 5 . The main difference from the UHS-Stream algorithm is that at each iteration, the recorded estimated frequency count and the maximum possible error are decayed by a fading factor λ as shown in step 2. At any time point t, if the user queries for the frequent itemsets, the TFUHS-Stream algorithm traverses the IS-tree and delivers all itemsets X which have
Similar to the UHS-Stream, we can delay the final decaying and pruning step. For each itemset X in the IS-tree, we maintain the batch number where X is last updated (say l). Assume that we currently process the ith batch, then the decaying functions will be modified as follows: 
If the user queries for frequent itemsets at the end of kth batch, traverse the IS-tree and apply the following decaying functions, 
Experimental results
This section presents the performance evaluations for the proposed UHS-Stream and the TFUHS-Stream algorithms, in terms of accuracy, memory consumption, and runtime. All the algorithms are implemented in C++, and the experiments were performed in a notebook running Windows Vista with an IntelCore 2 Duo 2.0 GHz processor, and 3 GB main memory.
The performance of the UHS-Stream is compared with two FP-growth-based uncertain stream mining algorithms. As there were no existing false-positive-oriented, FP-growthbased algorithms, we implemented one and named it UFP-Stream. The UFP-Stream algorithm uses FP-tree structure to mine frequent patterns from uncertain data streams. The second one is the LUF-Streaming algorithm proposed in Leung et al. [17] . This is a false-negativeoriented approach, and it also uses FP-tree structure to mine frequent patterns from uncertain data streams. The performance of the TFUHS-Stream algorithm is compared with DUF-Streaming algorithm [15] , which is a FP-growth-based, false-negative-oriented, TF model to mine frequent patterns from uncertain data streams. This is also similar to the TUF-Streaming algorithm proposed by the same authors [16] . We have implemented the LUF-Streaming [17] and the DUF-Streaming [15] algorithms following the guidelines given in respective papers.
Datasets
We performed our experiments using both synthetic and real-world datasets. Similar to previous work [8, 10, 13, 14, 21, 29] , we used the IBM synthetic market-basket data generator [2] to generate two synthetic datasets, T10I4D3000K and T15I10D3000K. Each has 3M transactions generated using 1K distinct items. In T10I4D3000K, average transaction length is 10 and maximum pattern length is 4. In T15I10D3000K, average transaction length is 15 and maximum pattern length is 10. All the other parameters are set to default values for both datasets.
In order to obtain uncertain data streams, we introduced the uncertainty to each item in the above datasets. We allocated a relatively high probability to each item in the datasets in order to allow the generation of longer itemsets and provide a more challenging testing environment. Existential probabilities were independently and randomly generated in the range of [0.60, 0.99], for each item in each transaction. Note that in the IBM simulator, the underlying statistical model used to generate the transactions does not change as the stream progresses; however, in reality, seasonal variations may cause the underlying data generation model to change over time. To inject this dynamic behavior into the data stream, we periodically applied some random permutations to the item names [10] .
Our real-world dataset is a retail market-basket dataset supplied by an anonymous Belgian retail supermarket store [6] . Original dataset had around 84,000 transactions and 16,470 unique items. The average transaction length is 13 items. We extended this dataset to 1 M transactions by periodically repeating the transactions and applying some random permutations to the item names. We also added existential probabilities to each item in each transaction to make it an uncertain dataset. Each data stream was broken into batches of size 100 K transactions. The minimum support threshold σ was varied from 0.2 to 5 %, and error margin ε was set to 0.1σ . We compare the performance of the above-mentioned algorithms in terms of runtime, memory consumption, and accuracy. All the reported values have been averaged over multiple runs on the same dataset.
Pruning mode comparison
First, we compared the performance of the two pruning modes: immediate pruning (I) and delayed pruning (D). The immediate pruning algorithm is named UHS-Stream(I), and the delayed pruning algorithm is named UHS-Stream(D). Runtime includes CPU and I/O costs for both phases (UH-struct mining and IS-tree maintenance). Figure 6 presents the runtime comparison of pruning modes on the T10I4D3000K and the T15I10D3000K datasets. The horizontal axis represents the batch number, and the vertical axis represents the runtime in seconds. The minimum support threshold (σ ) is set to 0.01.
It is visible that there is only a slight difference in the runtime graphs for the respective immediate pruning and the delayed pruning methods. The reason behind is that the time consumptions of the algorithms are dominated by the mining phase, which is identical for both methods; thus, the difference caused by the pruning phase has become insignificant. For both pruning modes, runtime on the T15I10D3000K is higher than that on the T10I4D3000K. This is acceptable since the T15I10D3000K is a relatively dense dataset.
Memory usage measurements include space required for UH-struct, IS-tree, and any other intermediate headers. Figure 7 presents the memory usage comparison of pruning modes on the T10I4D3000K and the T15I10D3000K datasets. The horizontal axis represents the batch number, and the vertical axis represents the maximum memory consumption at each iteration. σ is set to 0.01. Note that there is no noticeable difference in the memory consumption of respective immediate pruning and delayed pruning methods. The reason behind this observation is that the pruning method only affects the size of the IS-tree, not the UH-struct. The memory consumptions of the algorithms are dominated by the UH-struct created to store the transactions; thus, the difference caused by the pruning phase has become insignificant.
Runtime and memory comparison
In this section, we compare the runtime and memory consumption of the proposed UHS-Stream algorithm with the LUF-Streaming [17] and the UFP-Stream algorithms. The LUF-Streaming algorithm [17] uses delayed pruning; henceforth, we will also use the delayed pruning mode in our experiments. Figures 8, 9 , and 10 present the average runtime per iteration under different minimum support thresholds on the T10I4D3000K, the T15I10D3000K, and the retail datasets, respectively. It is visible that the UHS-Stream algorithm outperforms the other two algorithms on all three datasets. As expected, runtime decreases with increasing minimum support. It can be noted that the UHS-Stream algorithm performs well at all support thresholds. Figures 11, 12 , and 13 present the maximum memory usage under different minimum support thresholds on the T10I4D3000K, the T15I10D3000K, and the retail datasets, respectively. It is visible that the UHS-Stream algorithm clearly outperforms the other two algorithms at all support thresholds. Even with rounded off item probabilities, 2 memory consumption of UFP-Stream and LUF-Streaming [17] algorithms is twice as high as that of UHS-Stream algorithm. Because of data uncertainty, FP-tree created by the UFPStream/LUF-Streaming loses its concise behavior and becomes almost equivalent to the UH-struct. After creating the UH-struct, UHS-Stream does not have to create any physical It is visible that for all algorithms, there is no significant decrease in the memory consumption with increasing minimum support. The reason is memory consumptions of the algorithms are dominated by the UH-struct or the FP-tree created to store the transactions. When creating the UH-struct or the FP-tree, we do not prune any items. Thus, size of these structures is not affected by the minimum support threshold.
Accuracy comparison
Precision and Recall are widely used measures for evaluating the accuracy of data mining algorithms. Let TP denote the number of true-positives and FP denote the number of falsepositives. Similarly, TN denotes the number of true-negatives and FN denotes the number of false-negatives. Then, the precision and the recall measures are defined as follows:
To facilitate an unbiased comparison of the proposed false-positive-oriented approach, UHS-Stream, with existing false-negative-oriented approach, LUF-Streaming [17] , it is necessary to combine the above two measures. A measure that combines the precision and the recall is the F-Score, which is defined as: It is visible that the UHS-Stream algorithm has better or equivalent performance compared to the LUF-Streaming [17] algorithm most of the time. When the minimum support threshold is set to higher values, performance of the false-positive-oriented approaches may slightly drop since there are very few truly frequent patterns. However, higher support thresholds are not much interesting case, since the data will no longer contain long frequent patterns. Also, it is worth mentioning that the false-positives produced by the UHS-Stream are bounded by the (σ −ε) threshold; whereas, there is no bound on the number of truly frequent itemsets that the LUF-Streaming algorithm might miss. Also, as shown in Sect. 4.3, the UHS-Stream achieves this accuracy using less memory and runtime compared to the LUF-Streaming. Therefore, it is evident that the UHS-Stream outperforms the LUF-Streaming in terms of memory, runtime, and the accuracy of the output. In this section, we evaluate the performance of the TFUHS-Stream algorithm. Unless stated differently, half-life parameter is set to 1 batch (resulting in a fading factor of 0.5). First, we compared the TFUHS-Stream and the UHS-Stream algorithms in terms of runtime and size of IS-tree. Figure 17 presents a runtime comparison on the T15I10D3000K dataset. The horizontal axis represents the batch number, and the vertical axis represents the runtime in seconds. The minimum support threshold (σ ) is set to 0.01. Similar to the previous experiments, the runtime graphs for the two pruning modes almost overlap; delayed pruning has slightly better runtime compared to immediate pruning. As expected, periodical permutations caused some fluctuations in the runtime graphs. It is visible that the runtime of the TFUHS-Stream algorithms is more subjected to periodical fluctuations. However, in most batches, the TFUHS-Stream algorithms are more efficient in runtime compared to the UHS-Stream algorithms. Figure 18 shows the number of nodes remaining in the IS-tree structure at the end of the each iteration on the T15I10D3000K dataset. The minimum support threshold (σ ) is set to 0.01. The periodical peaks in the graphs are caused by the item permutations. Compared to the UHS-Stream algorithms, the size of the IS-tree in the TFUHS-Stream algorithms quickly stabilized. This is due to the fact that the TFUHS-Stream gradually discards obsolete itemsets by exponentially decaying the older transactions. As expected, the size of the IS-tree in delayed pruning methods is slightly higher than their immediate pruning counterparts. Next, we compared the performance of the TFUHS-Stream with the existing DUFStreaming algorithm [15] in delayed pruning mode. Figures 19 and 20 present the average runtime per iteration under different minimum support thresholds on the T10I4D3000K and the real-world retail datasets, respectively. Figures 21 and 22 present the maximum memory usage at different minimum support thresholds on the T10I4D3000K and the real-world retail datasets, respectively.
It is visible that the TFUHS-Stream outperforms the existing DUF-Streaming [15] algorithm in terms of runtime and memory usage at all support thresholds. Similar to the LUFStreaming [17] , the DUF-Streaming [15] also creates intermediate FP-trees, which cost it more memory and runtime, whereas the TFUHS-Stream only use virtual projections, thus making it more efficient. Also, it is worth recalling that the DUF-Streaming algorithm is To evaluate the effect of the fading factor, we tested the performance of the TFUHSStream algorithm for different values of the half-life parameter. Figure 23 presents a runtime comparison, and Fig. 24 presents the number of nodes in IS-tree for half-life values 0.5, 1, 2, and 10; respective fading factors are given in brackets. As expected, the higher the fading factor, the higher the runtime, and the higher the size of IS-tree. When λ is close to 1, more weight is given to older transactions; thus, the behavior of the TFUHS-Stream becomes similar to the behavior of the UHS-Stream. When λ is close to zero, TFUHS-Stream rapidly discards the older transactions; thus, its behavior becomes similar to the sliding window approach.
Related work
Limited research has been carried out to address frequent pattern mining in uncertain data streams. Zhang and Peng [29] proposed a sliding window-based method to mine top-k frequent itemsets from uncertain data streams. Leung and Hao [14] proposed a FP-growth-based sliding window approach to mine frequent patterns from uncertain data streams. Both these approaches consider only the most recent window of data and entirely discard the historical transactions, whereas our UHS-Stream algorithm can mine all frequent itemsets from the entire data stream. Another limitation of UF-Streaming algorithm proposed in [14] is it rounds off the existential probability values to achieve space reduction; this will cause information loss and might produce inaccurate results. Very recently Leung et al. proposed a landmark model called LUF-Streaming [17] and a TF model called DUFStreaming [15] or TUF-Streaming [16] to find frequent itemsets in uncertain data streams. These algorithms are based on their work in [14] and have the same limitation of rounding off item probabilities. Both LUF-Streaming and DUF-Streaming (or TUF-Streaming) algorithms are false-negative-oriented, and there is no theoretical bound on the quality of the results these algorithms might produce, whereas our UHS-Stream and the TFUHS-Stream algorithms are false-positive-oriented, and the false-positives are bounded by the (σ − ε) threshold. Also, for the TF model, they do not discuss how to decide on a value for the fading factor, while we explain how to compute it using the half-life principle. In the experiments section, we have shown that the proposed hyper-structure-based algorithms outperform the existing FP-growth-based algorithms in terms of accuracy, runtime, and memory usage.
Conclusion
In this paper, we proposed two novel hyper-structure-based algorithms to mine frequent patterns from an uncertain data stream. To the best of our knowledge, the UHS-Stream algorithm proposed here is the first false-positive-oriented approach to find the complete set of frequent patterns from an uncertain stream of data. We also proposed the TFUHSStream algorithm to mine frequent patterns from an uncertain stream using a TF model. Both algorithms are false-positive-oriented and have a bound of (σ −ε), where σ is the minimum support threshold and ε is error margin such that ε σ . Experiments on both real-world and synthetic data show that the proposed algorithms clearly outperform the existing tree-based approaches in terms of accuracy, runtime, and memory consumption. 
