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Les chambres de combustion des turbines a` gaz fonctionnent maintenant
souvent dans un mode de combustion pre´me´lange´e pauvre. Cette technologie
s’est rendue indispensable pour limiter les e´missions polluantes (en particulier les
oxydes d’azote), et ainsi satisfaire aux normes antipollution. Ne´anmoins l’adop-
tion de mode de combustion pre´me´lange´e pauvre re´duit conside´rablement la
marge de stabilite´ de flammes en les rendant sensibles aux perturbations de
l’e´coulement. L’apparition d’instabilite´s de combustion dans ces bruˆleurs est alors
devenu un proble`me re´current pour les concepteurs. Les me´thodes de controˆle
actif de ces instabilite´s ont permis de maintenir en fonctionnement les turbines
d’ancienne ge´ne´ration convertie au mode pre´me´lange´. La conception et la mise
au point des nouvelles turbines doit s’affranchir de ces syste`mes de controˆle et
offrir une stabilite´ naturelle par un dessin approprie´. La pre´diction et l’e´tude des
instabilite´s de combustion restent des champs ouverts de la recherche, car il est
pour l’heure toujours impossible de garantir totalement la stabilite´ d’une chambre
nouvellement conc¸ue.
Les me´thodes de simulation instationnaires ont maintenant atteint un niveau
de maturite´ qui leur permet de rendre compte des principaux phe´nome`nes inter-
venant dans l’apparition d’instabilite´s de combustion. La simulation aux grandes
e´chelles (LES) devient un outil de simulation pre´cis et performant, capable de
capturer les instabilite´s de combustion. Sa pre´cision repose pour partie sur cer-
tains mode`les.
Pour cela, cette the`se traite en partie de la mode´lisation de la chimie. L’opti-
misation des sche´mas cine´tiques permet d’obtenir la pre´cision requise sur les taux
de combustion dans les simulations re´actives en ge´ome´trie complexe. En outre,
cette e´tude met en avant la capacite´ de la LES re´active compressible a` capturer
des instabilite´s thermo-acoustiques. L’analyse du bilan e´nerge´tique de l’acous-
tique met au premier plan l’importance de la prise en compte des impe´dances
acoustiques aux entre´es et sorties de la chambre.
Discipline : Dynamique des Fluides
Mots-cle´s : Simulation aux Grandes Echelles, Combustion pre´me´lange´e, Insta-
bilite´s de combustion, Acoustique, Cine´tique chimique re´duite, Turbine a` gaz.
4Abstract
Gas turbine burners are now widely operated in lean premixed combustion
mode. This technology has been introduced in order to limit pollutants emissions
(especially the NOx), and thus comply with environment norms. Nevertheless,
the use of lean premixed combustion decreases the stability margin of the flames.
The flames are then more prone to be disturbed by flow disturbances. Combus-
tion instabilities are then a major problem of concern for modern gas turbine
conception. Some active control systems have been used to ensure stability of
gas turbines retrofitted to lean premixed combustion. The current generation of
gas turbines aims to get rid of these control devices getting stability by a proper
design. To do so, precise and adapted numerical tools are needed even it is impos-
sible at the moment to guarantee the absolute stability of a combustion chamber
at the design stage.
Simulation tools for unsteady combustion are now able to compute the whole
combustion chamber. Its intrinsic precision, allows the Large Eddy Simulation
(LES) to take into account numerous phenomena involved in combustion insta-
bilities. Chemical modelling is an important element for the precision of reactive
LES. This study includes the description of an optimisation tools for the reduced
chemical kinetics. The capacity of the LES to capture combustion instabilities in
gas turbine chamber is also demonstrated. The acoustic energy analysis points
out that the boundary impedances of the combustion systems are of prime im-
portance for their stability.
Area : Computational Fluid Dynamics
Keywords : Large Eddy Simulation, Unsteady premixed combustion, Combus-
tion instabilities, Acoustics, Reduced chemical kinetics, Gas turbines.
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Toute les abre´viations utilise´es dans ce document sont introduites par le texte.
La premie`re occurrence d’une abre´viation est mise entre parenthe`ses et graisse´e.




BEA Bilan d’e´nergie acoustique
DNS Direct numerical simulation
FPO Front pareto optimal
IdC Instabilite´ de combustion
LdP Loi de paroi
LES Large eddy simulation
LIF Laser induced fluorescence
LW Lax-Wendroff
MAG Me´thodes d’algorithmes ge´ne´tiques
MDD Me´thodes de descentes
MFL Mode`le de flamme laminaire
MOE Multi-objectifs e´volutionnaire
NSCBC Navier-Stokes characteristic boundary conditions
SPO Solution pareto optimale
Ta`G Turbine a` gaz
TBP Turbine basse pression
THP Turbine haute pression
TT Turbine terrestre
SEV Sequential EV burner
ZdR Zone de recirculation
Chapitre 1
Introduction
1.1 Energie et propulsion
Le contexte de ce travail de the`se se place dans l’e´tude de la combustion par
simulation nume´rique. La combustion est depuis plus de deux sie`cles, un sujet
d’e´tude constant. En effet, ce phe´nome`ne est a` l’origine de la majeure partie de
l’e´nergie produite dans le monde. Plus de 70% de l’e´nergie est produite par extrac-
tion de l’e´nergie chimique de combustibles. La part restante se re´partit entre le
nucle´aire et l’hydroe´lectrique. Dans le domaine de la propulsion, la quasi-totalite´
des moyens de transport utilise la combustion, de fac¸on directe (moteurs) ou in-
directe (l’e´lectricite´ des trains est produite par combustion). Cet e´tat de fait est
le fruit de l’abondance des sources de combustibles sur terre. Cette abondance est
menace´e pour le sie`cle a` venir, et la conversion des modes de propulsion et de pro-
duction d’e´nergie reste proble´matique tant sur le plan technique qu’e´conomique.
Si la valorisation pre´fe´rentielle du pe´trole en tant que matie`re premie`re et non
comme combustible semble e´vidente, des combustibles alternatifs existent. Apre`s
avoir e´te´ longtemps conside´re´ comme de´chet dans l’extraction pe´trolie`re, le gaz
naturel inte´resse particulie`rement le secteur de la production e´lectrique. Plus
marginalement les biogaz ou combustibles renouvelables voient leur production
croˆıtre. La figure 1.1 montre la part croissante du gaz naturel dans la production
e´nerge´tique mondiale. Les importants stocks disponibles permettent une bonne
visibilite´ et le de´veloppement des centrales de production e´lectrique fonctionnant
au gaz naturel en attestent. Outre les ine´vitables rejets de gaz carbonique, la com-
bustion du gaz naturel, permet d’obtenir des faibles taux d’e´missions polluantes,
en particulier au niveau des suies quasiment absentes. Ne´anmoins le durcissement
de normes anti-pollution, ne´cessite des avance´es constantes sur l’aspect environ-
nemental des syste`mes de combustion en ge´ne´ral. Nous nous concentrons dans
cette e´tude sur des applications de type turbine a` gaz, mais les de´veloppements






























Fig. 1.1 – Re´partition proportionnelle des types de carburants dans la production
d’e´nergie mondiale au cours des derniers sie`cles.
1.2 Aspect historique
La pre´ponde´rance de la combustion sur les modes de production d’e´nergie,
provient de l’he´ritage de la re´volution industrielle. Celle-ci s’est en effet nourrie
des avance´es dans les domaines de la production e´nerge´tique, a` commencer par
la machine a` vapeur. Un saut qualitatif certain a` e´te´ accompli avec la mise au
point de premie`res turbines a` vapeur (Parson 1884, de Laval 1896). On rem-
plac¸a la machine a` vapeur a` flux alternatif, synonyme de vibrations, fatigue de
mate´riaux et mauvais rendement, par une machine a` flux continu exempte de ces
de´fauts. La turbine a` vapeur avec son meilleur rendement (' 15% a` l’e´poque) fut
tre`s rapidement industrialise´e (Westinghouse 1,5 MW, 1899). La modification du
cycle de Rankine initial par des techniques de soutirage ou de re´chauffe permet
d’augmenter sensiblement le rendement des turbines a` vapeur. Leur forte puis-
sance les de´die a` la production d’e´lectricite´ ou a` la propulsion navale. Elles sont
toujours largement utilise´es notamment, dans la production e´lectrique thermique
ou nucle´aire. Ne´anmoins, la chaudie`re de la turbine a` vapeur utilise un mode
de combustion a` pression atmosphe´rique, ce qui limite fortement les densite´s
d’e´nergies. Pour obtenir les puissances requises, les installations pre´sentent des
encombrements conse´quents. La turbine a` gaz quant a` elle, pre´sente des qualite´s
de compacite´ et le´ge`rete´ ainsi qu’un bon rendement permettant son utilisation
depuis la propulsion ae´rienne et navale a` la production e´lectrique industrielle
autonome.
Le premier concept de turbine a` gaz a e´te´ mate´rialise´ par le brevet de Bar-









































Fig. 1.2 – Evolution typique de : vitesse de´bitante, : tempe´rature,
: pression au travers d’une turbine a` gaz.
ber en 1791, dont la machine utilise le meˆme cycle thermodynamique (cycle de
Brayton Fig. 4.2) que les futures turbines a` gaz. Son prototype contient tous les
e´le´ments d’une turbine a` gaz a` savoir, un compresseur (a` piston) , un chambre
de combustion et l’e´quivalent d’une turbine de de´tente (Fig. 1.2). Ne´anmoins le
de´veloppement des turbines a` gaz s’est heurte´ a` de nombreuses barrie`res technolo-
giques. Il a e´te´ lent et laborieux si on le compare a` celui de la turbine a` vapeur dont
l’industrialisation n’a pris que quelques anne´es. A` cause du manque de connais-
sance en ae´rodynamique, les compresseurs offraient des rendements calamiteux.
Les turbines ne´cessitent des alliages re´sistants aux hautes tempe´ratures. Les bris
de turbine e´taient courants et grevaient la fiabilite´. Les premie`res turbines a` gaz
au sens moderne restent des prototypes (Elling 1903, Lemale 1905) avec des ren-
dements thermiques infe´rieurs a` 4%. Les e´tudes se poursuivent, et l’on atteint
20% de rendement a` la veille de la seconde guerre mondiale. On voit la premie`re
turbine a` gaz en exploitation commerciale de production e´lectrique en 1949 aux
Etats-Unis. Les progre`s acquis sur les turbines terrestres (TT) laisse envisager
leur utilisation pour la propulsion ae´rienne dans les anne´es trente. Si par rapport a`
la TT, le principe turbo-re´acteur reste le meˆme, il est avant tout un ge´ne´rateur de
gaz, dont l’e´jection est utilise´e pour produire une pousse´e par re´action. Ne´anmoins
pour avionner la turbine a` gaz, les concepteurs (paralle`lement Whitle et Ohein
1940) durent augmenter la densite´ d’e´nergie par 20 par rapport aux TT ; il leur
faudra 10 ans et un effort de guerre pour y parvenir1. Pour obtenir de pression



















Fig. 1.3 – Sche´ma de principe d’une installation en cycle combine´.
de combustion e´leve´e, pouvoir ainsi bruˆler plus de carburant dans un volume
donne´, il fallut augmenter significativement l’efficacite´ du compresseur. Ces ef-
forts furent couronne´s de succe`s puisque qu’a` l’issue de la guerre, les prototypes
de chasseurs a` re´action surpassaient les chasseurs conventionnels, du moins en vi-
tesse de pointe (moins vrai pour la fiabilite´ et l’autonomie). De`s 1950, les MiG-15
russes s’opposent aux Sabres ame´ricains dans le ciel de Core´e.
Pour revenir a` une pre´occupation plus pacifique qu’est celle de produire de
l’e´nergie, nous de´crivons les diffe´rents types de turbines a` gaz et leurs applications
Les turbines a` gaz sont utilise´es suivant deux modes principaux :
– Comme ge´ne´rateur de gaz : avec le turbore´acteur (turbo-fan) ge´ne´ralement
utilise´s pour la propulsion des avions volant du haut subsonique ou/et su-
personique.
– Pour produire un travail sur arbre : Les turbines terrestres (ou marines)
servent pour la production e´lectrique (ou propulsion marine). Ces tur-
bines sont de grande puissance jusqu’a` 250 MW2(ALSTOM GT26, Siemens-
Westingouse SGT-T6). Elles offrent un rendement propre de 40% et ap-
proche de 60% en cycle combine´ (Fig. 1.3). Ce cycle associe une turbine
2General Electric et Westinghouse travaillent sur des machines de forte puissance, de 400 a`
420 MW)
1.3 Enjeux de la mode´lisation de la combustion 15
a` vapeur avec une turbine a` gaz donc les eﬄuents servent a` ge´ne´rer de la
vapeur, re´cupe´rant ainsi l’enthalpie re´siduelle des gaz bruˆle´s (900 K) pour le
cycle vapeur. En combinant encore un syste`me de re´cupe´ration de la chaleur
re´siduelle on atteint des rendements thermiques proche de 85%. La gamme
de puissance de TT s’e´tend assez largement jusqu’aux petites turbines de
5MW (Solar Turbine, Allison). On note l’attrait re´cent et croissant pour les
groupes e´lectroge`nes de quelques dizaines ou centaines de kW.
Le turbo propulseur, est la version volante de la turbine terrestre. Elle
se diffe´rentie tout de meˆme par une turbine libre, de´solidarise´e de l’arbre
principal du compresseur, qui actionne l’arbre moteur. Elle a remplace´ les
moteurs a` pistons pour les avions commerciaux (de 2500kW jusqu’a` 8MW
pour le TP-400) a` he´lice et les he´licopte`res (1000 kW)
Plus anecdotique, la mise au point de micro turbines de la taille d’un
bouton de chemise [5] est a` l’e´tude (au MIT) pour la production nomade
d’e´lectricite´, visant ainsi a` remplacer les batteries chimiques actuelles. Leur
puissance est donc de l’ordre de 20 a` 50W. L’objectif ope´rationnel vise 2010.
1.3 Enjeux de la mode´lisation de la combustion
Les constructeurs des turbines ont toujours base´ la conception de leurs syste`mes
sur l’exploitation de leur savoir-faire et sur leurs capacite´s de recherche. Il y
a vingt-cinq ans, la conception des chambres de combustion reposait sur des
mode`les empiriques, ou analytiques ainsi que de nombreux essais de prototypes.
La re´duction de couˆt et de de´lais de conception, a permis d’introduire la simu-
lation nume´rique au coeur du processus de conception. Le succe`s de cette intro-
duction tient tant a` l’ame´lioration de la qualite´ des mode`les et de leur capacite´
pre´dictive qu’a` l’augmentation des capacite´s de calcul. Il est dore´navant capital
pour les industriels de disposer des outils de simulations a` la fois les plus avance´s
mais aussi les mieux adapte´s aux proble´matiques rencontre´es. La perce´e de codes
de calcul d’e´coulement fluide est, sur ce point, e´difiante. En particulier l’approche
RANS permet de re´soudre l’e´coulement moyen dans des ge´ome´tries quelconques
a` un coup de calcul modeste. Ne´anmoins, l’aspect stationnaire de l’approche a`
montre´ ses limites dans son incapacite´ a` pouvoir capturer des phe´nome`nes comme
les instabilite´s de combustion dont souffrent les turbines de nouvelle ge´ne´ration.
Encore cantonne´e il y a quelques anne´es a` la recherche acade´mique, la si-
mulation aux grandes e´chelles (LES) est maintenant accessible aux capacite´s de
calculs des industrielles [84][86]. Cette approche permet, graˆce a` sa re´solution ins-
tationnaire des e´quations de Navier-Stokes, de capturer une quantite´ importante
de phe´nome`nes entrant dans la proble´matique de la conception des chambres.
Si son utilisation n’est pas encore totalement inte´gre´e aux processus de concep-
tion, on y pre´voit son utilisation syste´matique dans seulement quelques anne´es.
Les recherches mene´es sur la combustion nume´rique instationnaire, ont montre´
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la capacite´ des codes de calculs LES a` simuler les e´coulements re´actifs sur les
ge´ome´tries re´elles des chambres de turbines [59][47][93][73][126], fournissant ainsi
de pre´cieuses informations sur les me´canismes de stabilisation de flamme, de
me´lange, l’acoustique des chambres etc. Nous nous concentrons dans cette e´tude
sur les instabilite´s de combustion et a` en e´tudier les causes.
1.4 Instabilite´s thermo-acoustiques
Les contraintes e´conomiques ont naturellement pousse´ les industriels construi-
sant des turbines a` gaz (Ta`G), a` orienter l’effort de de´veloppement vers des
turbines toujours plus efficaces tout en abaissant les couˆts. Depuis environ une
vingtaine d’anne´e une contrainte environnementale est impose´e par les autorite´s
re´gulatrices. Cette contrainte impose des limitations sur les e´missions de pol-
luants e´mises par les processus de combustion industriels. Les re´glementations
sont complexes car elles modulent ces limitations en fonction de type d’installa-
tion (four, Ta`G), mais aussi de leur puissance et du type de combustible utilise´ .
Ne´anmoins, toutes ces normes vont dans la meˆme direction, limiter au maximum
le rejet de SO2 (irritant, pluies acides) et NOx (irritant, promoteur de l’ozone
troposphe´rique, pluies acides, gaz a` effet de serre) et suies. Aux re´glementations
supra e´tatiques (CEE, Etats-Unis) peut s’ajouter une re´glementation nationale
voir re´gionale (Californie) renforc¸ant les limitations existantes. La re´glementation
locale, ajoute le plus souvent des limitations sur les e´missions de CO (toxique)
et d’imbruˆle´s et autres COV3 (cance´rige`nes), absentes par exemple des directives
europe´ennes et ame´ricaines.
1.4.1 Re´ponse aux contraintes environnementales
Afin de pouvoir satisfaire les contraintes environnementales et anticiper leur
durcissement, les constructeurs ont duˆ revoir leur dessin de chambres de com-
bustion, puisque c’est la` que la formation de polluants a lieu. Si auparavant
l’ame´lioration de l’efficacite´ induisait un effet positif sur les polluants comme le
CO et les imbruˆle´s, il n’en est pas de meˆme pour les oxydes d’azotes (NOx).
C’est pour cette raison que des efforts particuliers ont e´te´ mene´s pour limiter au
maximum les e´missions de ce polluant particulie`rement nocif. Il existe plusieurs
me´canismes de production des NOx avec pour principaux :
– NO thermique, identifie´ par Zel’dovitch. Son taux de production est fonction
de la tempe´rature et du temps de re´sidence. Sa production dans la chambre
est en grande partie relie´ a` la tempe´rature de la zone primaire (Fig. 1.4).
La croissance des e´missions y est exponentielle au dela` de 1850K, car les
hautes tempe´ratures favorisent l’oxydation du di-azote de l’air. Il est la
source majeure de NOx produit.
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Fig. 1.4 – Principales composantes d’un bruˆleur conventionnel
– Le NO prompt (Fenimore), est produit au sein de la flamme. Sa contribution
est aussi importante, surtout a` haute pression.
– le NO produit par le me´canisme faisant intervenir l’acide nitreux N2O,
reste marginal dans la plupart des cas.
– Les combustibles lourds tel le fioul , peuvent contenir quelques pour cent
de compose´s azote´s, qui re´agissent durant la combustion pour former des
NOx. Ce me´canisme est absent pour le gaz naturel.
Les techniques de re´duction des NOx sont multiples. Elles sont pour certaines,
lourdes ou encombrantes et ne peuvent eˆtre applique´es qu’aux turbines fixes, les
plus contraintes sur le plan environnemental il est vrai. Les syste`mes d’injection
d’eau, ou d’ammoniaque (re´action de re´duction de NO dans les gaz bruˆle´s) ayant
montre´ leurs limites tant en efficacite´ qu’en termes de couˆt, les constructeurs ont
opte´ pour un changement radical de technologie des chambres de combustion. Les
re´gimes de combustion jusqu’alors non-premelange´s font apparaˆıtre des flammes
de diffusion qui bruˆlent a` la stœchiome´trie, induisant des tempe´ratures tre`s hautes
(2400K) favorisant la production de NOx thermique. Le passage a` la combustion
de pre´me´lange (ou partiellement) pauvre permet de s’assurer d’une tempe´rature
de zone primaire suffisamment basse, et e´vitant toute zone trop chaude afin de
limiter la production de NOx. Les bruˆleurs fonctionnant en pre´me´lange pauvre se
sont alors ge´ne´ralise´s dans toutes les productions ae´ronautiques mais aussi indus-
trielles. Ce choix technologique, quasi ine´vitable, a permis de re´aliser des gains
notables sur les e´missions NOx, mais pose toujours le proble`me de la stabilite´ des
flammes.
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1.4.2 Stabilite´ re´duite des flammes
Une tempe´rature de flamme plus basse induit une interaction plus forte avec
les parois (extinction locale) , et peut poser des proble`mes d’accrochage de la
flamme. Les flammes tre`s pauvres, sont souvent proches de l’extinction pauvre [43]
ou du souﬄage (vitesse de flamme re´duite). La marge de stabilite´ de ces flammes
est tre`s re´duite et l’on constate une dynamique de flamme tre`s instationnaire.
Dans ces conditions les flammes sont sensibles aux perturbations de l’e´coulement,
en particulier acoustiques. En effet, le confinement des chambres permet l’ex-
pression de modes propres. L’apparition d’instabilite´s thermo-acoustiques pro-
vient du couplage re´sonnant entre l’acoustique des chambres et la combustion
instationnaire. Les instabilite´s thermo-acoustiques se caracte´risent par une pres-
sion oscillante de grande amplitude, ainsi qu’une forte dynamique de flamme.
Le mouvement de la flamme peut aller jusqu’au retour de flamme (flashback)
dans le syste`me d’injection [58] ou induire une extinction. Les vibrations en-
gendre´es peuvent endommager le syste`me et dans tous les cas, induisent une
fatigue pre´judiciable a` la longe´vite´ et fiabilite´ des syste`mes. L’e´tude de ces in-
stabilite´s est alors une question centrale pour les applications actuelles de Ta`G.
L’accroissement de la pression dans les chambres a` 40 bar pour les turbore´acteurs,
10 a` 30bar pour les TT est un e´le´ment favorisant l’effet destructeur des insta-
bilite´s. En effet avec une augmentation notable de la densite´ d’e´nergie contenue
dans les foyers, les instabilite´s produisent des niveaux de fluctuations proportion-
nellement plus e´leve´s.
Le phe´nome`ne des instabilite´s de combustion ne touche pas que les Ta`G. Leur
e´tude s’est particulie`rement de´veloppe´e de`s les anne´es 1950. Les de´veloppements
des moteurs fuse´e (missiles ou programmes spatiaux) ont rencontre´ des proble`mes
d’instabilite´s [21][20]. Ces applications strate´giques ont apporte´ un soutien finan-
cier important a` ces e´tudes. Depuis lors, les proble`mes d’instabilite´s dans les
moteurs-fuse´es sont toujours sujets de recherche [23][83]. Dans les anne´es 1970
des proble`mes d’instabilite´s thermo-acoustiques sont rencontre´s dans les fours
industriels et les syste`mes de conditionnement d’air. Dans les anne´es 1980, l’at-
tention se porte sur les instabilite´s des statore´acteurs et foyer de re´chauffe de tur-
bore´acteurs [153][8]. On note aussi un regain d’inte´reˆt pour la combustion pulse´e
pour les fours et incine´rateurs. Ces syste`mes, conc¸us pour soutenir une combus-
tion instable, tel un pulso-re´acteur, tirent partie de l’instabilite´ controˆle´e pour
augmenter leur efficacite´ [57][4][156]. Ces syste`mes sont inte´ressants puisqu’ils
entretiennent les phe´nome`nes que les applications turbines cherchent a` e´radiquer
depuis plus de dix ans. Leur fonctionnement est soit base´ sur la re´sonance du
mode acoustique en volume (mode d’Helmholtz) soit sur celle d’un mode lon-
gitudinal a` la manie`re d’un tube de Rijke. Le tube de Rijke est un dispositif
expe´rimental tre`s simple qui permet d’illustrer les principaux me´canismes [112]
des instabilite´s thermo-acoustiques.




















Fig. 1.5 – Tube de Rijke, distribution des grandeurs : p1, u1,
Crite`re de Rayleigh.
1.4.3 Le tube de Rijke
Le tube Rijke est compose´ d’un simple tube ouvert a` ses deux extre´mite´s,
dans lequel on place une source de chaleur dans sa partie basse. On utilise classi-
quement une grille chauffe´e comme source de chaleur. Avec cette configuration,
l’instabilite´ ne se de´clenche que si le tube est en position verticale. En effet, la
source de chaleur est passive et fixe, c’est a` dire qu’elle ne re´agit pas aux fluctua-
tions de vitesse acoustique (au pire la grille refroidie). Lorsque le tube est vertical,
la chaleur de la grille induit un courant de convection naturelle moyen de bas en
haut. Lorsque la grille est soumise aux fluctuations de vitesse, le transfert de
chaleur est perturbe´ (a` la manie`re d’un ane´mome`tre a` fil chaud), l’air se dilate
brusquement au passage de la grille, cre´ant ainsi une perturbation acoustique qui
entretient le mode stationnaire. Si le tube est horizontal, le phe´nome`ne de dila-
tation brusque n’a pas lieu puisque les particules d’air proche de part et d’autre
de la grille sont quasiment en e´quilibre thermique avec la grille.
Rayleigh [113] propose une explication du phe´nome`ne de re´sonance couple´e,
et e´nonce la formulation de son crite`re d’instabilite´. Il conditionne l’apparition
de l’instabilite´ a` la corre´lation entre les fluctuations de pression p1 et de´gagement
de chaleur ω˙T1. Si leur produit est positif, l’instabilite´ est amplifie´e ; si le produit
est ne´gatif, elle est amortie. Inte´gre´ sur une pe´riode puis en volume, le crite`re de
Rayleigh permet de savoir si le syste`me est potentiellement instable ou non. Si on
suppose les deux fonctions harmoniques, le de´phasage doit eˆtre infe´rieur a` ±pi
2
.
Dans le cas du tube de Rijke, le mode acoustique excite´ est le mode demi-onde.
Il pre´sente des noeuds de pression acoustique p1 a` ses extre´mite´s (Fig. 1.5). Le




a` p1. On a donc : p1(x, t) = sin(
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estimer la distribution du crite`re de Rayleigh, on suppose que la perturbation du
de´gagement de chaleur est proportionnelle a` u1. Le crite`re de Rayleigh est donc















Fig. 1.6 – Sche´ma de principe de la boucle d’instabilite´ thermo-acoustique.
proportionnel dans ce cas au produit p1u1. En inte´grant sur une pe´riode, on trouve




). Comme on l’observe
sur la figure 1.5, le crite`re n’est positif que dans la premie`re moitie´ du tube et
pre´sente un maximum au quart de la longueur. C’est en positionnant la source
de chaleur a` cet endroit qu’on obtient la plus forte amplification de l’instabilite´.
Le crite`re de Rayleigh apparaˆıt comme terme source dans l’e´quation de bilan
d’e´nergie acoustique en milieu re´actif. Ce crite`re est donc souvent avance´ comme
condition ne´cessaire mais non suffisante a` l’apparition des instabilite´s thermo-
acoustiques. En effet il ne prend pas en compte les e´ventuelles dissipations de
l’e´nergie acoustique au sein du syste`me.
Cet exemple nous permet d’exposer les phe´nome`nes fondamentaux qui inter-
viennent dans l’existence d’une instabilite´ thermo-acoustique. Comme la figure
1.6 l’illustre, l’existence de mode propre au syste`me induit un champ acoustique
qui va perturber la source de chaleur. La source perturbe´e, produit a` son tour
une perturbation de type acoustique, seule capable de remonter l’e´coulement et
d’interagir avec le syste`me en amont. Cette re´troaction est directe puisque la
variation du de´gagement de chaleur est terme source dans l’e´quation des ondes
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(1.1)
ou` l’indice 0 indique une grandeur moyenne, et l’indice 1 la partie fluctuante. Les
perturbations acoustiques e´mises par la source peuvent aussi interagir avec les
conditions limites du syste`me pour eˆtre re´fle´chies par exemple. L’e´nergie de ces
perturbations peut alors alimenter le mode propre qui est en est a` l’origine. On
ferme ainsi la boucle d’amplification de l’instabilite´.
L’action du champ acoustique dans le cas du tube de Rijke combine l’effet
des perturbations de vitesse et les transferts thermiques de la grille. Dans le cas
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des syste`mes de combustion, de nombreux phe´nome`nes peuvent intervenir comme
interme´diaires dans cette phase. La plupart de ces phe´nome`nes sont induits par
l’interaction de l’hydrodynamique du syste`me avec le champ acoustique. La liste
exhaustive de ces phe´nome`nes est assez difficile a` e´tablir [13][25]. On peut citer
comme phe´nome`nes pouvant induire une perturbation du de´gagement de chaleur :
Variation de richesse : Les variations de richesse sont une source majeure de
perturbation du de´gagement de chaleur. Ces variations peuvent etre dues
au me´lange incomplet de l’air et du combustible en amont de la flamme.
La perturbations des de´bits d’alimentation en carburant par l’acoustique
est alors a` prendre en compte. La variation de de´bit peut ainsi provenir de
l’effet de la pression instationnaire sur le syste`me d’alimentation de com-
bustible en faisant varier la pression diffe´rentielle entre les lignes d’alimen-
tation et le bruˆleur. Ne´anmoins, meˆme avec des alimentations amorce´es
(de´bit bloque´), le champ de vitesse instationnaire d’un mode longitudinal
peut avoir la meˆme conse´quence. En se superposant au champ moyen, la
vitesse acoustique fait osciller la vitesse de convection au niveau de l’injec-
tion. Se cre´ent alors alternativement des poches riches et pauvres convecte´es
par l’e´coulement jusqu’a` la flamme [124]. Ces variations locales de richesse
peuvent eˆtre alors largement atte´nue´es avec un me´lange efficace. Ce mode
d’interaction a e´te´ e´tudie´ en particulier par Lieuwen et al. [68]. Les re´sultats
montrent que la dernie`re ge´ne´ration de turbines bas NOx (Dry Ultra Low
NOx), fonctionnant en re´gime de pre´me´lange pauvre, est particulie`rement
sensible aux variations de richesse. Cette sensibilite´ peut eˆtre attribue´e a`
la relation entre la richesse et le de´gagement de chaleur. Les perturba-
tions de richesse sur une flamme proche de limite d’extinction pauvre, pro-
duisent des variations importantes des caracte´ristiques de la flamme telles
que tempe´rature et vitesse de flamme. Les temps chimiques associe´s sont
inversement proportionnels a` la vitesse de flamme. Ils subissent ainsi de
fortes variations sur la branche pauvre compare´ a` des flammes plus riches
proches de la stœchiome´trie.
Variation de surface de flamme : Les perturbations de vitesse de´forment di-
rectement la flamme, ce qui se traduit par une modification de la surface de
flamme par e´tirement induisant une fluctuation du de´gagement de chaleur.
La de´termination de la re´ponse de flammes de pre´me´lange a` des perturba-
tions acoustique (force´es) a fait l’objet de nombreuses e´tudes expe´rimentales
[127][65], the´oriques [29][65][30]et nume´riques [127]. Ces e´tudes montrent
que la re´ponse de la surface de flamme de´pend de la ge´ome´trie du bruˆleur
et de celle de la flamme stationnaire. Une forte de´pendance en fre´quence est
aussi a` noter. Si les longueurs d’onde associe´es aux perturbations convec-
tives sont de l’ordre l’e´paisseur de flamme, alors on observe des de´formations
importantes du front de flamme [127]. Les conditions du maximum d’inter-
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Interaction flamme/tourbillon : Le roˆle d’instabilite´s hydrodynamiques peut
aussi jouer un roˆle important, en particulier sur les bruˆleurs ou` la flamme est
stabilise´e dans le sillage d’un accroche flamme. En effet des tourbillons sont
e´mis par les couches de me´lange de´stabilise´es. Ces couches de me´lange sont
aussi pre´sentes dans les bruˆleurs pre´sentant une marche descendante ou un
e´largissement brusque. Ce dernier est en ge´ne´ral forme´ par le de´bouchement
du syste`me d’injection dans la chambre plus large. Les observations ren-
dant compte de l’importance de l’interaction flamme-tourbillons sont nom-
breuses [115][103][24][12][10]. La fre´quence de de´tachement des tourbillons
peut eˆtre fortuitement un multiple de la fre´quence d’un mode propre de la
chambre pour qu’un couplage puisse s’installer. Le couplage de mode hydro-
dynamique avec l’acoustique est aussi envisageable puisque les couches de
me´lange peuvent eˆtre efficacement excite´es par le champ de vitesse acous-
tique [121]. Poinsot et al.[103] observent un de´tachement a` la fre´quence du
mode acoustique. Le de´tachement a lieu lorsque l’acce´le´ration duˆ a` la vitesse
acoustique est maximale. Ces structures cohe´rentes augmentent significati-
vement le plissement et l’e´tirement lorsqu’elles interagissent avec le front de
flamme. Certaines zones pre´sentent une densite´ de flamme importante alors
que les zones trop e´tire´es peuvent s’e´teindre. Le fort cisaillement combine´
au mouvement convectif des structures peut arracher des poches de flamme
bruˆlant en aval de la position de la flamme principale. Ces de´formations du
front de flamme sont de puissantes sources sonores [136].
Ondes entropiques : Une autre cate´gorie d’onde convective peut aussi interve-
nir. Les ondes entropiques transportent des perturbations de tempe´rature
et densite´ (points chauds). Ces ondes peuvent en particulier interagir avec
les tuye`res amorce´es de sortie de chambre et conduire a` la cre´ation d’ondes
acoustiques [74]. Ce phe´nome`ne est en ge´ne´ral associe´ aux instabilite´s de
type grondement (rumble, f < 150Hz) qui apparaˆıt parfois au de´marrage
de turbines ae´ronautiques. [31][107]
L’action globale du champ acoustique sur la flamme est indirecte et re´sulte
d’une combinaison de ce type d’effets. Chacun induisant un de´phasage particulier
entre p1 ω˙T,1. Ce de´phasage est fonction des temps caracte´ristiques respectivement
associe´s aux phe´nome`nes mise en jeu.
1.5 Les me´thodes de controˆle
La suppression des instabilite´s de combustion est un de´fi majeur pour le des-
sin et le de´veloppement des chambres de combustion a` haute performance. Les
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syste`mes de controˆle se divisent en deux grandes cate´gories, le controˆle actif et le
controˆle passif. L’usage du controˆle passif implique la modification du syste`me,
par un changement de ge´ome´trie, de type d’injection, installation de baﬄes, aug-
menteurs de me´lange, ge´ne´rateurs de tourbillons, re´sonateurs acoustiques etc. Le
controˆle actif implique l’usage de proce´dures dynamiques, fonction de l’e´tat du
syste`me (injection carburant pulse´e, forc¸age acoustique etc.). Les deux me´thodes
ont prouve´ leur efficacite´ ope´rationnelle [121][95]. Paschereit [95], confronte´ a`
diffe´rentes instabilite´s dans un bruˆleur expe´rimental, met en oeuvre un syste`me
de controˆle passif. Ayant identifie une instabilite´ de Kelvin-Helmholtz comme
phe´nome`ne moteur de l’instabilite´ thermo-acoustique, il propose un ge´ne´rateur
de tourbillons capable, d’interagir avec les structures de´tache´es (au niveau de
l’e´largissement) en de´stabilisant la fusion et l’appariement des tourbillons en
large structures. En empeˆchant la formation de ces gros tourbillons, on brise
un des chaˆınons (branche “action” sur Fig. 1.6) de la boucle instable. Il obtient
une re´duction de 28dB sur l’instabilite´ haute fre´quence vise´e par le syste`me de
controˆle, mais aussi une re´duction de 50% de l’amplitude d’un mode instable
secondaire basse fre´quence. Les syste`mes de controˆle passifs ne´cessitent une cer-
taine connaissance du phe´nome`ne que l’on souhaite alte´rer. La mise au point de
ces syste`mes peut eˆtre longue, et utilise souvent la me´thode essai-erreur pour
optimiser l’efficacite´ du syste`me de controˆle.
Initie´s dans les anne´es 1950 par les pionniers e´tudiant les instabilite´s dans
le moteur-fuse´e (Marble, Cox ,Crocco et Cheng), les syste`mes de controˆle actif
injectent dans les bruˆleurs des perturbations dont l’effet de´couple les phe´nome`nes
responsables des oscillations. Ils sont constitue´s d’un controˆleur et d’un actua-
teur (boucle ouverte). Les syste`mes en boucle ferme´e utilisent un senseur (micro-
phone) pour informer le controˆleur de l’e´tat re´el du bruˆleur, et ainsi commander
une re´ponse ade´quate. Toute la difficulte´ re´side dans l’e´tablissement de mode`le
d’instabilite´ qui va permettre au controˆleur de re´agir correctement. Applique´es
avec succe`s sur des bruˆleurs modernes, les perturbations peuvent eˆtre applique´es
sur l’alimentation de carburant [96] ou utiliser un forc¸age acoustique de´phase´
(type anti-bruit) [101]. S’ils sont extreˆmement efficaces, en particulier en boucle
ferme´e auto-adaptive, les syste`mes de controˆle actifs, peuvent ne´anmoins eˆtre
assez one´reux a` mettre au point. L’ajout d’un syste`me en boucle ferme´e, pose
toujours le proble`me de la fiabilite´ des e´le´ments de la boucle. Si un capteur
fournit une information errone´e, la re´ponse du syste`me de controˆle peut eˆtre
proble´matique. Les redondances ne´cessaires alourdissent alors le syste`me. On les
conside`re actuellement comme des palliatifs. L’accent est mis sur une forme de
controˆle, passif, qui consiste de`s les phases de conception a` de´terminer les pos-
sibles instabilite´s des bruˆleurs. Si l’objectif de performance reste inchange´, la
stabilite´ des syste`mes de combustion doit eˆtre controˆle´e de`s les premie`res phases
du de´veloppement, a` un stade ou` le couˆt de modifications ge´ome´triques reste
soutenable.
24 Introduction
1.6 Les me´thodes d’e´tude et de pre´diction des
instabilite´s thermo-acoustiques
Avant que le proble`me des instabilite´s de combustion (IdC) soit reconnu par
l’industrie des Ta`G, les instabilite´s pre´sentes dans le moteur-fuse´e a` ergols solides
puis liquides ont motive´ de nombreuses e´tudes avec pour objectif la capacite´ a`
pre´dire l’instabilite´ potentielle des syste`mes. La nature complexe du couplage
entre la flamme et l’acoustique continue de faire du controˆle des instabilite´s de
combustion un point essentiel dans le dessin et le de´veloppement des Ta`G mais
aussi dans de nombreuses autres applications de combustion. Les diffe´rentes tech-
niques de pre´diction des IdC peuvent eˆtre classe´es en trois cate´gories :
Les me´thodes de bas ordre : Ces me´thodes pionnie`res ont e´te´ de´veloppe´es
pour se contenter des capacite´s de calculs limite´es et tirent donc parti
au maximum de mode´lisations pousse´es. Elles utilisent une mode´lisation
comple`te pour chaque e´le´ment du syste`me de combustion. On classe dans
cette cate´gorie le code re´seau [7] qui mode´lisent le syste`me par un ensemble
d’e´le´ments acoustiques 1D, d’impe´dance connus (type fonction de trans-
fert), relie´s entre eux. Les fonctions de transfert des e´le´ments peuvent eˆtre
de´rive´es analytiquement dans les cas simples comme les tubes. Elles peuvent
aussi eˆtre calibre´es par une expe´rience re´elle ou nume´rique. L’utilisation
de mode`les en re´seau et de relations de saut pour les flammes, produit
une e´quation de dispersion a` re´soudre pour les valeurs propres (fre´quences
propres) d’inte´reˆt. Les crite`res de stabilite´ se basent sur le signe de la partie
imaginaire des fre´quences propres.
Codes acoustiques : En line´arisant les e´quations de Navier-Stokes perturbe´es
pour les fluides re´actifs, on obtient une e´quation des ondes inhomoge`nes
pour les perturbations acoustiques de pression (Eq. 1.1). Cette approche
tridimensionnelle peut eˆtre re´solue dans le domaine temporel ou fre´quentiel
[110][7][22]. Les principaux points durs restent la fermeture du terme com-
bustion et de´termination et la prise en compte de conditions limites acous-
tiques re´alistes. Les solutions approche´es sont obtenues par des me´thodes
e´le´ments-finis (Galerkin, re´sidus ponde´re´s etc.).
Re´solution Directe : Les de´veloppements re´cents des simulations instation-
naires re´actives a` couˆt informatique abordable (LES) permettent de re´soudre
directement les phe´nome`nes d’instabilite´s.
Les deux premie`res approches ne´cessitent une loi de fermeture pour le terme de
de´gagement de chaleur. Ces mode`les de fermeture relient en ge´ne´ral les pertur-
bations de vitesse et/ou pression aux fluctuations du de´gagement de chaleur. Le
mode`le le plus ce´le`bre reste sans doute le mode`le n− τ de Crocco et Cheng [21].
L’effet de l’acoustique sur la flamme passe par un index d’interaction n, qui de´crit
la relation entre les amplitudes des fluctuations de pression p1 et les fluctuations
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de chaleur ω˙T,1. La phase entre les deux signaux est controˆle´e par un temps de
retard τ .
ω˙T,1 = nω˙T,0(1− eiωτ )p1
p0
Ce temps de retard peut eˆtre estime´ comme le temps ne´cessaire pour que les
perturbations de l’e´coulement (de richesse par exemple) soient convecte´es jusqu’a`
la flamme. Mais l’interpre´tation du temps de retard peut fortement de´pendre de
la configuration e´tudie´e et des phe´nome`nes moteurs de l’instabilite´. Ce mode`le
populaire est a` l’origine de nombreux de´rive´s [143]. Dans tous les cas, les pa-
rame`tres (n, τ et) de ces mode`les sont inconnus, le mode`le doit eˆtre calibre´ (ana-
lytique, expe´rience, nume´rique). Le principal de´faut de ces me´thodes provient de
la de´pendance des parame`tres aux diffe´rents points de fonctionnement du bruˆleur,
de ses conditions limites etc. Il existe ne´anmoins des mode`les plus complexes, pre-
nant en compte notamment les effets non line´aires.
En partant de l’hypothe`se que le de´gagement de chaleur peut s’e´crire :
ω˙T = ρuSLAf∆h
avec ρu la densite´ des gaz frais, SL la vitesse de flamme, Af la surface de flamme
et ∆h la chaleur de re´action. On peut alors diffe´rentier les perturbations agissant
sur la flamme [69][48], comme la variation de vitesse de flamme, les variations de
surface [17][30].
Le calcul direct des IdC exige des capacite´s de calculs bien supe´rieures aux
approches pre´ce´dentes. Il est ne´cessaire de disposer d’un solveur Navier-Stokes 3D
re´actif, capable de prendre aussi en compte l’acoustique. Pour mettre en oeuvre
des calculs d’IdC, il faut eˆtre capable de capturer de nombreux phe´nome`nes aux
e´chelles de temps et longueurs extreˆmement varie´es :
– dynamique globale du bruˆleur et les instabilite´s hydrodynamiques associe´es
– l’acoustique du bruˆleur
– les phe´nome`nes de transport
– la cine´tique chimique
– les transferts de chaleur
– l’atomisation et vaporisation, pour les foyers a` carburant liquide
Dans les IdC associe´es a` des modes longitudinaux, les longueurs d’onde correspon-
dantes sont plusieurs fois supe´rieures a` la taille de la chambre (' 1m) alors que
l’e´paisseur de front de flamme est de l’ordre du millime`tre. Les temps convectifs
sont de l’ordre de quelques dizaines de millisecondes alors que les temps chimiques
sont plus proches de 10−6s. Les phe´nome`nes instationnaires e´tant de particulie`re
importance, les approches RANS sont naturellement e´carte´es. Le seul paradigme
de calcul permettant un compromis entre pre´cision et couˆt calcul, reste la simula-
tion aux grandes e´chelles (LES). La LES ne re´solvant pas les plus petites e´chelles
de la turbulence, elle utilise une mode´lisation pour prendre en compte leurs effets.
Pour la LES re´active, un mode`le de combustion turbulente est aussi ne´cessaire.
Son utilisation s’est de´mocratise´e au long de ces dernie`res anne´es, a` mesure que
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les puissances de calculs disponibles ont augmente´. Il est aujourd’hui possible de
tourner des calculs LES re´actifs de configuration industrielle sur une modeste
grappe de PC. Contrairement aux approches pre´ce´dentes, l’approche directe ne
ne´cessite pas de mode`le de fermeture propre a` l’e´tude des IdC.
1.7 Une approche alternative
Les me´thodes expose´es pre´ce´demment, tentent a` la fois d’identifier les modes
propres du syste`me et de de´terminer leur taux amplification (ou amortissement).
Ne´anmoins la susceptibilite´ de certains modes a` eˆtre amplifie´s ou amortis peut
fortement de´pendre de la se´lection du me´canisme d’amplification et/ou amortis-
sement inclus dans la mode´lisation. Nous voulons ici associer l’approche directe,
c’est-a`-dire associer une simulation par LES d’une se´quence instable dans un
bruˆleur, a` une analyse e´nerge´tique de l’acoustique. Bien que les e´quations de
conservation pour l’e´nergie acoustique soient de´ja` e´tablies [16][151][61][14][105],
avec des formulations variant le´ge`rement suivant les hypothe`ses retenues, on
ne trouve trace dans la litte´rature de la ve´rification de ces e´quations de bi-
lan. L’inte´reˆt d’ope´rer la fermeture de telles e´quations re´side dans le calcul des
diffe´rents termes qui la composent. L’e´valuation de ces termes durant les diffe´rentes
phases d’une instabilite´ (croissance, saturation, e´ventuellement amortissement)
donnent des informations capitales sur les me´canismes pouvant servir a` suppri-
mer cette IdC. On pourra e´tudier en particulier les contributions des diffe´rents
termes dans la croissance ou l’amortissement de mode e´nerge´tique a` toutes les
fre´quences. Pour ces raisons, l’approche e´nerge´tique se positionne comme outil de
diagnostic pour le dessin (ou controˆle) de bruˆleurs robustes aux IdC.
L’e´quation de conservation de l’e´nergie acoustique issue de la line´arisation des















(sc − sd)dV (1.2)
Le premier terme du membre de droite est la contribution du flux acoustique aux
limites du domaine, tandis que le second terme prend en compte la convection de
l’e´nergie acoustique par l’e´coulement moyen. Ce terme peut eˆtre ne´glige´ sous l’hy-
pothe`se de faible nombre de Mach. Le dernier terme du second membre regroupe
les termes source et puits d’e´nergie. On de´compose ce terme en deux contribu-
tions. La premie`re sc, traduit l’interaction du champ de pression acoustique a`
la perturbation du de´gagement de chaleur, et peut eˆtre de signe quelconque. Ce
terme est relie´ au crite`re de Rayleigh. La seconde contribution sd, est purement
dissipatrice et regroupe une somme de phe´nome`nes dont [151] :
– Amortissement des parois duˆ a` la dissipation visqueuse au sein des couches
limites. On peut aussi y ajouter les effets bien plus conse´quents des parois
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perfore´es et fentes de refroidissement.
– L’amortissement duˆ a` une charge de particules, provenant d’un spray par
exemple.
– La dissipation visqueuse qui est sense´e avoir peu d’influence a` basse fre´quence,
mais voit sa contribution augmenter pour les hautes fre´quences. C’est peut
eˆtre une des raisons de l’absence d’IdC a` tre`s haute fre´quence.
– L’amortissement par relaxation de flamme. C’est une forme de dissipation
qui de´pend de la fre´quence, du temps de relaxation chimique (qui est une
mesure du taux de re´action) et du rapport de vitesse du son entre les gaz
bruˆle´s et gaz frais.
La contribution de ces diffe´rents me´canismes dans l’augmentation de l’e´nergie
acoustique du syste`me peut alors eˆtre estime´e dans le facteur d’amplification de




















Si le terme source est positif et pre´ponde´rant devant les termes de dissipation
et de flux, alors le syste`me est susceptible de de´velopper une IdC aux conditions
donne´es. Dans l’e´tude mene´e ici, les termes de dissipation sont ne´glige´s, l’attention
est concentre´e sur le roˆle des flux acoustiques dans l’e´quilibre acoustique des
syste`mes de combustion fonctionnant en pre´me´lange.
1.8 Mode`les de combustion en LES
La ne´cessite´ de re´soudre l’acoustique des chambres de combustion oblige a` uti-
liser des codes LES compressibles pour l’e´tude des IdC par approche directe. Une
composante importante des codes LES re´actifs consiste bien e´videmment dans le
ou les mode`les de combustion imple´mente´s. Sans de´tailler les premiers mode`les
mis au point comme l’Eddy Break Up de Spalding, on s’inte´resse prioritairement
aux mode`les les plus avance´s actuellement et les plus couramment utilise´s :
Mode`le Equation de G : Ce mode`le se base sur une description ge´ome´trique
de la flamme [59]. Le front de flamme est mate´rialise´ par un niveau parti-
culier G∗ d’une grandeur G. L’e´volution du champ de G est re´gie par une
e´quation advectant le front a` la vitesse de flamme turbulente ST :
∂G
∂t
+ u∇G = ST |∇G| (1.5)
Le mode`le de description doit eˆtre comple´te´ par une fermeture ST en sous-
maille. On base cette fermeture sur une expression qui relie ST aux fluctua-
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ou` α et n sont des constantes a` ajuster ou de´terminer dynamiquement. Le
champ de G est a priori de´couple´ du champ de variable d’avancement de
la re´action. De fait le champ de G peut suivre des gradients controˆle´s au
niveau du front. La description ge´ome´trique du front, rencontre ne´anmoins
des proble`mes nume´riques (apparition de rebroussements5), et limite son
domaine de validite´ au re´gime de flammelettes.
L’approche “Level Set” de´veloppe´e par Peters [97] e´tend la validite´ au
re´gime de flammes minces (ST ' SL) en inte´grant au mode`le un terme
diffusif mode´lisant l’influence des e´chelles de Kolmogorov sur la zone de
pre´chauffage. Les proble`mes nume´riques sont re´solus en conside´rant G comme
la distance au front de flamme. On s’assure alors de la re´gularite´ du champ
de G en imposant la condition : |∇G|=1. Son application concluante a` la
LES re´active a e´te´ de´veloppe´e par Pitsch et Duchamp [28][100]
Mode`le de densite´ surface de flamme : Cette approche de´crit le taux de
re´action moyen en fonction d’une densite´ de surface de flamme. On sup-
pose que l’avancement local par unite´ de surface de flamme s’e´crit :
ω˙T = ρ0wLΣ
ou` wL est le taux de consommation moyen de flamme et Σ, la densite´ de
surface de flamme. Le principal avantage est de se´parer la chimie incluse
dans la mode´lisation de wL, de l’interaction flamme /turbulence, prise en
compte par le mode`le de´crivant Σ. On peut de´terminer wL a` partir d’une
bibliothe`que de flammelettes. La de´termination de Σ peut eˆtre tire´e de
relations alge´briques [9] ou par re´solution d’une e´quation de conservation
[142][146].
Mode`le de flamme e´paissie : C’est le mode`le qui sera utilise´ dans les calculs
pre´sente´s dans cette e´tude. Dans ce mode`le initialement e´labore´ pour des
simulations directes (DNS) re´actives, la flamme est explicitement calcule´e
avec des taux de re´action suivant une loi d’Arrhenius. Afin de pouvoir
re´soudre la structure de flamme sur le maillage LES, on e´paissit artificiel-
lement la flamme en augmentant la diffusivite´ thermique. Les e´quations de
transport des espe`ces sont aussi modifie´es de manie`re a` conserver les taux de
re´action laminaires. De cette fac¸on, les vitesses de flamme sont conserve´es,
malgre´ l’e´paississement [18]. Les de´tails de ce mode`le sont fournis au Cha-
pitre 2. Les principaux avantages sont sa simplicite´ de mise en oeuvre et
sa prise en compte des effet cine´tiques. L’utilisation de lois d’Arrhenius
5cusps
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pour mode´liser le taux de re´action6, permet sans traitement particulier,
de prendre en compte l’allumage, l’extinction, interaction flamme/parois,
les effets de cine´tique chimique etc. Son extension a` la LES a ne´cessite´ le
de´veloppement du mode`le d’efficacite´ [19](Sec. 2.4) pour prendre en compte
le effet de la combustion en sous-maille. Cette approche posse`de la ca-
racte´ristique appre´ciable de de´ge´ne´rer naturellement vers la DNS. Les revers
de l’e´paississement de la flamme de δ0L a` Fδ
0
L concernent la modification du










L’e´paississement diminue le nombre de Damko¨hler a` Dath = Da/F La
flamme e´paissie est rendue moins sensible aux effets de courbure dus a`
la turbulence, elle devient par contre plus sensible a` l’e´tirement compara-
tivement a` une flamme non-e´paissie [2]. Les tourbillons de la taille Fδ0L
voient leur interaction avec le front de flamme alte´re´e. On peut minimiser
ces effets en les incorporant dans le mode`le de combustion de sous-maille.
Le mode`le d’efficacite´ peut alors calculer pre´cise´ment l’effet des e´chelles
re´solues de taille supe´rieure a` environ 10δ0L sur la combustion en sous-maille.
Une flamme trop e´paissie verra sa dynamique modifie´e alors que l’effet du
mode`le de combustion turbulente lui reste inchange´. Pour cela il convient
d’e´paissir la flamme le moins possible.
6On peut ne´anmoins envisager d’autre moyen, comme les chimies tabule´es.
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1.9 Organisation de ce document
Ce me´moire de the`se porte principalement sur l’e´tude des instabilite´s de com-
bustion dans les chambres de combustion des turbines a` gaz par une approche
LES associe´e a` une analyse de l’e´nergie acoustique. Un chapitre et ne´anmoins
de´die´ a` l’optimisation des performances des sche´mas re´duits de cine´tique chi-
mique. Outre cette introduction qui constitue le premier chapitre, ce me´moire de
the`se, se divise en six chapitres :
Le chapitre 2 regroupe les formulations du mode`le de Navier-Stokes pour les
e´coulements compressibles re´actifs. On y introduit le mode`le de la simula-
tion aux grandes e´chelles ainsi qu’une description du solveur avbp utilise´
pour les calculs.
Le chapitre 3 de´crit la me´thodologie employe´e pour l’optimisation des sche´mas
cine´tiques re´duits. L’utilisation d’un algorithme ge´ne´tique par l’outil d’op-
timisation, motive une revue des me´thodes d’algorithmes ge´ne´tiques.
Le chapitre 4 est de´die´ a` la description du bruˆleur expe´rimental ECPmod uti-
lise´ pour les calculs servant a` capturer une instabilite´ de combustion.
Le chapitre 5 re´pertorie les validations effectue´es sur les calculs non-re´actifs.
Ces validations s’appuient sur des mesures expe´rimentales fournies par le
laboratoire EM2C de l’Ecole Centrale de Paris.
Le chapitre 6 introduit l’approche e´nerge´tique de l’e´tude des instabilite´s de
combustion et pre´sente diffe´rents cas de validation de cette approche base´s
sur des expe´riences nume´riques de cas e´le´mentaires.
Le chapitre 7 inclut l’article a` paraˆıtre dans AIAA journal portant sur la fer-
meture du bilan d’e´nergie acoustique dans un bruˆleur pre´me´lange´ dont le
niveau d’instabilite´ peut eˆtre module´. Cet article inte`gre aussi un travail





2.1 Equations de conservation pour les fluides
re´actifs
Cette section pre´sente les e´quations de conservations pour les fluides re´actifs.
Ces e´quations sont base´es sur le mode`le de Navier Stokes, et prennent en compte
la pre´sence de diffe´rentes espe`ces chimiques, ainsi que les variations de densite´. On
ne fait en outre aucune hypothe`se d’incompressibilite´. Dans un premier temps,
on ne suppose aucun mode`le de re´solution. Le jeu d’e´quations propose´ est donc
valable pour la simulation directe. Dans un second temps, le mode`le de re´solution
de la simulation aux grandes e´chelles (LES) est applique´.
Le jeu d’e´quation de conservation de´crivant le mode`le de Navier-Stokes peut
eˆtre e´crit sous la forme compacte suivante :
∂w
∂t
+∇ · F = s (2.1)
ou` w est le vecteur des grandeurs conservatives :
w = ( ρu, ρv, ρw, ρE, ρk)
T
Avec respectivement : ρ, u, v, w, E, ρk, la masse volumique, les trois composantes
carte´siennes de la vitesse, l’e´nergie massique, et les densite´s partielles ρk = ρYk
des K espe`ces chimiques. Le vecteur des termes sources se re´duit a` :
s = (0, 0, 0, ω˙T ,−ω˙k)T (2.2)
La mode´lisation du taux de de´gagement de chaleur ω˙T et du taux de production
d’espe`ce ω˙k est de´crite en Sec. 2.1.6.
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On de´compose habituellement le tenseur de flux en une partie visqueuse et
non-visqueuse :
F = F(w)I + F(w,∇w)V (2.3)























La pression hydrostatique est de´termine´e a` l’aide de l’e´quation d’e´tat des gaz
parfaits (Eq. 2.12) :
p = ρ(γ − 1)(E − 1
2
u2) (2.5)



























ou` q, Jk, sont respectivement le flux de chaleur et le flux diffusif (Sec. 2.1.3)
associe´ a` l’espe`ce k. τ est le tenseur de contraintes explicite´ par les relations :
τij = 2µ(Sij − 1
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), i, j = 1, 3 (2.8)
ou` µ est la viscosite´ mole´culaire (Sec. 2.1.4).
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2.1.1 L’e´quation d’e´tat
Nous supposerons que le me´lange re´actif est compose´ d’un nombre fini K
d’espe`ces gazeuses. Les gaz ainsi que leur me´lange seront suppose´s obe´ir a` la loi
des gaz parfaits. La composition du me´lange peut eˆtre caracte´rise´e par l’ensemble





ou` mk est la masse de l’espe`ce k dans un volume donne´ et m la masse totale de


















T i.e. p = ρrT (2.12)
ou` r est la constante du me´lange de gaz parfaits de´pendant a` la fois du temps et
de l’espace.
Le poids mole´culaire moyen W du me´lange est de´fini a` l’aide de la masse













La constante r et les capacite´s calorifiques (massiques) de´pendent de la com-






















ou`R = 8.3143J/mol.K est la constante universelle des gaz parfaits. Le coefficient
polytropique du me´lange est de´fini par :
γ = Cp/Cv (2.17)
L’e´tat de re´fe´rence correspond a` p0 = 1 bar et T0 = 0 K. Les enthalpies









smk (T )− smk (T0)
Wk
(2.19)
Les valeurs des hms,k(T ) et s
m
k (T ) sont obtenues a` partir de tables pre´e´tablies




Cv,kdT = hs,k(T )− rkT (2.20)















2.1.3 Vitesses de diffusion et conservation de la masse
Pour les me´langes multi-espe`ces, on utilise souvent pour de´finir les vitesses de





ou` Xk est la fraction molaire de l’espe`ce k, Dk est le coefficient de diffusion
de l’espe`ce de k dans le me´lange (Sec. 2.1.4). Ne´anmoins cette approximation





i = 0 i = 1, 2, 3 (2.24)
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Afin de s’en assurer on introduit une vitesse de correction dont la de´finition est







∇Xk, i = 1, 2, 3 (2.25)









2.1.4 Coefficients de transport
Viscosite´ dynamique
Le calcul de la viscosite´ dynamique n’est pas rigoureusement exact puisqu’on
fait l’hypothe`se que la viscosite´ n’est pas fonction du me´lange. On suppose que
qu’elle est proche de celle de l’air car les me´langes sont compose´s la plupart du
temps d’une majorite´ de N2. L’erreur introduite est relativement faible au re-
gard des approximations faites par exemple sur les grandeurs thermodynamiques
(grandeurs tabule´es, suppose´es e´voluer line´airement etc.) On utilise alors l’ex-









ou` c1 et c2 sont des constantes a` ajuster qui pour l’air (Tref = 273 K ) sont c1 =
1.71e-5 kg/m.s et c2 = 110.4 K [149]
Conductivite´ thermique
La conductivite´ thermique λ est de´termine´e via le nombre de Prandtl Pr







Le calcul exact des coefficients Dk (i.e. de l’espe`ce k dans le me´lange) est
une taˆche complexe et couˆteuse demandant le calcul des coefficients de diffusion
binaire Dij (i.e. l’espe`ce i dans l’espe`ce j), qui ne´cessitent le calcul d’inte´grales
1En ge´ne´ral fixe´ a` Pr ' 0.7 dans les simulations
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de collisions ([45]). Ne´anmoins, un tel niveau de pre´cision pour le transport dif-
fusif n’est pas ne´cessaire pour nos applications ou` les cine´tiques chimiques sont
extreˆmement simplifie´es. On utilise alors une approximation ou` le nombre de






Comme on le voit les de´finitions du nombre de Prandtl et Schmidt servent a`
mode´liser respectivement la diffusion thermique et mole´culaire laminaire.
Flux de chaleur
Le flux de chaleur est exprime´ a` l’aide de la relation de Fourier pour la conduc-
tion auquel on ajoute un terme de transport de chaleur par diffusion entre les
espe`ces (Eq. 2.26) :


















2.1.5 Epaississement des fronts de flamme laminaire :
Mode`le de flamme e´paissie (TF) pour e´coulement
laminaire ou la simulation directe
Pour les simulations directes ou calculs laminaires re´actifs, il est souvent
utile de pouvoir propager un front de flamme sans re´soudre exactement la struc-
ture de flamme. En effet, celle ci demande la plupart du temps une re´solution
supe´rieure a` celle ne´cessaire pour re´soudre l’e´coulement non-re´actif. Il existe pour
contourner cette difficulte´ plusieurs approches discute´es en Sec. 1.8. La me´thode
utilise´e dans avbp (Thickened Flame Model [2][18][64]) fait appel a` une tech-
nique d’e´paississement artificiel du front de flamme initialement propose´ pour des
e´coulements re´actifs bidimensionnels par [11]. L’ide´e fondamentale de´coule d’une
analyse dimensionnelle classique [151] qui montre que l’e´paisseur de flamme est
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En augmentant artificiellement la diffusion dans la flamme, on obtient un e´paississement
du front mais aussi une modification de la vitesse de flamme laminaire2. Cet ef-
fet, non souhaite´, est annule´ en modifiant a` son tour le taux de production de




sont remplace´es respectivement par FDth et FDk (le nombre de Lewis Lek =
Dth
Dk
est conserve´). Le front e´tant e´paissi, le taux de re´action de l’espe`ce en question est
lui divise´ par le facteur F afin de conserver l’inte´grale du taux de consommation





























Il existe plusieurs imple´mentations du mode`le TF :
– Un e´paississement constant est applique´ partout. Cette imple´mentation mo-
difie inutilement le transport diffusif en dehors de zones de re´action.
– e´paississement dynamique : un e´paississement constant n’est applique´ que
sur la flamme graˆce a` un senseur [63] de´tectant les fronts re´actifs.
– e´paississement dynamique local : l’e´paississement est de´clenche´ par le sen-
seur de flamme. F est calcule´ localement en fonction de la taille de la maille
∆x afin de re´soudre optimalement (' 10 points dans le front) la structure
de flamme : F = n∆x
δ0L
2.1.6 Cine´tique chimique
Nous allons de´finir l’expression de termes sources re´solues de nature chimique.
On se place dans un cadre ou` K espe`ces de symbole Mk re´agissent a` travers M










2Dans l’analyse de Williams [151], S0L ∝
√
DthA, mode´lise la re´action par une fonction
d’Arrhenius simple de pre-exponentielle A.
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ou` ν ′kj et ν
′′
kj correspondent aux coefficients stoechiome´triques molaires associe´s
















kj − ν ′kj (2.39)






ou` Kfj et Krj sont les taux de re´action respectifs de la re´action directe (−→) et
inverse (←−) de Rj. La concentration molaire est donne´e par :
[Xk] = ρYk/Wk (2.41)









L’expression du taux de re´action inverse Krj est relie´e a` Kfj par une constante





















L’exposant a signifie que les grandeurs sont entendues a` la pression standard3 Pa.
∆Saj et ∆H
a
j correspondent a` la variation d’entropie et d’enthalpie pour passer
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k peuvent eˆtre e´value´es a` l’aide de tables ou d’approximations polynomiales
de T .
Connaissant maintenant le taux d’avancement de chaque re´action, il est pos-
sible de calculer le taux de re´action massique de chaque espe`ce en sommant les









2.1.7 Contraintes lie´es a` l’e´quilibre chimique
L’utilisation de sche´mas cine´tiques re´duits a` 1 ou 2 re´actions nous oblige a`
devoir adapter ces cine´tiques afin d’en retirer la pre´cision maximale. Pour cela, on
s’autorise, entre autres, a` pouvoir utiliser des exposants arbitraires Fkf et Rkj en
lieu et place de ν ′kj et ν
′′
kj dans l’expression du taux d’avancement Qj qui devient
alors :
Qj = KfjΠNk=1[Xk]Fkf −KrjΠNk=1[Xk]Rkj (2.50)
Ne´anmoins, remplacer les coefficients stœchiome´triques par des valeurs arbitraires,
ne peut eˆtre fait sans preˆter attention a` respecter certaines re`gles conditionnant
l’obtention de l’e´quilibre chimique. A` l’e´quilibre, Qj = 0. Ceci doit eˆtre ve´rifie´








Afin d’assurer l’e´quilibre on doit alors respecter la condition :
Fkf −Rkj = νkj (k = 1..K) (2.52)
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Echelles de la turbulence
Les e´quations de Navier-Stokes pour les fluides multi-espe`ces re´actifs pre´sente´es
a` la section pre´ce´dente de´crivent comple`tement l’e´tat du syste`me que l’e´coulement

















Fig. 2.1 – Spectre d’e´nergie cine´tique turbulente et spectre de re´solution des
mode`les de calcul : l Re´solu, l Mode`lise´.
soit laminaire ou turbulent. Ne´anmoins si la resolution en e´coulement laminaire
ne pose pas de proble`me particulier, la transition vers les e´coulements turbu-
lents fait apparaˆıtre une multitude de tourbillons sur un spectre tre`s large. La
transition du re´gime laminaire au turbulent est controˆle´e par le nombre de Rey-
nolds de l’e´coulement. On donne classiquement la valeur critique de 2000 pour la
transition en conduite tubulaire. Cette valeur est toutefois fortement fonction de
la configuration et des e´tats de surface des parois puisqu’on arrive a` maintenir
expe´rimentalement des e´coulements laminaires en conduite jusqu’a` des nombres
de Reynolds proche de 20000 [114][123]. Dans nos applications, le nombre de
Reynolds est de toute manie`re largement au dessus de ces valeurs, on ope`re donc
avec des e´coulements pleinement turbulents.
On peut borner les e´chelles du spectre d’e´nergie turbulent par deux lon-
gueurs caracte´ristiques ÃLI , dite e´chelle inte´grale et ηK dite e´chelle de Kolmo-
gorov. L’e´chelle inte´grale caracte´rise les plus grosses structures de l’e´coulement
qui sont pour les e´coulements internes de l’ordre de la taille du syste`me. A` cette
e´chelle, le mouvement de ces structures n’est quasiment pas affecte´ par les effets






bulent a` l’e´chelle inte´grale est de l’ordre de 1000 [105]. L’e´chelle de Kolmogorov
quant a` elle donne l’ordre de grandeur des plus petites structures tourbillon-





associe´ est de l’ordre de
l’unite´, ces tourbillons sont alors dissipe´s par la viscosite´ mole´culaire. Le spectre
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d’e´nergie cine´tique turbulent u
′2 (Fig. 2.1) rend compte de la fragmentation des
grands tourbillons en de plus petits. Ce phe´nome`ne appele´ cascade de Kolmo-
gorov, comporte un transfert d’e´nergie des grandes structures, qui contiennent
la plus grande partie de l’e´nergie turbulente, vers les plus petites qui sont elles-
meˆmes alors dissipe´es par effet visqueux. L’analyse de Kolmogorov donne une






Cette analyse d’ordre de grandeur, permet de constater que la capacite´ a` re´soudre
l’e´coulement dans un domaine tridimensionnel de la taille de l’e´chelle inte´grale
jusqu’aux plus petites e´chelles ne´cessite un nombre de points au moins supe´rieur
a` Re
9/4
I . Ceci me`ne vite a` des tailles de maillage supe´rieures au milliard de points.
Bien que ce niveau de pre´cision ait e´te´ atteint et meˆme de´passe´ (Earth Simulator,
THI 40963 [82]), ce genre de calcul est re´serve´ a` des cas acade´miques et rele`ve de
l’exercice de style et ou` le post-traitement des solutions est de´ja` un de´fi en soit.
Me´thodes de re´solution approche´e des e´quations de Navier-Stokes
Les ressources limite´es en capacite´ de calculs, ont amene´ a` de´velopper des
approches modifiant les e´quations de Navier-Stokes (N-S) afin d’en re´duire le
couˆt de re´solution en particulier sur des configurations industrielles. La premie`re
approche de´veloppe´e dans cet esprit correspond aux jeux d’e´quations RANS (Rey-
nolds Average Navier-Stokes). On applique aux e´quations de N-S un ope´rateur
de moyenne statistique4, e´liminant ainsi la de´pendance temporelle du proble`me.
L’ope´rateur de moyenne e´limine ne´anmoins toute l’information sur la turbulence
et ce sur l’ensemble du spectre. Les termes restant ouverts re´percutent l’influence
de la turbulence sur la solution moyenne. Ces termes sont alors mode´lise´s.
Le principal de´faut de cette approche est justement de tenter de mode´liser
les effets de la turbulence sur l’ensemble du spectre. De fait il n’existe pas de
mode`le de fermeture universel (Baldwin-Lomax, k-², k-ω, Spalart-Almaras etc.),
et chaque domaine d’application (ae´rodynamique interne, externe) est tente´ de
de´velopper le ou les mode`les ad hoc. Si les plus petites structures de la tur-
bulence offrent un comportement statistique stable et connu, les effets des plus
grosses structures responsables d’instabilite´s hydrodynamiques sont fortement
de´pendantes du proble`me et de sa ge´ome´trie et donc difficilement mode´lisables.
Pour ces raisons, les me´thodes RANS sont mises en de´faut de`s lors qu’une forte
instationnarite´ intrinse`que a` l’e´coulement est pre´sente.
Pour pallier ces de´fauts la simulation de grandes e´chelles (que l’on nommera
par son acronyme anglo-saxon connu de tous : LES, pour Large Eddy Simulation)
propose de conserver la re´solution instationnaire des e´quations de N-S. De fait,
4Faisant l’hypothe`se d’ergodicite´, les moyennes temporelles ou d’ensemble sont e´quivalentes
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la LES re´sout une partie du spectre de la turbulence. L’approche LES de´coupe le
spectre turbulent en deux partie. Les grandes e´chelles de la turbulence d’un coˆte´,
re´solues explicitement, et les petites e´chelles dont les effets sont la`, a` mode´liser.
Cette se´paration des e´chelles s’ope`rent en appliquant localement un filtre spatial
de moyenne au jeu d’e´quations de N-S. L’e´tendue du filtre de´finie la fre´quence de
coupure en dessous de laquelle les structures turbulentes sont a` mode´liser puisque
non re´solue (Fig. 2.1).
2.2.1 Filtrage LES
La plupart des implementations n’ope`re pas de filtrage explicite lors du cal-
cul. La resolution du maillage suffit a` ope´rer implicitement ce filtrage puisqu’il
est impossible de pouvoir repre´senter des structures de taille infe´rieure a` 2∆x.
Ne´anmoins, on doit e´tablir le jeu d’e´quations de la LES issu du filtrage des
e´quations de N-S. Le filtrage correspond a` une moyenne spatiale ope´re´e loca-
lement. Pour les e´coulements a` masse volumique variable, on utilise la moyenne
de Favre (note´e ), moyenne ponde´re´e par la masse. Ceci permet d’e´viter de
mode´liser certains termes duˆ a` la variation de ρ dans le volume moyenne´, appa-
raissant a` l’issue du filtrage. On de´compose alors toute grandeur extensive f , en
une partie filtre´e f˜ et une partie non re´solue, dite de sous-maille f
′
:
f = f˜ + f
′
(2.54)
Pour les grandeurs intensives la moyenne de Favre n’a pas vraiment de sens, on
utilise alors la notation de moyenne spatiale f pour la grandeur filtre´e (ainsi
que pour la densite´ puisque ρ˜ = ρ). Il est classique de supposer la commuta-
tion de l’ope´rateur de filtrage et des de´rive´es spatiales sur un maillage re´gulier
[145][120].Cette hypothe`se est maintenue ici sur des maillages irre´guliers (voire
mobiles [87]). L’erreur induite est suppose´e faible devant d’autres approxima-
tions introduites (mode`le de turbulence de sous-maille, mode`le de combustion
turbulente, transport diffusif etc.).
∂w
∂t
+∇ · F = s (2.55)
Une fois l’ope´rateur de filtrage applique´, on obtient le meˆme jeu d’equation
pour les grandeurs filtre´es identiques a` Eq. 2.1 auquel s’ajoute de nouveaux termes
non ferme´s. Le tenseur des flux se voit alors ajouter une contribution de sous-
maille F
′
, ainsi que pour le vecteur des sources :
F = FI + FV + F
′
(2.56)
s = s+ s
′
(2.57)
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ou` sont a` mode´liser les termes suivants :
– Le tenseur de Reynolds de sous-maille (Sec. 2.3.1) :
τ
′
ij = −ρ(u˜iuj − u˜iu˜j) (2.59)
– Le flux diffusif de sous-maille (Sec. 2.3.2) :
J
′
k = ρ(u˜Yk − u˜Y˜k) (2.60)
– Le flux de chaleur de sous-maille (Sec. 2.3.3) :
q
′
= ρ(u˜E − u˜E˜) (2.61)
Nous de´crivons par la suite les mode´lisations de diffe´rents flux de sous-maille.
La mode´lisation des termes sources de sous-maille s
′
est de´taille´e dans une section
a` part entie`re (Sec. 2.4). En effet, ces termes ne sont pre´sents qu’a` cause de la
prise en compte des re´actions chimiques. Leur traitement est donc uniquement
lie´ au de´veloppement de la LES pour les applications de combustion (ou plus
largement des e´coulements re´actifs), a` la diffe´rence des mode´lisations utilise´es
pour les flux qui sont elles classiques en LES.
2.3 Mode´lisation des flux de sous-maille
L’objectif premier de la mode´lisation est de pouvoir approximer les termes
inconnus a` l’aide de grandeurs re´solues dans le calcul. Les mode`les de sous-maille
doivent donc eˆtre capable de reproduire les effets de la turbulence non re´solue a`
partir d’information re´solue, une gageur en soit.
2.3.1 Mode´lisation du tenseur de Reynolds de sous-maille
La plupart des mode`les de sous maille repose sur l’hypothe`se de Boussinesq
qui permet de relier le tenseur des contraintes non re´solu τ
′
(Eq. 2.59) propor-
tionnellement au tenseur des taux de de´formation re´solu S˜ par l’interme´diaire
d’une viscosite´ turbulente µt :
τ
′






















Le seul e´le´ment inconnu restant la viscosite´ turbulente que de nombreuses me´thodes
sont capables de mode´liser. Nous ne pre´sentons ici seulement, les deux mode`les
utilise´s dans les calculs.
Le mode`le de Smagorinsky
Ce mode`le initialement propose´ par Smagorinsky en 1963 dans [133] estime
la viscosite´ νt =
µt
ρ
proportionnelle au carre´ d’une e´chelle de longueur ∆s et une
e´chelle temps obtenue a` partir du tenseur de taux de de´formation S˜, ce qui n’est





L’e´chelle de longueur est estime´e dans avbp par la taille du filtre LES, c’est a`
dire par la taille caracte´ristique de la maille (racine cubique du volume de maille).
La constante prend en ge´ne´ral la valeur de Cs = 0.18. Ce mode`le a` e´te´ employe´
de`s les premie`res LES, et utilise´ par la suite dans de nombreuses validations de
la LES. C’est le mode`le le plus largement imple´mente´ dans les codes LES. Pour
cette raison, il est reconnu que :
– Il est souvent trop dissipatif, d’ou` son incapacite´ a` rendre compte de la
transition turbulente.
– Par construction νt est importante dans les zones de cisaillement et fort
gradient. Par conse´quence, le mode`le de Smagorinsky ne de´ge´ne`re pas cor-
rectement a` la paroi puisqu’il n’y pre´dit pas la de´croissance de la turbulence.
– Il est incapable de rendre compte d’e´ventuel transfert d’e´nergie des pe-
tites e´chelles vers les e´chelles re´solues (back-scattering), puisque νt reste
par construction strictement positive
– La constante Cs n’est pas universelle, et a du eˆtre re´ajuste´e dans certains
cas.
Il a e´te´ modifie´ afin de prendre en compte l’anisotropie des maillages [128].
Une formulation dite dynamique [36], de´terminant localement la “constante” Cs.
Ne´anmoins si la formulation de Germano a montre´ sa supe´riorite´ sur des cas de
validation acade´mique, Il ne semble pas offrir d’avantage de´cisif sur des calculs
en configuration industrielle ou` d’autres approximations induisent des erreurs
d’ordre supe´rieur.
Le mode`le WALE
Le mode`le de WALE [90] a e´te´ de´veloppe´ pour les e´coulements internes et se
doit ainsi d’obtenir un comportement rigoureux a` la paroi. WALE utilise le mode`le
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de Smagorinsky comme base et le modifie de sorte a` obtenir une de´croissance de
νt vers la paroi. Pour cela, le taux de de´formation est remplace´ par une fonction
qui de´tecte les fortes de´formations et rotations et pas le cisaillement des particules





















La constante est selon les auteurs relativement invariante, et ils pre´conisent apre`s
calibration sur des calculs de turbulence homoge`ne isotrope :
Cw = 0.5 (2.67)
2.3.2 Mode´lisation du flux diffusif de sous-maille
Comme pour les flux diffusifs re´solu, on fait l’hypothe`se de nombre de Schmidt
constants. On suppose par ailleurs qu’ils ont tous unitaires :
Stc,k = S
t
c = 1 ∀k (2.68)





ou` νt est calcule´ par le mode`le de sous-maille des tensions de Reynolds (Sec. 2.3.1)





















2.3.3 Mode´lisation du flux de chaleur de sous-maille
De la meˆme manie`re que pour le flux re´solu, on suppose en sous-maille, un
nombre de Prandtl constant :
P tr = 0.9 (2.72)
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2.4 Mode`le de combustion turbulente
La prise en compte de front de flamme de pre´me´lange dans un calcul LES pose
un premier proble`me. L’e´paisseur du front de flamme a` pression atmosphe´rique5
est de l’ordre de 0.1mm alors que les capacite´s informatique actuelles courantes
nous autorisent des re´solutions de l’ordre du millime`tre pour re´soudre l’hydrody-
namique des configurations industrielles a` traiter. On peut estimer a` une dizaine
de points la discre´tisation ne´cessaire du front avec des sche´mas centre´s (faible
dissipation), ce qui me`nerait a` des tailles de maille du 1/10emm pour discre´tiser
avec pre´cision le front de flamme. Cette capacite´ de re´solution n’est pas actuel-
lement a` la porte´ des calculs sur configurations complexes. Pour contourner la
difficulte´ de la discre´tisation de la flamme, deux grande cate´gories de solutions
ont e´te´ de´veloppe´es :
– On conside`re le front de flamme comme infiniment fin et l’on met en oeuvre
des techniques nume´riques adapte´es pour convecter ce front en accord avec
les principes de la combustion.C’est le cas des me´thodes de type Equation
de G [98] de´crites en introduction.
– On e´paissit artificiellement la structure de flamme jusqu’a` pouvoir la re´soudre
sur le maillage LES.
C’est cette deuxie`me approche qui a e´te´ choisie dans avbp avec le mode`le de
flamme e´paissie, de´crite en Sec. 2.1.5 La deuxie`me difficulte´ majeure dans la
mode´lisation de la combustion turbulente est la prise en compte de l’influence des
structures non re´solues par la LES sur la flamme. En effet, ces structures ont une
contribution essentielle sur la combustion en termes de plissement et de surface
de flamme. La mode´lisation de la combustion en sous-maille prend alors toute son
importance. Il est a` noter que l’emploi du mode`le de flamme e´paissie ne´cessite
en fait de mode´liser les effets de la turbulence au-dela` de l’e´chelle de la maille
(e´chelle de coupure LES). En effet, l’e´paississement du front limite l’interaction
avec les tourbillons (Fig. 2.2) jusqu’a` une taille caracte´ristique de l’ordre de 10∆x.
L’e´paississement re´duisant le plissement, la surface de flamme est alors sous-
estime´e. Le mode`le de combustion de sous-maille doit devoir prendre en compte
5cette e´paisseur diminue encore avec la pression
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3.4 The Thickened Flame Model for LES
Author: K. Truffin and T. Poinsot
Reviewed: L.Y.M. Gicquel and T. Poinsot
Last revisions: 15/02/05
A difficult problem is encountered for Large Eddy Simulation of premixed flames: the thick-
ness δ0l of a premixed flame is about 0.1 mm and is generally smaller than the standard mesh
size ∆x used for LES. For this reason, the Thickened Flame (TF) model has been developed so
as to resolve the flame fronts on a LES mesh. In section 2.7, the thickening of a laminar flame
from δ0l to F δ
0
l has been discussed in the fundamental of laminar flames. In turbulent flows,
the interaction between turbulence and chemistry is altered: eddies smaller than F δ0l do not
interact with the flame any longer. As a result, the thickening of the flame reduces the ability
of the vortices to wrinkle the flame front. As the flame surface is reduced, the reaction rate is
underestimated. In order to correct this effect, an efficiency function E has been developed [15]
from DNS results and implemented into Avbp (see Fig. 3.3). It is described in the next section.
Figure 3.3: Direct Numerical Simulation of flame/turbulence interactions by Veynante ([5],
[55]). Left: non thickened flame, right: thickened flame (F=5).
3.4.1 The combustion subgrid scale model: E
A complete description of the efficiency function is given in ref [14]. The underlying model
philosophy can be summarized through 3 main steps:
• The wrinkling factor of the flame surface Ξ is estimated from the flame surface density Σ,
assuming an equilibrium between the turbulence and the subscale flame surface:
Ξ ! 1 + α∆e
s0l
〈aT 〉s (3.27)
Fig. 2.2 – Simulation directe de l’interaction flamme/turbulence [105]. ( )
isothermes, ( ) iso-vorticite´. Droite : flamme non e´paissie. Gauche : flamme
e´paissie 5 fois.
ce phe´nome`ne. Le mode`le imple´mente´ dans avbp repose sur l’estimation d’une
fonction dite d’efficacite´ qui se base sur les grandeurs re´solues pour modifier les
diffe´rents termes influence´s par la combustion en sous-maille. Une description
comple`te de la fonction efficacite´ peut eˆtre trouve´e dans Colin et al. [18]. Plus
succinctement ici, le mode`le est construit suivant les trois e´tapes :
– Le facteur de plissement de la flamme Ξ est estime´ a` partir de la densite´
de surface de flamme Σ, en supposant un e´quilibre entre la turbulence et le
plissement de sous-maille :
Ξ ' 1 + α∆e
s0l
〈aT 〉s (2.75)
ou` 〈aT 〉s est le taux d’e´tirement de sous-maille, ∆e est la taille du filtre et
α une constante du mode`le.
– 〈aT 〉s est estime´ a` partir de la taille du filtre ∆e et la vitesse turbulente de
sous-maille associe´e u′∆e :
〈aT 〉s = Γu′∆e/∆e (2.76)
La fonction Γ correspond a` l’inte´gration du taux d’e´tirement effectif in-
duit par toutes les e´chelles affecte´es par l’e´paississement, i.e. de l’e´chelle de






















– La Fonction efficacite´ se de´finit comme le rapport entre le plissement estime´
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s0L et δ
0
l sont respectivement la vitesse et l’e´paisseur de la flamme laminaire
(non e´paissie) et δ1l = Fδ
0
l .
Par construction E varie entre 1 (laminaire) et Emax ' F 2/3 (fort plisse-
ment du front en sous-maille). En re´gime de combustion pre´me´lange´ la fonc-
tion efficacite´ assure que la vitesse de flamme turbulente soit : ST = ES
0
L.
La taille du filtre ∆e de´finissant l’e´chelle des plus grandes structures dont
l’effet (sur la flamme) est atte´nue´ par l’e´paississement est de l’ordre de
l’e´paisseur de flamme e´paissie i.e. ∆e = 10∆x. En pratique, on choisit donc
l’e´paississement qui permettra d’obtenir cette re´solution6. La vitesse tur-
bulente associe´e a` l’e´chelle du filtre u′∆e est estime´e a` l’aide d’un ope´rateur
base´ sur le rotationel de la vitesse pour en soustraire la composante de




2.5 Description du solveur re´actif compressible
AVBP
avbp est un solveur paralle`le de type volumes-finis (VF) pour les e´coulements
tridimensionnels compressibles et re´actifs. Sa capacite´ a` pouvoir traiter efficace-
ment des configurations a` ge´ome´trie complexe tient pour bonne part a` la ca-
pacite´ d’utiliser un maillage non-structure´ hybride, i.e. pouvant eˆtre constitue´
d’e´le´ments de volume quelconques (te´trae`dres, prismes, pyramides ou hexae`dres).
Les maillages non-structure´s offrent une flexibilite´ optimale pour discre´tiser effica-
cement les ge´ome´tries les plus complexes. De plus un gain de temps appre´ciable est
a` noter dans la confection du maillage. La` ou` plusieurs jours sont ne´cessaires pour
mailler en structure´ multi-blocs, seulement quelques heures seront ne´cessaires
pour un maillage non-structure´. Cette flexibilite´ se paye par une efficacite´ moindre
par rapport aux codes structure´s. En effet, les codes structure´s tirent partie de la
structure de donne´es simplifie´e par le type de maillage (hexae´drique structure´).
A` l’inverse la structure de donne´es ne´cessaire a` un solveur non-structure´ est plus
complexe (indexation indirecte, table de correspondance etc.). En particulier elle
me`ne a` des acce`s-me´moires de´sordonne´s et se preˆte ainsi moins bien a` l’optimi-
sation de l’efficacite´ de calcul. En particulier les codes non-structure´s offrent de
performances tre`s me´diocres sur les calculateurs vectoriels. Cette architecture de
calculateur tenait le haut du pave´ en termes de puissance de calcul, il y a encore
quelques anne´es (Fujitsu VPP se´ries, NEC SX-5/6 Earth Simulator). Ils sont
dore´navant supplante´s par les calculateurs massivement paralle`les qui utilisent
des processeurs de type scalaires (Compaq-Alpha, IBM-SP, Clusters-linux etc.),
6L’imple´mentation de l’e´paississement dynamique local calcule localement l’e´paississement
ne´cessaire en fonction de la re´solution du maillage.
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et la disparition des calculateurs vectoriels est quasi assure´e avant les dix ans a`
venir. C’est justement sur les architectures a` processeurs scalaires, que les codes
non-structure´s donnent le meilleur en termes d’efficacite´ de calcul.
Si le choix d’un solveur non-structure´ n’e´tait pas e´vident a` la naissance d’avbp
ce choix s’ave`re payant a` l’heure actuelle, ou` le code, arrive´ a` maturite´, permet de
tirer parti au maximum de ces architectures actuelles avec lesquelles il est courant
de calculer sur plusieurs centaines de processeurs. Le concept de de´composition de
domaines affecte a` chaque processeur, un sous-domaine de calcul. Un algorithme
de partitionnement est de´volu a` minimiser la surface de contact entre chaque
sous-domaine afin de limiter d’abord le nombre puis la taille des messages entre
processeurs. La “scalabilite´” exemplaire d’AVBP (eg. acce´le´ration paralle`le7 de
3800/4000 sur Blue Gene/L, 131072 processeurs) montre que la qualite´ de la
structure de donne´es, ainsi que des choix dans les me´thodes nume´riques mais
aussi et surtout de la fiabilite´ et la performance de la librairie MPL ge´rant le
paralle´lisme du code ([118][117]) sur standard MPI-1. Code´ en fortran 77 suivant
les standards de codage, avbp est porte´ sur la quasi-totalite´ des architectures
paralle`les (et se´rielle) du marche´ (SGI-Orgin, IBM-SP, Compaq Alpha server,
Cray XD1, Macintosh-PowerPC, PC-Linux, PC-Windows).
2.5.1 Me´thodes nume´riques
La discre´tisation des e´quations LES introduit obligatoirement une erreur. Rien
ne sert de de´velopper un cadre e´labore´ et une mode´lisation fine si la pre´cision des
sche´mas de discre´tisation n’est pas a` la hauteur. On qualifie la qualite´ globale
d’un sche´ma par trois crite`res que sont l’ordre de pre´cision, la dissipation et
la dispersion (distorsion des vitesses de convection en fonction des longueurs
d’ondes)
La LES en particulier ne´cessite des sche´mas tre`s peu dissipatifs. L’utilisa-
tion de sche´mas de´centre´s permet d’augmenter la marge de stabilite´. Ne´anmoins,
ces sche´mas introduisent syste´matiquement une viscosite´ nume´rique (qui est a`
l’origine de leur stabilite´ !) induisant un amortissement artificiel des structures
re´solues, grevant ainsi la pre´cision du solveur. Ils sont a` proscrire dans toute uti-
lisation pour la LES ou` la dissipation des plus petites e´chelles re´solues doit eˆtre
controˆle´e par la viscosite´ du mode`le de sous-maille (et la viscosite´ laminaire).
Les sche´mas centre´s pre´sentent la qualite´ de disperser peu, mais sont en ge´ne´ral
assez dispersifs et conditionnellement stables (CFL). Le controˆle de la stabilite´
par l’ajout finement controˆle´ de viscosite´ artificielle est parfois ne´cessaire pour
amortir certaines instabilite´s nume´riques de type wiggles par exemple. Son utili-
sation est de´clenche´e par un senseur qui permet d’agir localement sans de´grader
la solution tout entie`re. L’utilisation de maillage non-structure´ limite les sche´mas
volumes-finis au deuxie`me ordre de pre´cision. avbp inte`gre pour cela un sche´ma
7speed up
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classique de Lax-Wendroff (second ordre en espace et en temps). En effet il est
impossible (ou alors a couˆt prohibitif) de trouver des seconds noeuds voisins
comme on pourrait le faire facilement sur maillage structure (i+ 1,i+ 2 etc.) afin
d’augmenter l’ordre.
En appliquant un formalisme de type e´le´ments-finis (EF), il est toute fois
possible d’accroˆıtre la pre´cision jusqu’a` l’ ordre trois. Le formalisme VF peut eˆtre
assimile´ au formalisme EF avec des fonctions de bases constantes (inte´gration).
Le formalisme e´le´ments fini augmente l’ordre en utilisant des fonctions de bases
line´aires. Un sche´ma de ce type, Taylor-Galerkin [19], est implante´ sous le nom
de TTGC dans avbp. Ce sche´ma pre´sente une pre´cision e´leve´e, avec une dissipa-
tion extreˆmement faible et une dispersion tre`s limite´e (voir l’e´tude de Moureau
[85]). Ne´anmoins son utilisation se traduit par augmentation du couˆt de calcul
par un facteur deux au minimum. On utilise alors ce sche´ma uniquement pour
les simulations ne´cessitant une finesse particulie`re. Le sche´ma de Lax-Wendroff
reste pour nous le sche´ma de base que l’on utilisera en priorite´ pour son bon rap-
port couˆt/pre´cision. L’avancement en temps est confie´ a` une inte´gration du type
Runge-Kutta a` 1 (e´quivalant au sche´ma d’Euler), 3 ou 4 e´tapes. L’inte´gration tem-
porelle explicite induit une restriction forte au niveau du pas de temps. Le solveur
e´tant compressible, la vitesse de re´fe´rence pour construire le crite`re de stabilite´ de
CFL8 n’est pas la vitesse convective u mais la vitesse des ondes acoustiques, a` sa-
voir u+c. En conse´quence, si l’on veut pouvoir re´soudre (pour le meilleur et pour
le pire) l’acoustique instationnaire, l’approche explicite est quasi obligatoire. Elle
gre`ve certes les performances ge´ne´rales. En outre, l’avancement explicite permet
de conserver une grande pre´cision et surtout de permettre l’imple´mentation des
diffe`rents mode`les de fac¸on naturelle, directe. En effet, l’implicitation ne´cessite la
re´e´criture des e´quations discre´tise´es, et demande alors de bonnes connaissances
en me´thodes nume´riques, en particulier pour les termes sources de la combustion.
L’imple´mentation de la me´thode de volumes-finis (VF) utilise la formulation
“cell-vertex”. Dans cette formulation les grandeurs conservatives sont calcule´es
aux noeuds du maillage. Dans la formulation concurrente dite “cell-centered”,
le vecteur d’e´tat est calcule´ au centre de la cellule (volume de controˆle). En




+∇ · F = 0 (2.80)
ou` w est le vecteur d’e´tat contenant les variables conservative et F le tenseur de
flux. L’e´quation est inte´gre´e sur le volume de la cellule Ωj. On obtient alors le






F · n dS (2.81)
8Courant-Friedrichs-Levy
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On de´finit le volume nodal pour pouvoir ensuite normaliser le re´sidu au noeud. Le
volume de chaque cellule est divise´ par le nombre de point nnj qui la constitue.







Le re´sidu au noeud k apparaˆıt alors comme la somme ponde´re´e des re´sidus aux











L’avancement en temps peut eˆtre alors effectue´ explicitement (de type Euler ici) :
wn+1 = wn −∆t R(wn) (2.84)
La stabilite´ de l’inte´gration tient a` la condition de Courant qui interdit qu’une
information (de type acoustique dans le cas pre´sent) ne travers plus d’une maille
de longueur ∆x.
∆t ≤ CFL∆x|u + c| (2.85)
La limite de stabilite´ est atteinte lorsque le nombre de CFL atteint l’unite´. Ceci
de´rive d’une analyse monodimensionnelle, ce nombre est en pratique fixe´ a une
valeur infe´rieure (' 0.7). Il est a` noter que la pre´cision de l’inte´gration temporelle
peut eˆtre augmente´e en utilisant une inte´gration Runge-Kutta a` trois ou quatre
e´tapes [111].
Ope´rateurs de viscosite´ artificielle
Le solveur avbp est dote´ de deux ope´rateurs de viscosite´ artificielle (VA) du
second et quatrie`me ordre. Leurs caracte´ristiques respectives se re´sument a` :
– L’action de la viscosite´ du second ordre est similaire a` la viscosite´ mole´culaire.
Elle entraˆıne une dissipation qui permet par exemple de lisser les gradients
trop raides. Mais son action est controˆle´e par un senseur qui ne de´clenche
son ajout que si un proble`me est de´tecte´. Cet ope´rateur assure donc la
stabilite´ du calcul ponctuellement, uniquement la` ou` cela est ne´cessaire.
– L’ope´rateur du quatrie`me ordre agit comme un bi-laplacien. Il permet de
stabiliser les zones touche´es par des instabilite´s nume´riques (wiggles) de
courte longueur d’ondes (2∆x,4∆x).
Les senseurs utilise´s pour la viscosite´ sont de deux types. Le senseur de Jameson
[50] se de´clenche en testant les anomalies sur la pression. Il se de´clenche assez
rapidement ajoutant une viscosite´ sur l’equation de l’e´nergie, des espe`ces mais
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aussi et surtout sur la quantite´ de mouvement. De fait, il induit une dissipation
non ne´gligeable sur les plus petites e´chelles re´solues. On l’utilise en ge´ne´ral en
phase de convergence pour garantir la robustesse.
Le mode`le de VA de Colin introduit un senseur plus se´lectif. La VA est ap-
plique´e comme pre´ce´demment. Ne´anmoins la viscosite´ du quatrie`me ordre n’est
jamais applique´e sur la quantite´ de mouvement e´vitant la dissipation des plus
petites structures cohe´rentes. C’est ce mode`le de VA qui est adopte´ pour la LES.
2.5.2 Conditions aux limites dans AVBP
Le choix d’avoir en avbp un solveur compressible induit l’obligation (sans hy-
pothe`ses supple´mentaires de type approximation bas-Mach) de re´soudre le champ
acoustique instationnaire. C’est-a`-dire le bruit ge´ne´re´ par l’e´coulement auquel
s’ajoute, dans le cas re´actif, celui de la combustion. Le bruit ae´rodynamique est
ge´ne´re´ par exemple par les jets turbulents, les couches limites turbulentes, en
particulier de´colle´es, les structures tourbillonnaires etc. Le bruit ge´ne´re´ par la
combustion provient globalement du de´placement du front de flamme turbulente
qui par dilatation ge´ne`re des ondes acoustiques sur un spectre large. On peut
identifier ces sources dans l’e´quation d’onde, pour la pression acoustique dans les
e´coulements re´actifs, de´rive´e dans [105] :
∇ · (c20∇p1)− ∂2∂t2p1 = −γp0∇u : ∇u− (γ − 1)∂ω˙T∂t (2.86)
Le premier terme du membre de droite repre´sente la source de bruit tur-
bulent d’origine ae´rodynamique. Le second terme, repre´sente lui le bruit pro-
venant de la combustion. Il fait d’ailleurs intervenir la variation locale de taux
de de´gagement de chaleur. Dans les chambres de combustion, le tre`s haut ni-
veau de turbulence tant au niveau ae´rodynamique que de la combustion me`ne a`
des niveaux sonores intenses. L’e´nergie acoustique produite est pour partie dis-
sipe´e par la viscosite´, et pour le reste e´vacue´ par les entre´es et sortie du syste`me
de combustion. La de´formation des parois, ou leur perforation peut aussi dissi-
per une partie, ne´anmoins tre`s faible de l’e´nergie acoustique. Dans les calculs,
les murs sont conside´re´s comme absolument rigides, la stabilite´ des calculs est
alors de´pendante essentiellement de la capacite´ des conditions limites a` e´vacuer
l’e´nergie acoustique. Comme de´ja` mentionne´ en Sec. 2.5.1, la pre´sence d’ondes
nume´rique de type wiggles (quasi invisibles) pose proble`me en particulier lors-
qu’elles rencontrent une condition limite ordinaire (valeur ou flux impose´). Ces
ondes nume´riques se re´fle´chissent alors en ondes acoustiques et interagissent avec
l’e´coulement [105][66]. On peut noter des exemples de phe´nome`nes de couplage
instable entre les entre´es et sorties sur des cas d’advection pure 1D ([147]).
L’e´tablissement de condition limites couramment appele´e non-re´fle´chissantes (ce
qui n’est pas toujours pre´cise´ment le cas, comme on le voit en Sec. 6). De nom-
breux auteurs ont participe´ a` leur de´veloppement [33][119][141][39][89]. Le fon-
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dement de ces me´thodes repose sur la de´composition en ondes de la partie hy-
perbolique des e´quations de N-S, c’est a` dire les e´quations d’Euler. Pour cela, la
the´orie des ondes caracte´ristiques est pleinement exploite´e.
Conditions limites caracte´ristiques
avbp utilise l’imple´mentation de la me´thode NSCBC [102] e´tendue a` la formu-
lation multi-espe`ces [6]. On se reportera a` [15] pour connaˆıtre les de´tails complets
de l’imple´mentation dans avbp. On se bornera ici a` rappeler les relations fonda-
mentales de la me´thode. Pour simplifier les e´critures on se place toujours dans
un repe`re local a` la condition limite. On y de´finit localement une normale (poin-
tant vers l’inte´rieur du domaine), et deux vecteurs tangents orthonormaux pour
comple´ter la base. La vitesse est alors de´compose´e par u = (un, ut1, ut2)
T . On
e´crit a` la limite les e´quations de N-S multi-espe`ces sous la forme :
∂V
∂t
+ d = S−T (2.87)
ou` V est le vecteur de grandeurs primitives (pour K espe`ces) :
V = (un, ut1, ut2, p, ρ1, ..., ρK)
T
Les termes d et T regroupent respectivement les contributions normales et tan-
gentielles. S regroupent toutes les autres contributions e´ventuelles telles que les










0 . . . 0
0 un 0 0 0 . . . 0
0 0 un 0 0 . . . 0
ρc2 0 0 un 0 . . . 0








ρK 0 0 0 0 . . . un

(2.88)
Le principe de la de´composition en onde repose sur la diagonalisation de la jaco-
bienne des termes normaux. On peut ainsi e´crire une e´quation de convection pour
les ondes d’amplitude A qui sont en fait les vecteurs propres de N . Les valeurs






= SA − TA (2.89)
ou` SA − TA est la somme de tous les termes non-hyperboliques. L’amplitude des
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La variation d’amplitude est par de´finition :
L = λ∂A
∂n
= (~x · ~n)∂A
∂t
(2.92)


















(L+ + L−) + Lk
 avec
∣∣∣∣∣∣∣∣∣∣∣
L+ = (un + c)(∂un∂n + 1ρc ∂P∂n )
L− = (un − c)(∂un∂n + 1ρc ∂P∂n )
Lt1 = un ∂ut1∂n
Lt2 = un ∂ut2∂n
Lk = un[∂ρk∂n − Ykc2 ∂P∂n ]
(2.93)
Les ondes acoustiques L+ et L− sont convecte´es respectivement a` la vitesse
un + c et un − c. Les autres ondes se propagent a` la vitesse convective de
l’e´coulement un. Lt1 et Lt2 sont les ondes de vorticite´. Les K dernie`res ondes,
convectent les perturbations sur les espe`ces, c’est-a`-dire une onde entropiques.
L’onde entropique LS n’est alors pas utilise´e explicitement puisqu’elle se recons-















On a maintenant identifie´ les ondes, et on peut les calculer explicitement avec
Eq. 2.93. Il paraˆıt logique que les ondes sortante qui portent l’information de
l’inte´rieur vers l’exte´rieur soient laisse´es telles quelles (calcule´es par le solveur).
C’est par contre par l’interme´diaire des ondes entrantes que l’on va faire entrer
l’information voulue. On ne peut pas calculer les ondes entrantes avec Eq. 2.93,
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premie`rement parce que c’est conceptuellement inexact et deuxie`mement parce
que le calcul des gradients “downwind” est inconditionnellement instable. On
devra alors eˆtre capable de formuler une expression des ondes entrantes en fonc-
tion de l’objectif de la condition limite (i.e. des variables a` imposer). Il est
par contre assez peu pratique d’imposer directement les ondes. On risque par
me´connaissance de rendre le proble`me mal pose. Les e´tudes the´oriques [137][92]
permettent de de´finir clairement le nombre et le type de variable primitives a` im-
poser suivant le type de condition limite (entre´e, sortie). Il est ensuite ne´cessaire
d’obtenir des expressions reliant la variation temporelle de variable primitive aux
diffe´rentes ondes. C’est ce que proposent les relations LODI9 multi-espe`ces [102]













(L+ − L−) = 0 (2.96)
∂ut1
∂t
+ Lt1 = 0 (2.97)
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(Mn + 1)) + L−(ρ
2
(Mn − 1)) + cMnLS = 0 (2.106)
ou` Mn = un/c est le nombre de Mach normal et β = γ−1. On peut e´ventuellement
e´crire des relations e´quivalentes pour l’enthalpie, la quantite´ de mouvement en
combinant les expressions pre´ce´dentes.
Prenons l’exemple d’une sortie sur laquelle la seule variable primitive a` im-
poser est la pression. Sur ce type de condition, la seule onde entrante est l’onde
9Local One Dimensional Inviscid
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acoustique remontant l’e´coulement L−. Si l’on souhaite obtenir une condition
de sortie parfaitement non-re´fle´chissante, on se doit d’imposer L− = 0. Ce qui






Ne´anmoins ce genre de conditions n’est pas tre`s robuste car une de´rive de la
pression est pratiquement ine´vitable. Afin de palier a` ce phe´nome`ne, on se sert
de l’onde entrante pour introduire un terme de rappel proportionnel a` la de´rive :
L− = Kp(pt−p), ou` pt est la consigne de pression a` tenir. Dans ces conditions, la
condition n’est plus que partiellement non re´fle´chissante. L’impe´dance effective
de cette condition relaxante est discute´e dans la Sec. 6 car son roˆle dans la
compre´hension de l’apparition d’instabilite´s thermo-acoustique est essentiel. A`
l’extreˆme on peut rendre la condition de sortie totalement re´fle´chissante en y
imposant un noeud de pression i.e.∂p
∂t
= 0. La relation 2.95 nous indique alors
que l’on doit avoir l’onde entrante L− telle que (on y a ajoute´ le terme de rappel
anti-de´rive) :
L− = −L+ + ρc
2
(pt − p) (2.108)
L’onde sortante L+ e´tant calcule´e par Eq. 2.93 Le meˆme principe est applique´





3.1 Proble´matique et motivations
La pratique de la simulation en combustion de configurations industrielles
nous conduit a` traiter de l’oxydation de nombreux hydrocarbures purs tels que
me´thane, propane, heptane ou me´langes comme le ke´rose`ne et gaz naturel. Tant
la multiplicite´ des carburants que des conditions ope´rationnelles nous conduit a`
devoir preˆter attention a` la mode´lisation de ces re´actions chimiques. L’utilisation
de mode`le de flamme de type TFLES induit la ne´cessite´ de reproduire correc-
tement une structure de flamme laminaire. Il est donc de premie`re importance
de pouvoir mode´liser les re´actions chimiques au sein d’une flamme laminaire de
pre´me´lange. Le mode`le de flamme laminaire (MFL) doit eˆtre en mesure de repro-
duire les principales grandeurs globales qui caracte´risent pour partie, une flamme
laminaire :
– La vitesse de flamme laminaire SL, car elle est directement relie´e au taux
de consommation de carburant.
– L’e´paisseur thermique de flamme δth.
– La composition des gaz bruˆle´s a` l’e´quilibre Y eqk .
3.1.1 Choix de la cine´tique chimique re´duite
Alors que la re´alite´ des re´actions d’oxydation des carburants implique plu-
sieurs centaines voire plusieurs milliers de re´actions e´le´mentaires pour les carbu-
rants les plus lourds, l’utilisation habituelle de MFL re´duit le nombre de re´actions
de 1 a` 2 1. En effet, on se limite volontairement a` quelques re´actions, non pas
1jusqu’a` 4 re´actions en 3D [143]
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tant a` cause du coup de calcul qui augmente avec le nombre de re´actions (et
donc d’espe`ces) que des proble`mes de stabilite´ nume´rique qui interviennent lors
de l’inte´gration des e´quations de transport des espe`ces. Ces remarques sont sou-
vent avance´es pour justifier l’emploi de me´thodes ne´cessitant moins d’effort de
calcul en partie de´crites en 3.1.1. Ces critiques partent du principe que meˆme
en utilisant les me´thodes de re´duction syste´matique [99][148][135] de dimension-
nalite´ moderne, le couˆt ainsi que la raideur nume´rique des e´quations couple´es
rend re´dhibitoire l’approche directe. Ces me´thodes sont capables de re´duire les
cine´tiques a` une dizaine de re´actions (voire un peu moins), ce qui du point de
vue d’un cine´ticien est peu, mais beaucoup trop du notre. Prenant bonne note de
ces remarques, on devra porter attention au fait que l’ajout de nouvelles espe`ces
dans le MFL a deux principaux effets du point de vue de la performance de
calcul. Pour chaque nouvelle espe`ce, une e´quation de transport supple´mentaire
est a` re´soudre, et dans une moindre mesure deux taux de re´action a` calculer.
La re´solution de structure de flamme, devenue plus complexe par l’introduction
d’espe`ces interme´diaires, peut ne´cessiter une re´solution spatiale supe´rieure afin
de capture des gradients d’espe`ces raides. Il est bien e´vident que l’utilisation de
re´actions globales qui n’ont pour certaines aucune existence re´elle n’est adapte´e
que dans le voisinage d’un point de fonctionnement choisi.
Me´thodes alternatives
Il existe ne´anmoins d’autres me´thodes permettant de calculer les termes sources
sur les espe`ces et l’e´nergie. Il s’agit, entre autres, de toute une gamme de me´thodes
qui ne re´solvent pas explicitement le transport des espe`ces ni de l’e´nergie. Les frac-
tions massiques Yk, ω˙k et la tempe´rature T sont calcule´es a` partir de tables ou bi-
bliothe`ques pre´e´tablies. Les entre´es sont re´duites a` une ou deux variables qui sont
en ge´ne´ral la fraction de me´lange z pour les flammes de diffusion2 et une variable
d’avancement c pour les flammes pre´me´lange´es. Les mode`les qui veulent prendre
en compte la combustion partiellement pre´me´lange´e utilisent les deux. Les bi-
bliothe`ques Yk(z, c), ω˙k(z, c) et T (z, c) sont construites le plus souvent sur des
structures de flamme laminaire (diffusion ou pre´me´lange). Le principal avantage
de ces me´thodes re´side dans la pre´cision dont les bibliothe`ques de flammelettes
peuvent be´ne´ficier si elles sont construites a` partir de cine´tiques complexes. Elles
recourent alors a` des proce´dure de re´duction de dimensionnalite´ de la bijection
de type ILDM (Intrinsic Low Dimensional Maniflold) [72][152][108].
Cette technique est base´e sur l’analyse des temps caracte´ristiques chimiques.
Un anneau (une hypersurface) de faible dimension peut eˆtre obtenue, ge´ne´ralement
pour des conditions ope´ratoires donne´es (φ, P, T), en calculant les vecteurs et
valeurs propres du syste`me chimique. Apre`s avoir calcule´ l’anneau, on peut le
parame´trer a` l’aide d’un nombre restreint de coordonne´es, i.e. ope´rer une pro-
2parame`tre´ par le taux de dissipation scalaire ξ suivant les hypothe`ses simplificatrices
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Fig. 1. Projection of a premixed turbulent CO/H2/air
flame in the ( ) subspace (black dots) [4]. TheY , YH O CO2 2
corresponding one-dimensional ILDM manifold is also
plotted (hollow square symbols) along with the one-dimen-
sional laminar premixed flame corresponding to the same
fresh gas composition (filled circles).
atomic mass fraction of the elements present in the
chemical system. But, in flame calculations with dif-
ferent diffusion coefficients for different species, the
local equivalence ratio varies along the flame due to
differential diffusion. This effect is particularly
strong for hydrogen flames. Even if it is possible to
use additional coordinates for element mass frac-
tions and enthalpy, the result is a very high dimen-
sional manifold associated with huge storage re-
quirements.
In hydrogen flames, we have tried to solve both
problems while keeping the impressive advantages
of ILDM. In order to do so, we have developed a
new approach to prolongate the manifold in the low-
temperature domain, called flame prolongation of
ILDM (FPI). With this approach, it becomes pos-
sible to take into account differential diffusion in a
straightforward way. For the present article, we used
a non-unit Lewis number formulation to investigate
strained laminar premixed flames in a counterflow
configuration by developing such a low-dimensional
FPI manifold, able to take into account differential
diffusion. We begin with a short analysis of the low-
temperature region of a premixed hydrogen/air
flame. We then give the basic elements of the FPI
method. In particular, we show that FPI keeps the
major qualities of the ILDM method, in particular
the tabulation concept, leading to reductions in com-
putation time identical to those obtained with clas-
sical ILDM. In order to validate the method, we
compared the results obtained using FPI with those
calculated with detailed chemistry and transport.We
show flame structures for very different strain rates.
In particular, we investigate the influence of the
strain rate on the flame temperature and interme-
diate radical species and determine the extinction
limits with both methods. The very good agreement
between computations using detailed chemistry and
transport on one side and FPI on the other side
proves that our method is able to describe the re-
sponse of a premixed flame to strain rate. We are
therefore confident that FPI will also be used suc-
cessfully in the future for turbulent combustion ap-
plications.
ILDM Method and Proposed Improvements
The ILDM method for reduction of chemical
schemes was initially developed by Maas and Pope
[3]. This method is based on the analysis of chemical
timescales associated with the reaction system. An
attractive subspace is determined mathematically by
looking at the eigenvalues and eigenvectors of the
system and by neglecting and cutting off fast time-
scales smaller than a given time. All the movements
outside this manifold in the state space correspond
to fast relaxation processes toward the manifold. An
ILDM manifold is generally constructed for a given
equivalence ratio of the mixture at a given pressure
and enthalpy. Depending on the cut-off timescale,
one, two, or more coordinates are needed in the
state space to accurately obtain the chemical and
thermodynamic properties of the reactive system.
This number of coordinates corresponds to the num-
ber of species balance equations still needed to de-
scribe the evolution of the full system. All other spe-
cies, thermodynamic properties and reaction rates
are afterward obtained from the ILDM look-up ta-
ble.
The study of coupling of diffusion phenomena
with the ILDM technique is well represented in the
literature [4–6]. It is in principle possible to deal
with differential diffusion for all species and tem-
peratures, but this requires very high-dimensional
manifolds, which are quite complex to generate and
lead to huge memory requirements.
Since the ILDM manifold does not correctly re-
produce phenomena associated with fast timescales,
the low-temperature regions of the flame cannot be
treated correctly. In Fig. 1, we have plotted a one-
dimensional manifold for a CO/H2/air system ob-
tained by the ILDM method (square symbols). We
show here a projection of this manifold, associated
to a 13-dimensional phase space, in the plane of
mass fractions of H2O and CO2. In the same figure,
we plot the results of a direct numerical simulation
of a turbulent premixed flame corresponding to the
same fresh gas composition [4] computed using de-
tailed chemistry, but a unity Lewis number hypoth-
esis (black dots). The turbulent Reynolds number is
equal to 108 in this case. The filled circles on this
figure correspond to the one-dimensional freely
propagating laminar premixed flame. This compari-
son shows that the one-dimensional ILDM manifold
Fig. 3.1 – Projection d’une flamme preme´lange´e turbulente (DNS) CO/H2/air
en chimie complexe dans le sous-espace (YCO2, YH2O). : e´tat d’equilibre, • :
Trajectoire Flamme laminaire 1D dans les meˆme conditions, : approximation
line´aire de la zone froide. Source : [38]
jection dans un sous-espace d dimension infe´rieure. Les coordonne´es du sous-
espace sont en ge´ne´ral a` choisir arbitrairement parmi les fractions massiques
de produits de combustion (Fig. 3.1). Ce nombre peut eˆtre encore re´duit mais
pose des restrictions au niveau de l validite´ de l’approche. La pro e´dure est
tre`s pre´cise pour les zones chaudes de la flamme ou proches de l’e´quilibre. Par
contre la zone de pre´ch uff ge est souvent mal mode´lise´e car elle ne´cessite une
dimensionnalite´ assez importante pour eˆtre de´crite correctement. Les temps ca-
racte´ristiques courts associe´s a` cette zone sont par de´finition ne´glige´s dans l’ap-
proche ILDM. Cette zone est donc souvent approxime´ line´airem n dans l’espace
des phases (Fig. 3.1), induisant par exemple une mauvaise estimation de la vi-
tesse de flamme. L’approche FPI (Flame Prolongation of Ildm) [38] propose une
modification de l’ILDM afin de p llier ces de´fauts. FPI conserve l’anneau mo-
nodimensionnel ILDM de´crivant l’e´tat d’e´quilibre associe´ a` un me´lange donne´,
puis le comple`te par u anneau bidimensionnel correspondant a` la trajectoire
d’une flamme de pre´me´lange stationnaire dans l’espace des phases. Dans FPI, les
entre´es de la table sont donc re´duites a` deux variables i.e. z ou/et c, s’apparente
donc a` un ILDM de di ension d ux. La table FPI est construite a` l’aide de calcul
de flamme laminaire 1D pre´me´lange´e. L’approche n’est donc pleinement valide
que pour les re´gimes de combustion pre´me´lange´e ou partiellement pre´me´lange´e.
C’est d’ailleurs cette hypothe`se sur la struc u de flamme qui permet une telle
re´duction de dimensionnalite´. FPI suppose que toute structure de flamme de
pre´me´lange peut eˆtre cartographie´e dans le sous espace (z, c).
Si l’on s’attache a` noter les de´fauts inhe´rents a` ces me´thodes, on peut noter
en premier lieu, que l’imple´mentation des acce`s aux tables peut ne´cessiter des
techniques logicielles spe´ci les afin de limiter l’impact des requeˆtes en term s de
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performance. Des outils de pre´traitement sont ne´cessaires afin de ge´ne´rer la table.
Alternativement, la table peut eˆtre construite au fur et a` mesure du calcul. Le
gain provient alors de la re´utilisation des informations stocke´es lors des requeˆtes
pre´ce´dentes [109]. Mais leur limitation principale tient dans les hypothe`ses pose´es
pour de´finir z en particulier, puisque cela devient impossible de`s lors que le car-
burant et oxydant sont injecte´s par plus de deux entre´es, a` des tempe´ratures
diffe´rentes, ce qui est tre`s limitant pour des configurations industrielles que nous
avons a` traiter. En particulier, le fait d’utiliser des lois du type Yk(z, c) fait
qu’en pratique, l’ensemble des espe`ces chimiques ne de´pend plus que de deux
parame`tres, z et c. Il est clair que la validite´ de telle me´thodes reste limite´e a`
des cas ou` la topologie de la flamme est connue et correspond aux hypothe`ses
de construction des lois Yk(z, c). Traiter dans le meˆme calcul, un allumage, une
propagation , ou une extinction, peut alors devenir de´licat. Enfin, la re´solution
du transport de z et c ne dispense pas des proble`mes nume´riques de propagation
de front raides sur maillages laˆches, ni du traitement de la raideur des termes
sources de combustion.
Le choix fait dans AVBP de calculer de manie`re explicite les taux de re´actions
et le taux de de´gagement de chaleur avec des lois d’Arrhenius, est motive´ par
la volonte´ de conserver une certaine simplicite´, mais plus encore un maximum
d’universalite´, afin de pouvoir traiter des applications les plus complexes. Cette
capacite´ a` pouvoir traiter simultane´ment des phe´nome`nes tels que l’allumage,
extinction globale ou locale ou encore l’interaction flamme paroi a un certain
couˆt qu’il faut savoir payer. Dans la pratique, un bon compromis limitera notre
choix a` des sche´mas de 1a` 2 e´tapes, voir 3 a` 4 pour des cas spe´cifiques avec peu
de restrictions.
3.1.2 La ne´cessite´ d’ajuster la cine´tique chimique
Les limitations intrinse`ques des cine´tiques re´duites
L’utilisation de cine´tiques a` une e´tape a longtemps e´te´ dans AVBP l’unique
mode`le utilise´. Premie`rement pour des raisons de couˆt de calcul, et deuxie`mement
par l’absence d’outil apte a` construire des sche´mas a` 2 voir 3 e´tapes. La princi-
pale limitation des sche´mas mono e´tape est la surestimation de la tempe´rature
adiabatique de combustion Tad lorsque l’on s’approche de la stoechiome´trie et
au-dela`, a` la fois de Tad et de la vitesse de flamme (Fig. 3.24). L’absence de prise
en compte des re´actions de dissociation a` haute tempe´rature en est la principale
cause. La possibilite´ qu’offre une deuxie`me re´action de prendre en compte une
dissociation a e´te´ teste´e positivement. On peut noter aussi que la vitesse lami-
naire de flamme n’est pre´dite correctement que sur une plage de richesses pauvres
(Fig. 3.22). L’adoption, par exemple de cine´tique a` deux e´tapes, ne balaye pas tous
ces de´fauts, mais permet d’ame´liorer sensiblement les performances des sche´mas
(Fig. 3.24) en particulier pour la combustion partiellement pre´me´lange´e pauvre,
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 GRI-Mech 3.0 (PREMIX)
 J&L (PREMIX)
 J&L (AVBP)
Fig. 3.10: Vitesse laminaire de flamme (m/s) en fonction de la richesse. AVBP pour le sche´ma J&L
(p1 = 2 bar et T1 = 650 K) est compare´ a` PREMIX pour le sche´ma J&L et le sche´ma de´taille´ GRI-Mech
3.0.
nue d’eˆtre consomme´ pour des richesses supe´rieures a` 1.6 et donc la production de CO continue
de croˆıtre. Comme la quantite´ de CO augmente, la re´action (IV) (Eq. (3.37)) est de´place´e dans le
sens direct et pour pallier au manque d’O2, la re´action (III) (Eq. (3.36)) est de´place´e dans le sens
de la dissociation de H2O en H2, c’est pourquoi les erreurs entre ces deux espe`ces s’e´quilibrent.
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Fig. 3.2 – Comparaison des vitesses de flamm obtenues vec le sche´ma 4 e´tapes
de Jones & Lindstedt et GRI-Mech 3.0. P = 2bar, T = 650K. Source : [143].
ou` la variation de richesse due au me´lange imparfait doit eˆtre prise en compte.
On e´choue toujours a` voir la courbe SL(φ) de´croˆıtre sur la portion riche. A` notre
connaissance, les seuls sche´mas re´duits, mettant en oeuvre plus de deux e´tapes,
et qui reproduisent correctement SL(φ) tant pour les me´langes pauvres que riches
est la se´rie de sche´mas quatre e´tapes destine´e aux alcanes le´gers de Jones et Lins-
tedt (J&L) [52] et par Peters et al. pour le me´thane [99]. La se´rie de sche´mas de
J&L met intelligemment en oeuvre deux re´actions pour l’oxydation partielle de
l’alcane. Chacune de ces deux re´actions ayant un poids pre´ponde´rant dans l’une
des branches, soit pauvre soit riche. Ces sche´mas sont produits a` l’aide d’une
me´thode de re´duction syste´matique tre`s pousse´e. Ces me´thodes ne sont pas tri-
viales et ne´cessitent un savoir faire e´vident en cine´tique chimique. Le grand atout
de ces sche´mas alcanes est de reproduire la courbe en cloche SL(φ) des cine´tiques
complexes. La bonne pre´cision obtenue (avec le jeu de parame`tres issus de la
re´duction) pour des me´langes proches de la stœchiome´trie se de´grade assez vite
a` mesure que l’on s’e´loigne de ces conditions (Fig. 3.2) (voir aussi [1]), a` tel point
que nos sche´mas une e´tape obtiennent de meilleurs re´sultats sur les flammes tre`s
pauvres (Fig. 3.24).
Conditions de validite´
Nous allons nous contenter de rester dans le cadre des flammes pre´me´lange´es
ou partiellement pre´me´lange´es pauvres, quasi-isobares. Ces conditions corres-
pondent a` notre but premier, eˆtre capable de fournir au mode`le TFLES une
flamme de pre´me´lange valide sur une plage de confiance donne´e. On entend
par valide, d’obtenir e´paisseur et vitesse des flammes laminaires en accord avec
l’expe´rience ou de me´canismes re´actionnels complexes. La plage de confiance com-
prend l’ensemble des conditions thermochimiques des gaz frais pour lesquelles on
estime correct, l’accord entre les caracte´ristiques du MFL et celles du me´canisme
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de re´fe´rence. L’ensemble de ces conditions occupe un volume connexe de l’es-
pace (P, T, Y 0k ). L’ensemble de la me´thode reste limite´e a` des cas ou` l’on dispose
d’un sche´ma cine´tique complet ou de mesures fiables. Dans le cas contraire, on se
heurte a` un proble`me diffe´rent que seules les e´tudes cine´tiques peuvent re´soudre.
La parame´trisation du MFL est indispensable pour le rendre valide aux conditions
du calcul souhaite´. Cette parame´trisation est une proce´dure assez re´barbative, et
consommatrice de temps humain si elle est re´solue par une me´thode de type
essai-erreur. Nous allons donc proposer la mise en oeuvre d’une proce´dure algo-
rithmique d’ajustement des coefficients du MFL.
3.1.3 Les me´canismes cine´tiques complexes
Les sche´mas re´actionnels complexes modernes exploitent la structure hie´rarchique
des re´actions, compose´ de chaˆınes re´actionnelles universelles. Les me´canismes des
chaˆınes re´actionnelles CO, H2 et oxydation C1-C2 e´tant maintenant bien connus,
cela permet d’acce´der au me´canisme re´actionnel d’hydrocarbure plus lourd. En
effet, il suffit alors de de´terminer le processus de de´composition de l’hydrocarbure
jusqu’au compose´ organique de base dont les chaˆınes sont connues. Les sche´mas
re´actionnels complexes comme pour le GRI-mech de Berkeley [134], la cine´tique
me´thane de l’universite´ de Leeds [49]ou le sche´ma propane de Peters[99] qui nous
serviront de re´fe´rences, ont ne´cessite´ aussi une proce´dure d’optimisation pour
plusieurs raisons :
– Ils peuvent eˆtre eux-meˆmes issus de sche´mas plus complets, et sont partiel-
lement re´duits.
– Les me´canismes cine´tiques sont sujets de recherche et re´gulie`rement amende´s
de nouvelles chaˆınes re´actionnelles.
– Les constantes de re´actions e´le´mentaires sont souvent difficiles a` de´terminer
tant de fac¸on the´orique qu’expe´rimentale.
Ces sche´mas re´actionnels voient leurs constantes comme l’e´nergie d’activation,
pre´exponetielle, voire efficacite´ d’un troisie`me corps, ajuste´es afin de coller au
plus pre`s de re´sultats expe´rimentaux. Ceux-ci se voient e´value´s dans des configu-
rations de flammes de pre´me´lange´es, de diffusion ou de re´acteurs parfaitement ou
partiellement pre´me´lange´s. Des grandeurs telles que vitesses de flamme, compo-
sition de gaz bruˆle´s en polluants, structure de flamme, et temps d’auto-allumage
sont des exemples de cibles. La de´termination de ces constantes est souvent su-
jette a` controverse dans la communaute´ de la cine´tique chimique [53].
D’un point de vue purement “utilisateur” de ces me´canismes, il est parfois
difficile de trancher quant au choix d’un sche´ma lorsque deux sche´mas pourtant
diffe´rents [134][49], donnent une pre´cision comparable. Pour notre part, l’uti-
lisation de ces me´canismes se re´duira au calcul 1D de flammes laminaires de
pre´me´lange. En premier lieu, parce que le couˆt de calcul de configurations plus
complexes (bien que restant e´le´mentaires) est trop important, et la pre´cision
cine´tique bien au-dela` de ce qui est requis dans nos simulations.
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3.2 Automatisation de la proce´dure d’ajuste-
ment
Nous avons indique´ en 3.1.2 la ne´cessite´ d’ajuster les parame`tres et la de´finition
meˆme des sche´mas cine´tiques re´duits utilise´s habituellement dans nos simulations.
Cette proce´dure d’ajustement peut eˆtre longue, fastidieuse et hasardeuse si elle
est ope´re´e de fac¸on manuelle avec une me´thode essai-erreur. Pour cela un code
permettant d’effectuer cette proce´dure de fac¸on automatique a e´te´ mis au point.
Ce code est nomme´ eporck pour Evolutionary Procedure for the Optimisation of
Reduced Chemical Kinetics. On peut d’ores et de´ja` citer les approches similaires
de Polike et al.[106] et Harris et al.[44].
3.2.1 De´finition du proble`me
L’objectif est de de´finir le cadre permettant d’ajuster les parame`tres du sche´ma
cine´tique automatiquement. Le sche´ma cine´tique est caracte´rise´ par les re´actions
qui le composent, et par le jeu de parame`tres qui permet de de´finir les taux d’avan-
cement de chaque re´action (Eq. 2.50). Nous ferons les hypothe`ses suivantes :
– Le nombre de re´actants est de deux (oxydant / re´ducteur), le nombre de
produits quelconque
– Les re´actions peuvent eˆtre re´versibles.
– Une espe`ce re´actante ne peut eˆtre un produit dans la meˆme re´action.
– Les exposants des concentrations dans l’expression du taux d’avancement
peuvent eˆtre fixe´s arbitrairement.
Tab. 3.1 – Mode`le de re´action simplifie´
Rj : ν ′1M1 + ν ′2M2 





k νk = ν
′′
k − ν ′k
Re´actants
M1 ν ′1 0 −ν ′1
M2 ν ′2 0 −ν ′2
Produits
M3 0 ν ′′3 ν ′′3
[M4] 0 ν ′′4 ν ′′4
Sous ces hypothe`ses, nous pouvons de´duire alors l’ensemble des parame`tres
ajustables (Tab. 3.2). L’utilisation d’exposants arbitraires Fkf pour la re´action
directe (−→) dans une re´action d’e´quilibre, de´termine directement les valeurs des
exposants Rkj de la re´action inverse par la relation Eq. 2.52 de´finie dans 2.1.7.
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Tab. 3.2 – Parame´trisation et degre´s de liberte´ des sche´mas cine´tiques ; ◦ : pa-
rame`tre libre ; • : parame`tre lie´
Rj : ν
′
1jM1j + ν ′2jM2j 













R1j • F1j − ν1j







En utilisant la parame´trisation de´crite dans Tab. 3.2 pour chaque re´action,
on peut de´finir entie`rement le sche´ma cine´tique re´duit. Si on note Pj le vecteur
de taille Np contenant le jeu de parame`tres inde´pendants de´finissant la re´action
Rj, on forme alors le vecteur parame´trant le sche´ma comme la concate´nation des
Pj :
P = [P1,P2, ...,Pj, ...,PM ] (3.1)
Il nous reste alors a` e´valuer le sche´ma ainsi de´fini pour pouvoir e´valuer ses perfor-
mances . Il faut pour cela de´finir un crite`re caracte´risant l’ade´quation du sche´ma
aux attentes. Ce que l’on attend du sche´ma re´duit est que ses caracte´ristiques
C(P), e´value´es par un calcul de flamme laminaire stationnaire, soient le plus
proche possible des valeurs de re´fe´rence Cref . Les grandeurs de re´fe´rence Cref
sont de´termine´es sur la meˆme configuration, mais a` l’aide d’une cine´tique com-
plexe valide´e ([134][49][99]). On peut alors proposer comme crite`re de se´lection,
une norme de l’erreur J(C,Cref ) (J : RNp∗M 7→ RNc) entre les re´ponses Ck et les
re´ponses de re´fe´rence Crefk . La solution au proble`me trouver P tel que le sche´ma
re´duit ait les caracte´ristiques C voulues(i.e aussi proches que possible de Cref )
se re´duit a` trouver le minimum de la fonctionnelle J (J : RNc 7→ R) de´finie par :
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J(P) = ||J(P)||∗ (3.2)
ou` la norme || ||∗ comme la fonction erreur (J) sont a` de´finir.
3.2.2 De´finition de la fonctionnelle J
En s’inspirant des travaux de Polifke et al. [106], nous de´finissons l’erreur E
comme la dispersion de la re´ponse C par rapport a` la consigne Cref sur une
e´chelle logarithmique :
E = |ln| Ck
Crefk
‖ (3.3)
On souhaite ne´anmoins pouvoir mesurer cette meˆme erreur sur plusieurs points
de fonctionnement du sche´ma. Typiquement, on cherchera a` l’e´valuer sur des
flammes laminaires a` plusieurs richesses. On se re´serve aussi la possibilite´ de
ponde´rer arbitrairement l’influence de chaque point de fonctionnement a` l’aide








Notre optimisation est multi-objectifs puisque l’on souhaite faire correspondre C
avec Cref . Une technique commune pour re´duire notre proble`me au cas mono-
objectif est de construire J comme une combinaison line´aire des composantes du





De la meˆme fac¸on que pour la de´finition de J on ponde`re l’influence des
composantes de J dans J via le vecteur de poids Wc. On se reportera a` 3.3.6
pour plus de de´tails a` propos de l’optimisation multi-objectifs.
3.2.3 Choix du minimiseur
Comme nous venons de le voir, notre proble`me d’optimisation des parame`tres
se re´duit a` un proble`me de minimisation de fonctionnelle. Il est de`s lors utile
de choisir une technique de minimisation adapte´e a` notre proble`me. Le premier
choix qui s’impose est de de´terminer parmi les familles de minimiseurs, laquelle
est la plus adapte´e a` notre proble`me. Une liste non exhaustive des me´thodes
disponibles donne :
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Tab. 3.3 – Capacite´s intrinse`ques des me´thodes d’optimisation.
Type de Me´thode Capacite´ d’exploitation des Capacite´ d’exploration
meilleures solutions
Me´thodes de descente Excellente Convergence locale
Me´thodes Stochastiques Pures Aucune Excellente
Me´thodes Ge´ne´tiques Bonne Bonne
– Me´thodes directes de descente de type gradient ou simplex [88] (MDD).
– Me´thodes stochastiques pures. [154][78]
– Me´thodes de type algorithme ge´netique[41](MAG).
Les MDD cherchent a` e´valuer la direction de la plus forte pente que J offre
localement. Les MDD sont particulie`rement efficaces pour de´terminer un mini-
mum local. La de´termination d’un minimum global ne´cessite d’hybrider la MDD
avec une me´thode exploratrice afin d’ope´rer des descentes multiples (Fig. 3.3).
On initialise plusieurs descentes a` partir de points choisis dans l’espace de re-
cherche. Ces points de de´parts peuvent eˆtre choisis ale´atoirement, re´gulie`rement
ou par des techniques de criblage optimal. On espe`re ainsi que statistiquement
le minimum trouve´ sera global dans l’espace de recherche conside´re´. Les MDD
de type gradient, tentent d’exploiter de fac¸on optimale l’information contenue
dans la jacobienne de J pour de´terminer les directions menant au minimum lo-
cal. Les MDD de type gradient doivent en outre, pour garantir leur performance,
s’assurer d’une estimation pre´cise de la jacobienne de la fonctionnelle J. De plus
l’inversion de la jacobienne est un proble`me en soi. Le mauvais conditionnement
chronique des proble`mes de grande taille doit eˆtre traite´ de fac¸on ade´quat pour
se pre´munir de difficulte´s nume´riques se´rieuses. Les me´thodes simplex [88], plus
rustiques, ope`rent en triangulant, tel un maillage te´trae´drique3, l’espace de re-
cherche dans la direction de plus forte pente, mais sans reque´rir explicitement
l’e´valuation de gradients. Ces me´thodes, simples a` imple´menter, s’essouﬄent tre`s
vite a` mesure que la taille du proble`me augmente. On peut aussi noter que les
MDD sont conc¸ues pour minimiser des fonctionnelles dont certaines proprie´te´s
mathe´matiques sont pre´suppose´es, comme la continuite´ et/ou de´rivabilite´. Ceci
peut fortement re´duire leur champ d’application. Leur propension a` privile´gier la
recherche d’un optimal par rapport a` l’exploration de l’espace de recherche re´duit
a` ne´ant leur propension a` traiter des proble`mes ou` la fonctionnelle est soit bruite´e,
discontinue, chaotique, a fortiori les trois a` la fois. On peut donc douter de leur
efficacite´ dans notre cas ou` J est susceptible de prendre des formes complexes et
des dimensionnalite´s moyennement e´leve´es (o(10)). Dans notre cas, la connexite´
3l’e´le´ment simplex est un segment en 1D, un triangle en 2D, un te´trae`dre en 3D etc.




Fig. 3.3 – Technique de descentes multiples
J(P1,P2) pénalisées
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Fig. 3.4 – Me´thode de pe´nalite´ applique´e aux solutions non re´alisables-espace de
parame`tres
de J n’est pas du tout assure´e. En effet, on ne peut garantir notre capacite´ a`
e´valuer J en tout point du domaine, car la convergence du code d’e´valuation
n’est jamais assure´e. Dans le cas de l’utilisation d’un AG, ce proble`me est facile-
ment traite´ en appliquant une pe´nalite´, aux solutions non converge´es (Fig. 3.4).
Afin de pouvoir minimiser J , le choix d’un minimiseur de type ge´ne´tique s’est
impose´ pour les raisons suivantes. Les MAG sont particulie`rement robustes face
a` des fonctionnelles bruite´es et troue´es4 . On est tre`s vite se´duit par la relative
facilite´ de mise en oeuvre. Leur utilisation ne ne´cessite que la capacite´ a` e´valuer
la fonctionnelle. Leur principal de´faut face aux MDD provient du grand nombre
d’e´valuations de J ne´cessaires meˆme pour des fonctionnelles simples. Dans les cas,
4i.e. e´valuation impossible
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ou` le coup de calcul d’une e´valuation n’est pas un proble`me en soi l’utilisation
des MAG prend tout son inte´reˆt. Leur tendance naturelle a` e´quilibrer la part de
recherche exploratoire du domaine et la part de recherche de l’optimal localise´,
en fait des outils puissants pour traiter la minimisation de fonctionnelles aux
proprie´te´s mathe´matiques et formes, mal, voire inconnues. En ce sens on parle de
robustesse des MAG. Un exemple re´el de fonctionnelle a` minimiser est pre´sente´ a`
la Fig. 3.5. Pour cet exemple on a limite´ volontairement le nombre de parame`tres
a` un, et l’on a grise´ le domaine apparu comme re´alisable. On peut faire plusieurs
remarques :
– La fonction n’est pas de´finie sur l’ensemble du domaine du parame`tre
([0.5; 1.2] ici).
– la fonction n’est pas connexe, elle posse`de des ”trous”, i.e. le calcul n’ayant
pu converger l’e´valuation est impossible. (Fig. 3.5b)
– La fonction est bruite´e et posse`de de nombreux minima locaux.
Il faut prendre en compte que la repre´sentation de la fonction a` la Fig. 3.5 n’est
que partielle car elle est construite a` l’aide de l’historique des e´valuations lors
d’une minimisation. L’approximation est clairement visible pour p > 1.1 car
l’AG ne s’est pas attarde´ dans l’exploration de cette zone a` fort couˆt J. Par
contre on discerne tre`s bien (Fig. 3.5a) la valle´e en forme de V qui me`ne au mini-
mum. Celle-ci est ne´anmoins re´gulie`rement coupe´e par des pics de fort couˆt. Ceci
provient de proble`me de convergence du programme e´valuateur qui meˆme pour
des individus proches peut avoir plusieurs niveaux de convergence (Fig. 3.5c). Les
e´ve´nements du type non-convergence ou convergence partielle, sont dus soit a` une
non-faisabilite´ physique, soit nume´rique, mais font partie inte´grante du proble`me
ou plutoˆt de sa re´alite´ pratique : Quelle me´thode est a` meˆme de minimiser des
fonctions du type rencontre´ en Fig. 3.5 ? Nous allons montrer qu’un AG, graˆce a`
sa robustesse, posse`de toutes les qualite´s requises.
Notre choix d’utiliser un AG comme optimiseur de parame`tre a e´te´ pre´ce´de´
par des expe´riences similaires. On peut citer une revue de ces expe´riences d’El-
liot et al.[32]. Les meˆmes auteurs ont mis en oeuvre un AG pour optimiser les
parame`tres de syste`mes de dimension assez importante[44]. Ils valident leur ap-
proche sur la capacite´ de leur outil a` retrouver les coefficients d’un sche´ma de
combustion hydroge`ne a` 19 e´tapes, soit 57 parame`tres a` optimiser. Les objectifs a`
atteindre sont obtenus a` partir de calcul sur un mode`le de re´acteur parfaitement
pre´me´lange´ (PSR [40]). L’AG doit minimiser l’erreur relative quadratique entre
les concentrations d’espe`ces en sortie de re´acteur. Ils proposent ensuite d’e´tendre
la proce´dure aux sche´mas pour hydrocarbures, et donc a` des proble`mes de dimen-
sionnalite´ encore supe´rieure. On peut citer aussi la contribution particulie`rement
inte´ressante de Polifke et al.[106]. Ces travaux se rapprochent fortement de ceux
pre´sente´s ici, car la proce´dure d’optimisation est de´die´e aux sche´mas cine´tiques
de bas ordre (1 a` 3 e´tapes). Leur approche se distingue principalement par le
choix des objectifs, qui contrairement aux pre´ce´dentes approches ne concerne pas
des grandeurs globales telles que vitesse de flamme laminaire ou concentrations































Fig. 3.5 – Exemple re´el de Fonctionnelle J a` minimiser.
d’espe`ces mais directement les profils de taux de de´gagement de chaleur (ω˙T (T ))
et de production nette d’espe`ces (ω˙(T )) obtenus sur le mode`le de flamme la-
minaire. Le choix des espe`ces a` conside´rer est montre´ comme essentiel, et une
proce´dure de se´lection des taux de production (d’espe`ces) dit principaux ad hoc
est propose´e.
3.3 Revue des principes relatifs aux algorithmes
ge´ne´tiques
Du caracte`re non-de´terministe intrinse`que des algorithmes ge´ne´tiques ou e´volutifs
ainsi que du manque de preuve mathe´matique de´montrant leur convergence,
de´coule une me´fiance de certains scientifiques face a` ces me´thodes. Une me´fiance
qui est souvent due a` une me´connaissance de leur fonctionnement ainsi qu’a` l’uti-
lisation de l’adjectif ge´ne´tique. On peut alors les de´finir comme des algorithmes
stochastiques dont les me´thodes de recherches mode´lisent des phe´nome`nes na-
turels comme l’he´re´dite´, la se´lection naturelle, lutte pour la reproduction etc.
Pour cela ils empruntent une bonne partie de leur vocabulaire a` la ge´ne´tique.
Meˆme si les ide´es principales qui fondent la classe des AG ne sont pas re´centes,
on attribue a` Holland[46] (de`s le de´but des anne´es 1960) puis a` De Jong [26]
les premiers travaux nume´riques et the´oriques de re´fe´rence les concernant. Leurs













Fig. 3.6 – Efficacite´ des algorithmes en fonction de leur spectre d’application.
a : AG standard, b : Algorithme e´volutionnaire a` large spectre, c : Algorithme
e´volutionnaire spe´cialise´, d : Algorithme Classique
travaux utilisaient une structure de´sormais classique, avec codage binaire des pa-
rame`tres (3.3.3), mutation et croisement binaire (3.3.5), population fixe. Par la
suite de nombreuses variantes furent de´rive´es de ces algorithmes, et certains au-
teurs tinrent a` les distinguer. La communaute´ traitant des syste`mes adaptatifs a
pour habitude de nommer algorithmes ge´ne´tiques, les algorithmes originaux de
De Jong et Holland. Les me´thodes utilisant plusieurs populations ou une popula-
tion de taille variable, codage re´el des parame`tres ou qui utilisent des ope´rateurs
e´volue´s sont qualifie´es d’algorithmes e´volutionnaires. Cette distinction provient de
la ne´cessite´ d’adapter le proble`me a` l’AG alors que les algorithmes e´volutionnaires
se doivent de s’adapter au proble`me. Pour notre part nous ne ferons pas cette
distinction se´mantique, mais nous parlerons d’AG standard lorsque nous nous
re´fe´rerons aux algorithmes de De Jong et Holland. Les AG sont habituellement
associe´s a` la re´solution de proble`mes d’optimisation aussi varie´s que[41] :
– Proble`mes combinatoires de type planification et classification.
– Proble`mes de controˆle adaptatif.
– The´orie du jeu.
– Design optimal.
– Optimisation de parame`tres.[80]
Leur principale qualite´ est leur forte robustesse offrant ainsi un large spectre de
proble`mes auquels ils peuvent s’appliquer. Leur apparente universalite´ se paye par
une efficacite´ parfois me´diocre par rapport a` des me´thodes plus spe´cialise´es mais
au spectre plus restreint (Fig. 3.6). De`s lors que le couˆt d’e´valuation d’un individu,
i.e. d’une solution potentielle est relativement peu e´leve´, on peut penser a` utiliser
un AG pour un proble`me d’optimisation. Le nombre d’e´valuations ne´cessaires
varie avec la taille du proble`me, mais on peut l’estimer a` quelques milliers pour
un cas moyen avec une dizaine de parame`tres a` optimiser.













Fig. 3.7 – Sche´ma de principe de l’algorithme ge´ne´tique standard.
3.3.1 Structure e´le´mentaire d’un algorithme ge´ne´tique
Il est conside´re´ qu’un AG doit contenir les composants ou fonctionnalite´s
suivantes :
– Repre´sentation ge´ne´tique des solutions potentielles au proble`me, i.e. la
de´finition du codage chromosomique.
– Une manie`re de cre´er une population initiale de solutions potentielles.
– Une fonction d’e´valuation qui joue le roˆle d’environnement et permet de
jauger les solutions potentielles entre elles.
– Un ope´rateur de se´lection.
– Des ope´rateurs ge´ne´tiques qui alte`rent la composition des ge´ne´rations suc-
cessives.
Le premier point portant sur la repre´sentation est discute´ en 3.3.3. Les sche´mas
courants de se´lection sont expose´s en 3.3.4. La de´finition des ope´rateurs e´le´mentaires
de croisement et mutation binaire est disponible en 3.3.5, tandis qu’on pourra se
re´fe´rer a` 3.4.5 pour les ope´rateurs utilise´s dans cette e´tude.
3.3.2 L’Algorithme Ge´ne´tique Standard (AGS)
Afin de mettre au clair les ide´es a` propos des AG, nous de´crivons l’AG stan-
dard de Holland [46] dont le sche´ma de principe est pre´sente´ par Fig. 3.7. On
conside`re une population de Npop individus dont les chromosomes binaires xi
sont initialise´s ale´atoirement bit par bit. La premie`re e´tape consiste a` e´valuer la
population courante. L’e´tape suivante, ne´cessite un ope´rateur de se´lection.
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Se´lection On utilise une se´lection proportionnelle a` la performance. C’est a` dire
une roulette dont la taille du secteur angulaire est fonction de la performance de
l’individu (Fig. 3.8). La roulette est donc construite de la manie`re suivante :





– On calcule la probabilite´ de se´lection pi de chaque chromosome xi (i =
1..Npop) :
pi = Perf(xi)/F
– On calcule la probabilite´ cumule´e qi de chaque chromosome xi (i = 1..Npop)





On va lancer la roulette Npop fois pour se´lectionner a` chaque fois un individu :
– r est ge´ne´re´ ale´atoirement dans l’intervalle re´el [0; 1].
– si r < q1 on se´lectionne x1 sinon on se´lectionne le i-e`me chromosome xi tel
que : qi−1 < r ≤ qi.
De cette manie`re, on va bien e´videmment se´lectionner plusieurs fois les individus
les plus performants en accord avec le the´ore`me des sche´mas (3.3.3) : les individus,
dont la performance est au-dessus de la moyenne, sont plus souvent re´plique´s dans
la nouvelle population. On cre´e ainsi, une population interme´diaire de parents
potentiels.
Croisement binaire On applique ensuite l’ope´rateur de recombinaison, le croi-
sement binaire de´crit en 3.3.5 a` certains individus de la population se´lectionne´e
pre´ce´demment. Pour cela, on va choisir ale´atoirement pc.Npop individus. pc est la
probabilite´ de croisement et est un des parame`tres clef du mode`le. On apparie
ale´atoirement les individus choisis pour les croiser. Chaque paire de parents est
remplace´e par la paire engendre´e dans la population.
Mutation binaire Enfin, l’ope´rateur de mutation binaire (3.3.5) est applique´
avec une probabilite´ pm. On de´termine le nombre total de bits a` faire muter dans
la population par pm.Nbit.Npop. Chaque bit a une probabilite´ e´gale de muter. Pour
chaque bit de chaque chromosome, on de´termine par un pile ou face si le bit doit
muter, et ceci tant que le nombre total de bit a` muter n’est pas atteint. Cette
ope´ration n’est pas biaise´e a` condition que l’ordre de classement des individus
soit quelconque.
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La nouvelle population est a` nouveau e´value´e pour boucler sur un nouveau
cycle. Ce cycle est re´pe´te´ un nombre donne´ de fois ou bien arreˆte´ sur un crite`re
de convergence.
3.3.3 Repre´sentation : Binaire ou flottante ?
Pour les proble`mes de minimisation de fonctionnelle la repre´sentation des
individus ou solutions potentielles est assez directe. On va construire un chromo-
some dont les ge`nes coderont la valeur re´elle de chaque parame`tre. La longueur
des ge`nes de´pendra de la pre´cision voulue. Si on conside`re un parame`tre re´el
x ∈ [xmin;xmax], le nombre de bits Nbit ne´cessaires a` sa repre´sentation est fonc-




La conversion du vecteur binaire 2x en une valeur re´elle se de´compose en deux
e´tapes :






– Replacement dans l’intervalle :
x = xmin + 10x.
xmax − xmin
2Nbit − 1 (3.8)
Plusieurs parame`tres seront repre´sente´s par leur code binaire respectif et concate´ne´s
dans un vecteur d’e´tat, i.e. un chromosome binaire.
Efficacite´ des AG en codage binaire
Les fondements the´oriques des AG reposent principalement sur la repre´sentation
binaire des solutions, et de la notion de sche´ma[46][41]. Un sche´ma est la notation
associe´e a` un motif (binaire en l’occurrence). On utilise habituellement le sym-
bole ∗ pour indiquer qu’un bit peut prendre n’importe quelle valeur. Un sche´ma
repre´sente donc l’ensemble des solutions dont chaque bit fixe du chromosome bi-
naire correspond a` ceux du sche´ma. Par exemple (1*0*1) repre´sente l’ensemble
des solutions {(11011), (11001), (10001), (10011)}. A` l’extreˆme (*****) repre´sente
l’ensemble des solutions. Si un sche´ma pre´sente l bits libre (∗), il repre´sente alors
2l solutions. Le de´nombrement des sche´mas pre´sents dans une population est
fonction de sa composition. On peut ne´anmoins borner un intervalle. Le nombre
de sche´mas contenus dans un chromosome binaire est 2l puisque chaque bit peut
prendre sa valeur ou ∗. Pour une population Npop on aura donc un maximum de
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Npop.2
l sche´mas5. Ne´anmoins une estimation plus fine de cette borne supe´rieure
peut eˆtre e´tablie [41]. Cette estimation montre qu’avec une population Npop on
brasse N3pop sche´mas, ce que Holland a nomme´, le paralle´lisme implicite des AG.
Pour caracte´riser les sche´mas, on de´fini les proprie´te´s suivantes :
– l’ordre o(S) du sche´ma S par le nombre de bits fixes, e.g :
S = (001 ∗ ∗11∗), o(S) = 5
– La longueur δ2(S) du sche´ma S par le nombre de bits qui se´parent le premier
du dernier bit fixe, e.g :
S = (001 ∗ ∗11∗), δ2(S) = 7
La performance d’un sche´ma est e´value´e comme e´tant la moyenne des perfor-
mances des solutions de´finies par le sche´ma. On peut montrer[41][81] pour le AG
binaire standard[46] le the´ore`me des sche´mas :
Les sche´mas courts, d’ordre bas et dont la performance6 est supe´rieure a` la
performance moyenne de la population courante, seront re´plique´s de manie`re ex-
ponentielle dans les ge´ne´rations suivantes. En corollaire, l’hypothe`se suivante est
souvent e´mise : les AG recherchent la performance a` travers la juxtaposition (via
les recombinaisons par croisements) de sche´mas courts, performants et d’ordre
peu e´leve´ appele´s blocs de construction ou blocs e´le´mentaires. On voit bien que
si cette hypothe`se est ve´rifie´e, le proble`me du codage est crucial pour la per-
formance de l’algorithme, et que ce codage doit satisfaire l’ide´e des blocs courts.
Pour illustrer ce propos, on conside`re deux sche´mas performants S1 = (111∗∗∗∗)
S2 = (∗∗∗∗∗∗11). Supposons que leur combinaison S3 = (111∗∗11) soit moins per-
formante que S4 = (000∗∗00). Si on pose que l’optimum est S0 = (1111111), alors
l’AG aura des difficulte´s a` converger vers S0 puisqu’il va se´lectionner prioritaire-
ment des solutions du type (00011100). Ce phe´nome`ne est appele´ de´ceptivite´[41]
et traduit l’inade´quation du codage au proble`me. Certains blocs prometteurs
trompent l’AG et peuvent le mener a` des solutions sub-optimales. Ce phe´nome`ne
observe´ dans les expe´riences nume´riques, trouve son pendant dans la notion
d’epistatis en ge´ne´tique, ou` un ge`ne est e´pistatique si sa pre´sence supprime l’effet
d’un autre ge`ne. En d’autre terme, un proble`me est de´ceptif s’il existe une forte
interaction entre les ge`nes code´s. La conse´quence en est souvent une convergence
dite pre´mature´e, i.e. vers un optimum local. La convergence pre´mature´e est un
proble`me commun aux me´thodes d’optimisation en ge´ne´ral. Dans le cas des AG,
cela se traduit le plus souvent par une perte trop rapide de la diversite´ ge´ne´tique7
de la population de solutions. Ceci peut avoir plusieurs origines :
– Proble`me de´ceptif.
– Une population trop faible en nombre.
– Une pression se´lective trop forte.
– Taux de mutation trop bas.
5soit bien plus que de solutions potentielles
6moyenne des performances des solutions de´finies par le sche´ma
7On pourrait parler de consanguinite´.
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– L’apparition de ”super individus”, fortement supe´rieurs a` la moyenne as-
socie´ a` une se´lection proportionnelle.
Dans tous les cas on peut relier cette convergence pre´mature´e a` une mauvaise
gestion de l’e´quilibre entre exploitation-exploration dans l’imple´mentation choi-
sie.
La repre´sentation binaire posse`de quelques inconve´nients. En premier lieu, le
codage du proble`me modifie profonde´ment le proble`me lui-meˆme et oblige l’AG
a` ope´rer dans un espace diffe´rent de celui du proble`me d’origine et peut ainsi en
modifier les proprie´te´s fondamentales. En second lieu, pour un nombre de bits de
codage donne´, la pre´cision sera fonction du volume de l’espace des parame`tres.
Autrement dit, tout changement de la valeur des bornes d’un parame`tre modifie
la pre´cision avec laquelle l’optimal sera de´termine´. Une haute pre´cision associe´e a`
de nombreux parame`tres induit des chromosomes binaires de grandes tailles, pour
lesquels la convergence peut eˆtre assez lente. A` l’oppose´, la repre´sentation re´elle
des parame`tres se veut conceptuellement plus proche du proble`me. Avec le codage
binaire, chaque position de bit correspond a` un ge`ne dont l’alle`le peut eˆtre 0 ou 1.
Avec la repre´sentation re´elle, il n’y a pas a` proprement parler de codage puisque
chaque parame`tre prend sa valeur re´elle. Elle permet aussi le de´veloppement
d’ope´rateurs ge´ne´tiques dynamiques. Ces ope´rateurs permettent entre autres de
traiter l’e´ventuelle de´ceptivite´ en maintenant une diversite´ optimale. De l’aveu
meˆme de Goldberg[41] :
L’utilisation du codage re´el est controverse´e dans l’histoire de la ge´ne´tique ar-
tificielle, et des sche´mas de recherche e´volutionnaires. Leur utilisation croissante
est toutefois surprenante pour les chercheurs familiers avec la the´orie fondamen-
tale des AG, Une analyse simple semble montrer que la se´lection des sche´mas par
brassage est obtenue avec des alphabets de basse cardinalite´8, et semble eˆtre en
contradiction directe avec de nombreuses expe´riences, ou` l’utilisation du codage
re´el donne d’excellents re´sultats.
L’objectif principal derrie`re l’utilisation du codage re´el et d’ope´rateurs so-
phistique´s est de faire e´voluer les AG dans le meˆme espace que les proble`mes a`
traiter. Ceci me`ne a` de´velopper des ope´rateurs plus spe´cifiques en utilisant les
caracte´ristiques de l’espace re´el. Par exemple on peut noter la proprie´te´ que deux
points proches dans l’espace de repre´sentation (ou codage) sont proches dans l’es-
pace du proble`me9 (vice-versa). On ne retrouve pas cette proprie´te´ dans le codage
binaire standard. Changez un bit d’un ge`ne binaire et vous modifiez totalement
sa valeur. Il existe ne´anmoins des me´thodes de codage binaire qui respecte cette
proprie´te´. On peut citer le codage messy [42] ou encore le codage Gray[150]. Sa
proprie´te´ essentielle est de ne faire diffe´rer que d’un seul bit la repre´sentation de
deux parame`tres dont les valeurs sont conse´cutives dans l’espace re´el discre´tise´.
8l’alphabet binaire a la plus basse cardinalite´ : 2
9car les repre´sentations sont identiques
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Fig. 3.8 – Se´lection proportionnelle ou roulette ponde´re´e. On attribue un angle
de secteur a` chaque individu proportionnellement a` sa performance.
3.3.4 Me´canismes de se´lection
La diversite´ des populations et la pression se´lective sont assez fortement
relie´es. Une augmentation de la pression se´lective diminue la diversite´ et vice-
versa. En d’autres termes, une forte pression se´lective participe a` la convergence
pre´mature´e puisqu’elle tend a` concentrer la recherche sur les seuls meilleurs in-
dividus d’une population encore jeune. A contrario, une pression se´lective trop
faible rend la recherche optimale inefficace. Il est donc important de ge´rer cor-
rectement les me´canismes de se´lection, pour obtenir un e´quilibre entre se´lection
et diversite´. Nous pre´sentons ici une liste partielle des principaux ope´rateurs de
se´lection couramment utilise´s.
L’ope´rateur de se´lection proportionnelle utilise´ pour l’AGS (3.3.2), aussi ap-
pele´ se´lection stochastique avec replacement10, assigne une probabilite´ de se´lection
proportionnelle a` la performance de l’individu. Un individu deux fois plus per-
formant qu’un autre recevra statistiquement deux fois plus de copies dans la
nouvelle population. Ce sche´ma est encore appele´ se´lection par roulette ponde´re´e
en analogie avec le jeu de casino (Fig. 3.8). Mais se´lectionner les individus de
cette manie`re pose deux proble`mes inhe´rents. Si la population contient une solu-
tion particulie`rement performante au regard du reste de la population, alors ce
super-individu occupera la majeure partie de la surface de la roulette. Ce faisant
il va eˆtre re´plique´ majoritairement et faire chuter fortement la diversite´ ge´ne´tique
et faire converger l’AG pre´mature´ment vers un optimal, a priori local. A` l’oppose´,
si la population est trop uniforme, la roulette s’apparente alors a` un tirage au
sort ale´atoire. L’effet de se´lection escompte´ n’est alors pas re´alise´. Ceci se produit
lorsque les individus sont proches de l’optimum et que leurs performances sont
donc voisines. La population a tendance a` errer. Pour palier a` ce de´sagre´ment,
10i.e. l’individu se´lectionne´ est potentiellement re´e´ligible
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De Jong[26] applique une loi d’e´chelle a` la fonction d’e´valuation, afin d’augmen-
ter (ou re´duire en pre´sence de super-individus) le contraste dans l’e´valuation des
individus. Une dernie`re caracte´ristique de cet ope´rateur est son taux d’erreur sto-
chastique e´leve´. Dans certains cas (e.g. population faible en nombre) la diffe´rence
entre le nombre pre´vu de re´pliques d’un individu et le re´sultat de la se´lection est
grande. On peut compenser cet effet en ve´rifiant au court du tirage que le nombre
de re´pliques d’un individu ne de´passe pas (trop) la valeur probable. [26] On peut
donner comme exemple, la se´lection entie`re de´terministe avec se´lection stochas-
tique du reste, qui est tre`s populaire et a e´te´ imple´mente´e dans de nombreux AG.
Pour cet ope´rateur, on re´plique de manie`re de´terministe l’individu xi autant de
fois Ni que pre´vu :
Ni = bpsi .Npopc (3.9)
Puis une se´lection stochastique proportionnelle a` la partie fractionnaire du nombre
de re´pliques pre´vues (psi .Npop −Ni) est ope´re´e.
L’ope´rateur de se´lection par rang, s’apparente au sche´ma de se´lection pro-
portionnelle, mais il introduit une manie`re efficace de se passer de loi d’e´chelle
car elle est implicitement inte´gre´e dans la notion de rang [3]. La probabilite´ de
se´lection est proportionnelle au rang qu’occupe l’individu dans la population. On
classe par exemple la population du moins bon (x1) e´le´ment au meilleur (xNpop).





On peut de´finir d’autre variante ou` la probabilite´ de se´lection est une fonction non
line´aire du rang qu’occupe l’individu dans la population. Ces fonctions permettent
d’ajuster la pression se´lective en fonction d’un parame`tre.
Pour les ope´rateurs de type tournoi [42], il s’agit de choisir ale´atoirement p
individus et de de´terminer ensuite le meilleur11 dans ce p-tournoi. L’individu sorti
gagnant du tournoi est copie´ dans la ge´ne´ration suivante. On re´ite`re ensuite le
tournoi Npop fois. Suivant les variantes, les individus se´lectionne´s pour le tournoi
courant sont replace´s imme´diatement dans la population ou seulement apre`s un
certain nombre de tournois afin de limiter l’erreur stochastique de l’ope´rateur. On
peut instinctivement saisir qu’en augmentant la taille q des tournois, on augmente
aussi la pression se´lective. Les tailles de tournoi se situent en ge´ne´ral entre 2 et 10.
De nombreuses imple´mentations mettent en oeuvre des tournois binaires (q = 2)
[44]. La se´lection par tournoi binaire est une approximation stochastique de la
se´lection par classement [42] et de ce fait offre l’avantage d’eˆtre invariante face a`
une translation ou loi d’e´chelle applique´es a` la fonctionnelle. Dans les cas ou` cette
approximation est soumise a` une erreur trop importante, on utilise le replacement
11de fac¸on de´terministe ou probabiliste.
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diffe´re´ des individus choisis pour le tournoi. Ce faisant, on interdit aux individus
ayant re´cemment tournoye´ (et perdu) d’eˆtre temporairement se´lectionne´s.
L’ope´rateur de se´lection de type tournoi-Boltzman, ope`re des tournois binaires
ou` le gagnant est de´termine´ de fac¸on probabiliste. La probabilite´ qu’un individu
i gagne face a` un individu j est donne´e dans le cas d’une minimisation par :
pi>j = 1/(1 + exp(Ji − Jj/T )), (3.11)
T est un parame`tre analogue a` la tempe´rature dans la distribution de Boltz-
man. T suit une loi de de´croissance (pre´de´termine´e) au long du calcul. C’est pour
cela que l’on apparente cet ope´rateur au principe du recuit simule´. Au de´but du
calcul, la valeur e´leve´e de T donne une probabilite´ presque e´gale aux deux indi-
vidus d’eˆtre se´lectionne´s quelle que soit leur performance respective. A` mesure
du temps, T diminue et l’e´cart entre de probabilite´ entre deux individus est ac-
centue´. La pression se´lective, tre`s faible en de´but de calcul permet de conserver
une diversite´ d’individus et permet une prospection efficace des solutions poten-
tielles. Le renforcement de la pression se´lective en fin de calcul a pour effet de
stabiliser la population dans la meilleure zone jusque-la` explore´e.
D’une certaine manie`re, cet ope´rateur applique une loi d’e´chelle dynamique
augmentant ainsi la pression se´lective a` mesure que les ge´ne´rations se suivent.
3.3.5 Ope´rateurs ge´ne´tiques
Durant la phase d’alte´ration des individus, on a recours a` deux grands types
d’ope´rateurs : mutation et croisement. Nous pre´sentons ici la mutation et croise-
ment binaire qui constituent les deux ope´rateurs de base. De nombreuse variantes
de ces ope´rateurs existent pour le codage re´el et sont de´crites en 3.4.4. Comme on
va le voir, les ope´rateurs binaires sont tre`s simples a` imple´menter. Leur utilisa-
tion est due au codage binaire initialement et exclusivement utilise´ pour les AG.
L’ope´rateur de mutation binaire est tre`s simple. Apre`s avoir choisi ale´atoirement
un bit du chromosome, on change la valeur du bit. Dans l’exemple suivant, un
chromosome x de 16 bits, le cinquie`me bit doit muter :
x = (1100110111110000) mutation−−−−−−→ x
′
= (1100010111110000)
L’ope´rateur de croisement binaire met en oeuvre deux chromosomes x1 et x2




2. Un bit est choisi ale´atoirement et de´finit
ainsi la position du croisement. Si on reprend notre exemple pre´ce´dent avec des
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3.3.6 Les AG et l’optimisation multi-objectifs
La plupart des processus de conception introduisent de multiples mesures
de la performance ou objectifs pour le syste`me. Le concepteur souhaite bien
e´videmment que chacun des objectifs soit optimum, mais ces objectifs mesurent
diffe´rents aspects de la performance ge´ne´rale du syste`me, et peuvent eˆtre en
conflit. La conception d’un turbore´acteur est par exemple soumise a` des objectifs
de minimisation tels que : devis de poids, consommation spe´cifique, bruit, pollu-
tion, couˆts de de´veloppement, de production, de maintenance etc. Si on parvient
a` ame´liorer simultane´ment l’ensemble des objectifs, il est e´vident que le syste`me
est plus performant que pre´ce´demment. Il est ne´anmoins courant que les objectifs
entrent en conflit et qu’il soit impossible d’ame´liorer un objectif sans en de´grader
un ou plusieurs autres. L’ide´e que diffe´rents compromis entre objectifs permettent
d’atteindre un optimal nous approche du concept de pareto optimalite´ de´veloppe´
a` la section suivante. On de´crira ensuite brie`vement les approches multi-objectifs
e´volutionnaires (MOE). Il n’est pas aise´ de pre´senter un panorama des me´thodes
MOE tant les types de me´thodes employe´es sont divers. On reprendra la clas-
sification e´tablie par Fonceca & Fleming [35] qui distingue les approches dites
pareto et non-pareto.
– Approches Pareto (3.3.6) : La population est classe´e et se´lectionne´e en fai-
sant un usage direct de la notion de pareto dominance de´crite en 3.3.6.
Leur objectif est de de´terminer l’ensemble des solutions optimales au sens
pareto. Avec cette approche, on recherche toutes les solutions possibles puis
une de´cision est ne´cessaire pour se´lectionner la solution retenue.
– Approches Non-Pareto :
– Me´thodes d’agre´gation (3.3.6) : Les fonctions objectifs sont combine´es
dans une fonction objectif scalaire. On notera que cette approche n’est
pas une approche MOE proprement dite puisque le minimiser peut eˆtre
de type quelconque. Avec cette approche, on de´cide en premier lieu de
l’objectif (en estimant les poids relatifs entre les objectifs) puis on ope`re
la recherche de l’optimal sur ces bases.
– Me´thodes Ge´ne´tiques non-pareto (3.3.6) : Ces me´thodes utilisent plu-
sieurs groupes de populations e´voluant en coope´ration, chacune de´die´e a`
optimiser un objectif.
Pareto Optimalite´
Il convient de distinguer les solutions potentielles d’une optimisation multi-
objectifs en deux classes : les solutions domine´es et non-domine´es ou pareto
optimales. Une solution x est domine´e s’il existe une solution re´alisable y qui est
meilleure dans toutes les directions. Pour une minimisation du couˆt J , on a :
Ji(x) ≥ Ji(y) ∀ 1 ≤ i ≤ Npop et ∃i / Ji(x) > Ji(y) (3.12)






Fig. 3.9 – Illustration des solutions pareto optimales J a` deux composantes avec.
: frontie`re pareto optimale convexe, frontie`re pareto optimale concave.
On appelle pareto optimale une solution qui n’est domine´e par aucune autre.
Cela signifie que toute ame´lioration d’une solution pareto optimale sur un ou
plusieurs objectifs (mais pas tous) se traduit par une de´gradation pour au moins
un objectif (Fig. 3.9). Les solutions pareto optimales (SPO) sont toujours un
meilleur compromis que toute autre solution domine´e. La recherche de l’ensemble
des SPO n’est pas un but en soi pour l’optimisation multi-objectifs, puisque, au
final, il s’agit de choisir une solution de compromis acceptable. Dans ce choix
interviennent des crite`res qui n’ont pas e´te´ inte´gre´s dans la fonction couˆt parce
que difficilement commensurables ou trop subjectifs. En ce sens, toutes les SPO
ne constituent pas des compromis acceptables.
Approches Pareto
Le concept de pareto dominance est utilise´ pour classer la population de sorte
que tous les individus non-domine´s se voient affecte´s un couˆt J identique. Ce
classement sert pour e´tablir ensuite la se´lection. Ceci a une implication fonda-
mentale dans la topologie du front pareto optimal (FPO). En effet, les approches
pareto (AP) ope`rent dans un espace des objectifs constamment renorme´s tels
que le FPO soit de´fini comme l’hyperplan de couˆt J minimum. Comme on le
voit, l’AP ne fournit pas une solution mais un ensemble de solutions e´quivalentes
au sens pareto, qu’il conviendra au de´cideur de discriminer. Une imple´mentation
courante[34] est d’assigner comme couˆt a` un individu, le nombre d’individus par
qui il est domine´. Ainsi tous les individus non domine´s sont tous de rang 0, tandis
que les individus domine´s sont pe´nalise´s en fonction de leur dominance relative.
On peut toujours reconstruire le FPO dans l’espace des objectifs et controˆler sa
topologie (jusqu’en 3D du moins). Si, avec une me´thode d’agre´gation, les iso-J
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J1
J2
Fig. 3.10 – Illustration des approches par agre´gation et pareto. : frontie`re
pareto optimale, hyper surfaces iso-j par approche pareto. hyperplans
iso-J par agre´gation
sont des hyperplans, les AP ont par de´finition un front de´fini dynamiquement et
dont la forme de´pend de la population. Les individus faisant partie du FPO ont
tous une performance e´quivalente. Par cette proprie´te´ intrinse`que, les AP sont
insensibles, contrairement aux autre me´thodes, a` la topologie du FPO.
Me´thodes ge´ne´tiques Non-Pareto
La premie`re application de cette approche est connue sous le nom de VEGA
(Vector Evaluated Genetic Algorithm) [122], qui est la premie`re tentative d’ap-
proche e´volutionnaire explicitement de´die´e a` promouvoir la ge´ne´ration de solu-
tions non-domine´es. Les tests mis en oeuvre dans cette e´tude sont devenus des cas
de re´fe´rence pour tester les performances des mode`les ulte´rieurs. Cet AG met en
oeuvre autant de populations que d’objectifs. Chaque population, en charge d’un
objectif, voit ses individus e´value´s sur ce seul objectif. La se´lection des parents se
base sur un sche´ma proportionnel (3.3.4). Les individus sont engendre´s par muta-
tions et croisements avec appariement ale´atoire. Les individus non domine´s sont
marque´s, mais cette information n’est pas utilise´e par VEGA. Un phe´nome`ne
de spe´ciation, c’est-a`-dire l’apparition de plusieurs groupes de population pri-
vile´giant une partie de l’espace des objectifs est constate´e sur les FPO concaves
(Fig. 3.11). Ce phe´nome`ne est commun aussi aux me´thodes d’agre´gation, car le
processus de se´lection de VEGA e´quivaut a` minimiser une combinaison line´aire
d’objectifs, mais avec des poids variants de ge´ne´ration en ge´ne´ration. En effet,
chaque objectif est ponde´re´ par l’inverse de la performance moyenne (en termes
82 Optimisation de cine´tiques chimiques par algorithme ge´ne´tique
J2
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Fig. 3.11 – Illustration du phe´nome`ne de spe´ciation ( symbolise´e par le groupe
de ◦ ) et de nichage (symbolise´ par la distribution uniforme sur le FPO) d’une
population : frontie`re pareto optimal
de l’objectif conside´re´) de la sous-population. Si des ame´liorations sont observe´es
pour certains objectifs, alors la se´lection favoriserait les individus performants
sur les autres objectifs. En ope´rant ainsi VEGA adapte la se´lection de fac¸on a`
conserver de la diversite´, et e´viter qu’un des objectifs faciles a` atteindre n’entraˆıne
la population globale dans une re´gion limite´e. Le phe´nome`ne de spe´ciation, e´tant
pre´judiciable a` l’efficacite´ de l’algorithme, les ame´liorations visant a` l’e´liminer
me`nent a` utiliser une se´lection base´e sur un classement par rang des individus.
Le classement par rang sur chaque objectif des individus e´vite les proble`mes
d’e´chelle ou de normalisation associe´e aux me´thodes d’agre´gation.
Me´thode d’agre´gation
L’objectif des me´thodes d’agre´gation est de ”scalairiser” le vecteur objectif.
Pour cela de´finir une application A : RNc → R telle que A : J 7→ J . A peut
eˆtre line´aire ou non. Dans le cas line´aire, la topologie (concave/convexe) du FPO
est inchange´e, quelle que soit la combinaison line´aire choisie. A` l’inverse une
application non line´aire peut modifier la topologie du FPO. Avec par exemple
A : J 7→ ∑Nci=1 Jαi , on tend a` transformer un FPO convexe en concave pour
0 < α < 1, et inversement pour α > 1[35]. S’il est relativement aise´ de ve´rifier
la topologie du FPO pour une optimisation bi ou tri objectifs a posteriori, cela
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devient non trivial au-dela`. En ge´ne´ral on tend a` vouloir rendre le FPO convexe :
Si on choisi A comme une combinaison line´aire de poids fixe, la me´thode
donnera un re´sultat diffe´rent en fonction de la topologie du FPO. Si le FPO est
convexe (Fig. 3.12b), la solution optimale (A ou B) est fonction des coefficients
de la combinaison A. Chaque jeu de coefficient donnera alors une solution du
FPO. Par contre si, le FPO est concave (Fig. 3.12a), on obtiendra une solution
marginale du FPO, soit A soit B. La solution retenue dans notre imple´mentation,
est la technique classique ou` l’on re´duit la dimensionnalite´ de la fonctionnelle J




W ci Ji (3.13)
Le choix de cette me´thode est principalement motive´ par le fait qu’elle ne ne´cessite
que l’utilisation d’un minimiseur mono-objectif. Sa principale caracte´ristique est
de donner comme optimum une des solutions de la frontie`re pareto optimale
(Fig. 3.9). Elle n’est pas particulie`rement efficace pour de´terminer l’ensemble
des solutions pareto. Si l’on de´sire ne´anmoins de´terminer le FPO avec cette ap-
proche, il faut pour cela effectuer plusieurs calculs en changeant la valeur des poids
Wc. La valeur des poids ainsi que la forme de la frontie`re (concave/convexe) di-
rigera pre´fe´rentiellement l’AG dans certaines re´gions de´ce`ptivite´ de la frontie`re
(Fig. 3.12), ne permettant pas ainsi de de´terminer la frontie`re pareto comple`tement.
En faisant varier dynamiquement la ponde´ration au cours du calcul, on peut
ne´anmoins obtenir une bonne estimation du FPO [51]. En effet, on peut illustrer
le principe en conside´rant la population comme un groupe de billes soumis a` un
champs de gravite´ perpendiculaire aux hyperplans iso-J, i.e. (donc de direction
−∇J . Dans le cas d’un FPO purement concave (Fig. 3.12a), si W c1 > W c2 , la
population convergera vers le point marginal B. Si on intervertit soudainement
les poids W c1 et W
c
2 , la direction de la gravite´ change brutalement. La population
va alors migrer de A vers B par le chemin le plus court et donc parcourir le FPO.
Dans le cas purement convexe, la meˆme ope´ration peut conduire a` une estimation
biaise´e du FPO. En effet, la migration de A vers B par le chemin le plus court,
peut se faire sans parcourir le FPO. Ne´anmoins, en faisant varier graduellement
les poids, la population va migrer vers des solutions interme´diaires du FPO entre
A et B. On de´termine une estimation du FPO en recherchant les solutions non
domine´es a` chaque ge´ne´ration.
L’efficacite´ de la de´termination du FPO se re´duisant assez nettement avec
l’augmentation du nombre d’objectifs, l’agre´gation n’est que marginalement uti-
lise´e pour la de´termination des solutions pareto. Son principal de´faut en fait un
avantage pour le de´cideur : la solution optimale e´tant unique, il n’a pas a` choisir
entre les solutions pareto optimales.
On a effectue´ une ve´rification de la topologie du FPO sur un cas re´el. Nous
avons effectue´ une optimisation a` deux objectifs J1 et J2. J1 est une e´valuation de













Fig. 3.12 – Influence de la ponde´ration et de la topologie du FPO sur la solution
optimale Min(J = W c1J1 +W
c




2 ; : Iso-J avec
W c1 > W
c
2 ; (a) FPO concave (b) FPO convexe
la pre´cision du sche´ma une e´tape a` pre´dire la bonne vitesse de flamme laminaire
SL, tandis que J2 e´value l’accord entre l’e´paisseur de la flamme avec chimie une
e´tape et et celle obtenue avec le me´canisme cine´tique de re´fe´rence. Les deux
composantes J1 et J2 de´finissent la fonction couˆt J a` minimiser tel que : J =
W c1J1 + W
c




2 est libre. La figure 3.13
montre les re´sultats de ce test ou`, on reporte chaque individu dans l’espace des
objectifs. La taille du marqueur est inversement proportionnelle a` J , ce qui permet
de situer l’optimum dans ce plan. On y a trace´ quelques hyperplans iso-J qui ici









On observe bien que la solution optimale de´pend de la ponde´ration. On peut
constater fort logiquement qu’en augmentant le poids sur J2 (Fig. 3.13b), la
solution de´termine´e voit son couˆt sur l’e´paisseur thermique se re´duire aux de´pens
de la pre´diction de SL. Les donne´es des calculs nous permettent d’avoir une vue
relativement pre´cise du FPO qui semble ici convexe (Fig. 3.14).
3.4 Description de l’outil d’optimisation
Initialement, l’ide´e de mettre au point eporck a` e´te´ motive´e par le coˆte´
re´barbatif de l’exercice manuel de l’optimisation des coefficients des sche´mas


































































Fig. 3.13 – Influence de la ponde´ration sur la solution optimale Min(J = W c1J1+
W c2J2). (a) W
c
1 = 0.75, W
c
2 = 0.25 ; (b) W
c
1 = 0.25, W
c
2 = 0.75 ; iso-


















Fig. 3.14 – Ensemble des solutions e´value´es, repre´sente´es dans l’espace des ob-
jectifs.
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re´duits. Apre`s avoir pose´ le proble`me de manie`re formelle (3.2.1) il est apparu
que les blocs fonctionnels ne´cessaires e´taient :
– Un minimiseur robuste
– Un code de calcul de flamme laminaire stationnaire
3.4.1 Structure algorithmique
La robustesse des minimiseurs ge´ne´tiques ainsi que leur rapide prise en main
ont e´te´ des qualite´s pre´ponde´rantes dans le choix du minimiseur. Le code ge´ne´tique,
Genocop (GEnetic algorithm for Numerical Optimization for COnstrained Pro-
blems) de´crit en 3.4.3 constitue le noyau de l’application, car, il ge`re le pro-
cessus e´volutionnaire ne´cessairement ite´ratif. La mise au point d’eporck s’est
concentre´e sur l’interfac¸age et inte´gration des diffe´rents blocs fonctionnels, ainsi
que sur la de´finition de la fonctionnelle a` minimiser (3.2.2). La figure 3.15 expose
la structure ge´ne´rale d’eporck. Pour chaque bloc fonctionnel, on peut faire les
commentaires suivants :
Initialisation Genocop permet de ge´ne´rer une population ale´atoire, nous y
avons ajoute´ la possibilite´ de pouvoir repartir d’une population de clones
(d’un sche´ma donne´) ou d’une population de sche´mas distincts. Ceci afin
de pouvoir re´utiliser l’information provenant d’un calcul pre´ce´dent.
Edition fichiers d’entre´e Chemkin a` l’exception du fichier de´crivant le sche´ma
courant, tous les autres sont statiques et pour la plupart ge´ne´re´s automa-
tiquement en de´but de calcul.
Exe´cution Premix Le lancement du programme e´valuateur se fait par l’in-
terme´diaire d’un appel syste`me pour exe´cuter un script. Cette solution
n’est pas la plus performante car elle ne´cessite un acce`s disque au lan-
cement du script. Dans les faits, cela procure un e´le´ment de souplesse car
on peut modifier par exemple le niveau de verbosite´ du code e´valuateur lors
de l’exe´cution. Du point de vue performance, le lancement par script n’est
pas spe´cialement pe´nalisant. Par exemple, les informations produites par
Chemkin en sortie standard sont beaucoup plus pe´nalisantes si elle sont
stocke´es dans un fichier que si elles sont redirige´es vers l’unite´ logique nulle
(/dev/null mode par de´faut).
Evaluation du sche´ma L’e´valuation se de´compose en deux phases. Un post-
traitement inte´gre´ au code extrait les informations qui nous sont utiles de
la solution Premix .On ve´rifie ensuite, si la solution est converge´e, puis on
e´value le couˆt J (3.2.2) relatif au sche´ma conside´re´.
Genocop Le noyau ge´ne´tique re´cupe`re les e´valuations de la population pour
appliquer la se´lection et les ope´rateurs ge´ne´tiques. Une nouvelle ge´ne´ration
a` e´valuer, voit le jour. A` chaque ge´ne´ration, Genocop conserve en me´moire
le chromosome du meilleur individu.





























Evaluation de   la population
Fig. 3.15 – Sche´ma synoptique de eporck
Condition d’arreˆt Le processus e´volue sur un nombre de ge´ne´rations de´termine´
a` l’avance.
3.4.2 Evaluation
Pour notre proble`me, l’e´valuation est confie´e a` la suite logicielle CHEM-
KIN [55]. Les e´valuations sont effectue´es en calculant des flammes laminaires
avec PREMIX [54]. PREMIX re´sout un proble`me de flamme laminaire adiaba-
tique stationnaire monodimensionnelle en transport complexe. Les informations
et donne´es a` fournir a` PREMIX sont :
– Les conditions de pression, tempe´rature et composition chimique des gaz
frais sont spe´cifie´es par l’utilisateur. Dans la plupart des cas, le sche´ma
est e´value´ pour plusieurs me´langes alors que les conditions de pression et
tempe´rature restent fixes.
– Les parame`tres nume´riques de re´solution.
– L’e´tendue du domaine de calcul ainsi que la position de la flamme.
– Un profil de tempe´rature initiale.
– La de´finition du sche´ma cine´tique.
– Les bases de donne´es thermodynamiques et de transport.
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Hormis la de´finition du sche´ma cine´tique, toutes ces donne´es d’entre´e sont sta-
tiques et n’ont donc pas a` varier au cours du calcul. Un module de post traitement
a e´te´ de´veloppe´ et inte´gre´ a` eporck afin d’extraire les grandeurs qui serviront
a` e´valuer la performance du sche´ma. A` ce jour, ce module extrait des solutions
PREMIX :
– La vitesse de flamme laminaire SL qui correspond dans ce mode`le station-
naire a` la vitesse des gaz frais.
– La tempe´rature adiabatique de fin de combustion estime´e comme e´tant la
tempe´rature mesure´e a` la sortie du domaine








– Les fractions massiques Y eqk , k = 1..Nspec des Nspec espe`ces mesure´es en
sortie de domaine ou` elles sont sense´es eˆtre a` l’e´quilibre chimique.
Ce meˆme module existe en tant que programme a` part entie`re afin d’extraire
ces grandeurs des solutions de re´fe´rence calcule´es avec une cine´tique complexe
valide´e autant que faire ce peut. On peut noter aussi qu’une version marginale
d’eporck utilise SENKIN [71] pour optimiser les sche´mas en auto-allumage et
a permis d’ajuster un sche´ma 1 e´tape pour l’auto-allumage du gaz naturel [144].
3.4.3 Le noyau ge´ne´tique GENOCOP
Genocop est un AG de la classe programmation e´volutionnaire, qui uti-
lise le codage re´el des parame`tres. Il est spe´cialise´ dans l’optimisation des pa-
rame`tres. Il fonctionne ne´anmoins correctement sur les proble`mes combinatoires.
La principale diffe´rence des algorithmes e´volutionnaires avec l’AGS est que blocs
Ope´rateurs Ge´ne´tiques et Se´lection de la Fig. 3.7 permutent (Fig. 3.16). Le
nombre et la nature des ope´rateurs ge´ne´tiques sont aussi diffe´rents.
3.4.4 Les Ope´rateurs ge´ne´tiques disponibles
Les Ope´rateurs de croisement sont des ope´rations binaires tandis que les mu-
tations sont des ope´rations unaires. On pre´sente ici la liste des ope´rateurs dispo-
nibles avec Genocop ainsi que leurs caracte´ristiques principales.
– Mutation Uniforme Simple (MutUS) :
L’ope´rateur se´lectionne ale´atoirement un ge`ne et le fait muter avec une
distribution de probabilite´ uniforme (DPU). Cet Ope´rateur joue un roˆle
important au de´but du processus d’e´volution car les individus sont auto-
rise´s a` se mouvoir dans l’espace de recherche. Cet ope´rateur est essentiel
lorsque la population initiale est compose´e de clones puisque qu’il introduit














Fig. 3.16 – Sche´ma de principe des algorithmes e´volutionnaires.
une diversite´ ge´ne´tique absente au de´part. Tout au long du calcul, les mu-
tations uniformes n’ont de cesse que d’explorer l’espace de recherche donc
de maintenir un minimum de diversite´.
– Mutation de Bord (MutB) :
L’ope´rateur se´lectionne ale´atoirement un ge`ne et le fait muter ale´atoirement
a` la valeur d’une des bornes du domaine de variation autorise´. Cet ope´rateur
est utile au de´but du processus pour de´tecter une e´ventuelle limitation de
l’optimisation par un domaine de variation trop restreint. Si l’optimum voit
une de ses alle`les avoir la valeur d’une borne alors on peut supposer qu’un
domaine e´tendu puisse donner un meilleur re´sultat.
– Mutation Non-Uniforme Simple (MutNUS) :
L’ope´rateur se´lectionne ale´atoirement un ge`ne g ∈ [gmin; gmax] et le fait mu-
ter ale´atoirement vers g
′
avec une distribution de probabilite´ non-uniforme
(DPNU) de´finie par :
g′ =

g + ∆ (t, gmax − g)
ou (avec probabilite´ e´gale)
g −∆ (t, gmin − g)
(3.16)
La fonction ∆(t, y) retourne une valeur comprise dans l’intervalle [0, y] tel
que la probabilite´ que ∆(t, y) soit proche de 0 augmente a` mesure que
le temps t ( ou nombre cumule´ de ge´ne´rations) augmente. Cette proprie´te´
























Fig. 3.17 – Influence du parame`tre b sur le taux de mutation des ope´rateurs
non-uniformes.
permet au MutNUS d’explorer l’espace de recherche uniforme´ment au de´but
de l’optimisation puis, en limitant la dispersion des mutations au court du
temps, d’explorer plus localement la re´gion la plus prometteuse. La fonction
∆ est de´finie par :






ou` r est un re´el choisi ale´atoirement (r ∈ [0; 1]), T est le nombre de
ge´ne´rations pre´vues. Le parame`tre b de´termine le degre´ de non-uniformite´
(Fig. 3.17).
– Mutation Non-Uniforme Comple`te (MutNUC) : Cet ope´rateur a le
meˆme comportement que MutNUS. La mutation est ope´re´e sur le chromo-
some entier, i.e. pour chaque ge`ne.
– Croisement Arithme´tique Simple (CrAS) : Cet ope´rateur de recom-
binaison est l’adaptation au codage re´el du croisement binaire (3.3.5). Son
action est pre´ponde´rante dans le succe`s de la me´thode. Deux parents sont
se´lectionne´s (3.4.5). L’ope´rateur se´lectionne ale´atoirement un ge`ne dont la
valeur est respectivement g1 pour le parent x1 et g2 pour le parent x2. Les




2 ont un ge´noˆme inchange´ excepte´ pour le
ge`ne croise´ :
g′1 = rg1 + (1− r)g2
g′2 = rg2 + (1− r)g1 (3.18)
Ou` r ∈ [0, 1] est un re´el ale´atoire.
– Croisement Arithme´tique Complet (CrAC) : Cet ope´rateur a le meˆme
comportement CrAS. La mutation est ope´re´e sur le chromosome entier, i.e.
pour chaque ge`ne.
– Croisement Heuristique (CrH) : Cet ope´rateur est assez singulier pour
les raisons suivantes :
– Il utilise la valeur de la fonction objective pour de´terminer une direction
de recherche.
– il n’engendre qu’un individu x
′
et peut meˆme n’en produire aucun.
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– Contrairement aux autres ope´rateurs, sa de´finition n’assure pas que les
ge`nes de l’individu engendre´ se trouvent dans les bornes fixe´es.
Son comportement suit les re`gles :




= r(x2 − x1) + x2 Ou` r ∈ [0, 1] est un re´el ale´atoire.
Si apre`s un certain nombre de tirages de r, l’individu engendre´ n’est
toujours pas faisable12, alors aucun individu n’est engendre´.
Sa principale action est de tenter de de´terminer des directions privile´gie´es
dans l’espace de recherche.
3.4.5 Sche´ma de se´lection
Dans Genocop, on se´pare la population en deux groupe. D’un coˆte´ les ”pa-
rents” qui seront remplace´s par leur proge´niture et de l’autre les individus survi-
vants tel quel. La se´lection s’ope`re en 4 e´tapes :
1. On se´lectionne Npa individus ”parents”
2. On se´lectionne Nsurv = Npop − Npa individus, qui survivent et font donc
partie de la prochaine ge´ne´ration.
3. On applique les ope´rateurs ge´ne´tiques sur les Npa parents, engendrant le
meˆme nombre d’individus Npa.
4. Les individus engendre´s viennent comple´ter la nouvelle ge´ne´ration.
Le nombre Npa est de´termine´ par l’utilisateur qui choisit respectivement pour
chaque ope´rateur ge´ne´tique, le nombre d’individus qui a` chaque ge´ne´ration le su-
bira. L’ope´rateur de se´lection stochastique universelle [3] (SSU) imple´mente´ est
une ame´lioration de la se´lection entie`re de´terministe avec se´lection stochastique
du reste pre´sente´e en 3.3.4. La SSU sert a` la fois pour de´terminer les parents
et les individus reconduits intacts dans la nouvelle population. La SSU met en
en oeuvre une roulette ponde´re´e (3.3.4) qui, au lieu d’eˆtre lance´e Npa fois, dis-
pose de NPa curseurs re´gulie`rement re´partis (Fig. 3.18) , et se´lectionne en un
seul lance´ le nombre souhaite´ d’individus. De plus, lors de la se´lection des pa-
rents, chaque curseur se voit attribue´ un ope´rateur. Ceci permet, d’assigner les
ope´rateurs ge´ne´tiques aux parents (Fig. 3.18). On aura note´ que l’ope´rateur SSU
ope`re une se´lection d’individus qui ne sont pas ne´cessairement distincts. Ceci
donne une bonne chance aux meilleurs individus de figurer a` la fois dans le groupe
de parents et dans le groupe de survivants.
12au moins un de ses ge`nes est en dehors du domaine de variation autorise´.

















Fig. 3.18 – Se´lection stochastique universelle et assignement des ope´rateurs
ge´ne´tiques aux individus se´lectionne´s dans Genocop. La mne´monique des
ope´rateurs est de´finie en 3.4.4.
3.5 Mise en oeuvre et applications
3.5.1 Choix des grandeurs objectives
Une approche pragmatique nous a amene´ a` se´lectionner les objectifs tels que.
– SL, la vitesse de flamme laminaire, car c’est la caracte´ristique la plus in-
fluente sur la dynamique et la stabilisation des flammes de pre´me´lange.
– Tad la tempe´rature adiabatique de fin de combustion.
– δth, une estimation de l’e´paisseur de flamme.
– Y eqk la fraction massique a` l’e´quilibre dans les gaz bruˆle´s de l’espe`ce k.
A` part SL, les objectifs sur les autres grandeurs cherchent principalement a` dis-
criminer les solutions valides et non valides. Il est inutile en the´orie de vouloir
accorder la tempe´rature adiabatique de fin de combustion Tad d’un sche´ma re´duit
avec celle pre´dite par la cine´tique complexe. En effet, celle-ci n’est en premie`re
approximation, qu’une fonction des espe`ces de´clare´es et donc inde´pendante des
parame`tres du sche´ma. Le programme Equil de la suite Chemkin [56] permet de
de´terminer les tempe´ratures d’e´quilibre d’un me´lange initial donne´. En pratique,
cela permet d’e´carter les solutions converge´es nume´riquement, mais physique-
ment non valides. Ces solutions pre´sentent une structure de flamme trop e´tendue
pour eˆtre contenue dans le domaine de calcul et n’atteignent pas la tempe´rature
d’e´quilibre en sortie de domaine. En pratique, on utilisera la tempe´rature pre´dite
par Equil pour le jeu d’espe`ces du sche´ma re´duit, et non pas celle du sche´ma de
re´fe´rence. Si l’objectif sur Tad permet de discriminer les solutions de flamme “trop
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e´tale´e”, ceci n’empeˆche pas de s’orienter vers des solutions dont l’e´paisseur est
trop faible. Ceci me`ne en pratique a` augmenter la raideur nume´rique des termes
sources chimiques, en plus de re´clamer soit une re´solution, soit un e´paississement
plus e´leve´ (Sec. 2.1.5). Dans tous les cas, ces solutions sont aussi a` e´viter. On
a pour cela ajoute´ aux objectifs une estimation de l’e´paisseur thermique de la
flamme δth. On peut objecter que l’utilisation d’objectif sur SL et δth est redon-
dante puisque pour les chimies simples on obtient la loi d’e´chelle reliant la vitesse




L’e´paisseur diffusive δ est estime´e ici par δth. Ne´anmoins cette redondance permet
encore d’e´liminer des solutions non valides.
Pour les sche´mas multi-e´tapes, il est ne´cessaire de la meˆme fac¸on de s’assurer
que la composition d’e´quilibre est bien atteinte dans les gaz bruˆle´s en sortie
de domaine. Pour cela on utilise pour objectif la composition du me´lange en
sortie de domaine. Il convient, afin d’e´viter de parasiter la fonction couˆt, de ne
pas utiliser l’ensemble des objectifs sur espe`ces. En effet, le sche´ma complexe
de re´fe´rence , inclut des me´canismes dont certains ne pourront eˆtre reproduits
par un sche´ma global. On peut penser au craquage des carburants hydrocarbures
en re´gime riche. De ce fait, le carburant en exce`s disparaˆıt, alors que ceci est
impossible avec un sche´ma global. Nos sche´mas a` deux e´tapes qui sont constitue´s
d’une premie`re re´action d’oxydation partielle de l’hydrocarbure en eau et CO,
et d’une seconde re´action d’e´quilibre entre l’oxydation du CO et la dissociation
du CO2. En pratique on utilise le plus souvent la composition en CO et CO2
car ces deux espe`ces interviennent directement dans l’e´quilibre de la seconde
re´action qui habituellement est : CO + 1
2
O2 
 CO2. Le CO est particulie`rement
inte´ressant puisqu’il est produit de la premie`re re´action et re´actant de la seconde.
Ceci permettant de controˆler le couplage entre les deux re´actions.
La mise en oeuvre de l’optimisation d’un sche´ma se de´roule selon les e´tapes
suivantes :
1. De´finition du sche´ma i.e. espe`ces mises en jeu, et des re´actions. La pa-
rame´trisation, doit aussi eˆtre e´tablie. Il est toujours possible de fixer cer-
tains parame`tres a` des valeurs donne´es pour par exemple faire e´voluer un
sche´ma de´ja` existant et dont on veut conserver certaines caracte´ristiques.
Dans ce cas, un minimum d’expertise est requis de la part de l’utilisateur.
2. Une fois le jeu de parame`tres de´fini, il est ne´cessaire de de´finir les domaines
de variation de chaque parame`tre. Les domaines de variations e´tant sup-
pose´s continus, on les de´finit a` l’aide d’une borne supe´rieure et infe´rieure.
Il peut eˆtre difficile de fixer ces bornes, on n’he´sitera pas pour un premier
calcul a` les spe´cifier assez larges. On re´duira leur e´tendue ulte´rieurement
(e´tape 6) si ne´cessaire.
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3. Les solutions seront e´value´es a` partir de calcul de flamme laminaire sta-
tionnaire. Il faut alors de´finir les points de fonctionnement. On doit alors
de´finir pour chaque point de fonctionnement :
– La composition en espe`ces des gaz frais.
– La tempe´rature des gaz frais.
– La pression.
On aura au pre´alable pris soin de ge´ne´rer une base de donne´es de re´fe´rence
pour les objectifs a` l’aide d’un sche´ma de re´fe´rence aux points de fonc-
tionnements choisis pre´ce´demment. On e´vitera de multiplier les points de
fonctionnements, car ceci augmente fortement le couˆt calcul de l’e´valuation
et allonge d’autant plus le temps de restitution.
4. De´finition des parame`tres d’exe´cution :
– Se´lection des objectifs. Les objectifs sur SL et Tad seront syste´matiquement
choisis. Pour contraindre la structure de flamme, on pourra e´ventuellement
se´lectionner le crite`re sur δth. Les objectifs sur Y
eq
k sont re´serve´s aux
sche´mas multi e´tapes.
– De´finition des poids Wc affecte´s aux objectifs. Pour un premier calcul,
il est courant de privile´gier l’objectif SL et d’imposer une ponde´ration
uniforme sur le reste des objectifs.
– De´finition des poids Wφ affecte´s aux points de fonctionnement. Il est
recommande´ d’utiliser une ponde´ration uniforme.
– On active tous les ope´rateurs ge´ne´tiques, en particulier la mutation de
bord car elle permet de de´tecter rapidement si les bornes des domaines
de variations sont limitantes ou non.
– De´finition de la taille de la population et du nombre de ge´ne´rations a`
calculer : Pour fixer les ide´es une population de 20 ou 30 individus sont
des valeurs communes. En re`gle ge´ne´rale on veillera a` de´finir une taille
de la population d’autant plus grande que le nombre de parame`tres a`
optimiser est grand. Il est conseille´ de choisir un nombre de ge´ne´rations
compris entre 70 et 150. Il faut re´aliser que le couˆt calcul est proportionnel
au produit de la taille de la population, du nombre de ge´ne´rations et du
nombre de points de fonctionnement e´value´s. Un calcul moyen ope`re donc
de l’ordre de 9000 calculs de flamme (30 ∗ 3 ∗ 100) menant a` un temps de
restitution de 1 a` 2 heures13.
5. Lancement du calcul eporck
6. Analyse du re´sultat avec e´valuation du sche´ma sur une gamme comple`te de
conditions ope´ratoires. Puis en fonction des re´sultats obtenus, on modifie
les diffe´rentes ponde´rations en conse´quence. On peut modifier les bornes
des domaines de variation lorsqu’un parame`tre converge visiblement sur
une frontie`re de sa plage de variation. Ces ajustements ne sont pas toujours
13Processeur MIPS R12000
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possibles lorsqu’ils sont en contradiction avec des contraintes nume´riques
impose´es.
7. On ite`re les proce´dures 5-6 jusqu’a` obtention du re´sultat. Une moyenne de
2 a` 4 cycles est a` pre´voir.
3.5.2 Exemple d’application : sche´ma propane une e´tape :
C3H8-1S-CM1
L’exemple d’optimisation pre´sente´ ici a` e´te´ choisi parce qu’il offre l’avantage
d’avoir e´te´ optimise´ en une seule passe. Ceci permet d’illustrer de fac¸on pratique
et concise une optimisation de sche´ma.
On se propose d’optimiser sur la plage pauvre [0.5; 1] centre´e sur φ = 0.8 un
sche´ma global de propane :
C3H8 + 5O2 → 3CO2 + 4H2O











Tab. 3.4 – Parame`trisation du sche´ma C3H8-1SCM1 (unite´s CGS)
Parame`tre Fonction Plage de variation Optimum
P1 Pre´exponnetielle [8; 11] 10.5174
P2 Energie d’activation [17000; 35000] 31126
P3 Exposant arbitraire [0.5; 1.2] 0.8560
P4 Exposant arbitraire [0.5; 1.5] 0.5032
Tab. 3.5 – Parame`tres de l’optimisation de C3H8-1SCM1
P = 1bar T1 = 300K W















On a volontairement applique´ une loi d’e´chelle logarithmique de´cimale sur
la parame´trisation de la pre´exponnetielle afin d’obtenir une convergence plus
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rapide. Meˆme si en the´orie nulle normalisation de l’espace des phases n’est re-
quise, la pratique montre qu’une trop grande dispersion des ordres de grandeur
entre parame`tres ralentit la convergence. Il a e´te´ remarque´, que cette distorsion
des e´chelles de´grade la pre´cision avec laquelle l’optimum est de´termine´. Dans le
meˆme esprit, on peut appliquer une loi d’e´chelle line´aire a` l’e´nergie d’activation :
Ea = 1000∗P2, ce qui rame`nerait la plage de variation de P2 a` [17; 35] (Tab. 3.4).


















Fig. 3.19 – Convergence globale : ◦ e´valuations , Minimum de J
variation impose´s sont spe´cifie´s dans Tab. 3.4. Les objectifs se´lectionne´s sont la
vitesse de flamme et la tempe´rature des gaz bruˆle´s. La table 3.5 regroupe les
parame`tres nume´riques relatifs a` la de´finition de la fonctionnelle J (Eq. 3.13)
a` minimiser. On peut observer la convergence des parame`tres sur leurs graphes
respectifs de la figure 3.20. On peut y observer une phase purement exploratoire
(Ge´ne´rations 1 a` 20), ou` la plage de variation de chaque parame`tre est pros-
pecte´e assez uniforme´ment. On peut y de´tecter l’e´tablissement de ligne´es telles
que P1 ' 10.5, P1 ' 10.0 ou` P1 ' 9.5 (Fig. 3.20 a et b). Cette phase d’explora-
tion est suivie d’une phase de transition (ge´ne´rations 20 a` 70) ou` l’exploration est
peu a` peu de´laisse´e au profit de la recombinaison des meilleures solutions afin de
souligner une direction assez nette. On y voit la` l’effet des ope´rateurs de mutation
non-uniformes (Sec. 3.4.4), dont l’amplitude de mutation diminue a` mesure que
la population vieillit. On en discerne d’ailleurs assez bien l’enveloppe. La fin du
processus d’optimisation se contente d’affiner l’ajustement des parame`tres. On
remarquera le cas particulier du parame`tre P4 (Fig. (3.20 g et h) dont l’optimum
se trouve visiblement au-dela` de sa borne infe´rieure. Cependant nous avons place´
cette limite infe´rieure pour garantir la stabilite´ et la robustesse du sche´ma dans
les calculs en configuration complexe. La courbe de convergence pre´sentant le mi-
nimum de J au fil des ge´ne´rations (Fig. 3.19) nous montre une convergence rapide
de`s la phase d’exploration pure. A` partir de la cinquantie`me ge´ne´ration, eporck
ne semble plus pouvoir donner d’ame´lioration. En fait, on re´alise sur l’agrandis-
sement, que la phase d’optimisation fine se situe a` un ordre infe´rieur. On observe
que la valeur minimum de J n’est pas obtenue a` la dernie`re ge´ne´ration mais a`
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la 187ie`me. Ceci nous conforte dans le sentiment d’eˆtre tre`s proche du minimum
global de J, car aucune ame´lioration ne semble possible dans un voisinage proche.
L’e´valuation du sche´ma C3H8-1SCM1 par une se´rie de calculs Premix sur
une gamme e´tendue de richesses permet de constater que l’accord sur SL avec les
valeurs cibles est tre`s satisfaisant (Fig. 3.24 a, b et c). On maintient un niveau
d’erreur infe´rieure a` 10% sur une plage allant de φ = 0.6 a` φ = 1.2.
3.5.3 Re´sume´ et caracte´ristiques des sche´mas produits.
La nomenclature de sche´mas est construite suivant les re`gles suivantes :
“nom du carburant”-“nombre de re´actions”S“initiales du cre´ateur”“nume´ro iden-
tifiant”. Par exemple le sche´ma JP10-1SMB1 correspond a` un sche´ma une e´tape
pour le ke´rose`ne type JP-10 cre´e´ par Mathieu Boileau. La table 3.5.3 dresse la
liste de la plupart des sche´mas qui ont e´te´ soit directement ge´ne´re´s avec eporck
ou de´rive´s d’un sche´ma ge´ne´re´ avec eporck. Les performances des principaux
sche´mas sont expose´es par carburant : me´thane, propane et JP-10.
Tab. 3.6: Re´capitulatif des cine´tiques globales ge´ne´re´es
directement ou indirectement a` l’aide de eporck.
Nom Conditions Configuration Projet
CH4-2SCM2 1bar/300K Bruˆleur PRECCINSTA
Ge´ne´re´ par : LPP [116]
eporck V1.3 1bar/736K Bruˆleur double SIEMENS
injection vrille´e [130]
ITS Univ. Karlsruhe [131]
1bar/375K Bruˆleur double SIEMENS
injection vrille´e [37]
ITS Univ. Twente
CH4-2SPS1 5bar/660K Bruˆleur injection FuelChief
Extrapole´ de : de carburant e´tage´e [125]
CH4-2SCM2 ALSTOM ev7
CH4-2SAS1 1.5bar/300K Bruˆleur a` injection DESIRE
vrille´e SIEMENS
CH4-2SGS1 2bar/300K Bruˆleur triple SIEMENS
Extrapole´ de : sections
CH4-2SCM2 SIEMENS NGF
C3H8-1SCM1 1bar/300K Bruˆleur expe´rimental FuelChief
Ge´ne´re´ par : a` injection e´tage´e [76]
eporck V1.6 ECPmod EM2C [77]
JP10-1SMB1 1bar/525K Chambre M88 SNECMA
Ge´ne´re´ par : diphasique
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Tab. 3.6: Re´capitulatif des cine´tiques globales ge´ne´re´es
directement ou indirectement a` l’aide de eporck.
Nom Conditions Configuration Projet
eporck V1.8
JP10-1SMB2 4.5bar/573K Chambre DEM21 SNECMA
Ge´ne´re´ par : De´monstrateur [94]
eporck V1.8
C3H8-2SCM2 1bar/300K Bruˆleur expe´rimental FuelChief
Ge´ne´re´ par : a` injection e´tage´e
eporck V1.9 ECPmod EM2C
CH4-1SCM4 15bar/1250K Combustion se´quentielle ALSTOM
Ge´ne´re´ par : auto allumage [144]
eporck PSR
CH4-1SCM5 1bar/630K Combustion pre´me´lange´e ALSTOM
Ge´ne´re´ par :
eporck 1.4
CH4-2SCM6 1bar/630K Combustion pre´me´lange´e ALSTOM
Ge´ne´re´ par :
eporck 1.4
CH4-1SCM7 20bar/750K Combustion pre´me´lange´e ALSTOM
Ge´ne´re´ par :
eporck 1.4
CH4-2SCM8 20bar/750K Combustion pre´me´lange´e ALSTOM
Ge´ne´re´ par :
eporck 1.4
Sche´ma me´thane : CH4-2SCM2, a` P = 1bar pour pre´me´lange air/me´thane










On obtient un bon accord sur SL pour les re´gimes pauvres jusqu’a` la stœ-
chiome´trie, avec une erreur infe´rieure a` 10% (Fig. 3.22a). Graˆce a` la re´action
R2, on obtient la pre´diction d’un polluant CO (Fig. 3.22d) sur une gamme de
richesse pauvre assez e´tendue, en conservant la bonne tendance sur la branche
riche jusqu’a` φ = 1.4. On obtient aussi une meilleure estimation de la tempe´rature
adiabatique de fin de combustion Tad. En effet, la re´action de dissociation du CO2

























































































Fig. 3.20 – Sche´ma C3H8-1SCM1 : Convergence et histogrammes des parame`tres.
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est endothermiques (Fig. 3.21), et permet donc par rapport a` une chimie mono














































Fig. 3.21 – Comparaison des profiles d’espe`ces et tempe´rature a` φ = 0.8, T1 =
300K, P = 1bar : CH4-2SCM2, GRI-Mech 3.0.
Ce sche´ma, bien qu’initialement optimise´ a` une tempe´rature gaz frais de 300K











































































Fig. 3.22 – Sche´mas me´thane, T1 = 300K, P = 1bar : CH4-2SCM2,
◦ GRI-Mech 3.0, Erreur relative.









































































Fig. 3.23 – Sche´mas me´thane, T1 = 670K, P = 1bar : CH4-2SCM2,
◦ GRI-Mech 3.0, Erreur relative.
Sche´mas propane : C3H8-2SCM2 et C3H8-1SCM1, a` P = 1bar pour
pre´me´lange air/propane
Nous pre´sentons ici les deux sche´mas en condition standard pour le propane.
Le sche´ma global C3H8-1SCM1 est de´fini par :
C3H8 + 5O2 → 3CO2 + 4H2O R1
(3.21)










On note des performances quasi identiques en terme d’accord sur SL (Fig. 3.24
a). On obtient e´videment pour C3H8-2SCM2 une meilleure estimation de Tad,
que pour C3H8-1SCM1 dont l’erreur sur Tad augmente significativement a` partir
de φ = 0.8. On acce`de aussi a` la pre´diction d’e´mission CO avec une pre´cision
comparable a` celle obtenue avec son homologue pour le me´thane.
Sche´ma Ke´rose`ne : JP10-1SMB1 a` P = 4.4bar pour pre´me´lange air/JP-
10
Le JP-10 est un hydrocarbure liquide dans les conditions normales de tempe´rature
et de pression. C’est un ke´rose`ne de haute qualite´. Pour simplifier la mode´lisation










































































Fig. 3.24 – Sche´mas propane, T1 = 300K, P = 1bar : C3H8-1SCM1,
C3H8-2SCM2, ◦ Peters[99] , Erreur relative.
de ce carburant, on suppose qu’il est compose´ essentiellement de tricyclodecane
qui a pour formule : C10H16.
La re´action globale de combustion du JP-10 a pour e´quation bilan :
C10H16 + 14O2 → 10CO2 + 8H2O (3.22)
Les conditions de combustion pre´vues permettent sa vaporisation, avec une
tempe´rature de gaz frais de 525K et une pression de 4.4bar. On dispose d’un
sche´ma de re´fe´rence [67] a` 174 re´actions et 36 espe`ces valide´ expe´rimentalement
sur une large plage de richesse et des pressions allant de 1 a` 8bar. Les figures 3.25
a, b et c montrent que la` encore, on re´ussit a` obtenir une pre´cision e´quivalente a`














































Fig. 3.25 – Sche´mas JP-10, T1 = 525K, P = 1bar : JP-10-1SMB1, ◦ JP-10
San Diego[67], Erreur relative.
3.5.4 Conclusion et perpectives de de´veloppement
eporck, de´die´ a` l’optimisation des parame`tres des sche´mas cine´tiques re´duits
e´te´ mis au point. L’objectif est d’utiliser des sche´mas globaux reproduisant les
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pre´visions de sche´mas cine´tiques complets dans des simulations de combustion
turbulente en ge´ome´trie complexe. Le mode`le de flamme turbulente ne´cessite
une bonne estimation des caracte´ristiques de la combustion laminaire. eporck
a pour fonction de de´terminer le jeu de parame`tres qui permettent a` un sche´ma
re´duit de reproduire les caracte´ristiques globales d’une flamme de pre´me´lange.
Ces objectifs caracte´ristiques sont fixe´s a` partir de calcul de flamme laminaire
1D stationnaire par un sche´ma cine´tique complexe servant de re´fe´rence. eporck
met en oeuvre un moteur d’optimisation ge´ne´tique qui rend l’outil robuste et
performant. L’automatisation de l’optimisation des chimies re´duites avec eporck
a permis :
– Un gain sensible sur la pre´cision des sche´mas ge´ne´re´s par rapport a` une
optimisation purement heuristique.
– L’acce`s aux cine´tiques a` deux e´tapes, permettant une ame´lioration sensible
de la pre´diction de la tempe´rature de gaz bruˆle´s. Cette pre´diction est par-
ticulie`rement importante pour la pre´cision des mode`les d’e´mission NOx, ou
de rayonnement [124].
– Re´duire conside´rablement le temps humain ne´cessaire a` l’optimisation des
sche´mas.
– Cre´er une base de sche´mas cine´tiques multi carburant valides pour les condi-
tions standard.
– Capacite´ a` cre´er rapidement des sche´mas adapte´s aux points de fonction-
nement (haute pression, haute tempe´rature) de configurations industrielles
a` calculer.
La version actuelle la plus avance´e (eporck V1.9) est disponible avec un
manuel [75] de´taillant l’architecture ge´ne´rale ainsi que la mise en oeuvre d’une
optimisation. Apre`s de nombreux tests, une distribution avec une parame´trisation
par de´faut est propose´e afin de diminuer le temps ne´cessaire a` la prise en main de
l’outil. Les fichiers d’entre´e utilisent une pre´sentation par mot-clefs des donne´es et
parame`tres a` spe´cifier, la` encore afin d’ame´liorer l’ergonomie ge´ne´rale de l’outil.
On peut noter aussi l’existence de versions spe´ciales. Elles sont spe´cifiques a` cer-
taine configuration ou e´tudes particulie`res et utilisent un code e´valuateur diffe´rent
de Premix. On peut citer une version de´die´e a` l’auto-allumage (eporck Sen-
kin) pour la combustion se´quentielle[144] ou re´chauffe, ou encore une version
spe´cialement modifie´e pour la combustion dans un moteur a` piston[140], afin de
prendre en compte correctement l’influence des variations importantes des condi-
tions de tempe´rature et pression lors du cycle de combustion.
Les perspectives de de´veloppement sont multiples. En premier lieu le code
est facilement paralle´lisable. En effet, les e´valuations des individus de la po-
pulation courante peuvent se faire inde´pendamment. On peut alors distribuer
l’exe´cution des e´valuations, re´duisant notablement le temps de restitution. On
peut s’attendre a` une acce´le´ration paralle`le14 quasi line´aire. En effet, le couˆt de
14speed up
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l’e´valuation est pre´ponde´rant, et le couˆt de chaque e´valuation constant. Le couˆt
de la paralle`lisation se situant essentiellement dans la synchronisation des groupes
d’e´valuation.
Les versions de´veloppe´es utilisent une licence Premix V3.6 mono poste pour
l’e´valuation des solutions. Dans ce contexte, la paralle`lisation de l’e´valuation im-
plique soit de souscrire une licence multi postes, soit plus raisonnablement de
changer pour un code d’e´valuation libre de droits, au code source disponible.
Ceci ne´cessite de revoir le couplage entre le code ge´ne´tique et le code e´vacuateur.
La multiplicite´ des configurations ne´cessite parfois de modifier la version cou-
rante, pour s’adapter aux besoins spe´cifiques. Il serait inte´ressant de pouvoir
capitaliser ces de´veloppements annexes pour les inte´grer a` la version courante.
La capacite´ mutli-objectifs d’eporck devrait eˆtre mieux exploite´e. En effet,
un simple triage des solutions a` chaque ge´ne´ration permettrait de de´terminer
l’ensemble des solutions non domine´es (Sec. 3.3.6) a` chaque ge´ne´ration. Ceci
permettrait de s’affranchir d’une ponde´ration Wc e´ventuellement mal ajuste´e.
En effet en connaissant a` la fin du calcul, un ensemble de solutions non-domine´es,
on dispose de solutions potentiellement satisfaisantes. Cette fonction peut e´viter
un cycle d’optimisation supple´mentaire.
Chapitre 4
Pre´sentation du bruˆleur ECPmod
et moyens expe´rimentaux
4.1 Contexte de l’e´tude
Les travaux mene´s dans cette e´tude ont pour objectif d’ame´liorer la ca-
pacite´ de pre´diction des outils de simulation nume´riques, et la compre´hension
des phe´nome`nes intervenant dans le fonctionnement des turbines a` gaz. Avec le
durcissement re´gulier des normes environnementales lors de ces vingt dernie`res
anne´es, des efforts importants ont e´te´ entrepris par les constructeurs pour ame´liorer
les performances de leurs produits. Ces efforts se sont porte´s principalement sur
les technologies permettant de de´velopper de nouvelles chambres de combustion
satisfaisant aux nivaux d’e´missions prescrits. Les normes s’imposent diffe´remment
suivant les domaines d’activite´ incluant un processus de combustion. Leur se´ve´rite´
tient compte de la part de pollution du secteur dans la quantite´ globale de pol-
luants e´mis. Elles tiennent aussi compte des contraintes technologiques. On voit
donc les turbines le´ge`res (he´licopte`res) dont la conception n’est que faiblement
contrainte par le respect de normes environnementales, et des turbines terrestres
(TT) de production e´lectrique, fortement presse´es d’ame´liorer leur performance
sur ce point. Ces normes imposent une limitation des e´missions d’oxydes d’azote
(NOx) mais portent aussi sur le monoxyde de carbone (CO) et les hydrocarbures
imbruˆle´s (HI) et oxyde de soufre (SO2). Le cas des chambres de combustion de TT
est assez singulier puisque les normes antipollution ont conduit a` l’introduction
de technologies nouvelles pour les satisfaire. Nous nous concentrons sur les tech-
nologies de´veloppe´es pour les turbines terrestres. En effet, les contraintes portant
sur les turbines mobiles (turbore´acteurs et turbopropulseurs principalement) sont
particulie`res. On conc¸oit aise´ment que poids et encombrement ne soient pas des
contraintes premie`res pour les TT. Par contre des contraintes comme les couˆts
de maintenance et fiabilite´, sont pour les deux secteurs d’application un e´le´ment
influenc¸ant fortement le dessin et l’inte´gration des chambres.
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Tab. 4.1 – Emissions maximales accepte´es pour les TT (>50MW) en
mg/Nm3@15%O2. Source : Directive Europe´enne 2001/80/CE.
Gaz Liquide
SO2 35 5
NOx Gaz Naturel Autre Gaz
50 (75 si ηth > 75%) 120 120
On peut noter que les normes environnementales s’appliquant aux TT sont
particulie`rement se´ve`res. (Tab. 4.1) Ceci a amene´ les constructeurs de TT, tout
en conservant leur gamme existante, a` modifier en profondeur les chambres de
combustion. Dans un premier temps, ils ont tente´ de conserver les modes de com-
bustion existant, et d’y ajouter une injection d’eau ou de vapeur afin de limiter la
tempe´rature de flamme. Cette technologie est efficace car elle permet d’abaisser
les e´missions NOx de l’ordre de 50%. Ainsi faisant, on a pu respecter les normes,
au prix, il est vrai d’un certain nombre de concessions, car cette technique a
de nombreux de´fauts. Il faut disposer en particulier d’une eau particulie`rement
pure et la de´mine´raliser pour e´viter tout de´poˆt dans la turbine. Ceci induit une
augmentation des couˆts d’exploitation et maintenance. De plus, cette technique
n’est pas applicable aux turbines mobiles. Les normes se renforc¸ant encore, les
constructeurs de turbine ont duˆ revoir le mode de combustion de leurs produits.
D’une manie`re ge´ne´rale, toutes les marques ont alors adopte´ le principe de la
combustion pre´me´lange´e pauvre. De cette fac¸on, on arrive a` obtenir un compro-
mis permettant de produire peu de NOx, par des tempe´ratures basses et peu de
CO par une tempe´rature suffisante (Fig. 4.1). A` ces deux tendances contradic-
toires a` concilier, viennent s’ajouter les HI qui sont le produit d’une combustion
riche ou d’un mauvais me´lange. De plus, si l’apparition des suies est fortement
conditionne´e par le type de carburant, elle se produit principalement en com-
bustion riche. Comme on le voit, le compromis se situe dans les re´gimes pauvres
pre´me´lange´s.
Si le mode de combustion pre´me´lange´e pauvre est maintenant commun a`
toutes les TT modernes, on constate ne´anmoins que chaque marque a de´veloppe´
des inte´grations particulie`res. Les technologies spe´cifiques portent surtout sur
le mode d’injection. En effet, le controˆle de la stabilite´ de flamme est essentiel
dans le re´gime pauvre ou` la stabilite´ de la flamme est marginale. Les bruˆleurs
doivent parfois inte´grer un syste`me stabilisant comme par exemple une flamme
pilote (flamme de diffusion), ou une injection de carburant e´tage´e qui permet
d’ajuster la distribution de richesse du pre´me´lange, et ainsi moduler la forme
et position de la flamme dans la chambre. La qualite´ du me´lange de´termine
aussi les performances en termes d’e´missions polluantes de la TT. La` encore, on
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Fig. 4.1 – Courbes de tendance des e´missions NOx et CO en fonction de la
tempe´rature de flamme
peut de´gager une tendance dans les choix technologiques. Le dessin des chambres
pre´voit des modes de combustion en fonction de la charge et parfois meˆme des
injecteurs de´die´s aux faibles ou pleines charges. Nous nous concentrons ici sur
la technologie de´veloppe´e par ABB puis ALSTOM puisque le bruˆleur conside´re´
dans cette e´tude voit son dessin directement inspire´ du design EV burner. Ce
bruˆleur est l’un des e´le´ments composant le concept de combustion se´quentielle.
Le concept ALSTOM est assez singulier car il met en oeuvre deux chambres en
tandem, pour une combustion alors dite se´quentielle. Cette technologie n’a e´te´
mise en oeuvre que pour les plus grosses TT de la gamme (GT-24 et GT26). Elles
sont capables de fournir une puissance e´lectrique de l’ordre de 200 a` 250 MW.
Graˆce a` une pression e´tonnamment e´leve´e pour des TT (30 bar), les GT24-26
sont capable de fournir cette puissance de l’ordre d’un tiers de tranche nucle´aire
avec une emprise au sol comparable a` celle d’un bus.
4.1.1 Combustion se´quentielle
Efficacite´ du cycle de Brayton ide´al
Conside´rons un cycle de Brayton ide´al (Fig. 4.2). On fait alors l’hypothe`se
que la compression 1-2 ainsi que la de´tente 3-4 sont isentropiques. On ne´glige
les pertes de charge en particulier au niveau de la chambre de combustion. On
peut estimer alors le travail fourni par une turbine traverse´e d’un de´bit m˙ comme
e´tant la diffe´rence entre le travail absorbe´ par le compresseur et le travail fourni












Fig. 4.2 – Diagrammes de Clapeyron et T-S pour le cycle de Brayton ide´al.
par la turbine1 :
W˙ = m˙ [(h3 − h4)− (h2 − h1)] (4.1)
Conside´rant un gaz parfait a` Cp constant on a p2/p1 = p3/p4 = pic et T2/T1 =





)− T1(τc − 1)
]
(4.2)
On peut de´terminer le rapport de tempe´ratures τc pour maximiser W˙ . En re´solvant


















En re´injectant Eq. 4.3 dans Eq. 4.1 on obtient :







qui est fonction croissante2 de la tempe´rature T3 d’entre´e de la turbine haute
pression (THP).
1Le mot turbine sert a` la fois a` de´signer le syste`me complet et la turbine de de´tente
2T1 correspondant a` la tempe´rature ambiante est conside´re´e fixe.










Fig. 4.3 – Organisation de la combustion se´quentielle. Les stations nume´rote´es
se reportent a` Fig. 4.4
Le rendement d’une turbine, qui correspond au rapport de la puissance dis-
ponible sur arbre et de l’e´nergie extraite du carburant est aussi une fonction
croissante de T3 :
η =
(h3 − h4)− (h2 − h1)
h3 − h2
=





Pour obtenir plus de travail a` de´bit donne´ ou augmenter le rendement dans
un cycle de Brayton classique, il faut augmenter la tempe´rature d’entre´e THP,
T3. Dans la pratique l’augmentation de T3 est limite´e par la capacite´ de la THP
a` supporter les hautes tempe´ratures. On utilise alors une part importante du flux
froid3 pour abaisser la tempe´rature des gaz bruˆle´s avant leur entre´e dans la THP.
Combustion se´quentielle
Le concept ALSTOM de combustion se´quentielle modifie le cycle de Bray-
ton afin de pouvoir extraire le maximum de travail possible (WTHP + WTBP sur
Fig. 4.4), maximiser le rendement, tout en conservant des tempe´ratures d’entre´e
turbines relativement basses. Ce faisant, on augmente la dure´e de vie des disques
de turbines et la fiabilite´ globale, d’ou`, une re´duction de couˆt de maintenance
3flux d’air qui ne sert pas de comburant, mais au refroidissement de la chambre.
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et d’exploitation. La figure 4.3 illustre le concept, tandis que Fig. 4.4 expose le
cycle de Brayton modifie´ par la combustion se´quentielle. Un tel cycle thermo-
dynamique n’est pas sans rappeler celui du turbore´acteur avec post-combustion
avec une diffe´rence notable au niveau du placement de la THP. La turbine dispose
de deux chambres de combustion annulaires entre lesquelles s’intercale la THP.
L’air comprime´ (0-1-2) sortant du compresseur (∼30 bar) passe par une premie`re
chambre e´quipe´e du bruˆleur EV qui utilise une partie du flux d’air pour alimen-
ter la combustion. A` pleine charge environ 60% du carburant est consomme´ dans
cette chambre. Le flux servant au refroidissement et a` la dilution est me´lange´ aux
gaz bruˆle´s. Le flux sortant de la chambre EV est de´tendu dans la THP (3-4). Les
gaz perdent environ 1000K et la pression chute a` 15bar. Le me´lange arrivant a`
la seconde chambre (SEV) est compose´ de gaz vicie´ (CO,CO2, H2O) mais aussi
d’O2. On re´injecte du carburant en amont de la chambre SEV. Le me´lange e´tant
alors a` une tempe´rature de l’ordre de 1200K, s’auto enflamme plus en aval dans
la chambre SEV (4-5). Les gaz ainsi re´chauffe´s, sont alors de´tendus (5-6) a` travers
les e´tages de la turbine basse pression (TBP).
Un tel syste`me pre´sente quelques inconve´nients. En premier lieu il est plus
complexe et donc plus couˆteux qu’un syste`me a` chambre unique. En second lieu,
l’introduction d’une deuxie`me chambre rallonge la turbine4. Ne´anmoins, comme
on le voit sur Fig. 4.3 une inte´gration de la chambre SEV autour du compres-
seur haute pression permet de conserver une longueur standard. Ne´anmoins en
maˆıtrisant la combustion se´quentielle on est a` meˆme de controˆler les tempe´ratures
d’entre´e des turbines de de´tentes, contribuant ainsi a` leur longe´vite´. Malgre´ des
tempe´ratures d’entre´e turbine modestes, la modification du cycle de Brayton per-
met d’atteindre un rendement e´leve´.
Comme on l’a vu, le mode de combustion par auto-inflammation [144] du
SEV est assez particulier et ne sera pas traite´ ici. Le bruˆleur EV (BEV) retient
ici toute notre attention. Ce bruˆleur e´quipe la majeure partie de la gamme des
turbines a` gaz ALSTOM. Sa mise au point a de´bute´ en 1987. De`s 1990, une
chambre de type silo est re´e´quipe´e de 37 BEV (GT11N, 113MW) obtenant un
prometteur 13 ppmv d’e´mission NOx (charge normale, pic = 12.5bar). Par la
suite, il a e´te´ inte´gre´ dans des chambres annulaires des GT13E (165MW) en 1993
puis plus re´cemment sur les puissantes GT24/26 (265MW). L’objectif e´tait de
de´velopper non seulement un bruˆleur permettant de re´pondre aux exigences des
normes anti-pollution (en particulier les NOx), mais aussi de maximiser l’efficacite´
de combustion et la densite´ d’e´nergie. Le module EV a de´ja` accumule´ plusieurs
centaines de milliers d’heures de fonctionnement.
4plus qu’un proble`me d’encombrement, la longueur des arbres doit eˆtre minimise´e (flambage,
vibration etc.)


















Fig. 4.4 – Diagramme Enthalpie-Entropie du cycle de Brayton modifie´
repre´sentant le concept de combustion se´quentielle.
Le module de bruˆleur EV
Comme la plupart des bruˆleurs modernes, le BEV est du type vrille´. Pour
ces bruˆleurs, le principe ge´ne´ral de stabiliser les flammes a` l’aide de zone de
recirculation (ZdR) est conserve´. Les gaz bruˆle´s a` hautes tempe´rature sont ainsi
mis au contact des gaz frais provenant de l’injecteur. Les gaz frais sont alors
soumis un flux de chaleur quasi continu qui permet leur inflammation. De la
stabilite´ des ZdR de´pend donc en partie la stabilite´ de la flamme. Les ZdR ne
sont pas ge´ne´re´es ici par le sillage d’un accroche flamme ou uniquement par
un e´largissement brusque. Ne´anmoins, l’e´largissement brusque couple´ a` la mise
en rotation de l’e´coulement permet de cre´er des topologies fluides complexes.
Plusieurs re´gimes d’e´coulement sont possibles et sont commune´ment classifie´es a`
l’aide du nombre de swirl (Eq. 4.7) qui compare le flux axial de moment cine´tique











Avec R, rayon du tube de courant.
Le re´gime pre´sentant un e´clatement fort est privile´gie´. On l’obtient pour des
Sw > 0.6 Il pre´sente alors une ZdR centrale et une ZdR pe´riphe´rique comme
l’illustre Fig. 4.5. Ces ZdR agissent alors comme le sillage des accroches flammes.
La formation de la ZdR centrale est suspendue au maintien de l’e´quilibre entre
les forces issues du gradient de pression radial et la force centrifuge s’appliquant
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Fig. 4.5 – Topologies d’un e´coulement vrille´ de´bouchant en cavite´ : Gauche -
Re´gime sous-critique Sw < 0.6. Droite - Re´gime d’e´clatement tourbillonnaire
Sw > 0.6.







ou` r est la distance radiale a` l’axe et uθ la vitesse azimutale. L’e´largissement
brusque, induit par conservation du moment cine´tique un ralentissement de la
rotation du fluide. La diminution du gradient de pression radial en aval de la
marche induit un gradient adverse de pression axial. Si celui si est suffisam-
ment prononce´, une ZdR centrale se forme sur l’axe de rotation. On peut alors
voir apparaˆıtre une structure tourbillonnaire spe´cifique. Le noyau tourbillonnaire
de´stabilise´ par l’e´largissement orbite autour de la ZdR centrale, formant un fila-
ment tourbillonaire s’enroulant he´lico¨ıdalement autour de la ZdR centrale. Cette
structure est mieux connue sous son nom anglo-saxon de PVC (Precessing Vortex
Core). Plus de de´tails sur la varie´te´s des topologies des e´coulement vrille´s, sont
disponibles dans [70] et [129].
La stabilisation de la flamme entre plusieurs ZdR permet de confiner la
flamme. Il permet ainsi d’obtenir des flammes extreˆmement compactes a` forte
densite´ d’e´nergie. Les forts cisaillements induits dans l’e´coulement rendent le
me´lange des re´actants particulie`rement efficace. A` sa de´charge cette technique
implique des ge´ome´tries d’injection assez sophistique´es, puisqu’il est ne´cessaire de
mettre mettre en rotation forte les gaz frais. Ne´anmoins, ses qualite´s intrinse`ques
font que l’injection vrille´e est maintenant un standard pour la turbine a` gaz fixes
ou mobiles.
Dans le cas du BEV, son dessin se de´marque des solutions habituelles qui
consistent a` faire passer le flux provenant du diffuseur5 a` travers un aubage afin
de le mettre en rotation. Le BEV est compose´ demi-coˆnes d’axes de´cale´s par
rapport a` l’axe de syme´trie (Fig. 4.6). Deux fentes diame´tralement oppose´es se
de´voilent alors pour permettre a` l’air de pe´ne´trer le syste`me. Sur les le`vres des
fentes sont dispose´s des trous d’injection de gaz alimente´s par deux circuits de
5le diffuseur s’intercale entre la sortie du compresseur et la chambre de combustion.
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Fig. 4.6 – Sche´ma du bruˆleur EV.
(a) (b)
Fig. 4.7 – a) ECPcyl ,b) ECPcone.
carburant distinct, permettant ainsi l’e´tagement de la carburation. De plus, une
lance monte´e a` l’apex du coˆne, permet l’injection de carburant liquide ou gazeux.
Bien que plus long qu’un module d’injection classique, le BEV est plus simple a`
fabriquer. De plus, la flamme reste relativement confine´e et n’est en contact avec
aucune paroi. Ainsi, en pratique seule la base du coˆne, expose´e est refroidie par
souﬄage d’air. Ceci permet de notables simplifications du syste`me de refroidis-
sement du BEV lui-meˆme mais aussi de la chambre. La diminution des charges
thermiques diminue d’autant la fatigue des mate´riaux du bruˆleur.
4.2 Description de la configuration ECP
De´sirant se doter d’un bruˆleur ge´ne´rique expe´rimental aux caracte´ristiques
proches du BEV, la conception s’est de´roule´e en deux phases. La conception
mene´e par l’EM2C, a tout d’abord identifie´ les particularite´s devant eˆtre inte´gre´es
au dessin. Premie`rement, le syste`me de vrillage de l’air par injection tangentielle
est conserve´. En deuxie`me lieu, on conserve la capacite´ d’e´tager la carburation.
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(a) (b)
Fig. 4.8 – Coupes longitudinales de vitesse axiale moyenne, : iso-u=0. (a)
ECPcyl , (b) ECPcone.
Pour ce faire, le principe de deux injecteurs monte´s en tandem est retenu. Le
dessin initial propose l’alternative entre deux configurations proches, ECPcyl et
ECPcone (Fig. 4.7). ECPcyl est forme´ de deux e´le´ments de vrille identiques for-
mant un tube d’injection de diame`tre constant. Tandis que ECPcone est un as-
semblage d’un e´le´ment de vrille conique et d’un e´le´ment cylindrique. Ce dernier
e´tant sense´ repre´sente´ plus fide`lement la ge´ome´trie du BEV. Ne´anmoins, au vu
de la complexite´ de construction accrue mode`le ECPCone, sa construction doit
se justifier par une diffe´rence notable de l’e´coulement entre les deux configura-
tions. Des calculs ae´rodynamiques sur maillage grossier ont rapidement e´te´ mis
en oeuvre au CERFACS afin d’e´pauler le choix entre les deux mode`les. Les cal-
culs n’ont montre´ que des diffe´rences mineures sur les champs de vitesses, en
particulier sur le positionnement des ZdR (Fig. 4.8). Ces calculs ont alors permis
d’e´carter la configuration ECPcone, qui, malgre´ un dessin a` complexite´ accrue,
n’enrichissait pas la phe´nome´nologie du bruˆleur (Fig. 4.8).
4.2.1 Dessin re´vise´ : bruˆleur ECPmod
La poursuite des calculs a` froid sur le bruˆleur ECPcyl a mis en e´vidence des
incursions intermittentes de la ZdR centrale dans le tube d’injection. Le bruˆleur
devant fonctionner en pre´me´lange parfait, la se´curite´ du dispositif fut mise en
doute. En effet, la remonte´e de poches de pre´me´lange allume´es, peut endommager
gravement le syste`me. L’ajout d’un port d’injection axiale d’air en fond d’injecteur
a e´te´ re´alise´. Cette modification est cense´e empeˆcher la remonte´e d’e´ventuelles
poches de pre´me´lange par la ZdR centrale. Les calculs LES confirmeront cette
ame´lioration, donnant le feu vert a` la construction du bruˆleur ECPmod et de sa
chambre a` section carre´e (Fig. 4.9).




Fig. 4.9 – Configuration du bruˆleur pre´me´lange´ a` injection e´tage´e ECPmod.
4.2.2 Etagement de l’injection carburant
Le bruˆleur ECPmod dispose comme le bruˆleur EV, d’une capacite´ d’e´tager
l’injection de carburant le long du tube de d’injection (ou coˆne de me´lange pour le
EV). Cette spe´cificite´ permet de piloter la distribution de richesse du pre´me´lange
avant son arrive´e dans la zone de combustion. Ceci a pour effet the´orique de
modifier a` la fois la forme et la position de la flamme. En jouant sur le taux
d’e´tagement du carburant, on agit ainsi sur la marge de stabilite´ du bruleur [124].
Ne´anmoins, on note un effet moins franc de l’e´tagement sur ECPmod que sur EV.
Comme on peut le constater sur Fig. 4.10, la modification de l’e´tagement sur EV
provoque un changement notable de la position de stabilisation de la flamme.
Dans le cas de l’ECPmod la position de la flamme ne change quasiment pas. On
note tout de meˆme qu’en augmentant l’e´tagement, on voit la flamme pe´ne´trer
plus en amont dans le tube d’injection (α > 50%).
Les deux vrilles a` alimentation inde´pendante sont monte´es en tandem. Le
de´bit d’air principal est divise´ en deux parts e´gales vers les plenums des vrilles
(Fig. 4.11a). Le de´bit d’air m˙air des vrilles est donc fixe. L’injection axiale quant
a` elle rec¸oit un de´bit de l’ordre de m˙ax = m˙air/40 soit environ 10% du de´bit
passant a` travers une fente de vrille. Le de´bit de propane injecte´ par chaque vrille
est de´termine´ par le taux d’e´tagement α qui spe´cifie la part de carburant affecte´e
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(a) EV α = 10% (b) EV α = 30%
(c) ECPmod α = 15% (d) ECPmod α = 35%
Fig. 4.10 – Influence de l’e´tagement de carburant sur la topologie de flamme,
Emission spontane´e OH. ligne 1 : EV, ligne 2 : ECPmod. Minl Max (mesures
DLR-Ecole Centrale Paris)













































Fig. 4.11 – Etagement de l’injection de carburant. a) sche´ma de distribution
des flux. b) Evolution de la richesse de pre´me´lange en fonction de l’e´tagement α
(φg = 0.82). vrille 1, vrille 2.
a` chaque vrille :
m˙F,1 = αm˙F (4.9)
m˙F,2 = (1− α)m˙F (4.10)
ou` m˙F est le de´bit total de carburant injecte´ et m˙F,1 et m˙F,2 les de´bits de carburant
affecte´s respectivement a` la vrille 1 et 2 (Fig. 4.11a). On peut de´terminer la





ou` s est le coefficient stœchiome´trique de´fini comme le rapport de la masse d’
oxyge`ne ne´cessaire pour un combustion comple`te d’une masse de combustible
donne´. s vaut 3.63 pour le couple propane/oxyge`ne. La richesse du pre´me´lange











6on conside`re que l’oxyge`ne occupe 21% d’un volume d’air ou en repre´sente 30% en masse.
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Chapitre 5
Calculs LES stables
5.1 Validation des calculs non-re´actifs
5.1.1 Objectifs des calculs non-re´actifs
L’objectif principal de cette se´rie de calculs non-re´actifs est de valider la ca-
pacite´ pre´dictive de l’ae´rodynamique du bruˆleur ECPmod par le code AVBP.
En effet, les mesures expe´rimentales de ve´locime´trie ne´cessitent des outils et
me´thodes de pointes. Il est par contre moins difficile d’effectuer des mesures sur
un e´coulement non-re´actif, que sur le bruˆleur en fonctionnement. La plupart des
me´thodes de ve´locime´trie modernes utilisent des lasers illuminant des traceurs
qui ensemencent l’e´coulement. La pre´sence d’une flamme a pour effet de bruˆler
les particules et donc d’annuler le signal de mesure. La me´thode de ve´locime´trie
par imagerie de particules, employe´e ici, ne peut donc ope´rer qu’a` froid1. Ces
comparaisons mesures-calculs sont essentielles car elle permettent de confirmer le
bien fonde´ des solutions mises en oeuvre. Elles permettent en outre, de mesurer
quantitativement les effets des diffe´rents mode`les disponibles, sur le re´sultat. On
peut ainsi effectuer un choix qui tient compte a` la fois des couˆts de chaque mode`le
mais aussi de l’ame´lioration (ou de la de´gradation) qu’ils induisent sur la solution.
Les calculs a` froid sont de toute manie`re un pre´alable a` tout calcul re´actif. Avant
tout allumage nume´rique, on se doit de mener le calcul non-re´actif a` un niveau de
convergence suffisant. Le calcul e´tant totalement explicite, l’obtention d’un e´tat
converge´, puis de statistiques stables a un couˆt non ne´gligeable. Ne´anmoins c’est
sur cette validation que s’assoit la confiance dans les re´sultats des calculs re´actifs.
5.1.2 Donne´es expe´rimentales
Les mesures expe´rimentales pre´sente´es ici ont e´te´ effectue´es au laboratoire
EM2C de l’e´cole Centrale Paris par Nathalie Dioc, chercheur en the`se [27]. Les
1En utilisant des particule d’oxyde de titane on peut ope´rer a` chaud
120 Calculs LES stables
CCD














Fig. 5.1 – Sche´ma de principe du banc de mesure PIV sur la manipulation ECP-
mod.
donne´es disponibles sont de deux types. On dispose en premier lieu de mesures
quantitatives du champ de vitesse projete´ dans un plan longitudinal. Ces mesures
sont de´taille´es et exploite´es dans les paragraphes suivants. On dispose aussi de
film de visualisation par tomographie laser. Ces films sont tourne´s a` l’aide d’une
came´ra rapide, n’offrent qu’une information qualitative mais re´solue en temps.
On peut en particulier, visualiser l’apparition de tourbillons dans l’e´coulement.
L’e´coulement uniforme charge´ uniforme´ment en particule apparaˆıt en blanc, tan-
dis que les particules prises dans les tourbillons sont centrifuge´es et migrent vers
la pe´riphe´rie de la structure tourbillonnaire. Ce me´canisme induit une latence
entre la formation du tourbillon et sa de´tection par ce proce´de´. Ne´anmoins ces
films ont pu permettre de de´terminer la fre´quence de rotation du PVC2Precessing
Vortex Core.
Ve´locime´trie par imagerie de particule
Cette me´thode de ve´locime´trie, est habituellement de´nomme´e par son acro-
nyme anglo-saxon PIV (Particle Image Velocimetry). La technique PIV utilise´e
ici, permet d’obtenir des champs de vitesse bidimensionnels dans un plan. La
PIV ne´cessite l’ensemencement de l’e´coulement par des particules. Elles sont sup-
2
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pose´es eˆtres assez fines et le´ge`res (St << 1) pour ne pas influencer l’e´coulement
et se comporter comme des traceurs. Le principe ge´ne´ral repose sur un traite-
ment d’images qui, en corre´lant deux images successives, est capable d’estimer
le de´placement des particules entre les deux prises de vue. Connaissant le temps
se´parant les prises des deux images, on en de´duit un champ de vitesse. Ce champ
de vitesse est conside´re´ comme instantane´, car on a pris soin de se´lectionner une
fre´quence d’e´chantillonnage suffisante. En effet, afin de pouvoir corre´ler efficace-
ment les images, il est ne´cessaire de faire les prises de vues a` des temps assez
rapproche´s. Les champs de vitesse obtenus sont bidimensionnels, on ne dispose









Fig. 5.2 – Sche´ma proportionne´ des positions de coupes : lignes d’extraction
des profils, l feneˆtre de mesure PIV
Pour les pre´sentes mesures, l’expe´rimentateur a utilise´ deux lasers pulse´s de
type Nd :Yag (532 nm). Ces deux sources lasers permettent de ge´ne´rer une paire
de pulses laser se´pare´s de 20µs, mais sans re´solution en temps. C’est-a`-dire que
deux paires de pulses successives sont se´pare´es d’un temps trop important pour
pouvoir corre´ler les images entre chaque paire. Un syste`me optique conditionne les
faisceaux lasers en une nappe plane traversant la chambre dans un plan me´dian
(Fig. 5.1). La zone observe´e par la came´ra qui recueille l’image a` chacun des im-
pulsions laser, est un rectangle de 50mm de hauteur pour 40mm de long (Fig. 5.2).
Les mesures montrent des vitesses maximales de l’ordre de 30m/s. Une particule
parfaitement entraˆıne´e parcourt, entre deux impulsions, la distance maximale de
30×20.10−6, soit 0.6mm. Les particules les plus rapides, parcoureront environ 1%
de la feneˆtre de mesure. L’ensemencement utilise de la fume´e d’huile introduite
par les injections de carburant.
Les mesures ont e´te´ effectue´es a` pression et tempe´rature ambiante. Le de´bit
volumique d’air et d’air ensemence´ (remplac¸ant l’injection de propane) est de





















Fig. 5.3 – Mesures PIV : Magnitude de la vitesse moyenne dans le plan
me´dian. Superposition des vecteurs vitesse mesure´s aux sections de comparaison-
expe´rience/nume´rique. iso-ligne U = 0.
40Nm3/h3. Dans ces conditions, la vitesse de´bitante a` la sortie du tube d’injection
est de 16m/s. On peut calculer le nombre de Reynolds du jet du jet de´bouchant





En prenant la vitesse de´bitante comme vitesse caracte´ristique Uc, le diame`tre du
tube d’injection comme longueur caracte´ristique Lc et la viscosite´ cine´matique
ν = 1.5 10−5m2/s on obtient un nombre de Reynolds de l’ordre de 32000. A`
ce re´gime, l’e´coulement est pleinement turbulent. De plus on est autorise´ a` ef-
fectuer des corrections autosimilaires sur les profils de mesures afin de ramener
tant les mesures expe´rimentales que celles extraites du calcul a` un de´bit rigou-
reusement identique. Ce recalage se fait en estimant le de´bit a` la sortie du tube
d’injection. Pour cela, on fait l’hypothe`se que le profil moyen de vitesse axiale
est axisyme´trique. On applique ensuite un facteur aux mesures correspondant
au rapport du de´bit estime´ et le de´bit cible de 40Nm3/h. Dans notre cas, les
corrections n’ont pas de´passe´ 5%. La figure 5.3 pre´sente la mesure du champ
de vitesse moyenne. L’axe de coordonne´e longitudinale (x) prend son origine en
3Nm3/h : normaux me`tres cubes par heure, i.e. donne´s a` tempe´rature et pression standard
(293K, 101325Pa)































Fig. 5.4 – Mesures PIV : Moyennes de fluctuations quadratiques. (a) U rms ,(b)
V rms. iso-ligne U = 0.
fond de chambre. On note bien e´videmment l’absence de signal dans le tube
d’injection, celui-ci e´tant opaque. On obtient un signal pleinement cohe´rent en-
viron 3mm en aval du fond de chambre. La topologie d’un e´coulement vrille´ avec
e´clatement tourbillonnaire se retrouve bien sur cette feneˆtre centre´e sur la ZdR
centrale. On a superpose´ les vecteurs vitesse afin de visualiser l’orientation locale
de l’e´coulement. On distingue clairement la forme de la ZdR centrale. Malheu-
reusement la feneˆtre de mesure ne s’e´tend pas assez en aval pour constater sa
fermeture et en estimer sa longueur. En outre on peut estimer, en extrapolant ses
limites, que de la ZdR centrale ne remonte qu’assez peu dans le tube d’injection,
meˆme si la` encore l’absence de mesure ne nous autorise a` eˆtre pleinement affir-
matif. L’absence de mesure de vitesse azimutale, ne nous permet pas d’estimer le
nombre de swirl (Eq. 4.7).
La centaine de champs instantane´s fournis permet d’extraire une estimation









































Fig. 5.5 – Mesures PIV : Moyennes de fluctuations quadratiques relatives. (a)
U rmsrel ,(b) V
rms
rel . iso-ligne U = 0.
L’interpre´tation des champs U rmsrel et V
rms
rel (Fig. 5.5) n’est pas aise´e. En effet il





infe´rieur aux fluctuations absolues. Pour U rmsrel (Fig. 5.5a), on ne´gligera l’infor-
mation portant sur les ZdR pe´riphe´riques et l’enveloppe de la ZdR centrale ou`
comme on peut le constater sur Fig. 5.3, U
2 ' 0. C’est paradoxalement la` ou`
situent les plus fortes fluctuations relatives que l’on doit ne´gliger l’information
(U rmsrel > 100%). En outre on observe un taux de fluctuation de plus de 50%
sur la composante axiale, a` la fois dans le jet et la ZdR centrale. Pour V rmsrel
(Fig. 5.5b), on ne´gligera l’information portant sur la ZdR centrale car les vec-
teurs appose´s sur Fig. 5.3 nous indiquent bien que dans cette zone, V
2 ' 0. La
partie explore´e ici des ZdR pe´riphe´riques se montre particulie`rement stable avec
un faible taux de fluctuation a` la fois relatif et absolu (Fig. 5.5b et Fig. 5.4b).
On distingue tre`s distinctement la couche de me´lange cre´e entre le jet e´clatant
et les ZdR pe´riphe´riques. Cette couche de me´lange se caracte´rise par un taux de
fluctuations tre`s e´leve´ (Fig. 5.5b). On de´termine ainsi clairement les limites du
jet et permet d’estimer l’e´clatement du jet a` 50 degre´s.
La figure 5.4 pre´sente l’estimation du niveau de fluctuation absolu pour la
composante axiale U et verticale V. On observe en premier lieu, que les ZdR
centrales et pe´riphe´riques pre´sente le niveau de fluctuations plus faible que le jet
e´clate´ et ce, sur les deux composantes. Sur la composante axiale, on remarque
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Fig. 3.39: Visualisation du PVC par une isosurface de basse pression (on reconnait à gauche les
fentes et le nez de l’injecteur)
104
Fig. 5.6 – Visualisation par iso-surface de pression de la structure en simple
he´lice du PVC a` la sortie d’un injecteur vrille´. Source [62]
une zone de fortes fluctuations a` la base de l’e´clatement du jet. Comme l’ont de´ja`
fait les auteurs de [62] et [129], on peut e´mettre l’hypothe`se que le passage du
PVC4 est responsable de ces fluctuations. L’apparition d’un PVC est courante
dans les e´coulements vrille´s e´clate´s (Sec. 4.1.1). En effet, au coeur du PVC, le gra-
dient de pression axiale induit des vitesses remontantes, cre´ant localement ainsi
en son centre une fluctuation ne´gative de vitesse axiale. Paralle`lement, le blocage
partiel de la section par le PVC induit, diame´tralement oppose´es, des survitesses
(conservation du de´bit, effet venturi). De la meˆme manie`re, il semble que l’ori-
gine des trois zones de fortes fluctuations visibles sur V rms (Fig. 5.4b) provient
de l’interaction de l’e´coulement principale avec le PVC. Le PVC pre´cessant au-
tour de l’axe longitudinal, son champ de vitesse propre induit des fluctuations
de vitesse que l’on de´tecte proche de l’axe. Puis, lorsque le jet e´clate, le PVC
s’enroule he´lico¨ıdalement autour de la ZdR centrale. Le plan de mesure longitu-
dinal intercepte donc re´gulie`rement le tourbillon du PVC. Les vitesses induites
contribuent alors a` cre´er des fluctuations dans le jet e´clate´. Notons que dans notre
cas, la structure du PVC se distingue du “tire-bouchon” (Fig. 5.6) observe´ dans
[131],[62], par une structure en double he´lice (Fig. 5.7) La mesure de la fre´quence
du mouvement du PVC trouve un bon accord entre les calculs LES et expe´rience :
Sa mesure sur les films de tomographie rapide donne 400Hz tandis que les calculs
LES fournissent la valeur de 370Hz.
4Precessing Vortex Core
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(a) (b)
Fig. 5.7 – Visualisations de la structure en double he´lice du PVC par une iso-
surface de de´pression, Calcul AVBP non-re´actif.
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5.1.3 Comparaisons LES/PIV
Nous pre´sentons ici, des comparaisons quantitatives entre les mesures de
ve´locime´trie expe´rimentales et re´sultats des calculs LES. Ces comparaisons sont
effectue´es dans le meˆme plan longitudinal (z = 0). On y extrait les profils de
vitesses en cinq positions : x = 3, 5, 10, 20, 30mm en aval de la sortie du bruˆleur
comme le montre Fig. 5.2. Ces comparaisons, en plus vont permettre de valider
nos parame`tres nume´riques. On va pouvoir aussi re´pondre a` deux questions :
– Est-ce que dans notre cas pre´sent, l’utilisation d’un sche´ma spatial d’ordre
e´leve´ (TTGC) est elle indispensable ?
– L’utilisation des lois de parois (LdP) dans AVBP e´tant encore re´cente :
De´ce`le-t-on, une diffe´rence significative sur le champ de vitesse lorsque l’on
utilise les LdP par rapport a` une condition d’adhe´rence aux parois clas-
sique ?
La premie`re question se justifie par le couˆt non ne´gligeable du sche´ma TTGC.
On estime le surcouˆt dans l’utilisation de TTGC par rapport a` Lax-Wendroff
(LW) a` un facteur de deux a` trois. Par exemple, un calcul non-re´actif avec
deux espe`ces en TTGC couˆte aussi cher (pour un nombre donne´ d’ite´rations)
qu’un calcul re´actif avec LW et 7 espe`ces. Pour ce qui est du traitement des pa-
rois, l’utilisation de LdP doit en principe augmenter la pre´cision du calcul. Les
maillages utilise´s, ne re´solvent pas ou tre`s mal les couches limites, l’utilisation
d’une condition d’adhe´rence est dans ce cas pre´judiciable a` la pre´cision du cal-
cul dans ces zones. L’utilisation de LdP doit en principe ame´liorer sensiblement
l’estimation du frottement parie´tal et donc des pertes de charges. Elles facilitent,
aussi le passage du de´bit dans des tubes d’injection grossie`rement discre´tise´. Leur
imple´mentation est par contre plus complexe en particulier dans le traitement des
coins. Les LdP proposent des raffinements qui sont absents dans la condition de
murs non glissants. En particulier elles incluent une mode´lisation de la couche
limite thermique, autorisant ainsi le calcul pre´cis du flux thermique parie´tal en
fonction de la nature et l’e´paisseur du mur. Le surcouˆt de calcul des LdP est
minime, si l’on e´carte le calcul initial des distances la paroi. Pour ces raisons,
nous souhaitons pouvoir les utiliser dans les calculs re´actifs.
Nous pre´sentons ici les re´sultats de trois calculs :
– Calcul avec le sche´ma Lax-Wendroff et LdP
– Calcul avec le sche´ma TTGC et LdP
– Calcul avec le sche´ma TTGC et Murs non-glissants.
on note bien que toutes autres conditions sont e´gales par ailleurs :
– Meˆme maillage d’e´le´ments te´trahe`driques de 240000 noeuds.
– Hors parois, meˆmes conditions limites. Des conditions non re´fle´chissantes
de type NSCBC [102] sont applique´es sur la vitesse aux entre´es, et sur la
pression en sortie.
– Tous les autres parame`tres nume´riques sont rigoureusement identiques.
128 Calculs LES stables
Tab. 5.1 – Nomenclature des calculs LES non-re´actifs.
Sche´ma Conditions parois De´nomination
TTGC Loi de paroi TTGC-LdP
LW Loi de paroi LW-LdP
TTGC Murs non-glissants TTGC-MnG
On dispose de 100 champs de mesure expe´rimentale. Ceci permet d’obtenir des
moyennes de bonne qualite´. Ne´anmoins ceci est moins vrai pour le calcul des
moments statistiques d’ordre supe´rieur. Les statistiques LES ont e´te´ collecte´es
sur un temps de 35ms. En conside´rant un temps convectif τc associe´ a` la vitesse
de´bitante et la taille de la feneˆtre de mesure, on collecte alors les statistiques sur
plus de 10τc. Le mouvement de rotation du PVC quant a` lui, a e´te´ mesure´ a` la
fre´quence de 400 Hz, soit une pe´riode rotation de 2.5ms. Ceci devrait permettre
d’obtenir une convergence statistique satisfaisante.
Comparaison Lax-Wendroff/TTGC
On compare ici les calculs utilisant soit le sche´ma TTGC soit Lax-Wendroff
(LW). Les deux calculs mettent en oeuvre des LdP pour le traitement des murs.
On de´signe les calculs par les acronymes de´finis dans Tab. 5.1 En premier lieu ;
l’accord ge´ne´ral avec l’expe´rience sur les grandeurs moyennes est bon avec les
deux sche´mas (Fig. 5.8a et Fig. 5.8b). Comme on pouvait s’y attendre le sche´ma
d’ordre plus e´leve´ (TTGC) donne des re´sultats meilleurs. En particulier sur la
composante axiale (Fig. 5.8a et Fig. 5.10a), TTGC se montre beaucoup moins
dissipatif que LW sur les profils en aval. On note que LW sous estime l’e´clatement
du jet alors que TTGC a tendance a` le surestimer. Dans les deux cas, la zone
de recirculation (ZdR) centrale est bien capture´e. Sur la composante transverse,
l’accord est bon dans les deux cas, avec un le´ger avantage pour TTGC-LdP, dont
les profils sont quasiment superpose´s aux profils expe´rimentaux. Les profils des
vitesses fluctuantes axiales (Fig. 5.9a et Fig. 5.9a), montrent la aussi un tre`s bon
accord avec les mesures tant qualitativement que quantitativement et ce, pour
les deux calculs. LW-LdP semble meˆme donner un re´sultat quantitatif meilleur
que TTGC-LdP. Ne´anmoins on de´ce`le des asyme´tries parfois prononce´es, ce qui
traduit un manque de convergence des statistiques. Ce proble`me se re´ve`le un peu
plus sur les fluctuations transverses (Fig. 5.9b). On peine a` distinguer les pics
de V rms dans la couche de me´lange externe du jet sur les profils expe´rimentaux.
Ne´anmoins, les profils obtenus posse`dent tout de meˆme, les bonnes tendances,
avec meˆme des niveaux concordants pour LW-LdP. On peut noter une diffe´rence
de tendance sur le profil en x = 5mm au niveau du niveau de fluctuation sur l’axe.
Le profil en LW-LdP est de´ja` creuse´ alors qu’un extreˆme est attendu. En effet,
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cette zone est soumise a` des variations radiales duˆ au champ de vitesse induit
par le PVC.Les diffe´rentes visualisations du PVC, ont montre´ une forte insta-
tionnarite´, avec par exemple la disparition temporaire du second bras du PVC
pendant plusieurs rotations comple`tes. Il est alors compre´hensible que des statis-
tiques e´tablies sur environ dix pe´riodes puissent eˆtre biaise´es. Malgre´ des re´sultats
un peu meilleurs avec TTGC-LdP, il nous semble plus raisonnable pour entamer
des simulations relativement longues, d’opter pour un sche´ma plus e´conomique
tel que LW, avec dans notre cas une perte de pre´cision limite´e.
Comparaison LdP/Murs non-glissants
On compare ici deux calculs TTGC-LdP et TTGC-MnG ne diffe´rant que par
le traitement des parois afin de mesurer l’e´ventuel impact de l’utilisation des
LdP. A priori cet impact sera plus fortement marque´ dans les re´gions confine´es.
On pense en particulier aux ZdR pe´riphe´riques. Malheureusement l’e´tendue de
la feneˆtre de mesure ne court pas jusqu’a` ces zones. On peut donc tout au plus
s’assurer que l’utilisation des LdP ne de´grade pas le champ ae´rodynamique. C’est
ce que l’on peut constater sur l’ensemble des profils compare´s de TTGC-MnG
et TTGC-LdP (Fig. 5.12 et Fig. 5.13). Les profils moyens sont quasi identiques
dans la zone de mesure. Ils ne diffe`rent qu’en proche paroi. On note tout de
meˆme, que la taille et la position des ZdR pe´riphe´riques ne sont pratiquement
pas influence´es par les choix du traitement des murs (Fig. 5.12a). Les profils
des fluctuations pre´sentent les meˆmes similitudes. Les lois de parois seront donc
utilise´es pour les calculs re´actifs.



























































































Fig. 5.8 – Comparaison LES( )/PIV( ◦ ) des profils de vitesses moyennes,
Sche´ma LW-LdP : a) U b) V .



























































































Fig. 5.9 – Comparaison LES( )/PIV( ◦ ) des profils des fluctuations
moyennes, Sche´ma LW-LdP : a) U rms, b) V rms.



























































































Fig. 5.10 – Comparaison LES( )/PIV( ◦ ) des profils de vitesses moyennes,
Sche´ma TTGC-LdP : a) U b) V .



























































































Fig. 5.11 – Comparaison LES/PIV( ◦ ) des profils des fluctuations moyennes,
Sche´ma TTGC-LdP : a) U rms, b) V rms.



























































































Fig. 5.12 – Comparaison LES/PIV( ◦ ) des profils de vitesses moyennes, Sche´ma
TTGC : a) U b) V . TTGC-LdP, TTGC-MnG.



























































































Fig. 5.13 – Comparaison LES/PIV( ◦ ) des profils des fluctuations moyennes,
Sche´ma TTGC : a) U rms, b) V rms. TTGC-LdP, TTGC-MnG.
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5.2 Calculs Re´actifs stables
La validation pre´ce´dente de l’ae´rodynamique du bruˆleur, ouvre la voie a` la
re´alisation de calculs re´actifs. On va s’efforcer dans un premier temps d’obtenir
une combustion stable avec une position de flamme relativement fixe. Les pre-
miers essais expe´rimentaux constatent un bruˆleur assez bruyant a` l’oreille. Les
spectres mesure´s (Fig. 6.2) montrent une fre´quence caracte´ristique bien marque´e
aux alentours de 400Hz. Ce pic est aussi visible sur le spectre issu du signal du
photomultiplicateur. Ce qui laisse a` penser que la flamme re´agit a` ces oscilla-
tions de pressions dont la fre´quence tombe dans la gamme de celle des premiers
modes propres acoustiques du syste`me (Sec. 5.2.2). Ne´anmoins, dans un premier
temps nous ne tentons pas reproduire ce comportement instable. Les objectifs
premiers sont de reproduire une stabilisation de la flamme en papillon comme
les visualisations nous le montre (Fig. 5.15, Fig. 5.16), et d’e´tablir le spectre
des modes propres s’exprimant dans le calcul. Le calcul pre´sente´ ici, utilise les
mode`les standards de AVBP (Tab. 5.2).
Les visualisations expe´rimentales vont nous permettre d’effectuer une valida-
tion qualitative de notre calcul re´actif. Nous disposons a` la fois de mesures LIF-
OH5 et de mesures en e´mission spontane´e. Ces deux me´thodes utilisent le meˆme
principe. L’objectif est de mesurer l’e´nergie lumineuse sur une bande e´troite du
spectre d’e´mission de la flamme. Cette bande correspond a` l’e´mission lumineuse
du radical OH lorsqu’il passe d’un e´tat excite´ a` son e´tat le plus stable. L’e´tat excite´
existe naturellement, mais reste minoritaire. De ce fait, les mesures en e´mission
spontane´e ne´cessitent un temps d’observation plus long (0.5ms). On obtient alors
un champ moyenne´ en temps de l’e´mission OH. De plus, la mesure restant passive,
on se contente d’observer la flamme. On collecte alors une information inte´gre´e
sur une ligne de vue (i.e. la coordonne´e y) perpendiculaire au plan d’observa-
tion (z = 0). Si l’on souhaite retrouver la structure dans le plan de coupe, il
est ne´cessaire d’ope´rer une transforme´e d’Abel [155], qui permet sous l’hypothe`se
d’axisyme´trique de de´convoluer le signal inte´gre´ F (x, z) =
∫∞
−∞ f(x, y, z)dz :







r2 − z2 (5.4)
Le succe`s de cette transformation est suspendu a` quelques conditions :
– la flamme doit eˆtre axisyme´trique
– l’auto absorption de l’e´mission lumineuse par la flamme elle-meˆme doit
reste faible. En effet, la me´thode ne suppose aucune atte´nuation du signal
en fonction de la distance d’observation
– mesure pre´cise car la de´convolution accumule les erreurs en particulier sur
l’axe (Fig. 5.15b)
5Laser Induced Fluorescence


























Fig. 5.14 – Profiles extraits de flamme laminaire 1D stationnaire calcule´e avec le
sche´ma de Peters pour le Propane [99] φ = 0.8 : Taux de de´gagement de
chaleur. Tempe´rature. Fraction massique OH.
La LIF-OH utilise un laser (281nm) pour exciter une couche e´lectronique du
radical OH produit dans la flamme. L’e´tat excite´ e´tant instable, le radical OH
retombe a` son e´tat stable en re´e´mettant dans l’ultraviolet (' 308nm). L’e´mission
induite par laser permet alors d’obtenir un rapport signal/bruit tre`s favorable.
On collecte alors les donne´es sur un temps de pose assez court (25ns) qui permet
d’avoir une image quasi instantane´e de la flamme en coupe. Le principe meˆme
de l’excitation requiert l’e´nergie d’un laser dont le faisceau est conditionne´ en
nappe. On re´colte alors les donne´es dans un plan tomographique. L’installation
est similaire a` celle utilise´e pour les mesures de PIV (Fig. 5.1). On ne peut associer
directement la pre´sence du radical OH au front de flamme.Comme on le constate
sur les calculs de flamme laminaire avec Premix[54], la position du maximum du
profile de OH se trouve toujours en aval du front de flamme (Fig. 5.14), que l’on
conside`re centre´ sur le maximum du taux de de´gagement de chaleur. Le radical
OH est donc plutoˆt un marqueur de la zone en aval de la flamme ou` les gaz bruˆle´s
n’ont pas encore pleinement atteint l’e´quilibre chimique.
Conditions ope´ratoires
Les conditions expe´rimentales correspondant aux conditions ambiantes de
pression et tempe´rature, il a e´te´ choisi d’ope´rer a` 101325Pa avec un pre´me´lange
a` 300K Ces calculs correspondent a` un e´tagement α de 50% (Sec. 4.2.2), c’est-a`-
dire que le de´bit de carburant est partage´ a` part e´gale entre les deux vrilles. Par
conse´quent, la composition du pre´me´lange est identique pour les deux vrilles. On
se place alors dans un mode de combustion parfaitement pre´me´lange´ et homoge`ne.
Conditions Limites
Les entre´es de pre´me´lange ou d’air sont de type NSCBC, acoustiquement
non-re´fle´chissantes. On y spe´cifie la composition du me´lange gazeux ainsi que sa
tempe´rature. Un profile de vitesse doit en outre eˆtre spe´cifie´. Un profil d’e´coulement
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Tab. 5.2 – Mode`les utilise´s pour les calculs LES re´actifs.
Sche´ma Lax-Wendroff
Mode`le de sous-maille WALE (Sec. 2.3.1)
Mode`le de combustion Flamme e´paissie TF (Sec. 2.1.5)-e´paississement 20
Mode`le de combustion de sous-maille TF-LES (Sec. 2.4)
Chimie 1 e´tape 5 espe`ces (C3H8-1SCM1 Sec. 3.5.3)
Condition limites :




Relaxation sur la pression p
Tab. 5.3 – Conditions ope´ratoires des calculs re´actifs.
de´bit air 40m3/h
de´bit air injection axiale 1.4m3/h
richesse pre´me´lange 0.82










de´bit propane 1.378m3/h 0.7517g/s
vitesse de´bitante pipe d’alimentation 23.6m/s
vitesse de´bitante injection axiale 13.75m/s
puissance thermique 35kW
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turbulent en tube est applique´ pour la composante normale de la vitesse via la







ou` n = 7 pour un nombre de Reynolds de l’ordre de 104. R est le rayon du tube.
5.2.1 Re´sultats
Champs moyens
L’observation des champs moyens d’e´mission OH (5.15), montre une struc-
ture de flamme en papillon caracte´ristique des injecteurs vrille´s fonctionnant en
pre´me´lange [129][62][124]. La flamme “enrobe” le jet de pre´me´lange e´clatant. Elle
s’accroche exte´rieurement sur la circonfe´rence du tube d’injection. La flamme se
stabilise a` l’interface entre les ZdR centrale et pe´riphe´rique. On note une le´ge`re
remonte´e de la flamme dans le tube d’injection. Du cote´ du calcul LES, on re-
trouve l’e´clatement du jet au sortir du tube d’injection (Fig. 5.19a) comme dans
les cas non re´actifs. Le champ de pression moyen reste uniforme dans la chambre
tandis qu’un gradient radial duˆ a` la rotation forte de l’e´coulement est nettement
visible dans le tube d’injection (Fig. 5.19). La ZdR centrale remonte le´ge`rement
dans le tube d’injection. Par contre la flamme, se positionne en aval du fond
de chambre. La zone de flamme proche de l’axe ne semble pas vouloir remon-
ter plus en amont dans le tube d’injection comme les visualisations (Fig. 5.15,
Fig. 5.16) semble le montrer. On peut penser que l’e´paississement de la flamme
empeˆche cette dernie`re de se courber suffisamment pour pe´ne`trer le tube. En effet,
l’e´paisseur de la flamme laminaire de propane est d’environ 0.4mm (Fig. 3.24).
Le mode`le de flamme e´paissit 20 fois le front laminaire afin de le re´soudre sur
ce maillage. La flamme a donc dans ce calcul une e´paisseur 8mm (Fig. 5.17b),
soit un peu moins de 4 fois le diame`tre du tube d’injection, mais seulement 2
fois le diame`tre de la ZdR dans le tube. La flamme est donc peut eˆtre dans l’im-
possibilite´ ge´ome´trique de remonter dans l’injecteur. Des tests ont e´te´ mene´s en
raffinant localement le maillage conduisant a` une e´paisseur de flamme de 3mm.
Malgre´ cette faible e´paisseur, la position de la flamme n’a pas change´. On peut
donc exclure l’effet de l’e´paississement sur ce proble`me de stabilisation.
5.2.2 De´tection des modes acoustiques
Comme tout syste`me de cavite´, ce bruˆleur comporte des modes acoustiques
propres. Comme on le verra au chapitre 6, certains modes peuvent interagir forte-
ment avec la combustion et mener a` une instabilite´ forte. Ne´anmoins, meˆme dans
les cas de combustion dite stable, certains modes propres peuvent s’exprimer.
Cependant, ils n’interagissent pratiquement pas avec la flamme. Dans ce calcul,
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(a) (b)
Fig. 5.15 – Champs moyens d’e´missions OH : a) Emission induit par laser (LIF)
b) Transforme´e d’Abel de l’e´mission spontane´e. Minl Max.
on a pu caracte´riser les principaux modes s’exprimant dans un cas stable. Pour
cela nous avons ope´re´ de plusieurs fac¸ons. Dans un premier temps, on e´tudie le
champ de pression instationnaire moyenne :
prms1 =
√
p¯2 − p¯2 (5.6)
Cette technique permet seulement de de´tecter le mode s’exprimant le plus fort,
qui ”couvre” les autres. En effet, les statistiques collecte´es moyennent les effets de
tout le spectre (re´solu). On obtient un re´sultat exploitable seulement si un mode
domine l’e´volution du champ de pression. Elle est bien sur mise en e´chec de`s lors
que plusieurs modes s’expriment avec des niveaux comparables. Si l’on souhaite
pouvoir diffe´rencier efficacement des modes de puissance diverse, on peut alors
dresser des cartes spectrales. Cette me´thode permet de diffe´rencier les modes
seulement si leurs fre´quences sont suffisamment distinctes6. Son principe ge´ne´ral
correspond a` mesurer le spectre en puissance du champ de pression instationnaire.
Comme nous le verrons, cette me´thode est relativement lourde car elle ne´cessite
de stocker les signaux temporels de la pression ou de la vitesse pour un nombre
significatif de points afin de pouvoir reconstruire la structure spatiale des modes.
En effet, on va placer des senseurs dans des plans caracte´ristiques de la confi-
guration, la` meˆme ou l’on sera capable reconnaˆıtre tel ou tel mode. La dernie`re
approche, plus fine, ne´cessite d’utiliser un solveur d’Helmholtz sur la ge´ome´trie
conside´re´e [7][91]. Un calcul LES peut fournir la distribution de la vitesse du son
via son champ de tempe´rature moyenne. Ce genre d’outils est alors capable de
de´terminer l’ensemble des modes propres associe´s a` la ge´ome´trie. On doit faire
6de´pendant de la re´solution spectrale des spectres en puissance
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(a) (b)
(c) (d)
Fig. 5.16 – LIF-OH, champs instantane´s non re´solus en temps. Minl Max.
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(a) Tempe´rature (K)
(b) Taux de de´gagement de chaleur (J/m3/s)
Fig. 5.17 – Champs instantane´s : Coupe longitudinale z = 0. a) Tempe´rature
(K). b) Taux de de´gagement de chaleur (J/m3/s). iso-contour u = 0.
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(a) YC3H8
(b) |u| (m/s)
Fig. 5.18 – Champs instantane´s : Coupe longitudinale z = 0. a) Fraction massique
de propane (K). b) Module de la vitesse (m/s). iso-contour u = 0.
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(a) ¯|u| (m/s)
(b) Pression Moyenne (Pa)
Fig. 5.19 – Champs moyens : Coupe longitudinale z = 0. a) Colore´e par le module
vitesse moyenne (m/s). iso-contour u = 0. iso-contours du taux de
de´gagement de chaleur. b) Distribution de la pression moyenne. iso-contour
u = 0.
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(a) urms (m/s)
(b) vrms (m/s)
Fig. 5.20 – Moyenne des fluctuations de vitesse (m/s). iso-contour u = 0.
a) Fluctuations longitudinales. b) Fluctuations transverses. Coupe longitudinale
z = 0.
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(a) YC3H8
Fig. 5.21 – Distribution moyenne de la fraction massique de propane.
iso-contours de tempe´rature 1000 ≤ T ≤ 2000K. Coupe longitudinale z = 0.
quelques hypothe`ses sur les impe´dances des entre´es et sorties, ou bien savoir
les mesurer. Si dans le calcul seulement certains modes s’expriment, le solveur
d’Helmholtz ne donne aucune information sur l’expression effective d’un mode en
particulier. Par contre il en fournit la liste exhaustive. La combinaison des deux
me´thodes nous permet dans un premier temps de ve´rifier que l’on retrouve bien
parmi les modes pre´dits par le solveur d’Helmholtz AVSP (brie`vement de´crit en
Sec. 7.4), les modes s’exprimant dans le calcul.
Cartes spectrales
L’objectif de la carte spectrale est de de´terminer, pour une fre´quence donne´e,
la re´partition spatiale du niveau de puissance du signal. Pour ce faire, on doit
calculer la densite´ spectrale de puissance du champ de pression. On definit7 la
densite´ spectrale de puissance Sxx d’un signal x(t) comme le carre´ du module de




Le spectre est obtenu par transforme´e de Fourier discre`te (TFD) : X(f) =
TFD(x(t)). Comme il est tre`s couˆteux de stocker les champs de pression complet
avec un e´chantillonnage e´leve´, on ne place qu’un nombre limite´ de senseurs.
Avec cette me´thode, il faut ne´anmoins avoir une ide´e de ce que l’on recherche.
On sait par expe´rience que les modes apparaissant aux plus basses fre´quences
7En utilisant la me´thode du pe´riodogramme et non celle du corre´logramme
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Fig. 5.22 – Disposition des plans d’observation pour les cartes spectrales.
sont en principe des modes longitudinaux8. On les recherchera alors dans des
plans longitudinaux. Pour les fre´quences plus e´leve´es, on pourra capter des modes
transverses ou azimutaux dans des plans transverses. Comme nous ne recherchons
l’expression des modes uniquement dans certains plans de coupe, nous stockons
uniquement le signal de pression dans les plans conside´re´s (Fig. 5.22), avec une
discre´tisation suffisante. On peut re´sumer la proce´dure pour obtenir des cartes
spectrales comme suit :
– De´finition des plans de mesures et d’observation (Fig. 5.22)
– Discre´tisations des plans de mesures par le placement des senseurs
– On effectue le calcul instationnaire en enregistrant le signal de pression aux
senseurs.
– Pour la premie`re e´tape de la phase de post-traitement on calcule la den-
site´ spectrale de puissance (DSP) pour les signaux de pression de chaque
senseur.
– L’observation de quelques spectres permet de se´lectionner les fre´quences
des modes les plus e´nerge´tiques.
– Pour chaque fre´quence d’e´tude se´lectionne´e : on reporte la valeur de la DSP
a` la fre´quence conside´re´e sur les plans de mesures.
L’observation d’un spectre d’allure caracte´ristique (Fig. 5.24) permet de dis-
8principalement longitudinaux, la forme des modes reste tridimensionnelle
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tinguer deux pics aux fre´quences de 290Hz et 4020Hz. Le mode haute fre´quence
dominant largement dans ce calcul, on peut alors se contenter d’observer le champ
de prms1 . La haute fre´quence laisse a` penser que l’on a affaire a` un mode transverse
de la chambre. En effet si on calcule approximativement la fre´quence du mode





En conse´quence, nous observons ce mode dans un plan transverse (a` 30 mm
du fond de chambre). Nous normalisons les champs de prms1 issu du calcul LES
afin de pouvoir le comparer avec les pre´dictions du code acoustique AVSP. Pour
ce faire, on superpose au plan colore´ par la distribution de pression acoustique
(AVSP), les iso-contours de prms1 extraites des statistiques du calcul LES (AVBP).
Ces iso-contours sont construits sur la meˆme e´chelle normalise´e ce qui permet une
comparaison objective. Si l’on compare la pre´diction de AVSP et les statistiques
du calcul pour ce mode (Fig. 5.23a), on obtient alors un accord tre`s satisfaisant.
Il est a` note que le mode posse`de aussi un structure longitudinale (Fig. 5.23b).
Celle-ci indique que le mode s’exprime principalement au niveau de la zone de
combustion. Il est par contre totalement absent du tube d’injection. On note qu’il
est fortement atte´nue´ en direction de la sortie de chambre sans que sa structure
transverse n’en soit affecte´e. Ceci est un effet de la condition limite de sortie qui
bien que non re´fle´chissante, limite les e´carts trop importants entre consigne et
pression locale.
L’observation de la structure transverse (Fig. 5.23a), nous indique que le mode
est soit une composition des modes transverses demi-onde9 ou un mode a` part
entie`re. En effet, en ne s’inte´ressant qu’a` la structure transverse on peut recompo-
ser une structure de mode s’apparentant a` celle observe´e en combinant les modes
demi-ondes des directions transverses (Fig. 5.25d). Ne´anmoins, AVSP pre´dit le
mode a` 4020Hz comme mode propre a` part entie`re, car dans la se´rie des modes
pre´dit autour de 4KHz, on ne trouve pas trace des modes transverses demi-onde
de la chambre. Il est tout a` fait possible que les inhomoge´ite´s du champs de vi-
tesse du son dans la chambre ne puissent permettre l’e´tablissement des modes
purement transverses (Fig. 5.25 a et b) de la chambre.
Ainsi que nous l’avons souligne´ plus haut, il n’est pas possible d’utiliser la
meˆme me´thode pour extraire la forme de modes de puissance infe´rieure au mode
principal. On emploie alors une technique de carte spectrale pour le mode basse
fre´quence de´tecte´ a` 290Hz (Fig. 5.24). Ce mode e´tant principalement longitu-
dinal (Fig. 5.26), un profil extrait de la carte spectrale suffit pour visualiser sa
forme. Ne´anmoins AVSP de´termine ses deux premiers modes avec des structures
et fre´quences proches de ce qui est mesure´ dans le calcul LES. Pour comparer les
profils longitudinaux, on a normalise´ les donne´es issues de la carte spectrale. On
9Formule´s par une analyse 1 ou 2D, leur existence n’est pas garantie en 3D
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(a)
(b)
Fig. 5.23 – Plan de coupe colore´ par le module de pression (AVSP).
iso-contours de prms1 normalise´ (AVBP). (a) plan x = 30mm. (b) plan z = 0.
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Fig. 5.24 – Densite´ spectrale de puissance (pression) caracte´ristique mesure´e au
niveau de la flamme.
Tab. 5.4 – Conditions ope´ratoires des calculs re´actifs.
Code mode basse fre´quence mode haute fre´quence
AVBP (LES) 290Hz 4020Hz
AVSP (Helmholtz) 307Hz ou 434Hz 4230Hz
pris soin de replacer les niveaux sur une e´chelle line´aire (et non logarithmique)
avant de normaliser. Sur Fig. 5.27, il est difficile d’associer cate´goriquement le
mode mesure´ a` un des modes de´termine´ par AVSP. Le premier mode dont la
fre´quence de 307Hz co¨ıncide assez bien avec la mesure, est en revanche plus
e´loigne´ en forme que le second mode a` 434Hz. On pourra ne´anmoins lever cette
ambigu¨ıte´ au chapitre 7.
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Fig. 5.25 – Composition analytique des premiers modes transverses (1Ty, 1Tz)
dans une boite carre´e. prms1 Minl Max
Fig. 5.26 – Carte Spectrale de pression a` 290Hz dans le plan z = 0. Densite´
spectrale de puissance du signal de pression en dB















Fig. 5.27 – Comparaison des modes propres de´termine´s par AVSP et profil extrait
de la carte spectrale a` 290Hz. AVSP mode 1 a` 307Hz. AVSP mode
2 a` 434Hz. ◦ Carte spectrale.
Chapitre 6
Bruˆleur Instable et me´thodes
d’analyse
6.1 Comportement instable du bruˆleur ECPmod
Les mesures expe´rimentales mene´es sur le bruˆleur ECPmod [27], ont montre´
sur ce dernier une forte propension a` de´velopper un mode de combustion instable.
Cela se caracte´rise par un niveau sonore e´leve´ lorsque le bruˆleur est en fonctionne-
ment. De nombreuses conditions sont re´unies dans ce dispositif pour promouvoir
un mode de combustion instable :
– Le bruˆleur fonctionne en pre´me´lange pauvre, qui est comme on l’a vu en
Sec. 1.4, un mode de combustion a` stabilite´ re´duite.
– La chambre de combustion posse`de des murs de´nue´s de syste`me de refroi-
dissement par fente ou perforation. La longue chambre peut alors se com-
porter comme un guide d’onde (pour les modes longitudinaux) ou cavite´
re´sonnante (pour les modes transversaux) pre´sentant des parois fortement
re´fle´chissantes pour les perturbations acoustiques.
– La configuration ge´ome´trique du bruˆleur, pre´sentant un tube de´bouchant
brutalement dans une chambre de grande dimension, se preˆte particulie`rement
bien a` l’apparition de larges structures tourbillonnaires cre´e´es au niveau de
la marche. Ces structures peuvent alors interagir plus ou moins fortement
avec la flamme.
Le syste`me d’injection n’encourage pas en revanche une re´troaction (Fig. 1.6
Sec. 1.4) par variation de richesse. Les fentes des vrilles sont alimente´es par un
pre´me´lange parfait pre´pare´ dans les plenums des vrilles. Le me´lange dans les
plenums, n’est a priori pas influence´ par l’acoustique du bruˆleur. Ne´anmoins, la
capacite´ d’e´tagement du bruˆleur influence la stabilisation de la flamme. Par ce
biais, la stabilite´ du bruˆleur est affecte´e par le taux d’e´tagement α. En effet, la
distribution radiale de richesse du pre´me´lange a` la sortie du tube d’injection est
controˆle´e par α . Les valeurs de l’e´tagement infe´rieures a` 50% produisent une
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distribution de richesse tre`s pauvre proche de l’axe et plus riche a` la pe´riphe´rie
du tube (Fig. 7.3). Les taux d’e´tagement supe´rieurs a` 50% produisent l’effet
inverse sur la distribution radiale de richesse. Les simulations ont montre´ que cette
distribution reste inchange´e avec l’apparition d’une instabilite´. L’exploration du
domaine de fonctionnement du bruˆleur a permis de caracte´riser en particulier
l’influence de l’e´tagement du carburant (Sec. 4.2.2). On note un maximum de
l’amplitude de l’instabilite´ pour un e´tagement de 30−40% (Fig. 6.1b). Pour cette
raison, nous modifions le point de fonctionnement, de α = 50 a` α = 30%, dans
l’espoir de placer le bruˆleur dans les conditions les plus promptes a` de´velopper
une instabilite´ de combustion.
Les spectres du signal de photomultiplicateur et de micro (place´ en milieu
de chambre) montrent un pic de fre´quence bien marque´ (Fig. 6.2) aux alentours
de 400Hz. On remarque un glissement de la fre´quence d’instabilite´ (Fig. 6.1a).
Son e´volution est fonction strictement croissante de l’e´tagement jusqu’a` 70%.
Cette tendance semble principalement lie´e a` l’impe´dance de la condition de sor-
tie qui varie avec la tempe´rature de gaz bruˆle´s. Ne disposant d’aucune mesure
de l’impe´dance de sortie, nous n’avons pas tente´ de reproduire cette tendance.
En effet, nous n’avons aucune garantie que les conditions limites utilise´es dans
les simulations reproduisent cette caracte´ristique. Ne´anmoins, la formulation de
ces conditions reposant sur une analyse acoustique (Sec. 2.5.2) nous permet de
rester confiants sur leur capacite´ a` mode´liser des impe´dances s’approchant de
conditions re´elles. Pour atteindre notre objectif premier qui est de capturer l’in-
stabilite´ du bruˆleur, nous allons justement modifier l’influence de la condition
de sortie (Sec. 6.2.1) pour induire la croissance d’un mode thermo-acoustique
instable.
6.2 Capture d’une se´quence instable sur ECP-
mod
Les sections suivantes ont un roˆle comple´mentaire a` l’article pre´sente´ en
Chap. 7. L’objectif premier est de pre´senter plus en de´tail les diffe´rentes tech-
niques de validations des de´rivations des e´quations utilise´es dans cet article. En se-
cond lieu, on explicite plus clairement certains points que le format ne´cessairement
compact de l’article, n’a pas permis de de´velopper. On y pre´sente en particulier
le lien fort existant entre le comportement acoustique des conditions limites et
l’apparition de l’instabilite´. Par ailleurs, la pe´riode de croissance de l’instabilite´
est e´tudie´e plus en profondeur. Comme dans l’article formant le chapitre 7, on
montre ici que :
– La LES compressible permet d’investiguer en de´tails des instabilite´s de
combustion.
– Les conditions limites acoustiques permettent de controˆler le niveau d’in-













































Fig. 6.1 – Influence du taux d’e´tagement sur le spectre acoustique du bruˆleur
ECPmod. a) Glissement de la fre´quence principale du spectre. b) Evolution de la


































Fig. 6.2 – Spectres mesure´ sur : a) signal photomultiplicateur. b) signal micro
chambre. α = 30%. Mesures N. Dioc/EM2C [27]
























Fig. 6.3 – Orientation des ondes aux limites.
stabilite´ a` volonte´, donc de les de´clencher ou de les annihiler. Ceci apporte
un outil d’e´tude puissant donnant la capacite´ de controˆler l’amplitude des
oscillations.
– La LES permet aussi de fermer un bilan d’e´nergie acoustique complet qui
e´tend le crite`re de Rayleigh a` une formulation plus ge´ne´rale.
6.2.1 Amorc¸age de l’instabilite´
Dans cette e´tude, le roˆle des conditions limites est essentiel. En dehors des
murs, c’est en effet en partie graˆce au traitement approprie´ des ondes acous-
tiques sur les limites du domaine que cette e´tude a` e´te´ rendue possible. Dans
les e´coulements que nous simulons, aucune approximation (type bas-mach) n’est
faite sur l’acoustique. Nous re´solvons donc en plus de l’e´coulement convectif, le
champ acoustique instationnaire du proble`me. Le parti pris de calculer l’acous-
tique s’inte`gre justement dans la volonte´ de disposer d’outils nume´riques adapte´s
a` l’e´tude de phe´nome`nes couplant l’acoustique instationnaire et les e´coulements
re´actifs. Ces deux ingre´dients sont indispensables a` l’e´tude des instabilite´s thermo-
acoustiques. Une fois ce choix assume´, il faut eˆtre capable de traiter les ondes
acoustiques interagissant avec les conditions limites, d’entre´e et de sortie en l’oc-
curence.
L’objectif principal est de rendre les limites ouvertes du domaine perme´ables
aux ondes tout en maintenant les consignes pour l’e´coulement moyen. Ces deux
objectifs peuvent paraˆıtre contradictoires. En effet imposer (sans latitude) une
valeur donne´e de pression en sortie rend cette dernie`re totalement re´fle´chissante,
puisqu’on impose alors un noeud de pression acoustique (p = p0 i.e. p1 = 0). Si
le meˆme traitement est applique´ sur la vitesse en entre´e, on impose alors des flux
acoustiques nuls (Eq. 6.35) aux limites ouvertes. Les murs e´tant imperme´ables
donc parfaitement re´fle´chissants, l’e´nergie acoustique, si elle n’est pas dissipe´e au
sein du syste`me (acoustiquement clos), ne peut que croˆıtre inde´finiment. Ceci
rend alors indispensable le traitement acoustique des limites ouvertes sous peine
de voir les niveaux de fluctuations acoustiques croˆıtre sans limite. Ce traitement
est assure´ par des conditions de type NSCBC [102] dont le fonctionnement est






Fig. 6.4 – Configuration monodimensionnelle pour le calcul du coefficient de
re´flexion. L−L+ . condition de sortie relaxante sur la pression.
de´taille´ en Sec. 2.5.2. L’ide´e principale repose sur la capacite´ a` expliciter les
diffe´rentes ondes entrant ou sortant du domaine. On exprime alors l’ensemble des
ondes en fonction des variable primitives (Eq. 2.93). Toutes les ondes sortantes
peuvent eˆtre calcule´es explicitement par les relations Eq. 2.93. Par contre les
ondes entrantes doivent eˆtre spe´cifie´es par un autre moyen. A` premie`re vue, rien
empeˆche de calculer les ondes entrantes a` l’aide de l’e´quation 2.93. Il existe deux
raisons simples pour ne pas ope´rer ainsi. On objecte en premier un proble`me
nume´rique, car le calcul de gradients “downwind” est instable. Puis d’un point
de vue physique, ces ondes portent l’information entrante, et ne peuvent donc pas
eˆtre calcule´es sur les points inte´rieurs du domaine. Cette information entrante doit
etre spe´cifie´e par l’utilisateur via les conditions NSCBC. C’est par l’interme´diaire
de ces ondes entrantes que le comportement acoustique de limites du domaine
est module´. Dans cette e´tude, la modification d’un parame`tre ge´rant le calcul
de l’onde acoustique L−1 entrant par la sortie est responsable de la naissance
et la croissance d’un instabilite´ autoentretenue. Il ne faut pas non plus ne´gliger
l’influence des diffe´rentes entre´es du syste`me. Ne´anmoins, dans cette e´tude, les
parame`tres des conditions limites des entre´es restent inchange´s entre le cas stable
et instable. L’influence des conditions limites d’entre´e est donc passive mais non
ne´gligeable comme cela est souligne´ dans l’e´tablissement d’un bilan d’e´nergie
acoustique (Sec. 6.3). Il faut donc avant toutes choses pre´ciser le comportement
acoustique des conditions aux limites ouvertes servant dans ce calcul.
Coefficient de re´flexion en sortie
L’objectif de la condition de sortie est de pouvoir faire entrer l’information sur
la pression de consigne tout en conservant un comportement globalement non-
re´fle´chissant pour les ondes sortantes. Pour un e´coulement subsonique la seule
information qui peut remonter l’e´coulement est porte´e par l’onde L−. C’est donc
par cette seule onde que l’on pourra influer sur une condition de sortie. On se
sert alors de l’onde entrante pour corriger la de´rive par rapport a` la consigne de
pression p∞. La me´thode employe´e dans AVBP utilise une me´thode de relaxation
1c’est en re´alite´ la variation d’amplitude de l’onde puisque : Lk = λk ∂Ak∂x = −∂Ak∂t . Cet abus
de langage est couramment utilise´ dans la litte´rature
158 Bruˆleur Instable et me´thodes d’analyse
line´aire sur la pression en sortie. On impose alors comme onde entrante :
L− = Kp(p− p∞) (6.1)
L’amplitude de l’onde est proportionnelle a` un terme de rappel analogue a` celui
trouve´ dans un proble`me masse ressort. Cette formulation est totalement non-
re´fle´chissante si et seulement si p = p∞. En pratique, toute onde sortante influant
sur la pression va induire l’introduction d’une onde L− proportionnelle a` la de´rive
en pression afin de corriger cette dernie`re. On voit bien qu’en pratique une partie
de l’onde sortante sera re´fle´chie par la condition de sortie. Les travaux de Selle
et al. dans [132], proposent une expression analytique du coefficient de re´flexion
Rout =
L−
L+ , obtenue pour une onde (L+) plane impactant une sortie (Fig. 6.4)
avec relaxation sur la pression. Nous reprenons ici cette analyse qui nous permet
d’estimer les caracte´ristiques fre´quentielles du coefficient de re´flexion sur la sortie
de notre domaine de calcul. L’onde impactant la sortie est suppose´e eˆtre plane et
harmonique. On la de´crit par :
L+ = 2ρcu0iωe−iωt (6.2)
La condition limite de sortie impose via Eq. 6.1 l’onde entrante. En injectant ces








−iωt + Kp(p− p∞)
)
= 0 (6.3)
dont la solution pour la pression sur la sortie est :







Le second terme du membre de droite a0e
−Kpt
2 est une contribution transitoire
e´ventuelle a` la solution (a0 ' (p(t = 0) − p∞), qui tend de toute manie`re a`
s’annuler. Ce terme est alors ne´glige´ de`s lors que toute de´rive de la pression





−iωt sert a` expliciter L− dans Eq. 6.1. On peut alors exprimer le coefficient








Cette expression du coefficient de re´flexion est similaire a` la fonction de transfert
d’un filtre passe bas du premier ordre. On extrait le module et l’argument de
2seulement valables sur la sortie
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Rout afin de pouvoir e´tablir un diagramme de Bode permettant de caracte´riser
le comportement fre´quentiel de la condition de sortie. L’expression du module et













Le module du coefficient de reflexion est donc a` la fois fonction de Kp qui est un
parame`tre a` fixer et de la fre´quence de l’onde incidente qui est un re´sultat du
calcul.
Il est a` noter que les parame`tres des conditions limites ont une influence sur
les modes s’exprimant dans les cavite´s ouvertes, en particulier sur les fre´quences
de ces modes. Ceci peut eˆtre explique´ par le fort de´phasage que subissent les
ondes de fre´quence supe´rieure a` la fre´quence de coupure (Fig. 6.5). Ce faisant, la
condition de sortie se comporte comme si la re´flexion (fortement atte´nue´e certes)
de l’onde incidente e´tait rejete´e de plus en plus loin en aval. On peut visua-
liser cela comme l’allongement artificiel du domaine par un tube guide d’onde
de´bouchant lui-meˆme sur l’atmosphe`re. Ceci a pour conse´quence de modifier les
fre´quences propres du syste`me que l’on peut intuiter plus basses. Ce phe´nome`ne
n’ayant lieu que pour les fre´quences fortement atte´nue´es, ces modes ne s’ex-
priment que tre`s faiblement dans les calculs. Selle et al.[132] proposent une ana-
lyse de ce phe´nome`ne sur un tube guide d’onde dont l’entre´e est acoustiquement
re´fle´chissante et la sortie utilise la condition relaxante. Ils montrent analytique-
ment, que pour une longueur de tube donne´e, la fre´quence associe´e au premier
mode (mais aussi des suivants) croit avec le coefficient de relaxation Kp, jusqu’a`
atteindre la valeur asymptotique de f0 =
c
4L
. On retrouve alors sur l’expression
analytique des fre´quences propres d’un guide d’onde de longueur L avec noeud




indique, que si l’on est capable de de´terminer la fre´quence propre du mode de
plus basse fre´quence avec des conditions limites acoustiquement re´fle´chissantes,
on peut alors de´finir la valeur de Kp qui permet d’e´viter de faire re´sonner le
mode concerne´, en permettant aux ondes de sortir du domaine. Ne´anmoins, cette
e´tude nous indique justement que ce faisant (diminuer Kp), la fre´quence du pre-
mier mode est abaisse´e. Ceci est confirme´ dans notre cas avec le glissement en
fre´quence (de 270Hz a` 380Hz) du mode longitudinal avec l’augmentation du co-
efficient de relaxation. En replac¸ant ces informations sur le diagramme de Bode
de Rout (Fig. 6.5), on s’aperc¸oit que le coefficient de re´flexion re´el, associe´ au
mode instable est infe´rieur a` celui attendu si sa fre´quence e´tait reste´ inchange´e.
Prenant en compte ces observations, nous allons les ve´rifier sur un calcul
re´actif tridimensionnel du bruˆleur ECPmod. En premier lieu, un calcul utilisant
des conditions d’entre´e et de sortie non-re´fle´chissantes est effectue´.




















Fig. 6.5 – Digramme de Bode du coefficient de re´flexion acoustique en sortie.
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Fig. 6.6 – Evaluation du module du coefficient de re´flexion : (a) Mesure calcul,
Kp = 1000, Kp = 10000. ◦ mesure de |Rout|(f = 270Hz), • me-
sure de |Rout|(f = 380Hz). (b) Analytique (Eq. 6.6), |Rout|(f = 380Hz),
|Rout|(f = 270Hz).
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L’observation du signal de pression moyenne nous permet d’affirmer que le
bruˆleur est acoustiquement stable (max|p1|
p0
< 0.5%). L’analyse spectrale re´ve`le
cependant l’existence d’un mode longitudinal de faible amplitude a` la fre´quence
fst = 270Hz (Sec. 5.2.2). Pour ce calcul stable, on a utilise´ un coefficient de
relaxation en sortie Kp = 1000. Le diagramme de Bode re´alise´ (Fig. 6.5) a` partir
de Eq. 6.6 permet de constater que les ondes re´fle´chies a` cette fre´quence sont
fortement atte´nue´es (|Rout| ' −6dB). Si l’on souhaite faire re´sonner le syste`me,
il faut alors augmenter Kp. Mais comme de´montre´ dans [132] ceci va induire un
glissement de la fre´quence de re´sonance. On augmentera Kp suffisamment pour
que malgre´ cet effet de phase, la condition limite soit suffisamment re´fle´chissante
pour induire une re´sonance. En multipliant par 10 la valeur initiale de Kp, on
obtient alors la croissance forte d’un mode longitudinal, qui fait rentrer l’ensemble
du bruˆleur dans un mode de fonctionnement totalement instable (Fig. 6.7, t >
0.127s). La fre´quence associe´e a` cette instabilite´ est finst = 380Hz. On constate
bien l’augmentation de fre´quence du mode longitudinal avec l’augmentation de
Kp. Connaissant les deux fre´quences des modes s’exprimant a` la fois dans le cas
stable et instable (resp. fst et finst) , on peut repe´rer sur le digramme de Bode de
Fig. 6.5, la valeur du coefficient de re´flexion re´el effectif dans chaque cas. On peut
ne´anmoins objecter que ce diagramme a` e´te´ e´tabli sur une configuration bien plus
simple, et donc mettre en doute l’opportunite´ de se servir de Eq. 6.6 ici. Nous
proposons donc de mesurer in situ le module du coefficient de re´flexion. Pour cela
nous reconstruisons L+ et L− a` partir des signaux temporels de la vitesse et de












Pour obtenir la valeur de |Rout| pour chaque fre´quence, les deux signaux sont
de´compose´s en se´rie de Fourrier. On calcule alors le rapport des coefficients res-
pectifs de chaque harmonique pour de´terminer le coefficient de re´flexion corres-
pondant. Le principal inconve´nient de cette me´thode est d’induire une erreur
assez forte de`s que l’e´nergie contenue dans l’harmonique conside´re´e est faible.
En effet effectuer le rapport de deux quantite´ tre`s petites, de´termine´es avec une
pre´cision limite´e3 peut mener a` des re´sultats entache´s d’une erreur importante
(non physique e.g. |Rout| > 1). On ne prendra donc en compte que les valeurs de
|Rout| sur la gamme de fre´quences e´nerge´tiques. Les valeurs mesure´es sur les cal-
culs sont pre´sente´es sur Fig. 6.6a. Les deux marqueurs correspondant a` la valeur
mesure´e dans les deux cas stables et instables sont reporte´s sur le diagramme voi-
sin Fig. 6.6b. Ce dernier repre´sente l’e´volution de l’expression analytique de |Rout|
en fonction de Kp parame`tre´ par la fre´quence de l’onde. On observe un accord
3duree´ limite´e du signal etc.













Fig. 6.7 – Evolution de la fluctuation de pression normalise´e par la pression de
fonctionnement.
tout a` fait honorable entre les mesures issues du calcul et l’approche analytique.
Ceci permet de valider l’utilisation dans un cas de calcul re´el de la formule de
Rout qui sera utilise´e en particulier dans l’article pre´sente´ au chapitre 7.
6.2.2 Description de la se´quence instable
La section pre´ce´dente a explicite´ le comportement de la condition limite de
sortie en termes de coefficient de re´flexion des ondes sortantes (par la sortie de
chambre). Ayant e´tabli un calcul stable, ou` le niveau de pression instationnaire
reste faible (< 0.5%P0), on modifie a` t = 0.127s (Fig. 6.7) la valeur du coefficient
de relaxation sur la pression pour la condition limite de sortie, passant d’une
valeur de 1000s−1 a` 10000s−1. Comme on a pu l’estimer en Sec. 6.2.1, la fonc-
tion de transfert du coefficient de re´flexion voit sa fre´quence de coupure4 abaisse´e
brutalement de 1500Hz a` 150Hz (Fig. 6.5). La pre´diction des fre´quences des pre-
miers modes propres par le solveur d’Helmholtz AVSP (Sec. 5.2.2) est infe´rieure
a` 450Hz. L’augmentation du coefficient de relaxation sur la pression en sor-
tie, induit une augmentation notable du coefficient de re´flexion pour la gamme
de fre´quences correspondant aux modes propres du syste`me. Le coefficient de
re´flexion (Sec. 6.2.1) passe alors de 0.4 a` 0.9 vers [300; 400]Hz. On observe alors
la naissance d’une instabilite´ autoentretenue caracte´rise´ par un niveau de pres-
sion instationnaire e´leve´ (Fig. 6.7). L’apparition de cette instabilite´ n’est pas
seulement le fait de l’expression d’un mode acoustique puisant son e´nergie dans
le bruit de la flamme. Il sera montre´ par la suite que le phe´nome`ne de combus-
tion participe activement a` l’e´tablissement de cette instabilite´ par un couplage
associant combustion, acoustique et hydrodynamique. La phase de croissance de
l’instabilite´ (0.127s < t < 0.15s) sera analyse´e en Sec. 6.3.1 tandis que l’aspect
e´nerge´tique du proble`me est de´veloppe´ dans les sections suivantes. Une appli-
cation de ces de´veloppements est propose´e sur la se´quence instable pre´sente en
chapitre 7.
4f(Rout) = −3dB
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6.3 Construction d’une e´quation de bilan d’e´nergie
acoustique
L’objectif ici, est d’e´tablir une e´quation de bilan pour une quantite´ e1 qui
permet de quantifier le niveau d’e´nergie acoustique d’un syste`me. Cette quan-













ou` chaque grandeur est de´compose´e en une partie stationnaire indice´e 0 et fluc-
tuante (a` moyenne temporelle nulle) indice´e 1 :
f = f0 + f1 (6.11)
Equation de bilan
Nous avons besoin tout d’abord de rappeler les e´quations de Navier-Stokes et
d’e´nergie qui caracte´risent les e´coulements re´actifs multi-espe`ces[105][14]. On y
omettra ne´anmoins les effets des forces en volume de type e´lectromagne´tiques ou
d’Archime`de, ainsi que les sources volumiques de chaleur comme le rayonnement.
– Conservation de la masse :
Dρ
Dt
+ ρ∇.u = 0 (6.12)




= −∇p +∇.τ (6.13)















En divisant l’e´quation de l’e´nergie Eq. 6.14 par ρCpT et en introduisant l’e´quation























Pour la suite, nous ferons les hypothe`ses suivantes :
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– La partie fluctuante est domine´e par l’acoustique et non par la turbulence
ou l’hydrodynamique.
– e´coulement a` faible nombre de Mach : M = |u|
c
¿ 1. Cette hypothe`se permet
de ne´gliger le terme convectif (o(M0)) par rapport au terme temporel (o(1))







on caracte´rise l’e´volution temporelle par un temps acoustique τac. L’e´chelle
























Le terme convectif de la de´rive´e particulaire est donc de l’ordre du nombre







Dans ces conditions, la de´rive´e particulaire de la grandeur scalaire f donne











+ (u0 + u1)∇f0 + ∂f1
∂t





+ u1∇f0︸ ︷︷ ︸
o(1)
(6.20)
– on ne´glige la contribution du tenseur des contraintes visqueuses : τ ' 0
– on conside`re que toutes les espe`ces ont meˆme poids mole´culaire, ce qui
permet de ne´gliger a` la fois le terme diffusif et de de´rive´e particulaire de r
dans l’Eq. 6.15
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Pour line´ariser cette e´quation, on introduit les de´compositions de u, ρ, p :
















Cette de´composition suppose que le terme moyen (indice´ 0) restant quasi constant
au court du temps, on peut ne´gliger sa variation temporelle : (∂f0
∂t
= 0). En
appliquant les de´compositions pre´ce´dentes a` Eq. 6.21 et ne retenant que les termes











Le terme convectif en u1∇ ln p0 = u1p0∇p0 est ne´gligeable [105][65] puisque le
gradient de la pression moyenne (pertes de charge) reste faible dans les syste`mes
e´tudie´s. En prenant en compte la relation Cp =
γr






+∇.u1 = γ − 1
γp0
ω˙T,1 (6.27)
Nous avons aussi besoin de line´ariser l’Eq. 6.13 ou` l’on ne´glige le terme vis-







En sommant Eq. 6.27∗p1 et Eq. 6.28∗u1 on fait apparaˆıtre l’e´nergie acoustique
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on obtient une forme plus compacte du bilan d’e´nergie acoustique :
∂e1
∂t
= s1 −∇ · p1u1 (6.32)
Le terme s1 est la corre´lation entre le taux de´gagement de chaleur instation-
naire et la pression instationnaire. Il correspond au fameux crite`re de Rayleigh
[113] qui mesure le couplage (ici local et instantane´) entre l’acoustique et la
flamme. Si on suppose une instationarite´ harmonique de pe´riode T , le crite`re de






On note qu’il peut agir en tant que terme source ou puits en fonction du niveau
de corre´lation entre les deux signaux. Dans de nombreuses e´tudes, le crite`re de
Rayleigh est mis en avant comme condition ne´cessaire mais non suffisante a` la
naissance d’une instabilite´ thermo-acoustique. En effet dans l’e´tude de Rayleigh
les conditions aux limites de l’exercice imposent un flux acoustique nul sur toutes
les frontie`res du domaine (tube de Rijke). Dans ces conditions le syste`me posse`de
un taux d’amplification positif de perturbations si et seulement si S1 > 0. Plus
litte´ralement on lit que “les fluctuations du de´gagement de chaleur doivent eˆtre en
phase avec la pression”. Cette assertion n’est pas tout a` fait rigoureuse puisqu’on
peut montrer que l’inte´grale sur un pe´riode du produit de deux signaux harmo-
nique de´phase´s de φ reste positive si et seulement si −pi
2
< φ < pi
2
(Eq. 6.34). Les
signaux de pression de de´gagement de chaleur peuvent eˆtre de´phase´s et ne´anmoins

















6.3.1 Mesure du taux d’amplification
Dans cette section, on se propose de comparer la mesure du taux d’amplifi-
cation obtenue par deux me´thodes diffe´rentes. Premie`rement de manie`re directe
sur le signal de pression moyenne du bruˆleur puis a` l’aide d’une de´rivation de
Eq. 6.32.
Expression du taux d’amplification
L’Eq. 6.32 permet d’e´valuer le taux d’amplification d’une instabilite´. On peut
l’inte´grer sur le volume du bruˆleur. A` l’aide du the´ore`me de la divergence, on















E1 + F1 = S1
(6.35)
On note que l’on a utilise´ la commutation de l’ope´ration de de´rivation partielle
∂
∂t
et de l’inte´grale, puis transforme´ la de´rive´e partielle ∂
∂t
par une de´rive´e droite
d
dt
car elle ne s’applique plus a` un champ spatial e1 mais a` une fonction scalaire
E1. On note l’apparition d’un terme de flux F1 qui correspond a` la somme des
flux acoustiques. Si on raisonne en termes d’onde plane :
p1 = A





A+ − A−) (6.37)
















A+2 − A−2)ndA (6.38)
Ce flux quantifie donc bien la diffe´rence entre l’e´nergie acoustique entrante ('
A−2) et sortante (' A+2) aux limites. Le terme F1 est de signe quelconque.
Il refle`te le “comportement acoustique” des limites spatiales du domaine. Par
exemple, la contribution de murs rigides a` ce terme sera nulle puisque u1.n =
0. De meˆme que pour la contribution de la section d’un tube de´bouchant sur
l’atmosphe`re, ou` on impose acade´miquement p1 = 0. A` l’inverse le flux acoustique
e´manant d’un haut-parleur sera ne´gatif. La normale pointant vers l’exte´rieur du
domaine, on voit les flux positifs “vider” l’e´nergie du syste`me. Cette convention
n’e´tant pas tre`s intuitive, on conside´rera le plus souvent le terme −F1 qui est
ne´gatif quand de l’e´nergie est e´vacue´e du syste`me. L’e´tablissement de l’expression
du taux d’amplification ne´cessite de poser certaines hypothe`ses. En effet on va
de´finir le taux d’amplification g comme le rapport de l’amplitude du signal de
pression d’une pe´riode sur la suivante. On suppose par la` que l’instabilite´ est
harmonique. En effet on est amene´ a` moyenner Eq. 6.35. On de´finit alors la
forme ge´ne´rale des variables de Eq. 6.35 comme des fonctions harmoniques :
p1 = pω(t)sin(ωt), u1 = uω(t)sin(ωt), ω˙T,1 = ωω(t)sin(ωt) (6.39)
En moyennant sur une pe´riode (glissante) T = 2pi
ω
Eq. 6.35 on obtient :
d
dt
E1 + F1 = S1 (6.40)










































En supposant une croissance exponentielle de l’instabilite´ avec un taux d’am-
plification g on pose :
pω(t) = P1e
gt, uω = ~U1e
gt et w˙ω = W1e
gt (6.44)
















S1 = γ − 1
2γp0
e2gt (6.47)




2E1 (S1 −F1) (6.48)
Mesure du taux d’amplification
Nous utilisons ici l’expression du taux d’amplification g (Eq. 6.48). Nous
avons e´value´ tous les termes de (Eq. 6.48) en post traitant les solutions du cal-
cul instable. Les de´compositions (Eq. 6.11) sont effectue´es en prenant le champ
moyen de la grandeur conside´re´e comme valeur stationnaire. Les fluctuations
sont e´value´es en retranchant le champ moyen au champ instantane´. Les champs
de fluctuations p1,u1, ω˙T,1 servent alors a` calculer e1(x, t), p1u1(x, t), s1(x, t).On
ope`re d’abord une inte´gration spatiale de e1(x, t), p1u1(x, t), s1(x, t) en E1(, t),
F1(, t), S1(t). Puis le calcul de g s’effectue en appliquant Eq. 6.48. La moyenne
temporelle est effectue´e sur une succession de pe´riodes (Fig. 6.8). Cette e´valuation
fournie une se´rie de valeurs pour g dont la fourchette est :
150 < g < 225 (6.49)
Nous calculons ensuite g directement sur le signal de pression moyenne, dont
la mesure fera re´fe´rence, afin de comparer les e´valuations.
























Fig. 6.8 – Evaluation du taux d’amplification ( l ) sur pe´riodes successives, par
















Fig. 6.9 – Mesure du taux d’amplification sur le signal de pression moyenne.
re´gression line´aire sur l’enveloppe ne´gative ( + ) (ln |min(p1)|) ;
re´gression line´aire sur l’enveloppe positive ( ◦ ) (ln |max(p1)|).
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Mesure directe du taux d’amplification
La mesure du taux d’amplification de l’instabilite´ par la me´thode directe
ne´cessite d’extraire l’enveloppe du signal de pression. En supposant une e´volution
mono-harmonique on peut suppose que le signal de pression moyenne est de la
forme de Eq. 6.39. En re´solvant d
dt
p1 = 0 on trouve l’ensemble des points de
p1 appartenant a` l’enveloppe pω(t) = P1e
gt,. En prenant le logarithme de cette
expression on a :
ln(p1) = ln(P1) + gt (6.50)
Il suffit alors d’e´valuer la pente de l’enveloppe de ln(p1) durant la phase de crois-
sance de l’instabilite´ pour en estimer le taux d’amplification g. On a reporte´ ces
ope´rations sur Fig. 6.9. On a pu e´valuer g a` la fois sur la partie ne´gative et po-
sitive de l’enveloppe. Ceci permet de d’e´tablir une fourchette qui se trouve eˆtre
plus resserre´e que celle donne´e par l’Eq. 6.49 :
160 < g < 206 (6.51)
Eq. 6.49 et Eq. 6.51 donnent une e´valuation du taux d’amplification g par
application respectivement de l’Eq. 6.48 et de la mesure directe. Meˆme si cette
e´valuation pre´sente une certaine dispersion, la me´thode directe et l’application
de Eq. 6.48 fournissent toutes deux des fourchettes cohe´rentes.
Reconstruction du signal
Nous confrontons l’hypothe`se de croissance line´aire du mode ainsi que l’e´valuation
du coefficient d’amplification aux mesures releve´e dan le calcul. Ayant obtenu une
fourchette de valeurs pour le taux d’amplification, nous reconstruisons un signal
synthe´tique psynth1 :
psynth1 = Pscos (2pifs(t− ts)) e(gs(t−ts)) (6.52)
Ce signal reconstruit, est compare´ a` la pression instationnaire moyenne (Fig. 6.10).
On a choisi arbitrairement un taux d’amplification tel que : gs = 190s
−1. La me-
sure de la fre´quence de l’instabilite´ donne : fs = 360Hz. Le marqueur noir situe
l’origine choisie permettant de de´finir (ts, Ps) = (0.1352s,−640Pa) soit environ
une pe´riode apre`s l’initiation de l’instabilite´. On note une bonne concordance
entre la mesure et le signal reconstruit, et ce jusqu’a` l’approche du cycle limite
(t ' 0.15s).
6.4 Mise en oeuvre et analyse du bilan d’e´nergie
acoustique
Nous mettons en oeuvre la fermeture du bilan acoustique sur le calcul de
l’ensemble du cycle instable. L’e´tude de la phase d’amplification ayant donne´











Fig. 6.10 – Comparaison du signal de pression moyenne mesure´ dans le calcul
( ) et du signal synthe´tique reconstruit ( ). • : (ts, Ps)
des re´sultats encourageants, nous proposons la mise en oeuvre de la fermeture
du bilan d’e´nergie acoustique (BEA). Ne´anmoins la validite´ de de´rivation doit
normalement se borner a` la phase de croissance line´aire. Il est en effet de´licat
d’appliquer une de´rivation d’e´quations line´arise´es a` un cycle limite ou` en the´orie
les non-line´arite´s sont non ne´gligeables. On peut y opposer, que les niveaux de
pression ou de vitesse instationnaire, nous placent dans le re´gime line´aire meˆme
au plus fort de l’instabilite´ ou` max|p1| ' 6000Pa soit environ 5% de la pression
moyenne. Les vitesses acoustiques correspondantes sont comprises entre 15 et
35m/s respectivement pour les gaz frais et bruˆle´s soit environ 4% de c0.
Pour chaque cas e´tudie´, on pre´sentera les courbes d’e´volution de :
– l’e´nergie acoustique globale E1(t) du syste`me.
– des diffe´rentiels flux acoustiques
– La somme de flux acoustiques F1(t) et du terme source thermo-acoustique
S1(t).
Pour s’assurer de la fermeture du BEA on comparera la de´rive´e temporelle
de l’e´nergie acoustique globale dE1
dt
aux autres termes du bilan passe´s a` droite
dans Eq. 6.35, i.e. S1(t) − F1(t). Ce test est tre`s exigeant car il ne´cessite que
la LES re´solvent justement plusieurs aspects du phe´nome`ne (hydrodynamique,
acoustique, combustion turbulente pre´me´lange´e) et leurs couplages e´ventuels. Il
e´prouve aussi sur notre configuration les hypothe`ses faites pour obtenir Eq. 6.29.
Mais avant tout nous effectuons deux cas test laminaires permettant de tester
le BEA en configuration simple.








Fig. 6.11 – Configuration du cas test Canal laminaire 1D (CL1D).
6.4.1 Tests Pre´liminaires
Ces tests ont permis de valider les outils de post-traitement de´veloppe´ pour
pouvoir estimer les diffe´rents termes de l’e´quation de bilan d’e´nergie acoustique.
La demarche de validation suit une marche croissante en augmentant graduelle-
ment la complexite´ des cas tests. Je tiens a` associer Alexis Giauque avec qui ce
travail de de´veloppement et tests a e´te´ mene´ conjointement. Je le remercie de sa
participation.
Ecoulement laminaire 1D pulse´
Nous effectuons les premiers tests de fermeture du BEA sur le cas le plus
simple possible. On conside`re un e´coulement monodimensionnel de longueur L =
0.6m (Fig. 6.11). Cet e´coulement e´tant non-re´actif, ceci permet d’annuler le terme




Ce qui signifie qu’en l’absence de source thermo-acoustique (S1) et de dissipation
(ne´glige´e), les seules variations d’e´nergie acoustique du syste`me ne peuvent se
faire que par l’apport ou la fuite d’e´nergie au travers des limites du domaine.
Cette configuration en guide d’onde permet de simplifier encore le calcul de
termes du bilan. En particulier pour le terme de flux F1, qui se re´duit alors aux
contributions de l’entre´e et de la sortie. On s’assure de la fermeture du BEA en
comparant l’e´volution de la somme de flux acoustique et la de´rive´e de l’e´nergie e1.
A la sortie du domaine, on applique une condition de type NSCBC relaxante sur la
pression. L’entre´e, rec¸oit un traitement plus particulier. On y force l’introduction
d’une onde acoustique plane d’une amplitude max|u1| = 0.5u0. On peut ve´rifier
que l’on reste dans les limites de l’acoustique line´aire avec la loi d’e´chelle pour
les perturbations acoustiques :
p1 ' ρ0c0u1 (6.54)
Dans notre cas, max|p1| ' 195Pa soit environ 0.2% de la pression ambiante, ce
qui confirme le re´gime line´aire de l’acoustique de notre cas test. On choisit la















Fig. 6.12 – Canal Laminaire Pulse´ : train d’ondes de pression.
fre´quence de pulsation proche de celle du mode quart d’onde calcule´ en condition





Pour les conditions pre´sentes, on a f1/4 = 142Hz. La condition d’entre´e en
plus d’introduire une onde de forc¸age, renvoit l’inte´gralite´ des ondes remontant
l’e´coulement. Ceci va nous permettre dans un premier temps de ve´rifier la fer-
meture du BEA dans un cas stable ou` l’on aura pris soin de permettre a` l’onde
de sortir par la sortie du domaine. On a donc affaire a` un train d’ondes allant
de gauche a` droite (Fig. 6.12). Pour cela on a choisi un coefficient Kp adapte´
(Tab. 6.1). Dans un second temps (t > 35ms), nous modifions le coefficient de
re´flexion de la condition de sortie afin de la rendre suffisamment re´fle´chissante.
L’ensemble des conditions ope´ratoires est re´sume´ dans Tab. 6.1.
Pour le premier cas test CL1DST, on commence le forc¸age acoustique sur un
e´coulement uniforme stationnaire. On observe sur Fig. 6.13a, le niveau d’e´nergie
acoustique augmenter pendant que l’onde initiale travers le domaine. Cette phase
initiale induit un de´phasage entre les signaux de flux d’entre´e et sortie. Ce
de´phasage correspond au temps acoustique (τac = L/c0 ' 1.7ms) pour que le
front de l’onde initiale atteigne la sortie. On distingue cela tre`s bien sur Fig. 6.13b
ou` le flux d’entre´e est le te´moin du forc¸age de`s t = 0s tandis que le flux de sortie
ne devient significatif qu’a` partir du moment ou` l’onde initiale atteint les limites
du domaine. Durant cette pe´riode initiale, l’e´nergie acoustique croit constam-
ment. Puis atteint un niveau autour duquel elle oscille a` une fre´quence double
du forc¸age (terme quadratique). Fig. 6.13b nous indique que les flux entrants et
sortants sont au de´phasage pre`s de signe oppose´. La totalite´ du flux d’e´nergie
entrant est donc e´vacue´ par la sortie. Ce qui montre que la condition de sortie
est bien acoustiquement non re´fle´chissante a` la fre´quence de forc¸age. Dans ce cas
non-re´actif, la fermeture du BEA se re´duit a` ve´rifier si les courbes dE1
dt
et −F1
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Tab. 6.1 – Conditions ope´ratoires du cas test canal laminaire 1D.
Cas CL1DST CL1DINST
0 < t < 35ms t > 35ms
Condition d’entre´e impose u0, T0, Yk,0
Pulse´e a` 142Hz totalement re´fle´chissante
Condition de sortie maintient de p0
non re´fle´chissante a` 142Hz re´fle´chissante a` 142Hz
































   





















   




Fig. 6.13 – Cas test CL1DST : Evolution temporel des termes du BEA. (a)
Energie acoustique totale ( ) E1. (b) Flux acoustiques (−F1). ( ) Flux
d’entre´e, ( ) Flux de sortie. (c) Fermeture du BEA. ( ) d
dt
E1, ( ◦ )
Somme des flux acoustiques −F1.
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concordent. On constate sur Fig. 6.13c un accord quasi parfait des deux courbes
et ceci de`s la phase initiale transitoire.
On veut ve´rifier que le BEA ferme quand un mode propre s’exprime forte-
ment. Par la meˆme occasion, on teste aussi la fermeture lors d’un transitoire.
On a choisi de pulser sur la fre´quence de re´sonance, mais on aurait pu obtenir
le meˆme re´sultat en ne pulsant pas, juste en perturbant l’e´coulement. Le temps
d’apparition des modes propres est alors plus long. Dans la continuation du cal-
cul pre´ce´dent CL1DST, on modifie l’impe´dance de la condition de sortie afin
qu’elle devienne re´fle´chissante (Tab. 6.1). A t = 36ms le coefficient de re´flexion
est augmente´ de |Rout| = 0.056 a` |Rout| = 0.944. La croissance du mode propre
est quasi imme´diate (Fig. 6.14a). On note la perte de syme´trie au niveau des
flux acoustiques entrant et sortant (Fig. 6.14b) par rapport au cas CL1DST.
Avec l’augmentation du coefficient de re´flexion (ainsi que du fort de´phasage as-
socie´), le flux de sortie contribue a` certains moment du cycle a` l’augmentation
de l’e´nergie du syste`me. Ne´anmoins la contribution moyenne du flux de sortie
conserve son signe. La sortie e´vacue toujours une partie de l’e´nergie acoustique.
La croissance du flux en entre´e provient du fait qu’au flux de forc¸age s’ajoute la
contribution des ondes re´fle´chies provenant de la sortie. La fermeture du BEA
reste dans ce cas transitoire toujours satisfaisante (Fig. 6.14c).

























   




















   




Fig. 6.14 – Cas test CL1DINST : Evolution temporel des termes du BEA. (a)
Energie acoustique totale E1. (b) Flux acoustiques (−F1). Flux
d’entre´e, Flux de sortie. (c) Fermeture du BEA. d
dt
E1, ◦ Somme
des flux acoustiques −F1.
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Gaz brùlés
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Fig. 6.15 – Configuration de calcul de la flamme 1D pulse´e.
Tab. 6.2 – Conditions ope´ratoires du calcul de flamme laminaire 1D pulse´e.
Conditions
Sche´ma cine´tique CH4-2SCM2 Sec. 3.22
Pre´me´lange CH4+air φ = 0.8
vitesse impose´e en entre´e SL = 0.276m/s
Fre´quence du forc¸age 400Hz
Amplitude de pulsation max|u1| = 0.15SL
Flamme Laminaire 1D Pulse´e
Ce cas test est de´fini dans la continuite´ du pre´ce´dent. On ajoute maintenant
un terme re´actif dans le guide d’onde monodimensionnel. Nous mettons alors
en oeuvre une flamme laminaire monodimensionnelle de me´thane (Fig. 6.15). On
maintient la flamme dans une position fixe en imposant une vitesse d’entre´e e´gale
a` la vitesse de flamme laminaire pour une richesse de 0.8 (Eq. 3.22a). De la meˆme
manie`re que pre´ce´demment on superpose a` l’e´coulement moyen stationnaire un
forc¸age acoustique impose´ par l’entre´e (Tab. 6.2). La fre´quence de forc¸age est
choisie pour que sa longueur d’onde associe´e reste grande devant l’e´paisseur de
flamme (hypothe`se de flamme compacte). L’estimation de cette longueur d’onde
n’est pas directe car le milieu est inhomoge`ne avec des gaz bruˆle´s a` 2000K en
aval de la flamme et des gaz frais a` 300K a` l’amont.Pour de´terminer la longueur
d’onde associe´e a` la fre´quence de 400Hz on utilise un solveur d’Helmholtz 1D
multie´le´ments (SOUNDTUBE [7]). On mode´lise le domaine de calcul par deux
e´le´ments de section identique accole´s. On affecte a` chaque e´le´ment les proprie´te´s
acoustiques (γ, Tempe´rature etc.) des gaz frais ou bruˆle´s. On impose u1 = 0 a`
l’entre´e de gaz frais et p1 = 0 en sortie. Le premier mode pre´dit est toujours le
mode quart d’onde du domaine. On recherche alors heuristiquement la longueur
du domaine pour laquelle on obtient le mode quart d’onde a` la fre´quence de
400Hz. On maintient la syme´trie du domaine initial, en conservant des e´le´ments
de longueur identique. Dans ces conditions, on trouve une longueur de 0.4m pour
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Tab. 6.3 –
Grandeur Estimation Valeur




max|ρ1| = max|p1|c20 2 10
−4kg/m3
< ω˙T,0 > Eq. 6.65 3.47 10
6J/m3/s
un mode quart d’onde a` 400Hz soit une longueur d’onde Lac de 1.6m a` comparer
a` l’e´paisseur de la flamme δL (Fig. 3.22c) qui pour cette richesse de 0.8 est de
5 10−4m. Dans ce cas de figure Lac
δL
> 3000.
On note que les flux ne restent pas strictement positifs ou ne´gatifs comme
dans cas CL1DST. On attribue ceci au de´phasage entre p1 et u1 qui n’est plus
rigoureusement e´gal a` pi
2
a` cause de la variation de la vitesse du son au passage de
la flamme rendant le milieu dispersif. Ne´anmoins on peut constater, que (comme
le cas CL1DST) la quantite´ d’e´nergie acoustique introduite par le flux entrant
est totalement e´vacue´e via le flux acoustique de sortie (Fig. 6.16b). Le terme
source thermo-acoustique s1 (Fig. 6.16c) est quasi harmonique et en phase avec
la somme de flux. Sa moyenne glissante sur une pe´riode reste nulle, ainsi le terme
source ne montre aucun signe d’interaction avec le champ acoustique. Il n’est pas
moteur d’une instabilite´. On peut ne´anmoins se questionner sur son origine. Il
est le produit de la pression et du de´gagement de chaleur. Si l’amplitude de la
pression instationnaire est impose´e directement par le forc¸age, on ne connaˆıt pas
a priori celle du de´gagement de chaleur. La variation du taux de de´gagement de
chaleur ne peut eˆtre duˆ a` un plissement ou e´tirement de la flamme du fait de
la configuration monodimensionnel. Le taux de de´gagement de chaleur ne peut
alors varier que sous l’effet de la variation de densite´ (impose´ par le forc¸age).
Nous allons ve´rifier cette assertion en estimant les ordres de grandeurs de ces
variations.
Ce cas test utilise un sche´ma cine´tique a` deux e´tape (CH4-2SCM2 Sec. 3.5.3).
La premie`re re´action irre´versible consomme la totalite´ du me´thane. Le taux de
consommation du me´thane est alors directement proportionnel a` l’avancement de
la premie`re re´action. On peut donc estimer le de´gagement de chaleur connaissant
l’avancement de la re´action et la chaleur massique de combustion du me´thane Q























RT Pour simplifier cette expression on
























   
















   


















Fig. 6.16 – Cas test F1DPulse : Evolution temporel des termes du BEA. (a)
Energie acoustique totale : E1. (b) De´tails des flux acoustiques (−F1) :
Flux d’entre´e, Flux de sortie. (c) Termes acoustiques (−F1 et S1) :
S1, −F1. (d) Fermeture du BEA : ddtE1, ◦ Somme des flux
acoustiques −F1.


















Fig. 6.17 – Comparaison du signal de pression moyenne < p1 > ( ) et du
signal de de´gagement de chaleur instationnaire moyen < ω˙T,1 >( ).
line´arise le terme quadratique (ρ1
ρ0
¿ 1) :

























L’expression du de´gagement de chaleur non perturbe´ donne avec Eq. 6.57 :
ω˙T,0 = Qρ20A (6.63)
Ce qui permet d’e´valuer le rapport :
ω˙T
ω˙T,0









La longueur d’onde associe´e au forc¸age e´tant tre`s grande devant les dimension
du domaine, on peut conside´rer p1 constant dans le domaine. En conse´quence, le
rapport ρ0
ρ1
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On peut donc appliquer l’ope´rateur de moyenne spatial <>5 sur Eq. 6.65 :




On peut alors estimer l’amplitude de la perturbation sur ω˙T,1 avec les mesures
ou estimations de la table 6.3 :




Cette valeur est du meˆme ordre et meˆme assez proche de la valeur mesure´e ('
15000J/m3/s) sur le calcul (Fig. 6.17). Ceci confirme alors que l’instationnarite´ du
de´gagement de chaleur est due a` la fluctuation acoustique sur la densite´ impose´e
par le forc¸age. L’objectif de ce cas test est atteint puisqu’on observe la fermeture
du BEA avec une pre´cision satisfaisante sur la Fig. 6.16d.
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Chapitre 7
LES and acoustic analysis of
combustion instability
Article a` paraˆıtre dans AIAA Journal : Special Issue on
Combustion Modelling and LES : Development and Va-
lidation Needs for Gas Turbine Combustors.
LES and acoustic analysis of combustion instabi-
lity in a staged turbulent swirled combustor
Cet article est issu de la collaboration de deux groupes travaillant initialement
sur deux aspects distinct des instabilite´s thermo-acoustiques. Le premier groupe
met en oeuvre un calcul LES re´actif afin de simuler l’e´coulement re´actifs instation-
naire d’un bruˆleur de laboratoire. L’approche instationnaire permet de capturer
la naissance et la croissance d’une instabilite´ thermo-acoustique. Les donne´es is-
sues de ces calculs permet ensuite de ve´rifier sur cette expe´rience nume´rique la
fermeture du bilan d’e´nergie acoustique de´veloppe´ en Sec. 6.3. Le second groupe
utilise une approche spectrale pour l’e´tude des instabilite´s. Un solveur d’Helm-
holtz 3D [7] permet de de´terminer les modes propres de la configuration. Ce
solveur posse`de de nombreux raffinements afin d’augmenter sa pre´cision. Il est
en effet capable de prendre en compte les effets des impe´dances re´elles des li-
mites ouvertes du domaine. Il est en outre aussi capable de prendre en compte
(ou non) l’influence de la flamme dans sa pre´diction des modes. Il offre alors
non seulement la capacite´ de pre´dire la forme et la fre´quence des modes propres
mais aussi leur taux d’amplification. C’est a` dire qu’il offre la capacite´ de savoir,
parmi tous les modes pre´dits lesquels seront amplifie´s ou amortis. Ne´anmoins ces
capacite´s sont tributaires de l’obtention de donne´es fiables que ce soit pour les
impe´dances aux limites que pour la mode´lisation de la fonction de transfert de
flamme. La comple´mentarite´ des deux approches, apparaˆıt alors clairement. Les
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donne´es extraites des calculs instationnaire, ayant de´ja` mis en e´vidence une in-
stabilite´ d’un syste`me, vont pouvoir alimenter les entre´es du solveur acoustique.
Ce jeu de donne´es permet en outre de valider l’approche spectrale, car elle doit
concorder avec les observations du calcul LES c’est a` dire pre´dire un taux d’am-
plification positif pour le mode en question. Dans le sens inverse, l’analyse issue
des re´sultats du solveur acoustique va nous permettre de de´terminer parmi deux
modes de forme et de fre´quence proche (tous deux potentiellement instables)
lequel correspond effectivement a` l’instabilite´ rencontre´e.
Pour ces travaux, je tiens a` remercier les co-auteurs Laurent Benoˆıt, Franck
Nicoud, et Thierry Poinsot pour leur collaboration active et constructive a` ce
travail.
Charles E. Martin1 , Laurent Benoit2 Franck Nicoud3 and Thierry Poinsot4 .
Abstract
This paper presents the analysis of self-excited combustion instabilies encoun-
tered in a lab-scale, swirl-stabilized combustion system. The instability is success-
fully captured by reactive Large Eddy Simulation (LES) and analyzed by using
a global acoustic energy equation. This energy equation shows how the source
term due to combustion (equivalent to the Rayleigh criterion) is balanced by the
acoustic fluxes at the boundaries when reaching the limit cycle. Additionally, an
Helmholtz-equation solver including flame-acoustics interaction modelling is used
to predict the stability characteristics of the system. Feeding the flame-transfer
function from the LES into this solver allows to predict an amplification rate
for each mode. The unstable mode encountered in the LES compares well with
the mode of the highest amplification factor in the Helmholtz-equation solver, in
terms of mode shape as well as in frequency.
1PhD student, CERFACS, CFD team.
2PhD student, CERFACS, CFD team.
3Professor, Universite Montpellier II and CNRS.
4Research director IMF Toulouse, INP de Toulouse and CNRS. Associate fellow AIAA.
Nomenclature
[Pˆ ] Column vector of size N associated to an eigenmode
[A] Square matrix of size N
E1 Instantaneous global acoustic energy term, J
F1 Instantaneous global acoustic fluxes, W
S1 Instantaneous global Rayleigh term, W
u Velocity vector, m/s
c Sound velocity, m/s
Dk k
th species diffusion coefficient, m2/s
E Efficiency function
e1 Acoustic energy, J/m
3
Ea Activation Energy, cal/mol
F Flame thickening factor
f Frequency, Hz
i Square root of −1
N Number of nodes of the grid
n Magnitude of the Flame Transfer Function, Pa/m
p Pressure, Pa
R Perfect gas constant, cal/mol/K
Skc k




th species mass fraction
Z Local reduced acoustic impedance
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n Outward normalized normal vector
δ0L Flame thermal thickness, m
γ Plotytropic coefficient
ν Cinematic viscosity, Pa/s
ω Pulsation, rd/s
ωk k
th species reaction rate, mol/m3/s
φ Phase of the Flame Transfer Function
ω˙T Unsteady heat release, J/m
3
ρ Mass density, kg/m3
τ Time delay of the n− τ model, s
s0L Laminar flame speed, m/s










Combustion oscillations are frequently encountered during the development
of many combustion chambers for gas turbines.1−4 These oscillations cannot be
predicted at the design stage and correcting actions can be extremely costly at
later stages. Testing burners in simplified combustion chambers is a common
method to verify their stability but is also an ambiguous approach because most
experimentalists know that a given burner can produce unstable combustion in
one chamber and not in another. Methods providing stability analysis before any
tests are therefore requested.
Large Eddy Simulations are an obvious choice for such studies : they are
powerful tools to study the dynamics of turbulent flames (see recent books on
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turbulent combustion4,5). Multiple recent papers have demonstrated the power
of these methods.6−12 However, an important limitation of LES is its cost : the
intrinsic nature of LES (full three-dimensional resolution of the unsteady Navier
Stokes equations) makes it very expensive, even on today’s computers. Moreover,
even when they confirm that a combustor is unstable, LES does not say why and
how to control it. Therefore, tools are needed to analyze LES results but also
provide capacities for optimization and control of thermoacoustic oscillations in
chambers.
A proper framework to analyse combustion stability is the wave equation in a
reacting flow.4 Such an equation is complex to derive because most assumptions
used in classical acoustics must be revisited in a multi-species, non-isothermal,
reacting gas. For low Mach numbers, an approximate equation controlling the















− ρ0c20∇u1 : ∇u1 (7.1)
where the subscript 0 refers to mean quantities and the subscript 1 to small
perturbations. ω˙T1 is the local unsteady heat release. c0 and ρ0 are respectively
the sound speed and the density which can change locally because of changes in
temperature and composition due to chemical reactions. These reactions are also
the source of the additional RHS source term (γ−1)∂ω˙T1/∂t which is responsible
for combustion noise and instabilities. This equation does not assume a constant
polytropic coefficient γ and thus differs slightly from the one derived in a previous
work (Eq. 1.1 in Ref 13). This approach is better suited to reacting flows where γ
can change by 30% from fresh to burnt gases. Eq. 7.1 is difficult to use directly in
practice and multiple methods have been proposed to solve it.3,14−17 This paper
presents a method where Eq. 7.1 is used together with LES :
– First an acoustic solver based on a Helmholtz equation is developed to pro-
vide all acoustic modes of a combustion chamber. In this approach, Eq. 7.1
is solved in the frequency domain by assuming sinusoidal oscillations. This
solver uses information given by the LES on the mean temperature field
and the flame transfer function.
– Second, a new analysis tool to analyze the budget of acoustic energy in a
reacting flow is described. This integral form of Eq. 7.1 is a generalization
of the well-known Rayleigh criterion4,18 which allows an evaluation of all
terms of the acoustic energy equation in the LES.
The first objective of the present work is to couple these three tools (LES,
Helmholtz solver and acoustic energy budget) and show how they can be com-
bined to understand combustion instabilities. This exercice will be performed on
a staged swirled combustion chamber installed at Ecole Centrale de Paris. In
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this device, the outlet boundary condition will be changed in the LES from non-
reflecting to perfectly reflecting (pressure node) to demonstrate the effect of this
condition on the burner unsteady activity and prove that the three tools used
throughout the paper provide reasonable explanations for this phenomenon.
The presentation starts with a description of the acoustic energy equation.
The LES tool characteristics are recalled before presenting the Helmholtz tool.
The configuration is then described before the presentation of the results. Stable
and unstable regimes evidenced by LES are discussed. In this last case, a scenario
where the combustion instability grows, reaches a limit cycle and then decays is
studied. This control of the instability is obtained by changing the outlet boun-
dary condition and the budget of acoustic energy during the whole evolution is
used to analyze the instability, the mechanisms controlling its limit cycle ampli-
tude and its decay. Finally, the Helmholtz solver results are presented : the flame
transfer function measurement methodology is described and applied to obtain
the frequency as well as the growth rate of the combustor eigenmodes. It is then
verified that the most unstable mode matches the LES observations.
7.2 Acoustic energy equation
The total acoustic energy equation is an integral form of the wave equa-
tion (Eq. 7.1) which is quite useful to understand basic mechanisms of com-
bustion instabilites. This equation cannot be used to predict unstable modes
like the Helmholtz solver, but is a powerful method to analyze the results of














= s1 −∇ · (p1u1) with s1 = (γ − 1)
γp0
p1ω˙T1 (7.2)
If integrated over the whole volume V of the combustor bounded by the















E1 = S1 −F1 (7.3)
where n is the surface normal vector. This surface consists of walls or of in-
let/outlet sections.
In Eq. 7.3, all terms are time dependent. The RHS source term S1 corresponds
to the Rayleigh criterion18 : it measures the correlation between unsteady pressure
p1 and unsteady heat release ω˙T1 averaged over the whole chamber. It can act
as a source or a sink term for the acoustic energy. The other RHS term F1 is
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less studied because it is impossible to measure experimentally. It is an acoustic
flux integrated on all the boundaries. Walls have zero contribution in this term
because the velocity perturbations u1.n vanish on walls. However, F1 may be
large on inlets and outlets where it is usually a loss term. Eq. 7.2 is therefore a
generalization of the Rayleigh criterion : the total acoustic energy in the chamber
E1 will grow if the acoustic gain term S1 is larger than the acoustic losses F1. The
magnitudes and relative importance of the two terms S1 and F1 are controversial
issues in the field of combustion instabilities. For example, one important question
is to know whether acoustic losses are important or not in the determination of
limit cycles. For these limit cycles, the acoustic energy E1 must remain constant
over a period of oscillations and Eq. 7.2 shows that such a cycle can be reached
for two situations :
– The limit cycle may be combustion controlled : if the acoustic losses are small
(F1 = 0), the pressure and heat release signals may adjust to give S1 ' 0.
The limit cycle is reached when this phase shift leads to a zero Rayleigh
term S1 as observed in certain experiments. Physically, this is often obtained
when the heat release oscillations saturate (because the minimum reaction
rate reaches zero at some instant of the cycle) or when the phase between
pressure and heat release changes so that combustion itself controls the
limit cycle amplitude.
– The limit cycle may be acoustically controlled : the source term S1 may be
large (pressure and heat relase are oscillating in phase) but the acoustic
losses F1 are too large and compensate S1. In this case, the final amplitude
of oscillation is controlled by the acoustic impedances of outlets and inlets.
Clearly, these two solutions lead to very different approaches of combustion
instabilities : if the limit cycle is combustion controlled, the acoustic behavior
of inlets and outlets has a limited effect on the stability ; if it is acoustically
controlled, acoustic impedances of inlets and outlets become essential elements
of any method (experimental or numerical). In the present study, the LES results
are post-processed to measure all terms of Eq. 7.2 and determine whether the
unstable mode is combustion or acoustically controlled.
7.3 Large Eddy Simulations for reacting flows
in complex geometries
7.3.1 Numerical methods for compressible reacting LES
Most academic LES are often limited to fairly simple geometries for obvious
reasons of cost and complexity reduction. In many cases, experiments are designed
using simple two-dimensional shapes6,19,20 or axisymmetrical configurations21,22
and simple regimes (low speed flows, fully premixed or fully non-premixed flames)
to allow research to focus on the physics of the LES (subgrid scale models,
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flame/turbulence interaction model), and more generally, to demonstrate the va-
lidity of the LES concept in academic cases. This approach is clearly adequate in
terms of modelling development, but it can also be misleading in various aspects
when it comes to deal with complex flames in complex geometries, especially in
real gas turbines for which specific problems arise :
– Real geometries cannot be meshed easily and rapidly with structured or
block-structured meshes : up to now, most LES of reacting flows have been
performed in combustion chambers where structured meshes were suffi-
cient to describe the geometry. This is no longer the case in gas turbines
and this brings additional difficulties. Indeed, on structured meshes, buil-
ding high-order spatial schemes (typically 4th to 6th order in space) is easy
and provides very precise numerical methods.23−25 For complex geometries
such structured meshes must be replaced by unstructured grids, on which
constructing high-order schemes is a more difficult task.
– Unstructured meshes also raise a variety of new problems in terms of subgrid
scale filtering : defining filter sizes on a highly anisotropic irregular grid is
another open research issue.26−29 Many LES models, developed and tuned
on regular hexahedral grids, may perform poorly on the low-quality un-
structured grids required to mesh real combustion chambers. For example,
the filtered structure model24 is difficult to extend to unstructured grids.
– LES validation is often performed in laboratory low-speed unconfined flames,
in which acoustics do not play a role and the Mach number remains small so
that acoustics and compressibility effects can be omitted from the equations.10,21
In most real flames (for example in gas turbines), the Mach number can
reach high values and acoustics are important so that taking compressibility
effects into account becomes mandatory. This leads to a significantly heavier
computational task : since acoustic waves propagate faster than the flow,
the time step becomes smaller and the boundary conditions must handle
acoustic wave reflections.4 Being able to preserve computational speed on
a large number of processors then also becomes an issue simply to obtain a
result in a finite time.
– At the present time, it is impossible to perform a true LES everywhere in
the flow and it will remain so for a long time. For example, the flow between
vanes in swirled burners, inside the ducts feeding dilution jets or through
multiperforated plates would require too many grid points. Compromises
must be sought to offer (at least) robustness in places where the grid is not
sufficient to resolve the unsteady flow.
In the present work, the full compressible Navier Stokes equations are solved
on hybrid (structured and unstructured) grids in a code called AVBP. Subgrid
stresses are described by the WALE model.30 The flame/turbulence interaction
is modeled by the Thickened Flame (TF) model.6,31 The numerical scheme is
explicit in time and provides third-order spatial and third-order time accuracy.31
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7.3.2 Thickened Flame (TF) model and chemical scheme
For this study, the standard TF model 31 is used : in this model, preexponential
constants and transport coefficients are both modified to offer thicker reaction
zones that can be resolved on LES meshes. The fundamental property justifying
this approach has been put forward by Butler and O’Rourke32 by considering the
balance equation for the k-species mass fraction Yk in a one-dimensional flame of
















+ ω˙k (Yj, T ) (7.4)

























leads to a “thickened” flame equation where F is the thickening factor and su-
perscript th stands for thickened quantities. Introducing the variable changes






















which has the same solution as Eq. 7.4 and propagates the flame front at the same
speed s0L. However, Y
th
k (x, t) = Yk(x/F, t/F ) shows that the flame is thickened by
a factor F . The thickened flame thickness is δthL = Fδ
0
L. Choosing sufficiently large
values of F allows to obtain a thickened flame which can be resolved on the LES
mesh. Typically, if n is the number of mesh points within the flame front (n is of
the order of 5 to 10) and ∆x the mesh size, the resolved flame thickness δthL is n∆x
so that F must be F = n∆x/s0L. Note that F is not an additional parameter of
the model but is imposed by the previous relation as soon as the mesh is created.
In the framework of LES, this approach has multiple advantages : when the
flame is a laminar premixed front, the TF model propagates it, in the limit of
an infinitely thin front, at the laminar flame speed exactly like in a G equation
approach. However, this flame propagation is due to the combination of diffusive
and reactive terms which can also act independently so that quenching (near
walls for example) or ignition may be simulated. Fully compressible equations
may also be used as required to study combustion instabilities.
The thickening modification of the flame front also leads to a modified inter-
action between the turbulent flow and the flame : subgrid scale wrinkling must
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be reintroduced. This effect can be studied and parametrized using an efficiency
function E derived from DNS results.31,33,34 This efficiency function measures the
subgrid scale wrinkling as a function of the local subgrid turbulent velocity u′∆e
and the filter width ∆e. In practice, the diffusion coefficient Dk is replaced by
E F Dk and the preexponential constant A by AE/F so that the conservation

























Such an equation propagates the turbulent flame at a turbulent speed sT = Es
0
L,
while keeping a thickness δthL = Fδ
0
L. In laminar regions, E goes to unity, and
Eq. 7.7 simply propagates the front at the laminar flame speed s0L. The subgrid
scale wrinkling function E was obtained from the initial model of Ref. 31 as a









The TF model uses finite rate chemistry : here the configuration corresponds
to a lean premixed flame so that a one-step Arrhenius kinetics is sufficient. This
one-step scheme (called 1sCM1) has been fitted with a genetic algorithm based
tool on a laminar flame structure. The reference mechanism used to fit 1sCM1
is the Peters propane scheme.35 1sCM1 takes into account five species (C3H8,O2,
CO2, H2O and N2) :
C3H8 + 5O2 −→ 3CO2 + 4H2O (7.8)















where the rate parameters are provided in Table 7.1.
The diffusion coefficient Dk of species k is obtained as Dk = ν/S
k
c where ν is
the viscosity and Skc the fixed Schmidt number of species k. The Schmidt number
values used in the present simulations are given in Table 7.1, and correspond to
the PREMIX values measured in the burnt gases. The Prandtl number is set
to 0.68. With this parameter set, the agreement between flame profiles obtained
using AVBP or PREMIX with the same chemical scheme is good. The agreement
between the Peters and the 1sCM1 schemes in terms of laminar flame speed is
satisfactory for the lean to stoechiometric mixtures. Note that other formulations
are available for LES of partially premixed turbulent flows.5,11 To study combus-
tion/acoustics coupling, however the TF model offers the best compromise. First
the G equation is usually implemented in low mach number codes which do not
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Tab. 7.1 – Rate constants and Schmidt numbers for the 1sCM1 scheme : the
activation energy is in cal/moles and the preexponential constants in cgs units.
Chemical rate constants
A nC3H8 nO2 Ea
3.29E10 0.856 0.503 31526
Schmidt numbers
C3H8 O2 CO2 H2O N2
1.241 0.728 0.941 0.537 0.690
solve for acoustics while acoustics are fully represented in the TF model. Second,
The TF approach has been now validated in multiple complex geometry swirled
burners12,36 making it a proper basis for the present study.
7.4 Acoustic solver for the Helmholtz equation
The acoustic tool used in this study, called AVSP, solves the eigenvalue pro-
blem associated to the wave Eq. 7.1. When dealing with thermo-acoustic insta-
bilities, it is usual to model the geometry of the combustor by a network of 1D
or 2D axisymmetric acoustic elements where a simplified form of Eq. 7.1 can be
solved.4,15,37−39 Jump relations are used to connect all these elements and the
amplitude of the forward and backward acoustic waves are determined so that
the boundary conditions are satisfied. The main drawback of this approach is
that the geometrical details of a combustor cannot be accounted for and only
the first ”equivalent” longitudinal or orthoradial modes are sought for. In the
acoustic solver, a finite element strategy is used to discretize the exact geometry
of the combustor so that no assumption is made a priori regarding the shape of
the modes. This feature gives the Helmholtz solver the potential to test the effect
of geometrical changes on the stability of the whole system.
Eq. 7.1 is solved in the frequency domain by assuming harmonic variations at














Introducing Eq. 7.10 into Eq. 7.1 and neglecting the turbulent noise γp0∇u1 : ∇u1
in front of the combustion term (γ − 1)∂ω˙T1/∂t leads to a modified form of the










+ ω2Pˆ = iω(γ − 1)ΩˆT (7.11)
where the unknown quantities are the complex amplitude Pˆ of the pressure oscil-
lation at frequency f and pulsation ω. Note that ΩˆT , the amplitude of the heat
release perturbation is also unknown and must be modeled. This is obviously
the difficult part of the modeling and it remains an open research issue today.
In the present work, the simplest linear approach initally proposed by Crocco14
was chosen as a first step. A direct extension of the standard n − τ model4,14,40
was used to write : ω˙T1 ∝ nu1(xref , t − τ) (u1 is the axial velocity fluctuations).
In 1D approaches, the interaction index n and time delay τ are two parameters
describing the acoustic behaviour of a compact flame located at the axial position
xref . In the Helmholtz solver, where the geometry of the combustor is fully descri-
bed, the flame is distributed and the interaction index and time delay depend on
space. These data can be extracted from LES results by post-processing either
a self-excited or a forced oscillating regime. Once measured in LES, the fields
n(x, ω) and τ(x, ω) are used to model the unsteady heat release in Eq. 7.11 as :
ΩˆT = n(x, ω)exp(iωτ(x, ω))Uˆ(xref) · nref . (7.12)
The linearized momentum Euler equation Uˆ = ∇Pˆ /iωρ can be used to relate ΩˆT
to Pˆ and close Eq. 7.11.
Three types of boundary conditions can be prescribed for Eq. 7.11 (where n
is the outward unit normal vector to the boundary) :
– Dirichlet condition which imposes Pˆ = 0, on fully reflecting outlets,
– Neumann condition which imposes ∇Pˆ · n = 0, on fully rigid walls or
reflecting inlets,
– Robin condition which imposes cZ∇Pˆ · n = iωPˆ , on general boundaries,
where Z is the local reduced complex impedance Z = Pˆ /ρ0c0Uˆ · n
In this study, the reduced boundary impedance Z has been obtained using Eq. 7.16
as described later.
Knowing the boundary impedance Z, the sound speed c0 and the density ρ0
distribution, the flame response (n(x, ω), τ(x, ω)), and assuming that Z does not
depend on ω 5, a Galerkin finite element method is used to transform Eq. 7.11
into a non-linear eigenvalue problem of size N (the number of nodes in the finite
element grid used to discretize the geometry) of the form :
[A][Pˆ ] + ω[B][Pˆ ] + ω2[C][Pˆ ] = [D(ω)][Pˆ ] (7.13)
where [Pˆ ] stands for the column vector containing the eigenmode at pulsation ω,
and [A], [B], [C] are square matrices depending only on the discretized geometry
5The same result holds if 1/Z = 1/Z0 + Z1ω + Z2/ω, where Z0, Z1 and Z2 are complex
valued constants.
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of the combustor. If the impedances Z change with ω, Eq. 7.13 can be solved
iteratively and independently for each eigenmode, by using a Z value adapted to
each eigenfrequency. [D(ω)] is the unsteady contribution of the flame and depends
on the pulsation through the combustion term n(x, ω)exp(iωτ(x, ω)). No efficient
numerical method exists to solve this non-linear eigenvalue problem. However, in
the case where the unsteady flame response is neglected, viz. [D(ω)] = 0, Eq. 7.13
simplifies into a quadratic eigenvalue problem depending only on ω and ω2. A
variable transformation can then be used to obtain an equivalent linear eigen
value problem of size 2 × N .41 Several numerical methods can then be used to
assess the eigenmodes. Direct methods (e.g. QR-based) are exact and have the
advantage to provide all the eigenmodes. However, they can be expensive to solve
for large problems (N > 103). Since only the first few frequencies are usually of
interest from a physical point of view, it is more appropriate to use an iterative
method which can be applied for large problems (N > 105) without difficulty.
In the Helmholtz solver, we are using a parallel implementation of the Arnoldi
method42, which enables to solve complex problems of size N ' 20000 in a few
minutes.
Setting [D(ω)] = 0 is equivalent to finding the eigenmodes of the burner, ta-
king into account the presence of the flame through the mean temperature field
but neglecting the flame effect as an acoustically active element. The boundary
conditions are also acounted for and this approximation can provide relevant
information on the shape and real frequency of the first few modes of the com-
bustor. However, since there is no coupling between the acoustics and the flame,
there is no hope to discriminate between stable and unstable modes, which is
the ultimate objective of this study. Assuming that the unsteady flame response
creates a small perturbation of the modes, a linear expansion technique can be
developed to assess the imaginary part of ω, hence the stability of the pertur-
bed modes.43,44 Another path has been followed in this study in order to handle
cases where the unsteady response of the flame changes the modes significantly
and when the linear expansion is not justified. The non-linear eigenvalue pro-
blem Eq. 7.13 is then solved iteratively, the kth iteration consisting in solving the
quadratic eigenvalue problem in ωk defined as :
([A]− [D(ωk−1)]) [Pˆ ] + ωk[B][Pˆ ] + ω2k[C][Pˆ ] = 0 (7.14)
A natural initialization is to set [D(ω0)] = 0 so that the computation of the
modes without combustion is in fact the first step of the iteration loop. Usually,
less than 5 iterations are enough to converge towards the complex pulsation and
associated mode. This linearized approach to describe the stability of the burner
in terms of modes has drawbacks but remains one of the basic tools to study
instabilities :
– The linearization is valid only for small amplitude perturbations, a condi-
tion which is obviously not true when limit cycles typical of combustion
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instabilities are observed in gas turbines. However, this assumption is valid
when the instability grows45 and helps to determine the unstable modes :
such modes have to appear and grow before they reach a limit cycle and
any analysis adapted to this early phase is of interest.
– Most acoustic tools work on linear regimes for which each oscillatory mode
is independent of other modes. Many combustion instabilities exhibit non-
linear coupling where high-frequency modes couple with low-frequency oscillations.46
These were also observed in the experiment of Ref. 1 in which a 530 Hz mode
(often called rumble) was systematically accompanied by a high-frequency
mode (called screech) at 3750 Hz. The fact that combustion instabilities in-
volve more than one mode of oscillation is one of the basis of the approach
of Culick.47 The tool presented above treats each mode individually and
cannot simulate such phenomena.
– The description of the coupling between acoustics and combustion in such
models is extremely crude. The response of the flame excited by an acous-
tic wave depends on several physical phenomena such as chemical reac-
tions, species diffusion, vortex shedding, vortex-flame interaction, etc . . . .
All these phenomena are not neglected in the present study but their cu-
mulative effect is modeled through the global time scale τ and index n.
Despite these limitations, such tools are useful because they provide relevant
information about the modes triggered by the acoustic/flame coupling while run-
ning fast : for the current configuration, only 8000 grid points were necessary
to describe the geometry and obtain the first 4 modes. For comparison, half a
million nodes were used to perfom the LES. A typical run for solving the qua-
dratic eigenvalue problem of type Eq. 7.14 on this grid lasts 10 min by using
15 processors (R14000 500 MHz IP35) on an SGI O3800 parallel machine. Such
a tool can thus be used in the design process of new gas turbines to characte-
rize their thermoacoustic modes. By describing the whole geometry between the
compressor and the turbine, including all the injectors dispatched around the
combustion chamber, such simulations would give unique information about the
swirling modes that sometimes show up in large gas turbines. The difficult and
computationally expensive task would be to compute the flame transfer function
by performing a LES of the turbulent flame. Such a simulation would be perfor-
med by considering an angular sector corresponding to only one injector, saving
grid points and CPU resources.
7.5 Configuration
7.5.1 Geometry : a swirled premixed combustor
The methodologies described in the previous sections were tested for a swirled
combustor displayed in Fig. 7.1. The configuration is typical of swirled combus-
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Fig. 7.1 – Configuration : a staged swirled combustor.
Tab. 7.2 – Flow parameters for combustion cases.
Total flow rate (kg/s) Axial flow rate (kg/s)
22.10−3 4.10−3
Equivalence ratio Reynolds number
(burner mouth)
0.8 46700
tion : premixed gases are introduced tangentially into a long cylindrical duct
feeding the combustion chamber. The tangential injection creates the swirl requi-
red for stabilization. The fuel is propane. The two independant swirler elements
allow fuel staging. The staging parameter α is defined as the ratio of fuel flow
rate of the first to the second swirler.
The regime studied here corresponds to the parameters given in Table 7.2.
The staging of the burners corresponds to α = 0.3.
7.5.2 Boundary conditions
Specifying boundary conditions is a critical issue for compressible flows. Here,
the NSCBC technique4,48 was used at the outlet. The level of reflection of this
boundary can be controlled by changing the relaxation coefficient σ of the wave
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Tab. 7.3 – Acoustic inlet and outlet boundaries characteristics for the runs REF
and LEAK.
Case LEAK REF
Inlet σ 1000 1000
Outlet σ 1000 10000
Characteristic Non-Reflecting Reflecting
Outlet impedance X 0.04− 0.21i
measured in LES
at 380Hz
Outlet impedance 0.85− 0.36i 0.05− 0.23i
calculated with
Eq. 7.16 at 380Hz
correction49, which determines the amplitude of the incoming wave L1 entering
the computational domain :
L1 = σ(p− pt) (7.15)
where pt is the prescribed pressure value at infinity. Eq. 7.15 acts on the flow
like a spring mechanism with a stiffness σ. The impedance of the boundary is a




For small values of σ, Eq. 7.15 keeps the pressure p close to its target value pt
while letting acoustic waves go out at the same time :4 the outlet is non- reflecting.
When large values of σ are used, the outlet pressure remains strictly equal to pt
and the outlet becomes totally reflecting. Two sets of computation will be shown
(Table 7.3). The first one (called LEAK) corresponds to a case where the spring
stiffness σ is small so that the outlet is non-reflecting and the acoustic waves are
evacuated with very small reflection levels. For the second set (REF), σ is large
and the outlet is reflecting (the pressure oscillation is almost zero).
7.6 LES Results
7.6.1 Stable flow
The first computation corresponds to the case where the outlet section is non-
reflecting (case LEAK in Table 7.3) : the acoustic feedback is minimized and the
6This impedance can be taken into account by the Helmholtz solver under the following
form : 1/Z = 1 + iσ/ω
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Fig. 7.2 – Mean axial velocity field, white line : iso-ux = 0, black line : iso-T =
1500 K for stable combustion.
Fig. 7.3 – Mean fuel mass fraction field, black lines : iso-reaction rate for stable
combustion.
flame does not exhibit any strong unstable movement. The mean velocity and
fuel mass fraction fields are displayed in Fig. 7.2 and Fig. 7.3. As expected, the
downstream part of the central recirculation zone is filled by burnt gases and
stabilize the turbulent flame.
7.6.2 Instability sequence
LES also reveals that the combustor can exhibit a strong unstable mode when
the outlet is acoustically closed (case REF). In this case, soon after ignition, the
pressure and the global heat release start oscillating (Fig. 7.4) at 380 Hz. To
analyse the behavior of this instability, the following sequence is set up :
– Starting from a stable flame (LEAK), the outlet impedance is changed to
become reflecting (case REF) at time t = 0.127s (Fig. 7.4). The oscillation
grows and reaches a limit cycle at a frequency of 380 Hz mode.
– At time t = 0.173s, the outlet impedance is switched again to a non- re-
flecting condition (case LEAK) and the instability disappears.



















Growth Overshoot Limit Cycle Decay
Fig. 7.4 – Mean normalized value of pressure ( ) , heat release ( ) and
phase angle between pressure and heat release ( ).
This scenario provides four phases which are studied sequentially :
– A linear growth between times 0.127s and 0.145s,
– An overshoot phase between 0.145s and 0.160s
– A limit cycle between times 0.160s and 0.173s,
– A decay phase starting at t = 0.173s
For each phase, the instability is analyzed in terms of flame shape, flame oscilla-
tion and phase between heat release and pressure. Moreover, the acoustic energy
equation budget is closed and all terms are analyzed.
7.6.3 Growth phase
Once the outlet boundary is acoustically closed (t = 0.127s), the thermoa-
coustic instability starts. Figure 7.5 displays the time variations of the combustion
source term S1, the acoustic losses F1. The total acoustic energy evolution of the
chamber E1 is shown in Fig. 7.7. Figure 7.6 shows that the budget of Eq. 7.3
is quite well closed by the LES data : the difference S1 − F1 matches the time
derivative of E1. This validates both the LES results and the acoustic energy
equation 7.3. It is also the first example of such a treatment for a resonating
combustor. Since the budget is closed, individual terms can then be analyzed.
First, the phase angle between pressure and heat release is displayed in Fig. 7.4.
During the growth phase, it is close to zero and slowly shifting towards pi/4, lea-
ding to a strong coupling between pressure and heat release i.e. a positive S1
term. During the growth phase, the source term S1 is large and always posi-
tive (Fig. 7.5), because the phase angle stays in the [−pi/2;pi/2] range. Fig. 7.5
shows that the acoustic losses balance the reacting term S1 in the acoustic budget
equation. The limit cycle is controlled by acoustic losses and not by combustion.
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Growth Overshoot Limit Cycle Decay
Fig. 7.6 – Comparison of the time derivative of the acoustic energy ∂E1/∂t ( )








Growth Overshoot Limit Cycle Decay
Fig. 7.7 – Evolution of the burner acoustic energy (E1).
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7.6.4 Overshoot phase and limit cycle
At t=0.160s, the instability reaches a limit cycle at 380 Hz. Before reaching
this limit cycle, a large overshoot of acoustic energy is observed : this is typi-
cal of combustion instabilities and it has been observed experimentally in other
systems.45,50 Fig. 7.4 shows that, reaching the non-linear zone, the phase diffe-
rence between pressure and heat release increases from zero to pi/4 in the limit
cycle zone. The drift of this phase difference together with increasing acoustic
losses lead to the saturation of the instability.
The coupling loop between p1 and ω˙T1 can be identified from LES as follows.
The longitudinal mode induces the formation of a vortex ring at the dump plane.
This vortex ring strongly interacts in phase with the flame. Fig. 7.8 illustrates
the interaction between the acoustically induced vortex ring and the flame brush.
Fig. 7.9 allows to locate LES snapshots in the acoustic period and displays the
mean pressure fluctuation p1 in the flame zone, the heat release fluctuation ω˙T1,
and the fluctuation of the mean velocity in the dump plane udump1 . At instant 1,
a vortex ring appears at the dump plane when dudump1 /dt is maximum. The ring
structure detaches and is convected through the flame by the mean flow (instants
2, 3 and 4). Between instants 1 and 3, the flow stretches the flame, increasing its
area, whereas the flame wrinkling by the vortex ring remains weak. Consequently
ω˙T1 increases with a medium slope (Fig. 7.9). Between points 3 and 5 the vortex
ring is stretching the flame and ω˙T1 increases faster. Moreover, the vortex ring
is gradually destroyed, and its global coherence disappears between instants 4
and 5, at a moment when dudump1 /dt is minimum. At instant 5 some coherent
structures are still interacting with the flame, producing (noisy) flame pockets
and cusps. After 5, the flame burns out the fresh gases present in the chamber
and propagates back to the injection pipe decreasing the overall flame surface
and ω˙T1.
7.6.5 Decay phase
The decay phase is triggered by the sudden change in the acoustic outlet
boundary condition switching to non-reflecting (LEAK) at t = 0.173s. The phase
angle φpω between pressure and heat release increases by a large amount : φpω >
pi/2 at t = 0.174s i.e 1.2ms after relaxing outlet pressure (Fig. 7.4). At this
time S1 becomes globally negative for the first time and the instability is rapidly
damped. The acoustic losses actually become positive (gain term) during this last
oscillation but the instability engine is broken and the Rayleigh term S1 becomes
negative during a half cycle (0.173 < t < 0.175 ms on Fig. 7.5) leading to the
immediate decay of all unstable activity.
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↓ 2 5 ↑
↓ 3 → → 4 ↑
Fig. 7.8 – Vortex ring shedding at six instants ( Fig. 7.9) during the limit cycle,
isosurface : Q vortex criterion ; black lines : iso-reaction rate in the burner central
plane.
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Fig. 7.9 – Time signals during the limit cycle and snapshots corresponding to
the previous figure : pressure ( ), inlet velocity ( ) and total heat release
( ).
7.7 Acoustic Analysis results
This section describes the results obtained with the Helmholtz solver for the
configuration of Fig. 7.1. The impedances are calculated from Eq. 7.16 using the
value of σ given in Table 7.3. Eq. 7.16 shows that, for a fixed σ coefficient, the
impedance is a function of the pulsation ω. To verify that Eq. 7.16 is sufficiently
accurate, Table 7.3 gives the value of the impedance at 380 Hz (which is the
frequency of the first mode observed in the LES) predicted by Eq. 7.16 and
measured in the LES. For these computations, the flame transfer function is
needed. In the present work, n and τ are obtained by post-processing LES results
as described in the following section. These results are then used to predict the
frequency and growth rates of all modes using the Helmholtz equation (Eq. 7.11)
and to compare them to the LES results of the previous section.
7.7.1 Measurement of the flame transfer function (FTF)
The key mechanism to predict combustion instabilities in Helmholtz codes is
the flame transfer function. In the model chosen in this study (Eq. 7.12), the heat
release fluctuations are related to the velocity fluctuations at a reference point
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Since the flame is more prone to interact with longitudinal oscillations, the
reference normal vector nref is set colinear to the axial direction so that the scalar
product Uˆ(xref).nref corresponds to the axial velocity fluctuation at the reference
point. This point is located following the Crocco approach14, that is to say in
the fresh gas near the inlet combustor. As shown in Fig. 7.2, a recirculation zone
located at the entrance of the dump combustor is induced by the swirling flow.
Consequently, the reference point is located upstream of this zone7 at 113mm
from the inlet of the device (Fig. 7.10) .
Flame transfer functions are usually measured for the whole combustor39,51,52 or
by zones53. In the present approach, n and φ must be obtained locally at each
point of the combustor and this can be done by analyzing snapshot series from
LES. Moreover, the frequency dependence of these parameters should be taken
into account. To do so, it is assumed that FTF depends mostly on the real part of
the frequency and not of the growth rate of the mode. Thus, at each subset k of
the algorithm (Eq. 7.14), the FTF parameters are evaluated at < (ωk/(2pi)), the
first guess corresponds to the eigenmodes determined without active flame (n is
set to zero everywhere).8 From a practical point of view, n and φ can be extracted
from LES results by Fourier processing the local heat release and the unsteady
velocity at the reference point and using Eq. 7.17 and 7.18. Two methodologies
can be considered for such an analysis :
– Use a stable regime and force the flow (usually by introducing acoustic
waves through the inlet.39,40,54)
– Or use a self-excited regime.
The choice of the methodology raises other fundamental issues which are still
open today :
– Assuming that Eq. 7.12 is valid for both forced and self-excited cases, both
methodologies are expected to provide the same n and φ fields. This is a
theoretical argument which has not been checked yet and is left for further
work.
– The possible dependence of the transfer function on the acoustics wave
amplitude raises an additional difficulty. If n and τ depend on the wave
amplitude, then both methodologies have drawbacks : the forcing method
will provide different n and τ fields when the forcing amplitude changes
while the self-excited method uses a non-linear limit cycle to evaluate n
and τ .
These questions are beyond the scope of the present study. Here the fields of
n and τ were measured by post-processing the self-excited regime between t =
0.145s and t = 0.177s in Fig. 7.4. Results given in the next section prove the
validity of this method but further studies are obviously needed. The resulting
7Other positions in the vicinity of this location have been tested leading to very similar
results with the Helmholtz solver.
8Further studies are needed to assess this assumption used to practical reasons.
























Fig. 7.10 – Flame transfer function magnitude (n parameter) field in the central
plane evaluated at f = 432 Hz, black line : iso-n= 2.5.106 Pa.m−1, black cross :
reference point location.
flame transfer function parameters, displayed only within the flame zone (when
n ≥ 2.5× 106 Pa.m−1), are shown in Fig. 7.10 and 7.11.
7.7.2 Helmholtz solver results
Using the mean fields given by LES, the Helmholtz solver is applied to obtain
the thermoacoustic eigenmodes of the burner. This tool can be run using either
a non-active flame (i.e. setting n to zero everywhere) or an active flame (using
the post-processed n and φ fields displayed). Moreover, the impedance values are
determined from the LES boundary conditions settings (Table 7.3).
First, when the outlet impedance corresponds to the LEAK case, the Helmholtz
solver predicts that all modes are damped. This confirms the LES result of Fig. 7.2
for which no acoustic mode was found for this regime.
Second, when the outlet impedance corresponds to the REF case, Table 7.4 pre-
sents the modes which are obtained for both the non-active and the active flames.
These four modes in the REF case are all longitudinal except in the vicinity of
the swirler : the structure of the modes in the central plane of the burner is
displayed in Fig. 7.12, while a one dimensional cut of the RMS pressure field is
given in Fig. 7.13. The real frequencies of the active and non-active cases are
very similar : typically, taking into account the active effect of the flame shifts
the eigenmode frequency by a few percent. However the effect on the growth rate
is more dramatic : all modes computed with the non-active flame are damped
while the modes computed with an active flame are excited for modes 2, 3 and
4. The fastest growing mode is mode 2 at 432 Hz which is close to the mode
observed in the LES (380 Hz). To verify that the mode 2 obtained by the Helm-

























Fig. 7.11 – Flame transfer function phase (φ parameter) field in the central
plane evaluated at f = 432 Hz, black line : iso-n= 2.5.106 Pa.m−1, black cross :
reference point location.
|Pˆ | profiles on the axis and confirms the good agreement of LES and Helmholtz
solver. The difference between the frequency observed in the LES (380 Hz) and
the frequency predicted by the Helmholtz solver (432 Hz) is probably due to the
zero Mach number approximation for the Helmholtz solver.
7.8 Conclusions
Three tools have been used to analyse flame / acoustics coupling mechanisms
in a staged swirled combustor : full compressible LES, Helmholtz analysis and
budget of acoustic energy. The two latter methods are based on the wave equation
in reacting flows. They use LES results but provide essential new elements :
the Helmholtz results allow to predict the stability of the combustor and the
exact identification of modes appearing during the instability, while the budget
of acoustic energy demonstrates that the Rayleigh criterion is not the only or
even the largest term in the acoustic energy equation : acoustic losses at the
outlet of the combustor contribute significantly to the budget of acoustic energy
and determine the levels of oscillation amplitudes as well as their appearance.
More generally, this study confirms the need of coupling classical CFD (here
LES) and acoustic analysis to understand combustion instabilities. It also de-
monstrates the crucial effect of acoustic boundary conditions on the stability of
combustors. This has a practical implication : the stability of a given combustion
chamber is controlled by acoustic impedances upstream and downstream of the
combustor. Removing a combustor section from a full gas turbine to install it in a
laboratory set-up, obviously becomes very dangerous to study the stability of the
burner. Indeed, the combustion may prove to be stable in one case and unstable
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Fig. 7.12 – Acoustic pressure modulus for the first four modes calculated by the
Helmholtz solver with active acoustic flame in the REF case, |Pˆ | iso-lines .
Tab. 7.4 – Helmholtz solver results : real part of the frequencies (F) and growth
rates (α) of the first four modes predicted by the acoustic solver with and without
acoustics/flame coupling.
no active flame active flame
Mode F α F α
[Hz] [rd.s−1] [Hz] [rd.s−1]
1 312 -48 334 -588
2 431 -32 432 600
3 841 -4.5 825 6




































Fig. 7.13 – Longitudinal structure of the first four modes obtained from the Helm-
holtz solver : Normalized prms1 evolution along burner axis with acoustics/flame
coupling ( ) and without ( ).
















Fig. 7.14 – Comparison of LES ( ) and acoustic ( ) solvers : RMS
pressure fluctuations prms1 along burner axis.
in the other one. This result calls for the development of more coupled acoustics
analysis of the whole turbine.
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Conclusion
Ce travail de the`se s’est concentre´ sur le de´veloppement d’outils nume´riques et
de me´thodes d’e´tudes des instabilite´s de combustion dans les bruˆleurs de turbine
a` gaz. La mise en oeuvre d’outils de simulation aux grandes e´chelles dans des
configurations complexes ainsi que de solveurs acoustiques a permis d’e´tudier les
caracte´ristiques de l’instabilite´ d’un bruˆleur expe´rimental fonctionnant en mode
pre´me´lange´. La mise en oeuvre de calcul re´actif ne´cessite ne´anmoins une prise en
compte pre´cise des phe´nome`nes re´actifs dans les flammes :
Optimisation de la cine´tique chimique
Une part du travail re´alise´ ici concerne la mise au point d’un outil d’optimisa-
tion des sche´mas cine´tiques re´duits utilise´s dans les calculs re´actifs. Cet outil se
base sur une approche ge´ne´tique pour optimiser le jeu de parame`tres de´finissant la
cine´tique. Cet outil a montre´ sa capacite´ ope´rationnelle a` produire des cine´tiques
chimiques multi-e´tapes adapte´es aux conditions ope´ratoires. Il participe ainsi a`
garantir une bonne pre´cision dans la mode´lisation des re´actions chimiques dans
les simulations aux grandes e´chelles.
La principale e´volution de cet outil devrait d’abord porter sur la diminution
du temps de restitution. L’utilisation d’un algorithme ge´ne´tique ge´ne´rationnel
permet une paralle`lisation aise´e de la phase d’e´valuation, qui reste la plus couˆteuse
en temps de calcul. Enfin, l’optimisation actuelle vise a` reproduire les proprie´te´s
globales de flamme laminaires, mais toute e´volution reste possible pour se baser
sur d’autre structure de flamme (diffusion) ou mode`le de combustion simplifie´
(allumage, re´acteur pre´me´lange´ etc.)
Etude des instabilite´s de combustion et bilan d’e´nergie
acoustique
L’e´tude de l’instabilite´ du bruˆleur expe´rimental a e´te´ re´alise´e principalement
a` l’aide de calcul LES. Apre`s validation de l’ae´rodynamique interne sans com-
bustion, les simulations re´actives instationnaires ont e´te´ mene´es. Dans un pre-
mier temps, on a maintenu le bruˆleur dans un mode de combustion stable. Puis,
en modifiant la condition limite de sortie, on acce`de a` un mode de combustion
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instable. Ceci a permis la capture d’une se´quence instable incluant une phase
de croissance, un cycle limite et un amortissement. La caracte´risation des modes
acoustiques du bruˆleur a e´te´ entreprise a` l’aide un code acoustique, permettant de
de´terminer l’ensemble des modes acoustiques du bruˆleur. Ne´anmoins, en pre´disant
deux modes proches tant en forme qu’en fre´quence, il ne permet pas d’associer
cate´goriquement un de ces modes au mode s’exprimant dans la LES. Seule la
prise en compte des effets de la combustion dans le code acoustique, a permis de
de´terminer le mode responsable de l’instabilite´. La LES prouve la`, sa capacite´ a`
fournir les fonctions de transfert de flamme aux solveurs thermo-acoustiques.
Les donne´es instationnaires de la LES ont permis en outre d’appliquer une
approche e´nerge´tique de l’e´tude d’instabilite´ de combustion. Les de´veloppements
the´oriques ante´rieurs portant sur le bilan de l’e´nergie acoustique dans les milieux
re´actifs a e´te´ repris. Ce bilan permet de mesurer les termes promoteurs ou amor-
tisseurs de l’instabilite´, et ainsi de de´finir un crite`re de stabilite´ des syste`mes
de combustion. Les donne´es collecte´es ont permis de valider cette approche en
permettant la fermeture du bilan d’e´nergie acoustique propose´.
Les prolongations exploitant le bilan d’e´nergie acoustique sont nombreuses. En
effet, les hypothe`ses simplificatrices menant au bilan d’e´nergie utilise´ ici, semblent
dans certains cas eˆtre trop restrictives. Il est alors inte´ressant de prendre en
compte les effets de convection ou de dissipation comme la fermeture du bilan
d’e´nergie sur le bruˆleur EV7 semble le sugge´rer[125]. Une e´valuation compare´e
des termes ne´glige´s peut eˆtre riche d’enseignements. Pour faciliter cette taˆche, il
est alors ne´cessaire de se doter d’un outil de post traitement pre´cis et efficace,
capable de traiter rapidement une grande quantite´ de donne´es.
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