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Abs�ract-Opl?�rtunistic Routing is emerging as a promising 
paradIgm to mItigate performance degradation in wireless 
multi-hop networks due to lossy links and varying channel con­
ditions. Opportunistic routing protocols exploit the broadcast 
nature of the wireless medium to perform hop-by-hop route 
construction, and to take advantage of path diversity. However, 
most of the existing solutions impose a-priori constraints on the 
set of candidate forwarders that can be used when routing a 
packet. In this paper, we describe MaxOPP, a flexible and 
adaptive opportunistic routing algorithm able to select at 
each hop, and at run-time, the candidate forwarders that can 
ma�?Iize �e opportunistic throughput gain. Thus, forwarding 
decIsIOns m MaxOPP are dynamically adapted to variations 
of network conditions, ensuring an efficient trade-orr between 
reliability and opportunistic benefit. Simulations conducted 
with NS-2 on a set of representative scenarios show that 
MaxOPP achieves higher throughput for bulk data transfers 
than traditional shortest-path routing. 
I. INTRODUCTION 
Due to their attractive features, such as low cost and ease 
of deployment, wireless mesh networks have emerged as a 
promising wireless technology for a wide range of applica­
tion environments, ranging from public safety communica­
tions to community-based networks and metro scale munic­
ipal networks [1]. In these networks, nodes cooperate with 
each other in order to build multi-hop paths between source 
and destination pairs that can not directly communicate. 
Thus, the routing protocol plays a critical role in determining 
the performance and reliability of these networks, and there 
has been much research activity on this over the last decade. 
Traditional routing protocols for wireless mesh networks 
generally adopt shortest-path forwarding strategies as in 
wired networks. These protocols build one (or multiple 
disjoint) minimum-cost path(s), which the data packet must 
traverse to reach its intended destination [2]-[4]. In addition, 
many routing metrics [5]-[7] have been proposed to discover 
higher throughput paths than hop count by considering 
link qualities, and accounting for interference or location­
dependent contention. However, recent experimental studies 
have shown that pre-computing the optimal sequence of 
nodes between the source and the destination may be inef­
fective to deal with lossy links and unpredictable variations 
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of channel conditions [8], [9]. 
Motivated by the above considerations, opportunistic rout­
ing has been recently proposed as a radically new paradigm, 
which exploits the broadcast nature of the wireless channel 
to increase the reliability of packet transmissions. Specif­
ically, whenever a packet is transmitted, it is simultane­
ously received by multiple nodes, which may experience 
significantly different channel conditions [10]. Opportunistic 
routing algorithms implement forwarding decisions in a 
hop-by-hop fashion, and defer the selection of the next 
hop for a packet until they have learnt the set of nodes 
which have actually received that packet. This permits to 
optimize the selection of the packet forwarder(s) and to 
discover on the fly the best network path. Indeed, one of 
the key advantage of this approach is the possibility of 
taking advantage of transmissions that reach unexpectedly 
far nodes, and to reduce the negative effect of transmissions 
that fall unexpectedly short. Another important advantage of 
opportunistic routing is the ability to combine many weak 
links into one stronger link, providing a higher delivery rate 
in presence of links with a significant packet loss. 
To limit the coordination overhead among possible 
packet forwarders, many existing opportunistic routing pro­
tocols [9], [11] select a priori a small list of candidate 
forwarders, generally prioritized by closeness to the des­
tination, and only those nodes can be used to reach the 
destination. The size of this list is a trade-off between the 
number of opportunities the packets are allowed to exploit to 
reach the destination, and the overhead to select at runtime 
the best forwarder for an individual packet, or a bunch of 
packets. Thus, the fundamental limitation of this approach 
is that candidate forwarders are pre-selected before the 
packet is received. Many variants of this basic approach 
has been proposed, while a very few schemes try to avoid 
the pre-computed forwarding scheduling. An example of 
such alternative approach is ROMER [12], which employs 
a credit-based forwarding scheme to construct at runtime a 
mesh of forwarders centered around the minimum-cost path. 
For a more comprehensive analysis of existing opportunistic 
routing protocols the reader is referred to the survey [13]. 
In this paper we describe MaxOPP, a new opportunistic 
routing protocol for wireless mesh networks, which is based 
on a substantially different approach than existing solutions. 
Specifically, MaxOPP abandons the pre-computation of can-
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didate forwarders, and it does not force selected forwarders 
to transmit during pre-assigned time windows. On the con­
trary, MaxOPP adopts a more flexible and resilient approach 
by deferring the selection of the best forwarder(s) only after 
packet reception. In this way, MaxOPP can opportunisti­
cally leverage any transmission opportunity generated by 
the short-term channel dynamics, and limit the probabil­
ity of excluding beneficial forwarders. Moreover, MaxOPP 
bases the forwarder selection process on an estimate of 
the opportunistic throughput gain associated to that packet 
transmission. Thus, MaxOPP is able not only to leverage 
all the opportunities encountered during the forwarding 
process, but also to make each packet flowing through 
the most advantageous forwarder at each hop. To confirm 
the effectiveness of our proposed scheme, we implement 
MaxOPP in NS-2, and conduct our simulations in a set of 
representative network scenarios. Furthermore, we compare 
MaxOPP against OLSR, a widely adopted link-state single­
path routing protocol that forwards packets over rninimum­
cost paths. Our results show that MaxOPP significantly 
improves throughput of bulk transfer over traditional routing. 
The rest of this paper is organized as follows. Section 
II describes the MaxOPP algorithm. In Section III we 
present the performance evaluation and comparison. Finally, 
Section IV concludes the paper and discusses future work. 
II. MAXOPP DESIGN 
In this section, we firstly present the main principles of Max­
OPP design, and then we describe the MaxOPP algorithm 
in details. 
A. Overview 
MaxOPP is an opportUnIstIc routing protocol designed 
for bulk data transfers, which ensures higher throughput 
than conventional shortest path routing protocols without 
introducing coordination overheads between intermediate 
relays, and controlling the redundancy due to duplicate 
transmissions. To this end, MaxOPP employs a localized 
routing decision process that selects the forwarding nodes 
at runtime and on a per-packet basis to opportunistically 
leverage any transmission opportunity generated by the 
short-term channel dynamics. More precisely, differently 
from many existing opportunistic routing protocols (e.g., 
ExOR [9] or SOAR [11]), MaxOPP does not pre-compute 
any list of potential candidate forwarders, and it does not 
force selected forwarders to transmit during pre-assigned 
time windows. On the contrary, wireless diversity generates 
multiple receivers for each packet transmission, and any of 
those receivers could be used as an alternative forwarder to 
reach the final packet destination. 
To clarify how the MaxOPP scheme works, we can 
start by observing that when a packet traverses a route it 
consumes network resources. For this reason, many routing 
metrics exist to estimate the forwarding cost associated to 
978-1-4244-7755-5/10/$26.00 ©2010 IEEE 
each network path. Traditional routing algorithms search 
for minimum cost paths that ensure a long-term stable 
optimality of some performance metric (e.g., hop count, 
or average path throughput). On the contrary, our oppor­
tunistic routing solution adjust at runtime, and on a per-hop 
basis, the route followed by a packet to ensure improved 
opportunistic throughput gain and higher reliability. More 
precisely, upon receiving a broadcast transmission, a node 
checks if further forwarding the packet can minimize the 
expected cost to reach the packet destination. Intuitively, 
if the packet has travelled along long links, consuming 
significantly less resources than the ones demanded by 
the minimum-cost path, continuing to forward the packet 
may provide an opportunistic throughput gain. Thus, before 
deciding whether to continue to forward a packet or not, 
the receiver checks the network resources consumed so 
far by the received packet, as well as the remaining path 
cost to reach the destination. By completely deferring the 
forwarder selection after packet receptions, MaxOPP is 
able to opportunistically adapt the forwarding process to 
the dynamic channel conditions, limiting the probability of 
excluding beneficial forwarders. 
In order to realize the opportunistic scheme described 
above, it is necessary to address two fundamental issues. 
The first one is how to compute at run time the potential 
throughput gain associated to a packet transmission. The 
second one is how to control the overhead due to the delivery 
of redundant copies of a packet. In the following sections 
we describe how MaxOPP solve those issues. 
B. MaxOPP forwarding procedure 
As in most of the existing opportunistic solutions, MaxOPP 
assumes that an underlying link state routing protocol is 
responsible for collecting link qualities and disseminating 
this information to all the nodes in the network. Thus, any 
node has a complete knowledge of the network topology 
and can pre-compute the "best" path to reach any other 
node in the network according to some routing metric. Note 
that an important property that a routing metric should 
satisfy is isotonicity, since this property determines if ef­
ficient algorithms such as Dijkstra or Bellman-Ford can be 
used to find minimum-cost paths, and whether hop-by-hop 
routing protocols yield loop-free paths [14]. In the following 
evaluation we will use ETX [5] as the underlying routing 
metric, but any alternative isotonic routing metric can be 
used. 
Before describing the MaxOPP forwarding procedure, 
let us introduce some useful notation. First of all, let us 
denote with cost(p) the cost of delivering a data packet on 
path p according to the chosen routing metric. Then, let 
PS,D be the Minimum Cost Path (MCP) from node S to 
node D. Thus, the cost of delivering a packet on the MCP 
from node S to node D is simply cost(pS,D). Now, let us 
assume that a packet generated by node S for node D, and 
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forwarded on the MCP has traversed k hops along PS,D, 
and let i be the kth intermediate router on PS,D that has 
received this packet. For brevity, we define i = ps,D(k). 
Then, we express the cost of the remaining portion of the 
MCP from S to D after k hops as cost(PS,D; k). From the 
isotonicity property of the routing metric, it immediately 
follows that cost(pS,D; k) = cost (Pi, D ). In the following we 
show how MaxOPP exploits the per-packet knowledge of 
the cost(pS,D; k) value to estimate the benefit of using an 
intermediate node as next packet forwarder. 
In MaxOPP, all packets are broadcasted and keep track 
of the number of times they have been forwarded by 
intermediate nodes! . Now, let us suppose that a node j hears 
a packet transmission belonging to a traffic flow from S to 
D, and which has travelled along k wireless hops. Then, 
based on the above introduced notation, cost (Pj, D ) is the 
minimum path cost from node j to node D. On the other 
hand, if the packet had been routed along the shortest path 
between S and D (i.e., PS,D), the remaining cost after k 
hops would had been equal to cost(PS,D; k). Hence, we can 
evaluate the potential benefit of using j as next forwarder 
by introducing an opportunistic gain as follows 
OGSD(j, k) = cost(PS,D; k) - cost(Pj,D) . (1) 
The above value represents a sort of dynamic credits that 
would be granted to the packet if node j is used as the k­
th forwarder for the traffic flowing from S to D. Clearly, 
transmissions from nodes along the minimum-cost path 
provide no gain, given that cost(pS,D; k) = cost(Pi,D), 
where i = ps,D(k). If the opportunistic gain is negative, 
this implies that the packet is lagging behind the minimum­
cost path instead of keeping up with it, and it should be 
discarded by node j as its further transmission would not 
be beneficial. 
The fact that OGSD(j, k) > 0 is a necessary but not 
sufficient condition to select node j as potential forwarder. 
Indeed, MaxOPP is designed to guarantee that each trans­
mission may provide a minimum level of opportunistic gain, 
avoiding transmissions that would decrease the opportunistic 
benefit achieved so far. Thus, the forwarding decision at 
node j should depend also on the gain obtained in the 
previous hops. More precisely, let us assume that a node l, 
upon receiving a packet belonging to a traffic flow from node 
S to node D, and which has traversed k-1 hops, decides to 
further forward it. If the new packet transmission is received 
by node j, this node can compute the opportunistic gain 
ratio as follows: 
. OGSD(j, k) ORSD(l,], k) = OGsD(l, k - 1 )  (2) 
ITo this end, we assume that a MaxOPP header follows the MAC-level 
header and precedes the packet's data. This MaxOPP header is used to carry 
control information that are needed for executing the MaxOPP forwarding 
procedure. 
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Intuitively, a gain ratio greater than one would mean that the 
opportunistic gain is increasing from one hop to the subse­
quent, and that the forwarded packet is traveling towards the 
destination on a shorter path than the long-term minimum 
cost path. However, MaxOPP aims at improving not only 
throughput performance but also resiliency to lossy links or 
transient node failures. Therefore, the MaxOPP forwarding 
procedure should ensure that a sufficient number of potential 
forwarders is activated, in order to increase the probability 
that at least one of the packet copies is received correctly by 
neighboring nodes. In other words, a high threshold on the 
ORSD(l,j, k) value could be an obstacle for the forwarding 
process. More formally, in MaxOPP a node j is allowed to 
forward a packet flowing from S to D and received after k 
hops from node l if and only if 
ORsD(l,j,k) � 'Y, (3) 
where 'Y � O. The choice of the 'Y value provides enough 
flexibility to support the desired level of resiliency under 
different network scenarios or traffic demands. For instance, 
the 'Y parameter can be a function of the distance between 
the source and the destination, or of the desired bound on 
the total number of generated packet copies, or it can be 
adaptively adjusted during packet forwarding depending on 
the channel conditions. In the following evaluation, we set 
'Y = 0.8, but we tried also other values without observing 
significant performance differences. 
Note that a node may receive multiple copies of the same 
packet. To avoid unnecessary replicated transmissions, each 
node stores locally the sequence numbers of its recently 
forwarded packets. Upon receiving a packet, the node checks 
if it is a duplicate, and in this case discards it. In this 
way, each node forwards the same packet at most once. 
Furthermore, the same packet can be received by multiple re­
ceivers and the MaxOPP forwarding procedure is performed 
independently on each of them. Thus, multiple nodes can 
be selected simultaneously as potential forwarder for the 
same packet. To minimize forwarding overhead, MaxOPP 
implements overhearing between nearby nodes. In other 
words, whenever a node receives a packet it also checks if 
it has the same packet in its transmission buffer waiting for 
being transmitted. In this case, it cancels its transmission 
and removes the packet from its queue. In this way, the 
node that transmits first is the one that continues the packet 
forwarding. Note that overhearing is commonly adopted in 
existing opportunistic routing solutions as a low-overhead 
and distributed technique to coordinate forwarding nodes [9], 
[11], [12]. 
To conclude this section, we illustrate the MaxOPP algo­
rithm using the example in Figure 1. In the drawing, S is the 
traffic source and D is the destination. A minimum cost path 
routing would select S -A-B-C-D as the best path, because 
the path cost is 4.0, while the other network path S -A-F-D, 
although shorter in terms of hops, has a higher cost equal to 
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Figure I. Example scenario: the label associated to each link is the delivery 
rate (links are symmetric), while in parenthesis we report the corresponding 
ETX cost computing according to formula in [5]. 
6.0 due to the high packet loss associated to the link from 
A to F. However, let as assume that a packet sent by node 
A is received from both node B and node F. In this case 
cost(F-D) = 1 ,  while cost(B-C-D) =cost(pS,D; 2) =2. 
According to formula (I), it holds that OGsD(F,2) = 1 
and OGsD(A,l) = O. Thus, from (2) it follows that 
ORSD(A, F, 2) ---) 00, which is greater than any threshold 
'Y. This implies that MaxOPP selects node F as potential 
forwarder for the received packet. If node F succeeds in 
transmitting the packet before node B, which depends on 
the dynamics of the MAC contention resolution scheme, the 
latter cancels its copy of the packet in order to keep data 
redundancy limited. 
C. Loss recovery 
Loss recovery is one of the key challenges of opportunistic 
routing design. Indeed, legacy 802.11 does not provide any 
link-level recovery mechanism for broadcast transmissions. 
For this reason, opportunistic routing protocols generally 
introduce network-layer acknowledgments and retransmis­
sions, either of hop-by-hop or end-to-end basis. In MaxOPP 
we adopt an end-to-end acknowledgment scheme similar to 
the one used in [II]. More precisely, an end-to-end ACK 
message is periodically sent to the source by the destination 
along the shortest path using MAC-layer unicast. This ac­
knowledgement message contains the sequence numbers of 
the lost packets, which are provided by means of a fixed­
size bitmap to keep the overhead limited. In addition, the 
ACK packet contains some additional information that may 
help the source node in setting protocol parameters in a 
proper way. For example, the source node may decide to 
adjust the gain ratio threshold (i.e., the 'Y value) according 
to the number of lost packets announced by the destination. 
Note that the 'Y parameter is announced to the other nodes 
in the MaxOPP header. Finally, we point out that packet 
redundancy is also an indirect way of ensuring loss recovery. 
In fact, increasing the number of forwarded copies in a 
controlled manner may be useful to ensure that at least one 
packet copy is correctly received. Finally, it is important 
to note that data redundancy aims to protect against packet 
losses during the forwarding process itself, while end-to-end 
acknowledgments recover lost packets not received by the 
destination within a reasonable amount of time. 
III. PERFORMANCE EVALUATION 
In this section, we evaluate the performance of MaxOPP us­
ing NS-2 simulations in a set of representative network sce-
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narios. Furthermore, we compare MaxOPP against OLSR, 
a widely adopted link-state single-path routing protocol that 
forwards packet over shortest paths. Our results show that 
MaxOPP significantly improves throughput of bulk transfer 
over traditional routing. 
A. Simulation set-up 
We implement MaxOPP in NS-2 (version 2.33). For com­
parison, we use OLSR-ETX code, which is an open-source 
implementation of the ETX-based OLSR protocol for NS-
2 [15]. The ETX-based link cost is computed by measuring 
the number of OLSR control messages lost every 10 packets 
sent. 
To be able to conduct experiments in controlled environ­
ments, while reproducing the behaviors of lossy wireless 
links, we extended the physical channel model of NS-2 to 
generate packet losses by dropping packet received at the 
MAC layer with a constant probability. Note that in our 
tests we have uses 802.1 I MAC DCF scheme with fixed 
transmission rate equal to 11 Mbps, and disabled RTS/CTS. 
Concerning the traffic model, we use CBR UDP flows 
generating fixed-size packets at a rate sufficiently high to 
saturate the wireless channel. If not otherwise stated, the 
packet size is 1000 bytes. We have not considered interactive 
traffic such as TCP or VoIP because MaxOPP is designed 
to deliver bulk data faster than traditional routing. Better 
integration with interactive traffic will be the subject of 
future work. Each simulation run consists of 300-second 
data transfer, but throughput measurements are not collected 
during the first 150 seconds to let the ETX metrics converge. 
In order to collect statistics (i.e., average values and 95% 
confidence intervals) we replicate each simulation ten times. 
B. Simulation results 
We evaluate MaxOPP under a range of traffic demands and 
network topologies. Initially, we investigate the performance 
of a single flow in a basic chain topology, then we study 
multiple flows in more complex grid topologies. 
1) Single Flow: We use linear chain topologies with 
varying number of hops to evaluate the efficacy of MaxOPP 
to leverage transmissions that unexpectedly reach far nodes, 
while mitigating the negative impact of failed transmission 
attempts. Figure 2 exemplifies a 4-hop chain topology used 
in the simulations. Specifically, as shown in the diagram, all 
I -hop links are noiseless, i.e., the delivery rate of those links 
is one and packets can get lost only due to collisions. On 
the contrary, 2-hop links have a fixed delivery rate p, which 
may be lower than one. 
Figure 3 compares the per-flow throughput achieve with 
MaxOPP and ETX-based OLSR in the chain topology by 
varying both the number of hops between the source and 
the destination, and the packet delivery rate p. We can 
observe that MaxOPP performs significantly better than 
shortest path routing in all the considered scenarios, with 
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Figure 2. Illustration of a chain topology used for evaluation: the label 
associated to each link is the delivery rate (links are symmetric). 
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Figure 3. Throughput in a chain topology versus the packet loss rate. 
a throughput gain that can be higher than 200% for short 
chains and packet loss rates from moderate to high values, 
More generally, the throughput gain is larger for packet 
delivery rates in the range from 0.4 to 0.8. This can be 
explained by observing that if the delivery rate is too low 
(i,e" delivery rate close to 0,0) than there a few opportunities 
to take advantage of long transmissions, while if the delivery 
rate is close to one, the shortest path routing already directly 
use network routes with less links. However, also in the 
extreme cases (i.e., delivery rate either equal to 0.0 or 1.0) 
MaxOPP may provide a positive throughput gain over short­
est path. This can be explained by observing that MaxOPP 
reduce the MAC overheads because it eliminates hop-by­
hop link-layer acknowledgements, and it is less affected by 
individual packet losses. Note that for intermediate delivery 
rate OLSR suffers from throughput degradation, as it shown 
in the Figure 3, This can be explained by observing that 
the variability of link quality estimation may cause frequent 
route flapping during the flow lifetime. These behaviours 
have been also observed in real network deployments, as 
reported in [16], 
Finally, Figure 4 compares MaxOPP with ETX-based 
OLSR for linear topologies by varying the number of 
wireless hops between the source and the destination but 
fixing the packet delivery rate at 0,5. It can be observed that 
the throughput grain is almost independent of the number 
of hops. 
2) Multiple Flows: To evaluate the performance of Max­
OPP with multiple flows we consider a 5 x 5 grid-based 
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Figure 5. Throughput in a 5 x 5 grid topology versus the number of flows. 
network topology where delivery rates for I-hop links are 
perfect, while delivery rates of 2-hop links are equal to 0.5. 
For each test we fix the number of flows in the network and 
we randomly pick up source and destination nodes. The only 
constraint we impose is that each node is either the source 
or the destination of a single flow. Intuitively, this limits the 
maximum number of flow that can be activated in a 5 x 5 
grid topology to twelve connections. 
Figure 5 and Figure 6 show the absolute aggregated 
throughput and percentage improvement, respectively, for 
different number of flows. The average percentage improve­
ment is computed by calculating the ratio between the total 
throughput achieved by MaxOPP and OLSR for each run, 
and then evaluating the mean value. Note that while the 
total aggregated throughput is a statistic dominated by the 
traffic scenarios that ensure the largest values, the percentage 
improvement is calculated in such a way to assign the same 
weight to all the runs. 
As shown in the pictures, MaxOPP outperforms the short­
est path routing with an average improvement that ranges 
from 10% with 4 flows to more that 100% with one flow. 
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Figure 6. Throughput improvement in a 5 x 5 grid topology versus the 
number of flows. 
Note that the confidence intervals of the results is much 
higher than in the case of a linear topology with a single 
flow. This can be explained by noting that in each test 
flows are selected randomly and there may be significant 
differences in the spatial distribution and lengths of flows in 
different runs. 
IV. CONCLUSIONS AND FUTURE WORK 
In this paper, we have proposed MaxOPP, a flexible and 
adaptive opportunistic routing algorithm able to select at 
each hop, and at run-time, the candidate forwarders that 
can maximize the opportunistic throughput gain. Thus, 
forwarding decisions in MaxOPP are dynamically adapted 
to the variations of network conditions, ensuring an ef­
ficient trade-off between reliability, data redundancy and 
opportunistic gain. Simulations conducted on various net­
work environments confirm the potentiality of MaxOPP to 
achieve throughput improvements over traditional routing 
using shortest path. 
In the MaxOPP protocol, candidate forwarders use legacy 
DCF scheme of 802.11 to gain access to the channel. 
However, it is conceivable that further performance improve­
ments can be obtained by using prioritized backoffs so that 
the forwarders with the highest opportunistic gain have also 
the highest probability to transmit first. Ongoing work is 
also the design of adaptive algorithms to dynamically set the 
protocols parameters (e.g., the I value) in order to obtain a 
more accurate control of the forwarding process in different 
topologies. 
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