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基于多元判别分析的汉语句群自动划分方法
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摘 要: 针对目前句群划分工作缺乏计算语言学数据支持、忽略篇章衔接词的问题以及当前篇章分析较少研究
句群语法单位的现象，提出一种汉语句群自动划分方法。该方法以汉语句群理论为指导，构建汉语句群划分标注评
测语料，并且基于多元判别分析( MDA) 方法设计了一组评价函数 J，从而实现汉语句群的自动划分。实验结果表明，
引入切分片段长度因素和篇章衔接词因素可以改善句群划分性能，并且利用 Skip-Gram Model 比传统的向量空间模型
( VSM) 有更好的效果，其正确分割率 Pμ 达到 85． 37%、错误分割率 WindowDiff 降到 24． 08%。同时该方法在句群划分
任务上有更大的优势，比传统 MDA 方法有更好的句群划分效果。
关键词: 汉语句群划分; 多元判别分析; 篇章分析; Skip-Gram 模型; 篇章衔接
中图分类号: TP391 文献标志码: A
Automatic Chinese sentences group method based on multiple discriminant analysis
WANG Ｒongbo1， LI Jie1* ，HUANG Xiaoxi1，ZHOU Changle1，2， CHEN Zhiqun1，WANG Xiaohua1
( 1． Institute of Cognitive and Intelligent Computing， Hangzhou Dianzi University， Hangzhou Zhejiang 310018， China;
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Abstract: In order to solve the problems in Chinese sentence grouping domain， including the lack of computational
linguistics data and the joint makers in a discourse， this paper proposed an automatic Chinese sentence grouping method based
on Multiple Discriminant Analysis ( MDA) ． Moreover， sentences group was rarely considered as a grammar unit． An annotated
evaluation corpus for Chinese sentence group was constructed based on Chinese sentence group theory． And then， a group of
evaluation functions J was designed based on the MDA method to realize automatic Chinese sentence grouping． The
experimental results show that the length of a segmented unit and one discourse s joint makers contribute to the performance of
Chinese sentence group． And the Skip-Gram model has a better effect than the traditional Vector Space Model ( VSM) ． The
evaluation parameter Pμ reaches to 85． 37% andWindowDiff reduces to 24． 08% respectively． The proposed method has better
grouping performance than that of the original MDA method．


























分析( Multiple Discriminant Analysis，MDA) ［1］ 的汉语句群自
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一般只有一个中心意义 ( controlling idea) ，常常含有主题句







辞结构理论( Ｒhetorical Structure Theory，ＲST) ［7］ 认为篇章理
解 的 基 本 单 位 ( Elementary Discourse Unit，EDU ) 是 子 句
( Clause) 。该理论并不关心篇章的下一级单位，而是更关心
子句间的关系识别和衔接。又如，篇章词汇化树型连接语法


















宾州篇章树库( Penn Discourse TreeBank，PDTB) 的基础上作








































Skip-Gram Model［2 － 3］ 是 一 种 基 于 神 经 网 络 语 言 模 型
( Neutral Network Language Model，NNLM ) ［21］ 的 词 向 量




Skip-Gram 中 词 向 量 存 在 线 性 可 加 性 ( Additive




C( wj ) /‖∑
n
j = 1
C( wj ) ‖ ( 1)
其中: n 为句子中词语数，C( wj ) 为句子中的词语 wj 的词向量
表示。
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2) 句群划分数学模型。
定义一个段落T为句子序列T = { S1，S2，…，Sn } ( n表示
段落 T 包含句子的个数) 。段落中第 i 个句子 Si 是一个词语序
列 Si = { w1，w2，…，wm } ( m 表示句子中的词语个数) 。定义
段落 T 可能的句群划分模式为 D = { d1，d2，…，dc } ，其中 di
表示划分出的第 i 个片段( 句子或句群) ，c 表示句群划分后包
含的片段 d的个数。存在一个对应的分割点序列 B = { b0，b1，




D̂ = arg max
D




















间( Data Space) ，如图 2 所示。将每个句群视为一个类别，每
个句子向量为样本向量，句群划分的过程就是数据空间的分





价函数 J，评价每个划分模式 D 的评价值，从而在句子特征向
量构成的数据空间 T( v1，v2，…，vn ) 中寻找最优的句群划分
结果:
D̂ = arg max
D
J( D，T( v1，v2，…，vn ) ) ( 3)
所以，问题的关键在于评价函数 J 的设计。本文评价函数





D̂ = arg max
D
P( D | T) = def arg maxD J( D，Sw，Sb，SL，Sd )
( 4)


































SL = SL_1 /SL_2 ( 5)
SL_1 = － ln (∏
c
i = 1
Li /L ) ( 6)
SL_2 = 1 / ( 1 + e
－λ ) ; λ = ∏
k
i = 1
2 / ( niL) ( 7)
其中: Li 是片段 di 中句子个数，L为句子的总个数; ni 是分割点
序列 B 中连续将单句划分为一个片段时所用的分割点个数，
ni ≥ 2。例如分割点序列片段( b0，b1，b2 ) 有 3 个分割点，并且
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对应的片段 d1 和 d2 的句子长度都为 1，即切分出的片段都是
单句，则 ni = 3，k 为这种连续划分片段的个数，特别地当 k =
0 时，SL_2 = 1。
SL_1 保证了段落切分的长度越均匀，其值越小，句群划分
效果相对越好。SL_2 是 sigmoid 函数，sigmoid 函数是个良好的
阈值函数，其值在( 0，1) 内，关于( 0，0． 5) 中心对称，呈 S 型单













设 τ 为划分模式 D 中 di 首句存在篇章衔接词的片段个
数，其中 i ＞ 1。Sd 定义如下:
Sd = 1 / ( 1 + e
－x ) ( 8)
其中: x 为关于 τ 的函数。取 x = τ － 2，当存在 2 个篇章衔接词
时，惩罚因子 Sd = 0． 5。Sd 同样是 sigmoid 函数，是关于 τ 的单
调递增函数，τ 越大，对划分序列的罚分越大; 相反，τ 越小，对
划分序列的罚分越小，句群划分效果越好。
3) 评价函数 J。
设计如下一组不同的评价函数 J1、J2、J3 和 J4 分别对划分
模式 D 进行评价:
J1 = trace( Sb ) / trace( Sw ) ( 9)
J2 = trace( Sb ) / ( trace( Sw ) * SL ) ( 10)
J3 = trace( Sb ) / ( trace( Sw ) * Sd ) ( 11)
J4 = trace( Sb ) / ( trace( Sw ) * SL* Sd ) ( 12)
其中: Sb为句群间离散矩阵，Sw 为句群内离散矩阵。trace( S)
为矩阵 S 的迹，trace( Sb ) 和 trace( Sw ) 分别为句群之间距离
和句群内部距离。J1 考虑了句群间离散矩阵 Sb 和句群内离散
矩阵 Sw，J2 同时考虑了切分片段长度惩罚因子 SL，J3 考虑了




3． 1． 1 语料设置
1) 实 验 测 评 语 料 ( Testing Data ) 来 源 于《读 书》杂 志
( 1979— 1983) ，共计 50 期。实验完成 518 个段落的汉语句
群划分测试语料库的构建，标注了该评测语料及其参考标准
分割答案。每个段落长度为 4 ～ 20 个句子。518 个段落中共
有4 136个句子，切分出 1 343 个片段( 句群或句子) 。实验时，
从语料中随机抽取 200 个段落( Set1 ) 用于词向量维度的确























词表 Dic1，共计 54 个词汇，比如“并且”“尤其”等; 句间指代
词表 Dic2，共计 47 个词汇，比如“他”“这”“其”等。
2) 词 向 量 训 练 语 料 ( Training Data ) 来 源 于《读 书》
( 1979— 1998) ，共计 237 期。使用词向量训练工具 word2vec
实现。






Pμ ( ref，hyp) = ∑
1≤i≤j≤N
γμe
－μ i－j ( δref ( i，j) 
—
δhyp ( i，j) )
( 13)
式中: ref 指人工判断的分割模式; hyp 是指算法给出的分割模
式; N 为段落的句子数数量; δref ( i，j) 是表示从段落中随机选
择的第 i 句话与第 j 句话是否属于同一个片段: 如果属于人工
判断的同一片段则 δref ( i，j) = 1; 否则 δref ( i，j) = 0。同理，
δhyp ( i，j) 是根据算法对段落划分的情况判断这两个句子是
否在同一片段; γμe
－μ| i－j| 根据句子间的距离分配不同的权值，
γμ 为归一化权值，γμ = 1 /∑e －μ| i－j| ( i 和 j 为自变量) 。μ －1 为
段落中所有片段句子数的平均值。








( b( refi，refi+k ) － b( hypi，hypi+k ) ＞ 0)
( 14)
式中: b( i，j) 表示位置 i 和位置 j 之间分割点的个数，N 表示
段落中的词语总数，k 为段落中所有片段词语数量平均值的
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一半。
3． 1． 2 一致性检验
表 1 通过 Kappa 值进行语料一致性检验，标准标注为本
实验中使用的参考标注，新的标注为重新由新的标注者对语
料的标注结果。其中，“1”和“0”为分割点序列( b1，b2，…，
bc－1 ) 的标注情况，“1”代表待分割点 bi 为“分割”，“0”代表
“不分割”。表格中统计的是 518 个段落分割点的分布。N =
a +b + c + d，则观察一致率 Po = ( a + d) /N = 0． 9113，机遇
一致率 Pe = ［( a + c) ( a + b) /N + ( b + d) ( c + d) /N］/N =
0． 637 9。Kappa = ( Po － Pe) / ( 1 － Pe) = 0． 7550。Kappa≥0． 8






1 698( a) 194( b) 892( a + b)
0 127( c) 2 599( d) 2 726( c + d)
总计 825( a + c) 2 793( b + d) 3 618( a + b + c + d)
3． 2 实验结果与分析
3． 2． 1 实验结果与结论
表 2 展示在不同词向量维度下，Skip-Gram 在 J4 评价函
数下的结果。测试语料为 Set1，在不同词向量维度下，评价指
标结果的标准差( std) 较小表示结果较为稳定，平均正确分割
率 Pμ 为 85． 22% ，错误分割率 WindowDiff 为 25． 41% ，都得到
较好的句群划分性能。后续实验随机取词向量维数 300 维，
测试语料使用 Set2。
表 2 Skip-Gram Model 在 J4 评价函数下的结果( 语料 Set1 ) %
评价指标
维数
100 200 300 400
Std
Pμ 85． 23 85． 08 85． 22 85． 35 0． 096
WindowDiff 25． 41 25． 72 25． 45 25． 06 0． 235
表 3 对比了评价函数 J 对句群划分的性能的影响。实验
结果表明，考虑切分片段长度和篇章衔接词可以提高句群划
分性能，同时 Skip-Gram 性能优于传统的 VSM。评价函数 J4
综合了句群内部距离、句群之间距离、切分片段长度以及篇章
衔接词 4 个因素，相比 J1、J2、J3 得到最佳的实验效果。通过实
验表明，评价函数 J4 为最佳的评价函数。表 4 展示了本文方
法与传统的 MDA 方法 ( 评价函数为 J' ) 对比实验。实验结
果表明，本文方法在句群划分任务上有更大的优势。





J1 J2 J3 J4
VSM
Pμ 77． 38 79． 85 80． 01 82． 98
WindowDiff 45． 28 36． 51 42． 27 29． 05
Skip-Gram
Model
Pμ 79． 07 82． 55 81． 32 85． 37
WindowDiff 44． 65 30． 39 41． 11 24． 08
表 4 本文方法与传统 MDA 方法的比较 %
评价指标 MDA( J4 ，Skip-Gram) 传统 MDA( J'，Skip-Gram)
Pμ 85． 37 81． 74
WindowDiff 24． 08 28． 57
3． 2． 2 实验结果分析
一方面，衔接是篇章的重要特征，要考虑篇章衔接词的影
响与句子表达形式的连贯性。这是句群划分任务引入篇章衔
接词惩罚因子 Sd 的必要性。在表 3 中，评价函数 J3 考虑篇章
衔接词的影响，相比 J1 评价函数，Pμ 指标提高 2% ～ 3% ，
WindowDiff 指标降低3% ～ 4%。评价函数 J4 同样综合了篇章
衔接词的影响，得到了最佳的实验效果。在表 4 中，由于传统
MDA 未考虑篇章衔接词因素，本文评价方式 J4 也比传统
MDA 有更好的实验效果。
另一方面，切分片段长度对句群划分性能也有提高作用。
在表 3 中，评价函数 J2 考虑了切分片段长度的影响，与 J1 相
比，J2 较大幅度提高了句群划分性能。Skip-Gram 的 Pμ 提高
了 3． 5% ( VSM 提高 2． 5% ) ，WindowDiff 降低 14% ( VSM 降
低 8． 7% ) 。




结果表明 J4 为最佳的评价函数。评价函数 J4 综合了句群
内部距离、句群之间距离、切分片段长度以及篇章衔接词四个
因素，取得最佳的实验效果。通过对表 3、表 4 比较分析，可以
发现在 Skip-Gram 模型下 J4 得到最佳的句群划分效果，Pμ 达
到 85． 37%、WindowDiff 达到 24． 08%。
在 表 4 中，传 统 MDA 方 法 中 评 价 函 数 J' =
［trace( Sb ) / trace( Sw) ］* SL，其中 SL = ∏( Li /L) 并且没有
引入篇章衔接词惩罚因子 Sd，相比传统MDA方法本文方法使










可以提高句群划分性能; 2) 评价函数 J4 为最佳的评价函数
( Pμ为 85． 37%、WindowDiff 为 24． 08% ) ; 3 ) Skip-Gram Model
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