This paper reports the results of a study designed to explore the inter-rater reliability of annual report social and environmental disclosures content analysis. Using the sentence-based coding instruments and decision rules adopted in Hackston and Milne (1996) , this study reports the co-agreement levels reached by three coders over five rounds of testing 49 annual reports. Included amongst the three coders was a complete novice to both content analysis and social and environmental disclosure research. Krippendorff's (1980) reliability scores for the three coders are reported for many of the typical decisions taken by social and environmental disclosures content analysts. The study also provides a commentary on the implications of formal reliability analysis for past and future social and environmental disclosures content analyses, and exposes the complexities of formal reliability measurement. The overall findings suggest that the coded output from inexperienced coders using the Hackston and Milne approach with little or no prior training can be relied upon for aggregate total disclosures analysis. For more detailed sub-category analysis, however, the findings suggest a period of training for the less experienced codes with at least twenty reports appears necessary before their coded output could be relied upon.
Introduction
Over the past twenty years or so the accounting literature has amassed a substantial number of studies which seek to examine and measure organisations' social and environmental disclosures (see, for examples, Abbot and Monsen, 1978; Bowman and Haire, 1976; Belkaoui and Karpik, 1989; Burritt and Welsh, 1997; Cowen et al., 1987; Deegan and Gordon, 1996; Gibson and Guthrie, 1995; Gray et al., 1995a; Guthrie and Mathews, 1985; Guthrie and Parker, 1990; Hackston and Milne, 1996; Wiseman, 1982; Zghal and Ahmed, 1990) . Either as a proxy for social and environmental responsibility activity, or as an item of more direct interest, most of these studies have focused on the disclosures organisations make in their annual reports. In one form or another, the research method that is most commonly used to assess organisations' social and environmental disclosures is content analysis. Content analysis is a method of codifying the text (or content) of a piece of writing into various groups (or categories) depending upon selected criteria (Weber, 1988) . Following coding, quantitative scales are derived to permit further analysis. Krippendorff (1980, p.21 ) defines content analysis as "a research technique for making replicable and valid inferences from data according to their context."
To permit replicable and valid inferences to be drawn from data derived from content analysis, however, content analysts need to demonstrate the reliability of their instruments and/or the reliability of the data collected using those instruments. As Berelson (1952, p.172 ) noted over forty years ago when commenting on the state of content analysis more generally:
Whatever the actual state of reliability in content analysis, the published record is less than satisfactory. Only about 15-20% of the studies report the reliability of the analysis contained in them. In addition, about five reliability experiments are reported in the literature. (quoted in Holsti, 1969, p.149). For the use of content analysis by accounting researchers, this statement seems to ring as true today as it did forty years ago for the general state of content analysis. The published social and environmental accounting literature reveals a considerable unevenness in regard to dealing with matters of reliability and replicability. On the one hand, some studies (see, for example, Gray et al., 1995b , Guthrie, 1982 , 1983 Hackston and Milne, 1996) report the use of multiple coders and the manner in which they constructed their interrogation instruments, their checklists, and their decision rules. On the other hand, however, in several studies (see, for example, Bowman and Haire, 1976; Freedman and Jaggi, 1988; Trotman and Bradley, 1981) little or no mention is made to how the coded data can be regarded as reliable. In other studies (see, for example, Abbot and Monsen, 1978; Belkaoui and Karpik, 1989; Cowen et al., 1987) the coded data has been obtained in its already coded state, usually from the Ernst and Ernst surveys of the Fortune 500. In these studies, however, no mention is made as to the reliability of the original data being used.
Reliability in content analysis involves two separate but related issues. First, content analysts can seek to attest that the coded data or data set that they have produced from their analysis is in fact reliable.
The most usual ways in which this is achieved is by demonstrating the use of multiple coders and either reporting that the discrepancies between the coders are few, or that the discrepancies have been re-analysed and the differences resolved. Alternatively, researchers can demonstrate that a single coder has undergone a sufficient period of training during which the reliability of their coding decisions on a pilot sample has been analysed. A second issue, however, is the reliability associated with the coding instruments themselves. Well specified decision categories, with well specified decision rules may produce few discrepancies when used even by relatively inexperienced coders. Sufficiently reliable instruments, then, may in fact negate the need for multiple coders, or at the very least significantly reduce the number of discrepancies to be re-analysed by multiple coders.
Where the social and environmental accounting literature has shown concern with the reliability of the content analysis of social and environmental disclosures, it has almost exclusively focused on the reliability of the data being used in the particular study. To-date, no published studies appear to exist on the reliability of the coding instruments used for classifying organisations' social and environmental disclosures. 1 The purpose of this paper, then, is to report the results of an experiment designed to explore the reliability of one such coding instrument. Using the sentence-based coding instrument and decision rules adopted in Hackston and Milne (1996) , this study reports the co-agreement levels reached by three coders over five rounds of testing a total of 49 annual reports. The three coders included, one with coding experience and familiar with social and environmental disclosures research, one familiar with social and environmental disclosures research, but no coding experience, and a complete novice to both content analysis and social and environmental disclosure research. Following some background on the method of content analysis and some clarification of its use in social and environmental disclosures studies, this paper then goes on to describe the experimental method and the results. The paper closes with some discussion on the complexities associated with determining acceptable standards for social and environmental data reliability. Krippendorff (1980, pp. 130-132) identifies three types of reliability for content analysis; stability, reproducibility and accuracy. Stability refers to the ability of a judge to code data the same way over time. It is the weakest of reliability tests. Assessing stability involves a test-retest procedure. For example, to calculate stability, annual reports analyzed by a coder could again be analysed by the same coder three weeks later. If the results coincided exactly with those arrived at by the coder the first time round, then the stability of the content analysis would be perfect.
Background.

The Reliability of Content Analysis and Its Measurement
The aim of reproducibility is to measure the extent to which coding produces the same results when the text is coded by multiple coders (Weber, 1988) . The measurement of this type of reliability involves assessing the proportion of coding errors between the various coders, and the reliability measure is often referred to as inter-rater reliability. The accuracy measure of reliability involves assessing the coding performance of coders against a set or predetermined standard. Such a standard having been set by a panel of experts, or known from previous experiments and studies. This study concerns itself with these last two types of reliability.
To measure the reliability of content analysis several different forms of calculations can be undertaken (see, for example, Krippendorff, 1980; Scott, 1955; Cohen, 1960; Perreault and Leigh, 1989; Kolbe and Burnett, 1991; Hughs and Garrett, 1990; Rust and Cooil, 1994) . To perform any of these reliability calculations, however, requires that the content analyst record and know the total number of coding decisions each coder takes, and the coding outcome of each of those decisions. Probably the most intuitive measure of reliability is the coefficient of agreement or percentage of agreement. The coefficient of agreement involves calculating a simple ratio of coding agreements to the total number of coding decisions taken by all the coders. More specifically, it involves expressing the number of pairwise interjudge agreements to the total number of pairwise judgements. While the coefficient is easy to calculate and understand, a particular problem with it is that it ignores the possibility that some agreement may have occurred by the random effects of chance. As the number of coding categories becomes fewer, the likelihood of random agreement increases, and the coefficient of agreement measure will tend to overestimate the coders' reliability.
To overcome the extent of inter-coder agreement from chance several different adjustments to the coefficient of agreement have been proposed including Scott's (1955) pi, Krippendorff's (1980) Rust and Cooil (1994) suggest that Cohen's measure can be considered an overly conservative measure of reliability, while Holsti (1969) also notes that Scott's pi produces a conservative estimate of reliability. Whatever one's preferences for measuring the interrater reliability of content analysis, Rust and Cooil (1994) observe that "there is no well-developed theoretical framework for choosing appropriate reliability measures. As a result, there are several measures of reliability, many motivated by ad hoc arguments" (p. 2). In this study we concern ourselves with the coefficient of agreement, Krippendorff's a, and Scott's pi, if for no other reasons than we wished to explore a number of measures and these were the first with which we became familiar.
Accounting researchers concerned with social and environmental disclosures content analysis could use measures of reliability in several ways. One particular use could be attesting to the fact that the coded data in a particular study have met a certain standard of reliability, and are therefore reliable.
Such an assurance, however, does not necessarily require a formal calculation of reliability. If multiple coders are used on the entire data set, and all discrepancies are examined and resolved, then the researchers can feel assured the data set is reliable for those researchers. Similarly, if in examining the discrepancies they observe few differences, then they will also get an intuitive feel of their reliability.
Where reliability has been considered in the accounting literature, it is these intuitive approaches that have predominated (for a detailed discussion on one such approach, see Gray et al, 1995b, pp. 85-86) .
Other uses for formal measures of reliability are when content analysts wish to separate the performance of the coding instruments from the coders to examine separately the relative reliability of different coding instruments, or to examine the relative reliability of individual coders.
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Formal measures of reliability can also assist analysts to determine when sufficient periods of training have elapsed to bring a trainee coder to a required level of reliability. Similarly, given a particular method and set of coders, analysts can use formal measures of reliability to determine whether different content categories produce equally as reliable results. In the event of discovering a particular coding category (e.g. energy disclosures or bad news) is less reliable, the analyst could seek to improve the decision rules governing that category, as well as being more cautious in interpreting those results associated with the less reliable categories.
By establishing the reliability of particular tools/methods across a wide range of data sets and coders, content analysts can reduce the need for the costly use of multiple coders. With reliable coding 3 While it is not strictly possible to separate out the effects on coding performance of the coder from the coding instrument, it is possible to gain an understanding of the effects of each by holding one or the other constant. So, for example, it is possible to determine that given the same coders, one method of coding provides more reliable results than another, or, for a given method, some coders are more reliable than others. Likewise, by trialing a given method with coders who have different levels of experience and familiarity, it is possible to get an idea of the reliability of the method being trialed.
instruments, it may only be necessary to draw a small random sample of previously analysed material and have second or third coders as a check on reliability. Alternatively, it may be more reliable and cost effective to provide a single coder with a period of training before setting them the task of coding a full data set. Without formal measures of reliability, such tasks and decisions become more difficult and haphazard.
Social and Environmental Disclosures Content Analyses and Reliability Testing.
To enable social and environmental accounting researchers to perform content analysis in a replicable manner, interrogation instruments, checklists, and decision rules have evolved over time since the 1970s. The method of social and environmental disclosures content analysis involves two activities: the construction of a classification scheme (defining a set of boxes into which to put the data) and devising a set of rules about "what" and "how" to code, measure and record the data to be classified.
Overtime, both of these activities have been subject to increasingly sophisticated designs by accounting researchers. While such changes have refined our knowledge constructions of social and environmental disclosures, the point of this section is to clarify the ways in which different analysts have chosen to code, measure and record their content analyses and to comment on the implications for reliability.
-Classification Schemes
Turning first to the classification schemes. In the early work of Ernst and Ernst (1978) the dimensions of social and environmental disclosure included theme (environment, energy, products/consumers, community, employee/human resources, fair business practices, general/other) and evidence (monetary quantification, non-monetary quantification, both monetary and non-monetary quantification, declaration). Guthrie (1982 Guthrie ( , 1983 later modified the instrument to include the additional dimensions of amount (proportions of pages to the nearest quarter page) and location in report (chairman's review, separate section, other section, separate booklet). In addition, Guthrie (1982) collapsed the fair business practice theme together with the human resource theme. Gray et al. (1995b) later modified Guthrie's instrument by removing the dimension location in report, separating the employee/human resource theme into health and safety and employee other, and adding the further dimensions of value added statement, and news type (good news, bad news, neutral news); although this latter development had been earlier mooted in Guthrie and Parker (1990) . Gray et al. also created a number of environment sub-themes including, for example, environmental policy and environmental audit. Both Guthrie and Parker (1990) and Gray et al. (1995a) have also drawn out the important distinction between those disclosures mandated by legislation and those which are made voluntarily. Table 1 and Appendix 4 in Gray et al. (1995b) provide a comprehensive description of their classification scheme. Hackston and Milne's (1996) In terms of reliability, two points need to be recognised regarding the evolution of these classification schemes. First, as the number of the content categories in a scheme increases, the • potential• for inter-rater coding errors increases. Second, whether or not the number of content categories from a coding perspective increases depends not only upon whether additional dimensions or sub-categories have been added to the scheme, but also whether the scheme uses the dimensions or categories independently or interactively.
To explain: in Ernst and Ernst's scheme, a coder is to decide whether an annual report contains disclosure items on the environment, yes or no? Next they decide whether the report contains disclosure items on energy, yes or no? And so on. In Ernst and Ernst's scheme, then, classifying annual reports for themes involves independent and separate coding decisions in which the coder only ever faces two possible choices, yes or no. Likewise, we could combine two dimensions, but still ask the question in such a way the coder only faces two options. For example, does this annual report contain monetary disclosures on the environment, yes or no? Although not clearly specified, it appears the coding approach adopted by Guthrie (1982 Guthrie ( , 1983 ) is similar to that in Ernst and Ernst because the findings are reported as proportions of companies making disclosures in a particular category (i.e. incidence rates).
In contrast, the use of the classification schemes in Gray et al. (1995a Gray et al. ( , 1995b and Hackston and Milne (1996) involve the coder facing far more simultaneous choices. In Gray et al.' s approach the coder it appears needs to decide into which of twenty one possible theme categories each item of disclosure is to be placed. These categories include the environmental sub-themes, the mandated themes and the value added statement. The disclosures are measured to the nearest 100th of a page. The Gray et al.
approach, however, appears not to capture in volume terms the other dimensions of evidence and news, nor does it capture by volume these dimensions interactively.
In Hackston and Milne's approach for each sentence in each annual report the coder faces seventy three, yes seventy three possible options. This array of choices arises because they require the dimensions of theme, evidence, and news to be used interactively or conditionally. So, for example, in their approach the coder needs to decide for each sentence which of six possible themes it is, and which of four possible evidence categories it is, • and• which of three news types it is or whether it is none of these possibilities.
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Clearly, on the face of it, and from a coding perspective, the Ernst and Ernst approach probably is more reliable than Gray et al.'s and Hackston and Milne's because each coder has far fewer possible choices for each coding decision, and consequently, far fewer possibilities for disagreeing. However, the increased potential reliability is gained at the expense of additional refinements to our understanding of social and environmental disclosures. By using a yes/no approach to social and environmental disclosure information, research studies are limited to reporting incidence rates. Such findings, however, do not indicate how much emphasis is given to a particular content category (Zéghal and Ahmed, 1990, p. 42) nor to a particular combination of categories. In contrast, under the Hackston and Milne approach it is possible to report, for example, that 95% of environmental disclosures are declarative and good news, or that companies never make bad news environmental statements in monetary terms. Furthermore, the yes/no approach may in fact be quite misleading in the sense it treats a company making one environmental disclosure as equal to one that makes 50 environmental disclosures (Hackston and Milne, 1996, p.88) .
To sum up so far then, the Hackston and Milne approach offers more refined constructions of social and environmental disclosures content analysis, but because of its interactive use of content categories this may come at the expense of potentially less coding reliability. Consequently, perhaps more than the other approaches it is necessary to establish the coding reliability of such an approach. Before we turn to an experimental analysis that seeks to do just this, however, some clarification is also needed on how the different approaches seek to code, measure, and record their coding decisions. The "unit of analysis" by which the content is to be coded and measured, it turns out, also has very important implications for reliability.
-The Unit of Analysis -Words, Pages or Sentences?
As Gray et al. (1995b, p.83) report, there is some debate on the "unit of analysis" that should be used in content analysis. In the social and environmental disclosures literature, however, much of the As a basis for coding, and as far as coding text is concerned, we contend sentences are far more reliable than any other unit of analysis. Moreover, a careful reading of most social and environmental content analyses in fact actually reveals that sentences do form the basis for most coding decisions.
The possible confusion over the unit of analysis is because unlike Hackston and Milne (1996) most studies do not consistently use sentences to both code and count (measure) the disclosure amount.
Instead, many studies use sentences to code and words or areas of a page to count (measure) the disclosures. Several examples can be used to illustrate this point. By far the clearest statement of the mixed usage of a unit of analysis occurs in Zéghal and Ahmed (1990, p.42 , emphasis added) where they state, "Whole sentences and logical parts of sentences were classified. For example, the following statement `$50,000 was invested in project A', was counted as: six words, monetary." While Deegan and Gordon (1996, p.189) discuss word counts, it seems from the examples they provide in their footnote that they also coded sentences. Similarly, from the examples Guthrie (1982, pp. 151-174) provides it seems clear he coded sentences, while his measurement of amount is to the nearest quarter page.
To code words or areas of a page (e.g. tenths or one hundredths) as a basis to derive measures of social and environmental disclosures we suggest will be inherently unreliable. Just imagine trying to code any of the key theme words used to label the categories (e.g. environment, employees), let alone any other words. And how could single words convey good news, for example? Without a sentence or sentences for context, individual words have no meaning to provide a sound basis for coding social and environmental disclosures. Likewise, laying a plastic grid sheet over a body of text and trying to code the contents of each grid square would generate equally as meaningless results.
How one chooses to count or measure the amount of disclosure once the content has been coded, however, could be important, but this would be a matter of measurement error not coding error.
Moreover, the results from Hackston and Milne (1996) suggest such measurement error is likely to quite negligible as long as the basis for measuring is not overly coarse. In their study they illustrate how counting sentence-coded data in terms of the number of sentences or proportions of pages to the nearest 100th made little difference. The extra precision that might be gained from counting words we also suspect will matter little in terms of the subsequent analysis performed on the data. In sum, then, if coders are primarily using sentences as the basis for coding, and we suggest they can in fact do little else to provide meaningful results, they might as well use sentences to count or measure the amount of disclosure. The extra work to do otherwise is unlikely to yield additional benefits.
-Recording the Outcome of all Coding Decisions.
One further point to clarify is that to formally assess the extent of coding errors in content analysis requires that each coder record the outcome of all their coding decisions. In other words, to calculate the coefficient of agreement, Krippendorff's a or any of the measures of reliability requires we know the total number of coding decisions each coder makes, and the coding outcome of every one of those coding decisions. This applies not only to the sentences that each coder decides are social and environmental disclosures, but also to those that they decide are not social and environmental disclosures. Moreover, the recording system needs to be able to permit cross-referencing of precisely which sentences each coder decides are and are not social and environmental sentences.
To simply keep count of the number of sentences which each coder decides occurs in each of the categories from the same annual report is not enough to assess inter-rater reliability. So, for example, if two coders report that they have each decided the same annual report contains ten environmental sentences, we have no basis for discovering anything about the reliability of their coding. Only by knowing which ten sentences they have each decided upon can we assess their coding reliability. If they have each decided on the same ten sentences then we have perfect reliability, whereas if they have each chosen a completely different ten sentences then we have far less reliability. Hackston and Milne's (1996) approach provides a basis to cross-reference the coding outcome of each and every coding decision taken by each coder. Most of the other published social and environmental disclosures studies from which we can tell seem to be unaware of this need. This is not to suggest that these studies are therefore inherently unreliable, but it does suggest that we have no basis for discovering the level of their reliability. 
Method
To formally assess the inter-rater reliability of the coding approach used in Hackston and Milne (1996) , the experimental method used three coders to content analyse annual reports issued from New Zealand companies listed on the New Zealand stock exchange over the period 1991-1993. The analysis was performed over five rounds, with 10 reports being randomly drawn to be analysed in each round. 7 6 Informally, of course, we could get some feel for the reliability of the coders by going through each report page by page and cross checking the basis for their coding decisions. Doing this when two coders had analysed the same report under the Ernst and Ernst method of checking for the absence or presence of certain disclosures, however, raises an interesting question. If the two coders both agreed the report did contain say environmental disclosures, but had reached their decisions on the basis of different information, would they have coded reliably? If they didn't agree with each others' chosen sentences, one would have to say certainly not, but what if they subsequently agreed with each others' chosen sentences? Under the Hackston and Milne approach, unless they had both coded each of the sentences as environmental in the first place, they will have commited a coding error which will lower any of the formal measures of reliability. To formally calculate any of the measures of reliability requires that the method of coding ensure that each coder face the exact same coding decisions (the outcomes of which, of course, can be different). The yes/no approach of Ernst and Ernst, however, does not necessarily require this happen because presumably a coder stops looking for evidence of the presence of disclosures once they have decided it is contained in the report. Given this, then, the yes/no approach appears incapable of being formally assessed for reliability.
7 Due to an administrative error, only 9 reports were in fact analysed in the first round of coding. Equal
The three coders included the two authors plus one other coder. This third coder, who was a complete novice to both social and environmental disclosures research and content analysis, was a hired research assistant with an Arts background in English. Of the other two coders, one had significant experience coding other samples of annual reports, while the other had been exposed to the social and environmental accounting literature, but lacked experience with the coding instruments.
Before Round 1 commenced, the novice coder briefly familiarised himself with several articles from the literature and the checklist and decision rules included in Appendix A of Hackston and Milne (1996) . Without consultation, other than basic instructions, each analyst then scrutinized each annual report independently. To facilitate the recording of their decisions and to permit the formal reliability calculations to be performed later, each coder used a coding sheet for each annual report which permitted various four digit codes to be entered. The first digit being either 0 or 1 to indicate whether a sentence was or was not considered a social and environmental disclosure. The second digit related to themes, the third to evidence, and the forth to news. As an example, then, the code 1112 would indicate an environmental, declarative, bad news statement. Once the round was completed, the first task was to ensure that the sentences each coder had identified in the reports were properly calibrated so as like sentences were being compared with like. 8 Following this, the group of coders then went through each annual report, and examined each sentence each coder had identified as being a social and environmental disclosure. A group decision was then taken as to what code that sentence should be. Consequently, at the end of this first round, four sets of coded sentences were available for each report. One for each coder's ex ante decisions, and one for the group's ex poste decision.
The four sets of four digit codes were then entered into an Excel Worksheet to permit the formal measures of reliability to be calculated. As an illustration, each coder in the first round each coded 4762 sentences. Of these, all three completely agreed on the coding of 4668 sentences, and disagreed to varying degrees on the other 94. Following the first round and the discussions held, some intuitive feel had been gained on the relative performance of the individual coders versus the group's ex post decisions. Consequently, only the first round results, which are derived on the basis of only a minimal amount of prior consultation, are a clear assessment of the performance of the instrument using a novice coder. The method then proceeded through the remaining four rounds in the manner described for the first round.
Analysis and Results
numbers of reports in each coding round, however, is not considered important to the final results. 8 As a matter of improved practice when conducting this kind of reliability analysis it is far simpler if, before the coding takes place, the entire content of each report is sequentially numbered and then photocopied. This ensures the cross-refrencing system is in place from the start and forsakes the need to calibrate afterwards.
The results for the five rounds of reliability testing are shown in Charts 1 and 2. In each of the charts the results are reported on the coders decisions aggregated at the level of a round, rather than at the level of each annual report for each round. Chart 1 indicates the overall inter-rater reliability performance of the three coders as calculated on the basis of their ex ante decisions. The measures of reliability are reproducibility scores and show the inter-rater reliability coefficients based on the pairwise agreements between the coders. The three measures illustrated are 1) the coefficient of agreement (ignoring chance), 2) Scott's pi, and 3) Krippendorff's a.
Chart 1 About Here
For each of the three main coefficients (illustrated by the heavy lines), the measure is based on the reliability associated with the decision is this sentence a social disclosure, yes or no? The measures, then, capture the ratio of disagreement to agreement (weighted for chance in Scott's pi and Krippendorff's a) that occurred at the first level of decision making. In essence what this indicates is the proportion of coding errors associated with the coders choosing the first of the four digits. Chart 1 also illustrates, but only for Krippendorff's measure of reliability (shown as the finer lines), the proportion of coding errors associated with choosing the second, third and fourth digits by which to code the sentences. An important point to note here, then, is that the additional loss of reliability associated with further coding the sentences by theme, evidence, and news is in fact quite low. In Round 1, for example, the reliability coefficient for the first level decision of yes or no was 0.679, whereas for the theme decision it was 0.668, for the evidence decision it was 0.645, and for the news decision it was 0.654. By recognising that a score of 1.00 represents perfect inter-rater reliability, we can see that by far the greatest loss in reliability is associated with the first level decision, and this is consistent for all the rounds of coding.
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Using only Krippendorff's formula, Chart 2 illustrates the relative reliability performance of the three coders separately. Again, for each coder, the additional loss associated with the different level decisions of theme, evidence, and news are illustrated by the finer lines underlying the main lines. To calculate each coder's relative performance, the reliability coefficients are based on each coder's ex 9 A point to note, however, is that Chart 1 (and Chart 2) show reliability coefficients associated with each of the decision levels independently. So, for example, the proportion of coding errors associated with deciding theme issues are separated from the errors associated with evidence. Why this has been done is to enable an unpicking of precisely where the errors occur. Of course it is also possible, and it may be important to calculate the conditional reliabilities that would arise from these stages cumulatively (see, Krippendorff, 1980, pp.150-153) . Whether an analyst needs to be concerned with calculating conditional reliabilities, depends upon how they wish to use the coded output, and what conclusions they intended drawing from it. If the analyst wants to use the output that combines more than two dimensions (e.g. bad news environmental statements or good news monetary employee disclosures) then they need to be aware of the reliability of these combined coding decisions. The additional loss in reliability from the coded output which combines the dimensions, however, may be quite low. In this study, for example, in Round 1 Kripendorff's a fell from 0.679 to 0.620 when all four dimensions were considered cumulatively. Likewise, in Round 5 the alpha score dropped from 0.825 to 0.771.
ante coding decisions in comparison with the group's ex post decisions. Chart 2 illustrates one particularly important finding. For all coders, the additional loss in reliability associated with the lower level decisions is largely the same. Again, most of the disagreements between the coders and the group were likely to be about whether a sentence was or was not a social disclosure. Moreover, many of these were not in fact disagreements, but rather instances where coders had "missed" a sentence disclosure.
Chart 2 About Here
Not surprisingly, the most experienced coder consistently performed at the highest level of reliability, but by the end of Round 3 the three coders' relative performances were not that far apart. From Round 2 onwards (after 19 annual reports), bar one exception for the novice coder coding the news categories in Round 4, all the coders were performing at above the 0.80 reliability level on all the independently measured decision levels.
Although not shown, additional reliability analysis was also performed for the three coders overall across the different content category themes of environment, energy, consumers, community, health and safety, and employees for each round. Using Krippendorff's and Scott's formulae, the results indicate that no single category stands out as consistently of lower reliability than the other categories.
Similarly, when the reliability coefficients for each coder by each of the content category themes were calculated, no single content theme seems to consistently create low reliability levels for each coder independently.
Discussion
Before discussing the results from this reliability experiment, some consideration must be given to what are appropriate standards for inter-rater reliability, and how might they be determined. In determining standards for acceptable levels of inter-rater reliability, some care is needed to specify the situation in which the standards are to apply. Holsti (1969, p.142 , emphasis in original) makes the point, for example, that " defining an acceptable level of reliability is one of the many problems in content analysis for which there is no single solution." and that the question of reliability standards needs to be "...answered within the context of a given research problem...". Krippendorff (1980) , likewise warns that standards for data reliability should not be adopted ad hoc, and that they [the standards] must be related to the validity requirements imposed on research results, and in particular the costs of drawing false conclusions (p. 147). Krippendorff (1980) goes on to suggest that in establishing a meaningful level of reliability, content analysts will have to determine how the unreliabilities encountered in the data will affect their findings.
In examining the inter-rater reliability of corporate social and environmental disclosures content analysis, then, several issues need to be considered. For instance, are the standards to apply to a batch of annual reports coded at the same time, or to each and every annual report? Are researchers to use the Coefficient of Agreement, Scott's pi or Krippendorff's a? And at what level should these coefficients be set in order to determine acceptable levels of reliability? Before considering these specific issues, several points are worth making on the theoretical and working ranges of the three reliability coefficients, and how these ranges differ according to the coding situation.
In the two coder/two category situation 10 , Krippendorff's a and Scott's pi are equivalent (Krippendorff, 1980, p.138) . While the theoretical ranges for these two reliability coefficients are 1.0 (perfect agreement) to -1.0 (complete disagreement), the more likely working ranges for social and environmental disclosures content analysis are 1.0 to -0.05. The working ranges narrow at the bottom end of the scale because the coding situation presents many sentences which the coders will readily agree are not social and environmental disclosures. 11 The theoretical range for the Coefficient of Agreement is 1.0 (perfect agreement) to 0.0 (complete disagreement). However, again, the working range in social and environmental disclosures analysis will be much reduced at the bottom end of the scale. The unlikely scenario outlined in note 11, for example, generates a Coefficient of Agreement of 0.909.
In the three coder/two category situation, which the results from Chart 1 in this study represents, Krippendorff's a and Scott's pi are no longer equivalent. The theoretical range for Krippendorff's a is no longer +1.0 to -1.0, but +1.0 to -0.50, and the theoretical range for Scott's pi is no longer +1.0 to -1.0, but +1.0 to +0.25. The reason for the narrowing in the theoretical ranges is that in the three coder/two category situation whenever there is disagreement, two of the coders are in fact in agreement, and both formulae give partial credit for this agreement. The reason the ranges now differ, however, is because of the different ways in which the formulae calculate agreements due to chance.
Krippendorff's reliability coefficient is more conservative than Scott's and becomes increasingly more For most of this exploratory study inter-rater reliability coefficients have been calculated for batches of annual reports coded in different rounds of content analysis. The primary purpose of such calculations has been to shed light on the relative performance of three coders with different levels of experience, and on their relative performance with respect to the different levels of coding decisions (e.g. theme, evidence, news, and specific theme categories) they encountered. In essence this study has been concerned with assessing the reliability of the methods of coding, the instruments and the decision rules. A particular effect of calculating reliability at the level of each batch of reports, however, is that it permits unreliably coded reports to be offset against more reliably coded reports.
For the more common research purposes which use coded social and environmental disclosures at the individual firm level such calculations of the reliability coefficients may not be appropriate.
The Reliability of Coded Annual Reports
With regard to the reliability levels of individual reports, however, Chart 3 illustrates some interesting findings. Chart 3 illustrates the relationship between the number of social and environmental disclosures each report contains and the three coder/two category Krippendorff a value calculated for each report. The number of social and environmental disclosures attributed to each report is determined on the basis of the three coders' ex-post and final group decision, whereas the Krippendorff values are based on the individual coder's ex-ante coding decisions for each report.
Chart 3 About Here
Two things in particular are noticeable from Chart 3. First, and not too surprising, the reliability of the reports coded in the later rounds tend to be generally higher than those coded in the earlier roundsthis is especially so for Rounds 4 and 5. Second, the range of reliability coefficients associated with the reports is much greater for the reports in which it is subsequently agreed there are very few disclosures. This second finding occurs because of how Krippendorff's a is calculated. Disagreements over a small number of (one or two) sentences, it turns out, can produce quite dramatic differences in The following examples illustrate the wide variability in Krippendorff's . If say three coders independently code a report in which they all agree 500 sentences are not social and environmental disclosures, and one coder claims one further sentence is a social and environmental disclosure, but the other two coders do not, then the Krippendorff • *• value is 0.0. However, if all three coders had agreed 499 sentences were not social and environmental disclosures, and all agreed that one sentence was a social/environmental disclosure, then Krippendorff's • *• would equal +1.0. Similarly, if all three coders had agreed 499 sentences were not social and environmental disclosures, and all agreed that one sentence was a social and environmental disclosure, but disagreed over one further sentence in which one claimed it to be a social and environmental disclosure and the other two did not, then Krippendorff's • *• would equal +0.75. Had the coders disagreed over only one Scott's pi will also generate a wide variability of values where the number of sentences coded as social and environmental disclosures (to which all agree or disagree) are very small or zero and the number of non-social disclosures are relatively very large. Scott's pi, however, will vary between +1.00 and +0.48, because while it also uses the pooled ex-ante coding decisions to calculate chance agreement, it manipulates them differently.
In contrast to the wide variability associated with the reports with few social and environmental disclosures, the range of reliability values for those reports with more social and environmental disclosures is both narrower, and generally not as high in the extreme cases. Chart 3, for example, illustrates that for those reports coded during Round 5, some of the least reliable were those that contained some of the most social and environmental disclosures. Again, part of the reason for this is that in cases where reports contain many social and environmental disclosures, while the opportunities for agreement that particular sentences are social and environmental disclosures are high, so too are the opportunities for disagreement, and unless the coders can constantly maintain the proportion of agreements to disagreements, the reliability coefficients decline. 13 To keep Krippendorff's a at 1.0, for example, requires zero disagreements.
Low inter-rater reliability values at the level of each annual report, then, may not necessarily create cause for concern. Low reliability values associated with disagreements over a small number of sentences may matter little, while low values associated with disagreements over many sentences will matter much more. Both the magnitude of the disagreements, and the relative proportion of the disagreements to the agreements both need to be considered in addition to the reliability value when trying to establish a meaningful level of reliability. While in general low values for inter-rater reliability coefficients are likely to be unacceptable for a batch of reports, here too some care should be exercised. It is possible, for example, that the batch happens to contain twenty reports in which there are in fact very few social and environmental disclosures, and in which the coders most often seem to disagree on these few sentences.
In determining what is an unacceptably low value of reliability, consideration also needs to be given to the coding situation; that is, the number of coders, the number of categories, the reliability coefficients and their theoretical and typical working ranges. A value of 0.764, for example, may be acceptable for
Krippendorff's a in a three coder/two category situation, but not so for Scott's pi in the same situation. 14 As Holsti (1969) and Krippendorff (1980) have both made clear there are no easy answers sentence, but the distribution of complete agreements between not social and environmental disclosures and social and environmental disclosures had been 449 and 50, then Krippendorff's • *• would equal +0.99. 13 Increasing the number of coders in any situation will also increase the chances for disagreement. 14 A situation in which three coders completely agreed 1000 sentences were not social disclosures, completely agreed 20 sentences were social disclosures, and disagreed over a further 18 in which one claimed to the question of acceptable standards for data reliability, and standards should not be adopted ad hoc.
In establishing a meaningful level of reliability, Krippendorff (1980) also urges content analysts to determine how the unreliabilities encountered in the data will affect their findings. To this end, for each round of ten reports, both Spearman's Rank and Pearson's Product Moment correlation coefficients were calculated for each coder. The correlation coefficients concerned each of the coder's ex ante decisions regarding how many social and environmental disclosure sentences each annual report contained in total, and the group's ex post decision regarding how many social and environmental disclosure sentences each report contained in total.
All the correlation coefficients (not reported) for each of the coders are extremely high and significant.
Only in Rounds 1 and 4 do the coefficients drop below 0.80, and in both cases these are for the expert coder's ranking of the reports (in terms of disclosure amount) relative to the group's ex post ranking of the reports. Consequently, the low reliability values which were associated with the three coder's coding of a number of reports (as illustrated in Chart 3) would likely have a very negligible impact on the outcome of any of the typical analysis (e.g. relationships with company size, industry, etc.) that has been performed on the total amount of social and environmental disclosures as contained in annual reports.
Where researchers seek to perform analysis based on the coded sub-categories of disclosure rather than the aggregate total of disclosure, however, correlation analysis is of no help in judging the effects of coding errors and coder reliability on the analytical results. Correlation analysis does not measure inter-rater reliability (Krippendorff, 1980, pp. 145-146) . Consequently, in the absence of a full replication of analysis using one coder's coded output rather than another's, content analysts are left to judge the possible impacts of coding errors by interpreting the inter-rater reliability coefficients.
As indicated, interpreting the reliability coefficients requires an understanding of the circumstances in which they were produced. Chart 3, for example, clearly shows that about five reports from Round 2 have relatively low reliability coefficients, and these are from reports that contain more than a few social/environmental disclosures. Charts 1 and 2 also indicate lower levels of inter-rater reliability for Round 2 than any other round, and that this was in part, but not entirely, associated with the novice coder. The overall reliability scores in Rounds 1 and 2 for the three coders are below 0.75 because the novice and less experienced coders are each operating at less than 0.80. It also needs to be remembered that the cumulative reliability scores for the interactive four dimensional coding decisions will be lower still. In considering all these factors we would suggest that the coded output from the these 18 were social disclosures, for example, would generate such a Krippendorf value. For Scott's pi to be the same value, the coders would be permitted to disagree not over a further 18, but a further 50 sentences. coders other than the expert in Rounds 1 and 2 are probably not reliable enough to permit anything other than the kind of analysis performed on aggregate total disclosures.
From Round 3 onwards, however, all the indicators from this experimental study suggest that the coded output from any of the three coders could be relied upon for finer levels of analysis without vastly different outcomes in results.
Conclusions
This paper has reported the results of a reliability experiment designed to explore the inter-rater reliability associated with the content analysis of corporate annual reports. In particular, the experiment involved testing the reliability of coding instruments and instructions used in Hackston and Milne (1996) to analyse reports for social and environmental disclosures. In the process of conducting this experiment, several important results emerged.
First, the social and environmental accounting literature often seems less than clear on the reliability implications of coding (classifying) as opposed to measuring (counting) disclosures. Consequently, we hope that the earlier part of this paper has added some clarification to the issues of classification, coding and the unit of analysis, and the importance of recording for reliability analysis.
Likewise, and second, we discovered that formally measuring inter-rater reliability and establishing minimum standards to be achieved in content analysis is far more complex than we had ever imagined.
Not only are there multiple methods, the choice of which to use is somewhat arbitrary, but they operate with different theoretical and working limits. Consequently, there are no universal rules of thumb or universal minimum standards that sensibly can be adopted for the reliability of social and environmental disclosures content analysis. The only advice that seems to emerge from this study is that the researcher needs to understand the tools they are using, their limits, and the circumstances they are being used in, before making careful interpretations of their effects. We hope, therefore, that this paper adds to an understanding of using formal measures of inter-rater reliability in social and environmental disclosures content analysis.
Third, and from the experimental analysis, while the expert coder consistently outperformed the other two coders overall in each round (as determined against the group's ex-post agreements), this did not occur consistently in each and every theme category. Similarly, the novice coder was not consistently the least reliable in each and every theme category. Most importantly, however, regardless of the coder making the coding decisions, by far the greatest proportion of disagreements concerned whether a particular sentence was or was not a social disclosure. If coders had agreed to a sentence being a social disclosure (regardless of which theme) they were relatively unlikely to disagree over which theme, what sort of evidence, and what type of news characteristics the sentence contained.
Fourth, the coded output from the novice and less experienced coders as supported by the correlation analysis is sufficiently reliable to permit aggregate total disclosures analysis with a minimum of familiarisation and almost nil training with the Hackston and Milne approach. The indicators from the reliability analysis, however, suggest a period of coding about twenty reports needs to be carried out before more elaborate sub-category analysis could be reliably performed on the coded output of the less experienced coders. On the other hand, the indicators for the coded output from the expert coder appear sufficiently robust to suggest that could be used from the beginning.
The experiment in this study, however, yields only indicators on these last two points, and without a full comparative analysis using such coded output the accuracy of these indicators remains unknown.
Likewise, a hidden presumption of the authors is that were two or three experienced coders to use the Hackston and Milne instrument, they would generate sufficiently reliable coded output from the start.
Again, however, the accuracy of this presumption could be more fully tested with a full comparative analysis. In summary, then, this experiment has yielded several new insights into the reliability of social and environmental disclosures content analysis, but further work remains to fully achieve 
