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Abstract
Consider a channel allocation problem over a frequency-selective channel. There are K channels (frequency bands) and N
users such that K = bN for some positive integer b. We want to allocate b channels (or resource blocks) to each user. Due to the
nature of the frequency-selective channel, each user considers some channels to be better than others. The optimal solution to this
resource allocation problem can be computed using the Hungarian algorithm. However, this requires knowledge of the numerical
value of all the channel gains, which makes this approach impractical for large networks. We suggest a suboptimal approach,
that only requires knowing what the M -best channels of each user are. We find the minimal value of M such that there exists
an allocation where all the b channels each user gets are among his M -best. This leads to feedback of significantly less than
one bit per user per channel. For a large class of fading distributions, including Rayleigh, Rician, m-Nakagami and others, this
suboptimal approach leads to both an asymptotically (in K) optimal sum-rate and an asymptotically optimal minimal rate. Our
non-opportunistic approach achieves (asymptotically) full multiuser diversity as well as optimal fairness, by contrast to all other
limited feedback algorithms.
Index Terms
Resource Allocation, Multiuser Diversity, Channel State Information, Random Bipartite Graphs.
I. INTRODUCTION
The problem of multiple users accessing a common medium is a central issue in every communication network [2]–[4].
The most common access schemes in practice are orthogonal transmission techniques such as TDMA, FDMA , CDMA and
OFDMA [5], [6]. Modern communication networks allocate each user a number of resource blocks, each consisting of several
OFDMA subcarriers that need not be adjacent [7].
When using a frequency division technique in a frequency-selective channel, not all channels have the same quality.
Furthermore, since different users have different positions, the channel gains of users in a given frequency band are independent.
This introduces a resource allocation problem between users and frequency bands (channels). Theoretically, if the exact
knowledge of all these channel gains were available, an optimal solution for this resource allocation could be computed.
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2The performance gain that can be achieved by solving this problem over a frequency allocation that ignores the channel gains
is known as multiuser diversity [8].
In FDD systems, the base station (BS) can only have knowledge of the channel gains of each user if all users transmit
this information directly. In TDD systems, the BS can estimate the channel gain of a given user from the reciprocity of the
channel. However, the BS must estimate the channel gains in all frequencies, not just the currently used ones, so a wideband
transmission is required from each user. These transmissions need to be coordinated between users so that they will not collide.
Moreover, although the channels are indeed reciprocal, the RF circuits are not, which calls for a calibration process [9].
As networks grow and bandwidth expands, the number of channels increases significantly. This is typical of OFDMA systems
that tend to have a large number of subcarriers. For example, in LTE [7] there are from 128 to 2048 subcarriers in the downlink
for each user. This implies that reporting the channel state information (CSI) to the BS inflicts a large communication overhead
that makes such a scheme infeasible.
This paper deals with a channel allocation task with K channels where N users simultaneously demand b channels for each.
This occurs when users are backlogged; i.e., always have packets to transmit. This represents a non-opportunistic approach
where the BS waits for a queue of N users to form and only then computes a good allocation for all the users in the queue.
When users leave the network and others replace them, the allocation is updated accordingly.
We propose a novel limited feedback scheme that significantly reduces feedback overhead compared to state of the art
techniques [10]–[14]. The proposed technique provides a provably both asymptotically optimal sum-rate and max-min fairness
(which none of the current methods provide). The proof applies to a wide range of fading distributions that includes Rayleigh,
Rician and m-Nakagami. Our technique uses ~0.85 bits per user per channel for K = N = 20, and ~0.52 bits per user per
channel for K = 512 and N = 128.
In our approach, users only need to feed back the indices of their M -best channels, and not their numerical values. If M
is large enough, there is a high probability of an allocation of users to channels where each user gets b channels, all of which
are from his M -best channels. We prove that for M ≥ (b+ 1) (1 + ε) lnK , for ε > 0, this probability approaches one as
K → ∞. While our approach is asymptotic, the probability that such a perfect matching allocation exists exceeds 99% for
K = 20 channels and N = 20 users.
Figure 1 presents a toy example of our system with N = K = 4. Each user transmits the indices of his M best channels
to the BS. The BS constructs the associated bipartite graph, computes a perfect matching in this graph and transmits back the
allocated channel to each user.
The existence of a perfect matching allocation relies on the theory of random bipartite graphs. We define a novel random
bipartite graph where each user is represented by b vertices (“agents”) in the graph, all of which are connected to the M -best
channels of this user on the other side of the graph. We prove that this bipartite graph has a perfect matching, with high
probability. Due to its dependent edges, our random bipartite graph is not an Erdo˝s–Rényi graph. Consequently, proving the
existence of a perfect matching requires revisiting the original proof. Our proof is in the spirit of the original result by Erdo˝s
and Rényi for random bipartite graphs [15]. A generalization of our results to the case of unequal numbers of channels between
users can be achieved using the same techniques. It is omitted due to the complicated formalism. However, we present detailed
3simulations of the CDF of the rates (not just the means) that indicate that our results are also valid for an unequal number of
channels between users.
Throughout this paper, we use the term “channel”. This may represent several united subcarriers if the coherence bandwidth
is large and they are highly correlated (e.g., a resource block). In other words, a “channel” is a designed unit that should
optimally be the smallest independent resource block in terms of the statistics of the corresponding channel gain.
A. Related Work
There is extensive literature on OFDMA resource allocation (see the surveys in [16], [17] and the references therein).
These allocations deal with the subcarrier assignment and the power allocation over these subcarriers. The state of the art
algorithms achieve a close to optimal sum-rate with reduced computational complexity compared to the optimal solution. In
many studies, it has been shown that an equal power allocation between the subcarriers of each user achieves very close to
optimal performance [18]–[23]. Hence, the problem of subcarrier allocation appears to be much more significant than that of
power allocation. However, all these approaches assume that users estimate their CSI perfectly and feed all of it back to the
BS. While this assumption may be reasonable for small networks, it is highly infeasible for large networks with a large number
of subcarriers, such as LTE [7].
In order to overcome the need for the whole CSI to exploit the selectivity of the channel, many works have suggested
suboptimal schemes with limited feedback. For an excellent overview of limited feedback systems, see [24]. The state of the
art algorithms consider an opportunistic scheduling approach, where each available channel is assigned to a user with a high
instantaneous channel gain [10]–[12], [25].
In [10]–[12] each user transmits one bit per channel to indicate if the corresponding channel gain exceeds a threshold, while
in [25] each user transmits the highest-rate modulation scheme he can support out of a discrete set of schemes (which requires
more than one bit per channel). In [26], [27], channels are grouped together into clusters and only the information about the
quality of each cluster is transmitted by the user. This grouping approach limits the amount of multiuser diversity that can
be achieved, so that the reduced feedback has a performance cost. This cost is avoided if the grouped subcarriers are highly
correlated, but in this case the multiuser diversity is smaller. We argue that for highly correlated channels, using grouping
cannot be considered a real feedback reduction, since assigning two bits to two highly correlated subcarriers is a waste of
feedback to begin with. In this work we use the term “channel” to refer to the smallest group of subcarriers for which the
"channels" are independent, which can be considered a kind of grouping.
In [13], the grouping and thresholding approaches were combined to achieve a feedback of less than one bit per user per
channel, which leads to a compromise of suboptimal performance (even asymptotically). In [14], theM -best channels approach
was used for opportunistic scheduling. Users are arranged in a queue, and each of them transmits the indices of his M -best
channels to the BS. The BS sequentially assigns each user the best channel from these M channels if it is available, and a
random channel if none of them are. The thresholding approach requires the BS or the users to know the fading distribution
to compute the optimal threshold. The M -best channels approach does not require any such knowledge, which makes it more
robust.
4All these approaches are opportunistic in nature and as such suffer from an inherent unfairness. Some of the methods have
suggested obtaining some degree of fairness by designing the scheduler [10]–[12], [27], at the cost of a reduced sum-rate. In
order to get a comparable sum-rate with a proportional fairness scheduler, each user needs to wait until he is chosen as the
“opportunistic user”. Therefore, fairness can only be maintained by introducing very large delays for users, which is far from
being desirable or practical.
The rationale behind the opportunistic approach is to exploit the multiuser diversity. By contrast, here we argue that this
widespread approach is too conservative and that achieving multiuser diversity should not come at the expense of fairness.
We argue that fairness is undermined because all these approaches schedule a user for each channel separately. Somewhat
surprisingly, when analyzing all the channels together, each user is very likely to be “an opportunistic choice” for some available
channel. This calls for a more sophisticated mathematical analysis of the random matchings between users and channels as
we employ in this paper, in contrast to the simplistic arguments dealing with either one user or one channel at a time.
In contrast to [11]–[14], our work is not limited to Rayleigh-fading channels, but applies to a much broader class of
exponentially-dominated tail distributions. Besides Rayleigh fading, this class includes Rician, m-Nakagami and others.
In [28]–[30], a distributed channel allocation for Ad-Hoc networks was introduced, based on a carrier-sensing multiple access
(CSMA) scheme and a thresholding approach for the channel gains. Although considering a different scenario, the analysis
in [28]–[30] also used a random bipartite graph, albeit a very simplified one. The random bipartite graph in [28]–[30] was
an Erdo˝s–Rényi graph (i.e., existence of edges is independent), for which perfect matching existence results are well known
[15]. There are no perfect matching existence results that can be employed for our graph, so a novel analysis is required.
Our random bipartite graph differs from an Erdo˝s–Rényi graph in two key ways. First, we use the M -best channels approach
instead of the thresholding approach. This means that each user node is connected to exactly M channel nodes, and not only
on average. Second, we allow for an allocation of b > 1 channels for each user, which leads to b identical vertices. Due to
these two characteristics, the edges in our random bipartite graph are not independent. Moreover, the analysis in [28]–[30] was
limited to bounded channel gains and only proved the asymptotic optimality of the expected sum-rate. We prove asymptotic
optimality for the random sum-rate in probability. More importantly, we prove asymptotic optimality for the random minimal
rate in probability.
The existence of perfect matching allocations is closely related to the pure Nash equilibrium (NE) of interference games.
In our previous work [31], [32] we designed a game where all pure NE are an almost (or an exact) perfect matching between
users and channels. We assumed that each user was allocated a single channel. The results of this paper can be exploited to
generalize our previous results to the case of b > 1 channels per user.
B. Outline
The remainder of this paper is organized as follows: In Section II we formulate the channel allocation problem and present
our limited feedback scheme. In Section III we prove that as K → ∞, the probability that a perfect matching exists in the
user-channel graph approaches one for M ≥ (b+ 1) (1 + ε) lnK (Theorem III.1) and that it cannot approach one for smaller
M (Lemma III.2). This perfect matching is an allocation where each user gets b of his M -best channels. In Section IV
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we analyze the feedback requirements of our scheme and propose an efficient encoding method. In Section V we prove that
a perfect matching allocation asymptotically attains both an optimal sum-rate and max-min fairness (Theorem V.4). Section
VI provides simulation results that support our analytical findings, compare our algorithm to state of the art algorithms and
show that our results hold for a more general model. Section VII concludes the paper.
II. PROBLEM FORMULATION
In our model, there are N users that are served by a BS that has K channels for allocation. Figure 1 depicts a toy example of
our system with K = N = 4. We assume that K = bN for some positive integer b and that each user is allocated b channels.
The parameter b, which we treat as given, can be optimized beforehand. A generalization of our analysis to a different number
of channels per user is possible using a more cumbersome proof. We later demonstrate in simulations that our scheme works
just as well in this case. Throughout the paper, we use calligraphic capitals to denote sets (and events), bold capitals to denote
matrices and capitals or lower case letters to denote scalars. Our assumptions on the channel gains are as follows:
Channel Gains Assumptions
1) For each user n, the channel gains gn,1, ..., gn,K are K i.i.d. random variables. Channel gains of different users are
independent. This is a widespread assumption in the channel allocation literature [12]–[14]. However, in contrast to
[11]–[14], we do not assume Rayleigh fading or that the channel gains of different users are identically distributed.
2) Each user can perfectly measure each of his K channel gains. This widespread assumption [11]–[14], [26], [27] is
necessary so that each user can evaluate his M -best channels. In modern devices, multichannel sensing has become
common practice that can be easily achieved by a beacon sent from the BS or other standard estimation techniques. Our
approach does not require users to transmit this entire information to the BS.
3) Channel gains are quasi-static, such that the coherence time is larger than the time it requires to feed back the partial
CSI (i.e., block-fading). This is also a very common assumption [10]–[14], [25], [26], since the multiuser diversity can
only be exploited in scenarios where this assumption holds.
We assume that the transmission power is the same in each channel, so no water-filling technique is used. This assumption
is later justified both analytically and in simulations that show that the water-filling gain is negligible in our model for all
practical SNR values. This has been verified for many similar scenarios [18]–[23].
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NOTATIONS AND SYMBOLS USED THROUGHOUT THIS PAPER.
N Number of users
K Number of channels
b Number of channels per user
M Number of best channels for each user
gn,k Channel gain of user n in channel k
Pmax Maximal transmission power
X(i) The i-th smallest variable among X1, ..., XN
EK Probability that a PM does not exist with K
channels
Denote by An the set of allocated channels of user n. The achievable rates of the users in bits per channel use, {Rn}, are
defined as
Rn (An) =
∑
k∈An
log2
(
1 +
g2n,kPmax
bN0
)
(1)
where Pmax is the maximal transmission power of each user and N0 is the variance of the Gaussian noise in his receiver.
Often, the goal of a channel allocation scheme is to maximize the sum-rate of the users
max
(A1,...,AN)
∑N
n=1Rn (An)
s.t. An
⋂Am = ∅ ∀n,m , n 6= m (2)
where the constraint means that each channel is allocated to a single user (orthogonal transmission). However, maximizing the
sum-rate often comes at the expense of fairness.
max
(A1,...,AN)
min
n
Rn (An)
s.t. An
⋂Am = ∅ ∀n,m , n 6= m (3)
Our goal is to design a limited feedback channel allocation scheme that maximizes the sum-rate without compromising the
minimal-rate (fairness).
A. Perfect Matching Allocation Scheme
In order for the BS to be able to compute the optimal solution of (2), all users need to feed back all their channel gains
to the BS. Then, the optimal solution can be computed at the BS in polynomial time using the Hungarian Algorithm [33].
However, a feedback overhead of K quantized numbers for each user renders this approach impractical for cellular networks.
Therefore, suboptimal schemes with limited feedback overhead and good performance are essential.
In general, there is a fundamental tradeoff between the amount of feedback used for the allocation and the performance
achieved. By choosing a specific feedback structure, one chooses a specific operating point for this tradeoff. For example, by
feeding back the values of the NK channel gains the optimal solution can be computed, and by feeding back one bit per user
per channel (K bits per user), state of the art thresholding schemes can be applied [10]–[12].
We propose a novel limited feedback scheme that requires less feedback than current state of the art schemes. Not only
that it does not perform worse, it even performs much better. The scheme is summarized in Algorithm 1. In our approach,
7each user transmits only the indices of his M -best channels, without their numerical value. Feeding back the indices of the
M -best channels was proposed in [14] for an opportunistic channel allocation scheme. The novelty of our approach is not
in the feedback structure but in the fact that our approach is non-opportunistic. This means that all channels and all users
are simultaneously considered in the computation of the allocation, and not one by one. In particular, only in our scheme the
results of the next section about the optimal M for a perfect matching (PM) are valid. Since [14] has nothing to do with
perfect matchings, it suffers, like any opportunistic method, from an inherent non-fairness. We compare our performance to
[14] in Section VI.
The information available at the BS using this limited feedback can be summarized using a bipartite graph defined as
follows. Using this information, the BS aims to compute an allocation where each user gets b of his M -best channels. Such
an allocation does not necessarily exist, and the existence probability depends on M .
Definition II.1. A user-channel graph Γ is a balanced bipartite graph consisting of a user nodes set N and a channel nodes
set K. Every user n ∈ N has b user nodes (“agents”) and every channel has a single channel node. An edge is connected
between ni ∈ N and k ∈ K if and only if channel k is one of the M -best channels for user n. A PM allocation corresponds
to a PM in this graph.
Algorithm 1 Perfect Matching Limited Feedback Scheme
Setting -There are N users in a cell and K = bN channels for a positive integer b. Let gn,k be the channel gain of user n in
channel k. Let M = ⌈(1 + b) (1 + ε) lnK⌉ for some ε > 0.
Periodically in the cell:
1) The base-station (BS) broadcasts a common beacon on all K channels.
2) Each user n independently -
a) Estimates the channel gains gn,k for each k.
b) Transmits the subset of his M -best channels to the BS, using log2
(
K
M
)
bits (see Algorithm 2).
3) Based on the information from 2(b), the BS constructs the bipartite graph Γ of Definition II.1.
4) The BS computes the maximal matching in Γ (e.g., using the algorithm of [30]).
5) The BS transmits to each user the channels he is matched to according to Step 4.
a) Theorem III.1 guarantees that with high probability this matching will assign each user b of his M -best channels
(“perfect matching”).
b) Theorem V.4 guarantees that with high probability this allocation will have asymptotically both optimal sum-rate
and max-min fairness.
Algorithm 2 Feedback Encoding and Decoding
Encoding - The subset S ⊂ {1, ...,K} is mapped to the index E (S,K), defined recursively as
1) If S = ∅, then E (S,K) = 0.
2) If K/∈ S, then E (S,K) = E (S,K − 1) .
3) If K∈ S, then E (S,K) = (K−1|S| )+ E (S \ {K} ,K − 1) .
Decoding - The index e is mapped to the subset D (e,K,M), defined recursively as
1) If e = 0, then D (0,K,M) = ∅.
2) If e <
(
K−1
M
)
then D (e,K,M) = D (e,K − 1,M).
3) If e ≥ (K−1
M
)
then D (e,K,M) = D
(
e− (K−1
M
)
,K − 1,M − 1
)⋃ {K}.
From the perspective of the theory of random bipartite graphs, our graph is not typical. Each left side node has exactly M
edges whereas each right side node may have any degree. Additionally, groups of b consecutive left side nodes are connected
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Fig. 2. User-channel graphs.
to the exact same right side nodes. In particular, this means that edge existence is not independent and that the graph is not
an Erdo˝s–Rényi graph. This is why a novel proof for the existence of a PM is needed.
Examples of user-channel graphs can be seen in Figure 2. In the left graph N = 3, b = 2 and M = 2. A PM exists that
consists of the grey edges. In the right most graph N = 2, b = 2 and M = 2. No user is connected to channel 4 so no PM
can exist. In the central graph, N = 4, b = 2 and M = 3. Although each channel is connected to at least two user nodes, a
PM does not exist. No matter which two channels are allocated to nodes 1 and 2, nodes 3 and 4 will be left with only one
desired channel for both of them.
III. ASYMPTOTIC EXISTENCE OF PM ALLOCATIONS
Our goal is to show that a PM allocation, where each user only gets M -best channels, exists. There is a trade-off for the
parameter M . A large value of M increases the probability that a PM allocation exists at the cost of reduced performance,
since the M -best channel gets worse as M increases. The feedback communication overhead also increases with M . Hence,
it is important to identify the smallest value of M for which a PM exists. In this section we characterize this optimal value of
M that is used in Algorithm 1.
The main theorem of this paper is stated as follows:
Theorem III.1 (Main Theorem). Let K = bN for a positive integer b that is constant with respect to N . Let EK be the event
that a PM, where each user gets b channels that are among his M -best, does not exist. If M ≥ (b+ 1) (1 + ε) lnK for some
ε > 0 then, for large enough K ,
Pr (EK) ≤ 1
Kε+
ε+1
b
+
pi
√
be3
12
1
K
3
2 ε+
3
2
ε+1
b
. (4)
Thus, a PM exists with a probability that approaches one as K → ∞. Furthermore, if ε ≥ 1, then the indicator of EK
converges to zero almost surely.
Proof: See Appendix A.
For a PM to exist, every channel should be one of the M -best channels for at least one user. The following lemma shows
that for this to occur, M must increase with K faster than b lnK and that M = b (1 + ε) lnK is enough for that purpose.
9Lemma III.2. Let K = bN for a positive integer b that is constant with respect to N . Let M > 0 and ε > 0. Let E0 be the
event that there is a channel which is not one of the M -best channels for any user.
1) If M ≤ b lnK then lim
K→∞
Pr (E0) ≥ 12 .
2) If M ≥ b (1 + ε) lnK then lim
K→∞
Pr (E0) = 0.
Proof: See Appendix A.
IV. FEEDBACK REDUCTION
The implication of Theorem III.1 is that Algorithm 1 requires of each user to feed back only the indices of his M =
⌈(b+ 1) (1 + ε) lnK⌉ best channels. This requires log2
(
K
M
)
bits from each user, to encode a subset of size M of a set of size
K . Since log2
(
K
M
) ≤ M log2K , the amount of feedback bits per user per channel scales like O ( log22KK ), which improves
with the number of channels K , therefore making our scheme especially appealing for large systems. In Algorithm 2 we
present a practical method for encoding and decoding by indexing the subsets that requires exactly log2
(
K
M
)
bits, used for the
combinatorial number system [34]. Its computational complexity is O (K).
Proposition IV.1. The encoding of Algorithm 2 requires log2
(
K
M
)
bits.
Proof: The fact that E (S,K) is a bijection so each subset has a unique index and vice versa is proven in [35]. For each
subset S ⊂ {1, ...,K} such that |S| = M we have
E (S,K) ≤
M∑
m=0
(
K − 1−m
M −m
)
=
(a)
(
K
M
)
(5)
where (a) follows from the hockey-stick identity [35]. Hence, all the subsets S ⊂ {1, ...,K} such that |S| = M are mapped
by E (S,K) to the indices 1 to (K
M
)
.
State of the art limited feedback schemes [10]–[12] use a threshold for each channel gain. This means that each user has to
send a packet of K data bits in each coherence time of the channel (typically several milliseconds). Already in LTE K = 2048
is a possibility [7], which results in a feedback (uplink) data rate of 409.6kbps for a coherence time of 5 milliseconds, more
than four times the bandwidth of a voice call. In order to maintain multiuser diversity this feedback channel should be active
very often. Besides creating a significant communication overhead in the uplink, this might not even be feasible due to battery
constraints. Since the number of channels will increase in 5G systems, reducing the feedback amount is necessary if channel
allocation with good performance is to be employed.
In general, in the high-SNR regime, the capacity of each user scales like bBW ln (lnN), where BW is the bandwidth of a
channel and ln (lnN) is from the multiuser diversity in Rayleigh fading channels [13]. For a thresholding method the feedback
rate scales like bN , so the feedback becomes even larger than the data rate in large systems. In [13], it was suggested to mitigate
this overhead by grouping channels, at the cost of a reduced sum-rate (and minimal rate). Our method requires a feedback rate
that scales like ln2N instead of like N as the thresholding schemes. Therefore, for modern systems with a relatively large
BW , the feedback overhead of our scheme remains negligible even for very large values of N . Hence, our method achieves
10
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Fig. 3. Number of bits for feedback in Algorithm 1, and the corresponding upper bound for the non-perfect matching probability.
the necessary feedback reduction, not only without reducing the performance, but actually improving it. While the sum-rate
improvement is moderate, the minimal rate is dramatically increased.
In Figure 3 we present the number of feedback bits our algorithm requires as a function of the number of channels K ,
for b = 1, 4, 8 and ε = 0.3, 0.7, 0.8, respectively. The values of ε are chosen in order to minimize the number of feedback
bits while keeping the probability that a PM does not exist sufficiently small. We also show the number of bits required by
a naive encoding scheme that directly transmits the M indices using M log2K = log2K ⌈(b+ 1) (1 + ε) lnK⌉ bits. It is
evident that our algorithm always requires less than the 1 bits per user per channel that state of the art thresholding approaches
require [10]–[12]. In comparison, the optimal solution, given by the Hungarian algorithm, requires a quantization of q bits per
user per channel, where a reasonable q that causes only a negligible performance degradation is q = 8. For N = 256 and
K = 1024, our approach requires less than 0.29 bits per user per channel - a saving of more than 70% in feedback overhead.
For K = 2048 this becomes a saving of more than 80%. Even for small values like N = K = 32, our approach requires less
than 0.8 bits per user per channel. We also present the upper bound of Theorem III.1 on the probability that a PM does not
exist, which is always less than 2% and improves very fast as K grows. Note that since the exponents of the bound in (4) are
ε+ ε+1
b
and 32ε+
3
2 ε+1
b
, the bound is much lower for b = 1 and starts to behave like 1
Kε
for large b values.
V. ASYMPTOTIC OPTIMALITY OF PM ALLOCATIONS
In the previous section we showed that M = (b+ 1) (1 + ε) lnK , for some ε > 0, is enough to guarantee that a PM
allocation exists. In this section we show how good this PM allocation actually is. This has to do with the extent to which the
M -best channel of each user is worse than his best channel. This definitely depends on the distribution of the channel gains.
Luckily, all of the fading distributions used in practice tend to belong to the following class:
Definition V.1 (Exponentially-Dominated Tail Distribution). Let X be a random variable with a continuous CDF FX . We say
that X has an exponentially-dominated tail distribution if there exist α > 0, β ∈ R, λ > 0, γ > 0 such that
lim
x→∞
1− FX (x)
αxβe−λxγ
= 1. (6)
The following simple proposition validates that many commonly used fading distributions have an exponentially-dominated
tail.
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Proposition V.2. The Rayleigh, m-Nakagami, Rice and Normal distributions are exponentially-dominated tail distributions.
Proof: See Appendix A.
The fact that each user gets b of his M -best channels, and that M is kept relatively small for exponentially-dominated
fadings, provides both sum-rate and fairness guarantees. This is a special property of our allocation. In general, maximizing
the sum-rate does not provide any fairness guarantees for the users, as demonstrated in the following example.
Example V.3. Consider the following K ×K rates matrix for the case of b = 1, where un,k is the rate of user n in channel
k. Let δ > 0 be a small number.
U =


δ 1 1 · · · 1
1 2 1 · · · 1
δ 1 1 · · · 1
...
...
...
. . .
...
δ 1 1 · · · 1


For this case, the Hungarian algorithm assigns channel k to user k for each k, resulting in a sum-rate of K + δ and a minimal
rate of δ. Our PM approach assigns each user one of his M -best channels. If 2 ≤ M ≤ K − 1, our algorithm results in a
sum-rate of K and a minimal rate of 1. For a small enough δ, we obtain only a slight reduction in the sum-rate while having
a dramatically better minimal rate.
The following theorem establishes the asymptotic optimality (in ratio) of a PM allocation both in the sum-rate and minimal
rate senses, for exponentially-dominated tail fadings.
Theorem V.4 (Sum Rate and Fairness Optimality). Let the channel gains be the i.i.d. variables gn,1, ..., gn,K , for each n. If,
for each n and k, gn,k has an exponentially-dominated tail and M = (b+ 1) (1 + ε) lnK for some ε > 0, then
plim
K→∞
min
(A1,...,AN )∈P
∑N
n=1Rn (An)
max
(A1,...,AN)
∑N
n=1 Rn (An)
= 1 (7)
where P is the set of PMs in the user-channel graph, and plim denotes convergence in probability. Furthermore,
plim
K→∞
min
(A1,...,AN)∈P
min
n
Rn (An)
max
(A1,...,AN)
max
n
Rn (An) = 1. (8)
Proof: Denote by gn,(i) the i-th smallest channel gain among gn,1, ..., gn,K . Denote Φ = (A1, ...,AN ). We have
1 ≥
min
Φ∈P
∑N
n=1Rn (An)
max
Φ
∑N
n=1Rn (An)
≥
(a)
min
Φ∈P
Nmin
n
Rn (An)
max
Φ
Nmax
n
Rn (An) ≥(b)
min
n
b log2
(
1 +
g2n,(K−M+1)Pmax
bN0
)
max
n
b log2
(
1 +
g2
n,(K)
Pmax
bN0
)
︸ ︷︷ ︸
AK
≥
log2
((
1 +
max
n
g2n,(K)Pmax
bN0
)
min
n
g2n,(K−M+1)
max
n
g2
n,(K)
)
log2
(
1 +
max
n
g2
n,(K)
Pmax
bN0
) = 1 + 2 log2
(
min
n
gn,(K−M+1)
max
n
gn,(K)
)
log2
(
1 +
max
n
g2
n,(K)
Pmax
bN0
)
︸ ︷︷ ︸
BK
(9)
where (a) follows since for every allocation, the sum-rate is larger than Nmin
n
Rn (An) and smaller than Nmax
n
Rn (An).
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Inequality (b) follows from the definition in (1) since each of the b channel gains user n gets is at least min
n
gn,(K−M+1) in
all (A1, ...,AN ) ∈ P and at most max
n
gn,(K) in all allocations. First note that for gn,k with a bounded distribution we have
plimK→∞
min
n
gn,(K−M+1)
max
n
gn,(K)
= 1 since both the numerator and the denominator approach F−1g (1) <∞, so plimK→∞BK = 0.
Theorem 7 in [32] uses an argument similar to (9) to show that plimK→∞AK = 1 even if gn,1, ..., gn,K are unbounded but
have an exponentially-dominated tail, based on showing that plimK→∞
min
n
gn,(K−M+1)
max
n
gn,(K)
> 0 for exponentially-dominated tail
distributions. Therefore (7),(8) are obtained from the Sandwich Theorem.
Theorem V.4 has a stronger argument than simply asymptotic optimality of the sum-rate and the minimal rate. Observe that
the denominator in (8) consists of the best rate a user can receive in any allocation, even an allocation that only favors him.
This rate is achieved when user n is allocated his best b channels from out of the entire K channels. Hence, even the user
with the minimal rate, in all possible PM allocations, achieves asymptotically full multiuser diversity. In fact, this is also true
for the bN agents as well, which leads to the following corollary.
Corollary V.5. Let K = bN for a positive integer b that is constant with respect to N . The ratio between the rate achieved
by water-filling to that of an equal power allocation converges in probability to one as K →∞.
Proof: Denote by
{
P ∗n,k
}
the set of the optimal transmission powers given {gn,k}. If gn,k is increased to gn,(K) for each
k and the transmission powers are kept as P ∗n,k for each k, then the sum-rate increases. If for the increased channel gains
the optimal power allocation is used instead of
{
P ∗n,k
}
, the sum-rate will further increase. The optimal power allocation for
identical channel gains of gn,(K) is an equal power allocation. Using this argument, we obtain
∑
k∈An log2
(
1 +
g2n,kPmax
bN0
)
∑
k∈An log2
(
1 +
g2
n,k
P∗
n,k
N0
) ≥
(a)
∑
k∈An log2
(
1 +
g2n,(K−M+1)Pmax
bN0
)
∑
k∈An log2
(
1 +
g2
n,(K)
Pmax
bN0
) ≥ minn log2
(
1 +
g2n,(K−M+1)Pmax
bN0
)
max
n
log2
(
1 +
g2
n,(K)
Pmax
bN0
) . (10)
In (a) we also used gn,k ≥ gn,(K−M+1) for each k, which holds in a PM allocation with parameter M .
VI. SIMULATION RESULTS
In this section, we demonstrate our analytical results using numerical simulations. We also validate the fact that our findings
hold in a broader model that includes correlated channels and an allocation of unequal numbers of channels to users. All
the rates are measured in bits per second, assuming that the bandwidth of a channel is 15kHz (as in LTE [36]). We used a
Rayleigh fading network; i.e.,{gn,k} are Rayleigh distributed and
{
g2n,k
}
are exponentially distributed. In each experiment,
we ran 100 random realizations of the channel gains. Unless otherwise stated, the transmission powers were chosen such that
the mean SNR for each link was 20dB. We used the Hungarian algorithm [33] to compute the optimal sum-rate solution. We
computed the maximal matching in the bipartite graph (which Theorem 2 guarantees is a PM) using the algorithm in [28].
This algorithm requires a time complexity of O
(
K log22K
)
instead of O
(
K3
)
for the Hungarian algorithm, which also could
have been used for computing a maximal matching (on the binary preferences matrix).
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A. Uncorrelated Identically-Distributed Channels
In this subsection, the channel gains were uncorrelated with parameter λ = 1 for all exponential variables. We used the
parameter M = ⌈1.5 (b+ 1) ln (K)⌉ and ran the simulations for N = 10, 25, 50, 75, 100. We found that for every realization
a PM existed. This implies that our asymptotic results are valid for as low as N = 10.
In Figure 4, the mean and minimal rates are presented as a function of N for b = 4. It is evident that the performance of the
PM allocation was already above 90% of the optimal allocation for N = 50. As anticipated by our results, it improved with N .
We can also see that the minimal rate of the optimal allocation was good, which was to be expected. The chance of a single
user getting b = 4 bad channels is smaller than in the case of b = 1. The random allocation rates, which can be thought of as
the result of an allocation that ignores the CSI, were far behind. This effect is crucial especially for the minimal rate. In [12],
the BS assigns each channel to one of the users that exceeded a certain threshold (possibly with defined priorities between
users). In order to make the algorithm competitive in the minimal rate sense as well, each time multiple users exceeded the
threshold, we allocated the channel to the user with the minimal number of channels thus far. We used b = 4, so K = 4N . Our
mean rate is slightly better than that of [12] for all N ≥ 20. The minimal rate of [12] is much lower (~78% of our minimal
rate), and does not increase with N while our minimal rate does. Last but not least, we require 1
K
log2
(
K
M
)
bits per user per
channel (0.81 for N = 10 and 0.52 for N = 200), while [12] always requires one bit per user per channel (exceeded the
threshold or not). Hence, our algorithm outperforms [12] both in terms of performance and feedback communication overhead.
In Figure 5, we compare our algorithm also to that of [14], which has two versions. This algorithm assigns a single channel
to each user, so we had to choose b = 1. We used the same M = ⌈3 ln (K)⌉ for our algorithm and that of [14]. The mean
rate of the set-best version is very similar to ours, with exactly the same feedback communication overhead. The mean-rate
in the ordered-best version is a little better than our mean-rate, but has a significant feedback cost. For N = K = 20, the
ordered-best requires ~2.25 bits per user per channel, while the set-best (and our approach) requires ~0.87 bits per user per
channel. For N = K = 100, the ordered-best requires ~0.98 bits per user per channel, while the set-best and our approach
require ~0.55 bits per user per channel. However, our major anticipated advantage is in the minimal rate. The minimal rate of
[14] is very close in both versions and is only about ~70% of our minimal rate, and decreases with N while our minimal rate
increases. The minimal rate of [12] converges to zero, since for N = K , the probability that some users will not be allocated
a channel is high.
To show the tightness of our selected M we now demonstrate the threshold phenomenon for the existence of a PM. In Table
II, we present the empirical probability that a PM does not exist for both M = ⌊b ln (K)⌋ and M = ⌊1.5 (b+ 1) ln (K)⌋, with
b = 4, averaged over 10000 simulations. ForM = ⌊b ln (K)⌋, already for N = 10, the probability that a PM does not exist was
close to 0.5 and monotonically increased with N . This is in agreement with Lemma III.2, that shows that for M ≤ b ln (K)
the probability that a PM does not exist is bounded from below by 0.5, for large enough N . For M = ⌊1.5 (b+ 1) ln (K)⌋,
the empirical probability that a PM does not exist was much below the bound of Theorem III.1 for all N , but the gap between
the two decreased with N . This is to be expected, since the proof of Theorem III.1 uses arguments that hold, and become
tight, for large enough N .
In Figure 6, we present the rates as a function of b for N = 30. All the rates increased almost linearly with b, and the ratio
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Fig. 4. Achievable rates as a function of N for uncorrelated channels. Solid lines represent the mean rates and dashed lines the minimal rates.
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Fig. 5. Achievable rates as a function of N compared to Leinonen’s Algorithm, Chen’s Algorithm and the Hungarian Algorithm. Solid lines represent the
mean rates and dashed lines the minimal rates.
of the rates of a PM allocation to the optimal allocation rates remained almost constant for all b. This implies that the results
of Figure 4 are similar for each b value.
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Fig. 6. Achievable rates as a function of b for N = 30. Solid lines are used for the mean rates and dashed lines for the minimal rates.
B. Correlated Non-Identically Distributed Channels
In this subsection, we used correlated resource blocks as the channels, each consisting of 12 subcarriers. The rates are
normalized per subcarrier. We used the Extended Pedestrian A model (EPA, see [36]) for the excess tap delay and the relative
power of each tap. In this model, the channel gains of different users are not identically distributed, which is the practical
scenario. We used N = 32, 64, 96, 128.
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TABLE II
EXISTENCE OF PM ALLOCATIONS AS A FUNCTION OF N AND M , FOR b = 4.
Pr (EbN) N = 10 N = 25 N = 50 N = 75 N = 100
M = ⌊b ln (K)⌋ 0.44 0.52 0.54 0.65 0.67
M = ⌊1.5(b+ 1) ln (K)⌋ 0.004 0.004 0.004 0.004 0.003
M = ⌊1.5(b+ 1) ln (K)⌋ upper bound 0.17 0.06 0.03 0.02 0.01
Figure 7 shows the mean and minimal rates as a function of N averaged over 100 realizations for b = 4. With correlated
channels the diversity decreases; namely, adjacent channels are likely to be good or bad together. This makes the multiuser
diversity gain lower and as a result the rates are lower, and look like the rates of the uncorrelated fading for smaller values
of N . Additionally, this reduced diversity lead us to choose M = ⌈2 (b+ 1) ln (K)⌉, since a higher M is needed for a PM to
exist in the correlated user-channel graph. Indeed, we always found PMs for this choice of M . However, a larger M makes
the PM allocation rates lower. Nevertheless, these rates are still more than 85% of optimal rates already for N = 50 and get
closer as N increases. Given these experimental results, we conjecture that our analytical results can be extended to the case
of correlated channels.
In Figure 8, we repeated the above experiment with b = 1 and a comparison to [14] and [12]. Note that both [14] and
[12] assumed uncorrelated channels and identically distributed channel gains. In a thresholding approach, a different threshold
can be used for each user, compromising mean-rate for fairness. However, since the minimal rate of [12] converges to zero
anyway, we chose the threshold in order to optimize the mean-rate. As shown, the results are similar to those of Figure 5,
and the feedback overhead comparison is of course the same. The main difference is that the minimal rate of all methods is
lower. This does not represent a degradation for any of the algorithms, since with non-identically distributed channel gains,
the minimal rate user is the user with the worst global conditions. In our method, the minimal rate is still significantly better
than those of [14] and [12], since this minimal rate user got one of his best channels (even though all of them were relatively
bad).
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Fig. 7. Achievable rates as a function of N for non-identically distributed correlated channels. Solid lines represent the mean rates and dashed lines the
minimal rates.
C. Unequal Channel Allocation
In this subsection, we allocated users a different number of channels, by dividing them into four classes. Specifically, N4 of
the users were allocated a single channel, N4 two channels,
N
4 three channels and
N
4 four channels. We usedM = ⌈3.75 ln (K)⌉
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Fig. 8. Achievable rates as a function of N for non-identically distributed correlated channels, compared to state of the art algorithms. Solid lines represent
the mean rates and dashed lines the minimal rates.
for all users, which amounts to using the average b inM = ⌈1.07 (b+ 1) ln (K)⌉. Such a differentiation might occur if different
users require a different quality of service (QoS). We simulated 100 realizations for each value from N = 12, 20, 48, 72, 100.
PMs still existed in all realizations. We ran another 100 realizations with correlated resource blocks, in the same manner as
in Figure 7 and used M = ⌈5 ln (K)⌉ for all users. Figure 9 shows the empirical CDFs of the rates for the four classes, for
uncorrelated channels and correlated resource blocks, with N = 100 and N = 128. Note that the PM allocation rates are quite
concentrated and most of the users from the same class get similar rates. These rates are always better than those of a random
allocation, and close to the optimal allocation rates. These results confirm our belief that our analysis can be generalized to
the case of an unequal allocation, which is further supported by our proof itself.
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Fig. 9. Empirical CDFs of the rates for different classes of users with N = 100, for uncorrelated channels (left) and with N = 128, for correlated resource
blocks (right). Solid lines are used for optimal rates, dashed lines for the PM allocation rates and dotted lines for the random allocation rates.
D. Water-Filling Gain
In all the above results, water-filling over the b channels of each user had a negligible gain. To be exact, it never improved any
of the rates by more than 0.01 kbps. This is consistent with our analytical result in Corollary V.5. We repeated our experiment
for an SNR of 10dB, N = 30 and M = ⌈2 (b+ 1) ln (K)⌉, where the water-filling gain should be more significant than with
our original parameters. We used b = 2, 4, 6, 8, 10, 12, 14. In Figure 10 we present the water filling relative mean-rate gain,
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defined as RWF−R
R
, as a function of b. Clearly, even with an SNR of 10dB, water-filling did not improve the mean rates by
more than 0.16% for either the Hungarian algorithm or our PM allocation for any b.
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Fig. 10. The water-filling relative mean-rate gain
RWF−R
R
as a function of b for N = 30 and an SNR of 10dB.
VII. CONCLUSIONS
In this paper we suggested an approach aimed at achieving the multiuser diversity gain for resource block allocation under
the frequency-selective channel. Our approach requires knowledge of the indices of the M -best channels for each of the N
users, instead of the whole NK channel gains.
We showed that M = (b+ 1) (1 + ε) ln (K) for some ε > 0 guarantees that a PM allocation, where each user gets all his
b channels from his M -best channels, asymptotically exists. For this value of M , our suboptimal approach was shown to be
asymptotically optimal for a broad class of fading distributions, both in the sum-rate and max-min senses.
Our algorithm is the first limited feedback algorithm that has provably asymptotic optimality both of the sum-rate and the
minimal rate. It also requires significantly less feedback than the state of the art algorithms that achieve a good sum-rate.
Hence, it constitutes a major step toward achieving the multiuser diversity gain of a selective channel in practice.
A future direction could involve trying to lift the assumption of i.i.d. channel gains by only assuming m-dependent channel
gains and using the techniques presented in [37].
APPENDIX A
PROOFS
For our results, we need the following two lemmas.
Lemma A.1. For each 0 ≤ l ≤ K and 0 ≤M ≤ l we have (
l
M)
(KM)
≤ ( l
K
)M
.
Proof: (
l
M
)(
K
M
)−1
=
l!
(l−M)!
K!
(K−M)!
=
M∏
i=1
l −M + i
K −M + i =
M−1∏
j=0
l − j
K − j ≤(a)
(
l
K
)M
(11)
where (a) follows since if l < K then f (x) = l−x
K−x is monotonically decreasing for all x < K , so
l−j
K−j ≤ lK for each
0 ≤ j < M .
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Lemma A.2. Let M = (b + 1) (1 + ε) lnK for some ε > 0. Define the function
f (x) = K
(
1 +
1
b
)
hb
(
x+ 1
K
)
ln 2− M
Kb
(K − x) (x+ 1) (12)
where hb is the binary entropy function (see [38, page 666]). Then, for large enough K , we have for all M ≤ x ≤ K − 1
f (x) ≤ 3−
(
1 +
1
b
)(
1 +
3
2
ε
)
lnK (13)
Proof: Since
dKhb( x+1K )
dx
= log2
(
K
x+1 − 1
)
we have
df (x)
dx
=
(
1 +
1
b
)
ln
(
K
x+ 1
− 1
)
− M
b
(
1− 1
K
)
+
2
b
x
M
K
(14)
and
d2f (x)
dx2
= − 1 +
1
b
K − x− 1 −
1 + 1
b
x+ 1
+
2
b
M
K
. (15)
so for any x ∈
[
(b+1)K
M
− 1,K − (b+1)K
M
− 1
]
we have
d2f(x)
dx2
≥ 0. For K − (b+1)K
M
− 1 ≤ x ≤ K − 2 we have
df (x)
dx
≥
(
1− 2b+ 2
M
− 1
K
)
M
b
−
(
1 +
1
b
)
ln (K − 1) ≥
(a)
0 (16)
where (a) follows for M = (b+ 1) (1 + ε) ln (K) and a large enough K . For M ≤ x ≤ (b+1)K
M
− 1 we have
df (x)
dx
≤
(
1 +
1
b
)
ln
(
K
M
− 1
)
− M
b
(
1− 1
K
)
+ 2 +
2
b
≤
(a)
0. (17)
where (a) holds forM = (b+ 1) (1 + ε) ln (K) and a large enoughK . Thus, f (x) is convex in
[
(b+1)K
M
− 1,K − (b+1)K
M
− 1
]
,
increasing in
[
K − (b+1)K
M
− 1,K − 2
]
and decreasing in
[
M, (b+1)K
M
− 1
]
. Hence, the maximum of f (x) must be attained
at the borders l = M,K − 2. Observe that for all l < K2
Khb
(
l
K
)
= l log2
K
l
− (K − l) log2
(
1− l
K
)
≤
(a)
2l+ l log2
K
l
(18)
where in (a) we used log2
(
1− l
K
) ≥ − 2l
K
which is true for l ≤ K2 . Now we substitute x = M,K − 2 in f (x) to obtain
f (M) ≤
(a)
(
1 +
1
b
)(
2 (M + 1) ln 2 + (M + 1) ln
K
M + 1
)
− M
2
b
(
1− 1
K
)
+
M3
bK
− M
b
≤
(b)
M
(
1 +
1
b
)(
3 +
(
1 +
1
M
)
lnK − M
b+ 1
(
1− 1
K
))
(19)
where (a) is from (18) and (b) is for large enough K due to M = (b+ 1) (1 + ε) ln (K). Next
f (K − 2) =
(a)
ln (2)
(
1 +
1
b
)
Khb
(
1
K
)
− M
b
(K − 1) (K − 2)
K
+
M
b
(K − 2)2
K
− M
b
≤
(b)(
1 +
1
b
)
ln 4K − 2M
b
(
1− 1
K
)
(20)
where (a) is from hb
(
1− 1
K
)
= hb
(
1
K
)
and (b) from (18). Hence for large enough K (20) is larger than (19). We conclude
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that for all M ≤ x ≤ K − 1
f (x) ≤ max
x
f (x) ≤
(
1 +
1
b
)
ln 4K − 2M
b
(
1− 1
K
)
≤ 3−
(
1 +
1
b
)
lnK
(
2 (1 + ε)
(
1− 1
K
)
− 1
)
≤
(a)
3−
(
1 +
1
b
)(
1 +
3
2
ε
)
lnK (21)
where (a) is true for large enough K such that 1
K
≤ 14 ε1+ε .
A. Proof of Theorem III.1
Proof: The bipartite graph can also be represented using a K ×K preferences matrix U . Our matrix U is a simplified
binary matrix where un,k = 0 if channel k is one of the M -best channels of agent n and un,k = 1 otherwise. It consists
of K
b
submatrices of b identical rows each, and exactly M zeros at each row. We want to show that the probability that the
Hungarian algorithm on U converges after one iteration approaches one as K → ∞; hence the resulting cost is zero, which
represents a PM in the equivalent bipartite graph. Note that since K = bN for a positive integer b, when K → ∞ then also
N →∞. Denote by Ql (K,M) the probability that U can be covered by K − l− 1 rows and l columns such that all its zeros
are covered, and that there is no smaller l with this property. We want to upper bound Ql (K,M) for each l. Now observe
that if U is covered such that a row is covered but one of its identical rows is not, this means that U could be covered without
this row cover. Hence, if the row covers do not include all the identical rows, they are redundant. This means that only values
of K − l− 1 (or l+ 1) that are a multiple of b should be considered, and Ql (K,M) = 0 for all other values. We proceed by
counting the number of combinations of each such matrix
Ql (K,M) ≤
(
K
l
)( K
b
l+1
b
)
︸ ︷︷ ︸
A
(
K
M
)K−l−1
b
︸ ︷︷ ︸
B
(
l
M
) l+1
b
︸ ︷︷ ︸
C
(
K
M
)−K
b
=
(
K
l
)( K
b
l+1
b
)(( l
M
)(
K
M
)
) l+1
b
(22)
where A is the number of combinations for the index of the K− l− 1 covered rows and the l covered columns. Now we have
to count the combinations for the structure of the covered and uncovered rows. The factor B is the number of combinations
for K − l − 1 covered rows with exactly M zeros in each. We are left with l + 1 rows that we know can be covered by l
columns, and no less than l. Hence each of these rows has zeros only in these l columns, so there can be no more than C such
rows. Finally, the denominator
(
K
M
)K
b is the number of combinations of a matrix with M zeros in each row and b duplicates
of each such row, that constitute the whole probability space.
For l = K − 1 we get
QK−1 (K,M) ≤
(a)
K
(
1− 1
K
)M
b
K
≤
(b)
Ke−
M
b (23)
where (a) follows from Lemma A.1 and (b) from the inequality
(
1− 1
K
)K ≤ e−1. Note that for l = 1, ...,M − 1 it is trivial
that Ql (K,M) = 0 since each row has exactly M zeros. For the rest of the proof we assume that M < l ≤ K − 2. For these
values, we have (
K
l
)( K
b
l+1
b
)
=
l + 1
K − l
(
K
l + 1
)( K
b
l+1
b
)
≤
(a)
√
b
2pi
1
(K − l) (1− l+1
K
)2K(1+ 1b )hb( l+1K ) (24)
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where in (a) we used
(
K
l
) ≤√ 1
2pil(1− lK )
2Khb(
l
K ), which is valid for all 0 < l < K (where hb is the binary entropy function,
see [38, page 666]). Combining the above we obtain from (22) the following upper bound
Ql (K,M) ≤
(a)
√
b2K(1+
1
b )hb(
l+1
K )
2pi (K − l) (1− l+1
K
) ( l
K
)M
b
(l+1)
≤
(b)
√
b
2pi (K − l) (1− l+1
K
)eln(2)K(1+ 1b )hb( l+1K )− MKb (K−l)(l+1) (25)
where (a) is due to Lemma A.1 and (24) and (b) is due to 1 − K−l
K
≤ e−K−lK . We want to find the maximal value of this
bound as a function of l. Define the auxiliary function f (x) as in (12) and denote by EK the event in which a PM does not
exist. We conclude by the union bound that
Pr (EK) ≤ QK−1 (K,M) +
K−2∑
l=M
Ql (K,M) ≤ Ke−Mb +
K−2∑
l=M
√
bK
2pi (K − l) (K − l− 1)e
f(l) ≤
(a)
Ke−
M
b +
√
b
2pi e
3
K
3
2 ε+
3
2
ε+1
b
K−2∑
l=M
1
(K − l − 1)2 ≤(b) Ke
−M
b +
√
b
2pi e
3
K
3
2 ε+
3
2
ε+1
b
∞∑
k=1
1
k2
≤
(c)
1
Kε+
ε+1
b
+
pi
√
be3
12
1
K
3
2 ε+
3
2
ε+1
b
(26)
where (a) follows from Lemma A.2 for large enough K , (b) follows by substituting k = K − l − 1 and adding terms to
the sum. Inequality (c) follows from (23) and
∑∞
k=1
1
k2
= pi
2
6 . Note that if ε ≥ 1 then
∑∞
K=1 Pr (EK) < ∞. Hence, by the
Borel-Cantelli lemma, the probability that an infinite number of events from {EK} will occur is zero. Hence, the indicator of
EK converges almost surely to zero.
B. Proof of Lemma III.2
Proof: Let E0,k be the event in which channel k is not one of theM -best channels for any of the users. We bound from below
and above the probability that there exists a channel that is not good for any of the users; i.e., the probability of E0 =
⋃
k E0,k.
Due to the i.i.d. assumption on the channel gains and their independency between users we have Pr (E0,k) =
(
1− M
K
)N
. From
the union bound we obtain that
Pr (E0) = Pr
(⋃
k
E0,k
)
≤ K
(
1− M
K
)N
. (27)
Since
(
1− M
K
)N
decreases with M , using M ≥ b (1 + ε) lnK leads to
lim
K→∞
Pr (E0) ≤ lim
K→∞
K
(
1− M
K
)N
≤ lim
K→∞
K
(
1− b (1 + ε) lnK
K
)K
b
= lim
K→∞
Ke−(1+ε) lnK = 0. (28)
Now we want to bound from above the probability of a PM. We do so by using the inclusion-exclusion principle. We use the
following lower bound
Pr
(⋃
k
E0,k
)
≥
∑
k
Pr (E0,k)−
∑
k1,k2
Pr
(
E0,k1
⋂
E0,k2
)
. (29)
By direct counting of the number of user-channel graphs with two undesired channels we obtain
∑
k1,k2
Pr
(
E0,k1
⋂
E0,k2
)
=

 K
2



 K − 2
M


N  K
M


−N
≤
(a)
K2
2
(
1− 2
K
)M K
b
(30)
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since
(
K
2
)
is the number of choices for these two channels,
(
K−2
M
)
is the number of combinations of the edges of each agent
and
(
K
M
)N
is the total number of user-channel graphs. Inequality (a) is from Lemma A.1. We obtain
Pr (E0) = Pr
(⋃
k
E0,k
)
≥ K
(
1− M
K
)N
− K
2
2
(
1− 2
K
)M K
b
. (31)
Obviously, Pr (E0) decreases with M . Hence, using M = b lnK , we conclude that
lim
K→∞
Pr (E0) ≥ lim
K→∞

K
(
1− b lnK
K
)K
b
︸ ︷︷ ︸
→e− lnK
−K
2
2
(
1− 2
K
)K lnK
︸ ︷︷ ︸
→e−2 lnK

 = 12 . (32)
C. Proof of Proposition V.2
Proof: For the Rayleigh distribution we have FX (x) = 1 − e− x
2
2σ2 , so we simply have
1−FX (x)
αxβe−λx
γ = 1 for α = 1,
β = 0,γ = 2 and λ = 12σ2 . Denote the PDF by fX (x). From l’Hôpital’s [39, Page 109] rule we obtain
lim
x→∞
1− FX (x)
αxβe−λxγ
= lim
x→∞
fX (x)(
αλγ − αβ
xγ
)
xβ−1+γe−λxγ
. (33)
For an m-Nakagami distribution with parameter Ω > 0, fX (x) =
2mm
Γ(m)Ωmx
2m−1e−
m
Ω x
2
. Substituting α = m
m−1
Γ(m)Ωm−1 , β =
2m− 2,γ = 2 and λ = mΩ in (33) yields
lim
x→∞
2mm
Γ(m)Ωmx
2m−1e−
m
Ω x
2(
2mm
Γ(m)Ωm − αβx2
)
x2m−1e−
m
Ω x
2
= 1. (34)
For the Rice distribution (with an expectation shifted by a constant v) fX (x) = fY (x+ v) =
x+v
σ2
e−
(x+v)2+v2
2σ2 I0
(
(x+v)v
σ2
)
.
Substituting α = σ
√
1
2piv , β = − 12 ,γ = 2 and λ = 12σ2 in (33) yields
lim
x→∞
x+v
σ2
e−
(x+v)2+v2
2σ2 I0
(
(x+v)v
σ2
)
(
1
σ
√
1
2piv +
α
2x2
)√
xe−
x2
2σ2
=
(a)
lim
x→∞
√
x+ v√
x
= 1 (35)
where (a) follows since lim
x→∞
I0( xv
σ2
)
σ√
2pixv
e
xv
σ2
= 1. For a Gaussian distribution fX (x) =
1√
2piσ2
e−
1
2σ2
x2 . Substituting α =
√
σ2
2pi ,
β = −1,γ = 2 and λ = 12σ2 in (33) yields
lim
x→∞
1√
2piσ2
e−
1
2σ2
x2(
1√
2piσ2
+ α
x2
)
e−
1
2σ2
x2
= 1. (36)
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