ABSTRACT In this paper, the existence and stability of mild periodic solutions to the stochastic reaction-diffusion neural networks (SRDNNs) with S-type distributed delays are studied. First, the key issues of the Markov property of mild solutions to the SRDNNs with S-type distributed delays in C b -space are investigated. Next, the existence of mild periodic solutions is discussed by the dissipative theory and the operator semigroup theory. Then, some sufficient conditions ensuring the stability of mild periodic solutions are derived by the Lyapunov method. To overcome the difficulties created by the special features possessed by S-type distributed delays, the truncation method is applied. Finally, a numerical example is given to illustrate the feasibility of our results.
I. INTRODUCTION
Stochastic neural networks (SNNs) with delays have been extensively studied in the past few years because of their wide applications in many fields and a great many works about the dynamical behaviors have recently been reported [1] - [6] . As we know, the reaction-diffusion phenomena are inevitable once electrons are moving in asymmetric electromagnetic fields, so they usually exist in neural networks [7] - [9] . On the other hand, the networks with S-type distributed delays typically contain the ones with discrete time delays and distributed delays [10] , [11] . Hence, the SRDNNs with S-type distributed delays are now being recognized to represent more natural frameworks for mathematical modeling of many real-world phenomena and it is of great theoretical and practical importance to study the dynamical behaviors of them [12] - [14] .
It is noted that the periodicity of neural networks is significant in the learning theory due to the fact that learning generally requires repetitions [15] , [16] . As a result, many researchers focus on the topic of the periodic solutions to neural networks and some interesting results have been reported
The associate editor coordinating the review of this manuscript and approving it for publication was N. Ramesh Babu. in the literature [11] , [17] - [21] . In particular, Xu et al. [17] presented some conditions ensuring the existence of periodic solutions to the SNNs with finite delays and discussed the global attractiveness of periodic solutions, which extended J. K. Hale's work in [22] . Then, based on this work, in [19] , Li and Xu generalized the existence theorem of periodic solutions for the SNNs with finite delays to the SNNs with infinite delays. However, to the best of our knowledge, few have considered periodic solutions to the SRDNNs with S-type distributed delays.
Inspired by the aforementioned discussions, this paper addresses the existence and exponential stability of mild periodic solutions to the SRDNNs with S-type distributed delays. Highlights: (i) The key issues of the Markov property of mild solutions u t to the SRDNNs with S-type distributed delays in C b -space are discussed (in general, u t is not a Markov process in R n ). (ii) The existence of mild periodic solutions to the networks is investigated, which extended some of the results in [17] and [19] . (iii) The issues caused by infinite time delays are handled by the truncation method and the approximation method. (iv) Some easy-to-test algebraic criteria of the existence and exponential stability of mild periodic solutions to the SRDNNs with S-type distributed delays are presented by virtue of the dissipative theory and the operator 
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II. PRELIMINARY
Consider the following SRDNNs with S-type distributed delays:
is Lebesgue-Stieltjes integrable, and η i (θ ) (i = 1, 2, · · · , n) are non-decreasing bounded variation functions satisfying [23] , and W (t) is a Q-Wiener process [24] .
) n×n are all periodic continuous functions with period T for t ∈ R. Besides, O is an open bounded and connected subset of R l with a sufficiently regular boundary ∂O and φ(θ, x) = (φ 1 (θ, x), φ 2 (θ, x), · · · , φ n (θ, x)) T is the initial data. The parameters of (1) have the similar physical meanings with those in [7] .
Throughout this paper, we make the following assumptions:
Assumption 3: f , h, G satisfy global Lipschitz conditions, which means there exist positive constants ρ 1 and ρ 2 such
Remark 1: Assumption 2 holds directly because of the periodicity of (1), which is different from the similar assumptions in [25] .
Similar to the proof of Theorem 1 in [12] , we can prove the following result:
Lemma 1: If (1) satisfies Assumption 1-Assumption 3, then there is a unique globally mild solution u(t) to (1) .
Definition 1 ( [17]): A stochastic process u t with values in Banach space
where F v is the σ -algebra of events generated by all events of the form {u s ∈ A, s ≤ v} and B denotes the σ -algebra of Borel sets in C b .
Definition 2 ( [26]):
A stochastic process u t is said to be periodic with period T if, its finite dimensional distributions are periodic with period T , i.e., for any positive integer m and any moments of time t 1 , t 2 , · · · , t m , the joint distributions of the random variables
Definition 3 ( [17]):
The mild solution u t is said to be
(ii) p-point dissipative if, there exists a bounded set
where
Lemma 2 (Poincaré Inequality [27] ): Let O be an open bounded domain in R l with a smooth boundary, then
where the constant β depends on the domain O.
Lemma 3 ( [17]):
If Markov families u t with T -periodic transition functions are uniformly bounded, point dissipative and uniformly stochastically continuous, then there is a T -periodic Markov process.
From [28] , we can easily deduce the following lemma. Lemma 4 (Generalized Halanay Inequality [28] ): Assume that (t) ≥ 0, and
Then for any t ≥ 0, there exists a constant γ > 0 such that
III. THE MARKOV PROPERTY OF THE MILD SOLUTIONS IN C b -SPACE
Theorem 1: If, in addition to Assumption 1-Assumption 3, φ is independent of W (t), t ≥ 0 and E||φ|| C < ∞, then the mild solution u t to (1) is a Markov process in C b -space.
Proof: The mild solutions to (1) can also be written as
where l 0 = θ , and l = t + θ . Then, proceeding as the proof of Lemma 3.2 in [17] , we obtain that (θ ) + Remark 2: The mild solution u t is usually not a Markov process in R n -space because of the delays. But Theorem 1 indicates that u t is a Markov process in C b -space, and the Markov property can be used in C b -space.
IV. THE EXISTENCE OF THE MILD PERIODIC SOLUTIONS
, then there is a mild periodic solution to (1) .
Proof: Let u(t) be a mild solution to (1) , and define a function V (t) = ||u(t)|| 2 . Then,
Integrating both sides of (8) from 0 to t, taking the expectation and taking the derivative yield
By Assumption 1 and Lemma 2, we get
In terms of Assumption 2, one can observe that
Applying the Young inequality, Assumption 2 and Assumption 3 leads to
Similarly, in view of Assumption 3, it follows that
we obtain that for any ε > 0, there exists τ ≥ t such that
Then,

E||S(u)||
2 ≤ 2E|| 0 −τ dη(θ )u(t + θ )|| 2 + 2E|| −τ −∞ dη(θ )u(t + θ )|| 2 ≤ 2||N|| 2 F E( sup s∈[t−τ,t] V (s)) + 2nε 2 E||φ|| 2 C .
It follows immediately that
V (s)) 
. From Lemma 4, we can infer that there exists a constant γ > 0 such that
Therefore, the mild solution u t to (1) is uniformly bounded in the mean-square sense. Proceeding as the proof of Theorem 3 in [29] , we can derive that u t is uniformly stochastically continuous.
Next, we will prove that the mild solution u t to (1) is point dissipative. Since u t is uniformly bounded, there is σ > 0 such that lim t→∞ EV (t) = σ . In other words, for each ε > 0, there exists
In fact, if this is not true, that is
then there is a sufficiently small constant 0 < ε < σ such that −k 1 (σ − ε) + k 2 (σ + ε) + k 3 < 0. Now, we argue that there exists t 2 ≥ t * 1 such that for any t ≥ t 2 , dEV (t) dt ≤ 0.
Suppose (20) is not true, then there exists t
Using (16), we obtain (23) which is in contradiction with (21) . Hence (20) follows. With the monotone convergence theorem, one can deduce that
Furthermore, for any given E||φ|| 2 C ≤ (k 1 −k 2 ) −1 k 3 , we claim that EV (t) ≤ (k 1 − k 2 ) −1 k 3 , where t ≥ 0. Otherwise, there exists t 1 > 0 for which
Together with (16), we have
which contradicts (25) . Therefore, for all t ≥ 0,
Noting that k 1 − k 2 > 0, (19) together with (29) leads to
which is a contradiction. Hence, (18) holds, i.e., the mild solutions to (1) is point dissipative.
Since the coefficients of (1) are T -periodic in t, the transition functions of (1) are T -periodic. It follows from Lemma 3 and Theorem 1 that (1) has a mild periodic solution.
If
then (1) becomes the following neural networks with discrete time delays:
so we have the following result.
Theorem 3: Suppose that Assumption 1-Assumption 3 hold, then there is a mild periodic solution to (31), if αβ 2
Let D(x) = 0, Theorem 3 becomes the existence of periodic solutions to the SNNs with delays, which has been discussed in [17] . Also, [19] is a special case of Theorem 2 in this paper. Compared with those conditions, our results are much easier to check since they are algebraic criteria.
V. THE EXPONENTIAL STABILITY OF THE MILD PERIODIC SOLUTIONS
Theorem 4: Let Assumption 1-Assumption 3 hold, and u * (t, x) be a mild periodic solution to (1) with initial data φ * (t, x). Suppose further that Assumption 5:
, then the mild periodic solution is exponentially stable in the mean-square sense.
Proof: Denoting z(t, x) = u(t, x) − u * (t, x) and Z (t) = ||z(t, x)|| 2 , we obtain
Like the proof in Theorem 2, we deduce that
Then, combining (32)-(37), it follows that
From Assumption 5,
In view of Lemma 4, one can derive that there is a constant γ * , such that
Let ε → 0,
Therefore, u * (t) is exponentially stable, which completes the proof. Like Theorem 3, we can also obtain the exponential stability in the mean-square sense of mild periodic solutions to (31) as follows:
Theorem 5: Suppose Assumption 1-Assumption 3 hold and u * (t, x) is a mild periodic solution to (31) with initial data φ * (t, x), then u * (t, x) is exponentially stable in the meansquare sense, if 2αβ 2
2 ||K|| 2 F > 0. Due to the fact that an equilibrium can be regarded as a periodic solution with an arbitrary period, we now consider the following SRDNNs with S-type distributed delays:
where A = diag(a 1 , a 2 , · · · , a n ), B = (b ij ) n×n , C = (c ij ) n×n , and I = (I 1 , I 2 , · · · , I n ) T are constant matrices. The meanings of other symbols are similar with their counterparts in (1). According to Theorem 4, it is easy to get the following corollary.
Corollary 1: Suppose that Assumption 1 and Assumption 3 hold, then the equilibrium of (41) is exponentially stable in the mean-square sense if 2αβ 2 
Remark 4:
The stability of equilibrium of (41) has already been studied in [12] , and Corollary 1 contains some of the results.
VI. A NUMERICAL SIMULATION
Consider the following neural networks: demonstrates the state trajectory and simulation of (42) which implies the existence and stability of mild periodic solutions. In order to give a clear description, the phase graph is depicted in FIGURE 2.
VII. CONCLUSION
In this paper, we discussed the existence and exponential stability of mild periodic solutions to the SRDNNs with S-type distributed delays. As a result, some easy-to-test criteria of the existence and stability of mild periodic solutions are presented, which generalized some of the works in the literature. However, when the reaction-diffusion terms are nonautonomous, the semigroup theory used in this paper is invalid. Note that the recent work by Wei et al. [14] considered the existence-uniqueness and stability of mild solutions to the nonautonomous SRDNNs with delays, which is based on the evolution system theory. Hence, a new problem arises: is it possible to investigate mild periodic solutions to the nonautonomous SRDNNs with delays by virtue of the evolution system theory. Further research will be done on this topic.
