Good initial states can improve the skill of hydrological ensemble predictions. In mountainous regions such as Switzerland, snow is an important component of the hydrological system. Including estimates of snow cover in hydrological models is of great significance for the prediction of both flood and streamflow drought events. In this study, gridded snow water equivalent (SWE) maps, derived from daily snow depth measurements, are used within the gridded version of the conceptual hydrological model Precipitation Runoff Evapotranspiration Hydrotope (PREVAH) to replace the model SWE at initialization. The ECMWF Ensemble Prediction System (ENS) reforecast is used as meteorological input for 32-day forecasts of streamflow and SWE. Experiments were performed in several parts of the Alpine Rhine and the Thur River. Predictions where modeled SWE estimates were replaced with SWE maps could successfully enhance the predictability of SWE up to a lead time of 25 days, especially at the beginning and the end of the snow season. Additionally, the prediction of the runoff volume was improved, particularly in catchments where the snow accumulation, and thus the runoff volume, had been greatly overestimated. These improvements in predictions have been made without affecting the ability of the forecast system to discriminate between the different runoff volumes observed. A spatial similarity score was first used in the context of SWE forecast verification. This confirmed the findings of the time series analysis and yielded additional insight on regional patterns of extended range SWE predictability.
Introduction
Probabilistic forecasts have become more popular in hydrology (Dale et al. 2014; Ramos et al. 2013; Fundel and Zappa 2011) . Over the last few years the value of ensembles for runoff forecasts has been shown primarily in studies that have focused on flood forecasting (Marty et al. 2013; Addor et al. 2011; Cloke and Pappenberger 2009; Zappa et al. 2008; Verbunt et al. 2007; Pappenberger et al. 2005) . Recently, droughts and low flows have been studied using hydrological ensemble forecasts (Demirel et al. 2013; Fundel et al. 2013) . Their main advantage is that the uncertainty of the meteorological input can then be represented (Verbunt et al. 2007; Pappenberger et al. 2005) . This is the main source of uncertainty in flood predictions , while parameter uncertainty is the main source of uncertainty in low-flow forecasts (Demirel et al. 2013) .
Ensemble predictions for a Swiss catchment benefited from good initial states for a lead time of up to 32 days in the low-flow regime . Possible approaches to improve the initial states could be the preprocessing of the meteorological variables (Fundel et al. 2010) or the assimilation of runoff, snow cover, and soil moisture. The use of preprocessed meteorological variables can also improve runoff predictions (Demargne et al. 2014; Shukla et al. 2012) . It is often sufficient to preprocess precipitation and take the other meteorological input variables from ''raw'' numerical weather prediction (NWP) models (Jörg-Hess et al. 2015) .
In France runoff has been successfully assimilated for hydrological predictions in several studies (Thirel et al. 2010a,b; Aubert et al. 2003) . In Switzerland, however, many catchments are influenced by human activities such as hydropower systems, lake regulation, and environmental flows (Tharme 2003) , which means this procedure is less likely to produce enhanced runoff predictions.
Several studies have found that including remotely sensed or observed soil moisture data (Brocca et al. 2010; Aubert et al. 2003) successfully improves runoff predictions. The main difficulty with assimilating soil moisture is that satellite-based soil moisture information has a coarse resolution and only represents the soil moisture of the top soil. Moreover, long time series of in situ soil moisture measurements are rarely available (Seneviratne et al. 2012) .
Snow-cover information has usually been assimilated into hydrological models from satellite observations or point measurements of the snow cover (Thirel et al. 2013; He et al. 2012; Moradkhani 2008; Su et al. 2008 ). This improves the streamflow near the end of the snowmelt season . Satellite snowcover information is available for the snow-covered area (SCA) or, alternatively, the snow water equivalent (SWE) . SCA provides the spatial information snow/no snow, which is insensitive to changes in the snow amount (Magnusson et al. 2014) . For remotely sensed SWE data, which provide much more information than the binary SCA product, the horizontal resolution of about 25 km is too coarse for hydrological modeling in mountainous terrain (Dietz et al. 2012) . Point measurements of the snow cover, on the other hand, often require spatial interpolation prior to data assimilation to be useful for hydrological models .
In Switzerland, gridded SWE maps have been available for several years with a horizontal resolution of 1 km 3 1 km Magnusson et al. 2014) . During the snow season (November-May), SWE maps are produced weekly, based on measured snow depth and estimated snow bulk densities (Jonas et al. 2009) . A horizontal resolution of 1 km is reached by interpolating the SWE values with an inverse distance weighting approach based on two Gaussian filters and a nonlinear trend of SWE with elevation. The temporal dynamics in the SWE maps agrees with the absolute daily SCA and provides more useful information for snow mass balance than the SCA (Hüsler et al. 2014) . These maps provide an alternative way of representing snow-cover information from satellite observations and point measurements for hydrological modeling.
In this study, we assessed the quality of monthly forecasts of ensemble runoff and SWE for different domains and seasons with and without replacing the SWE maps of the hydrological model Precipitation Runoff Evapotranspiration Hydrotope (PREVAH; Viviroli et al. 2009a, b,c; Zappa et al. 2003) with SWE maps estimated from observations. Snow greatly influences the hydrological cycle, especially in mountainous regions such as Switzerland, as it acts as a temporary buffer for precipitation. In Switzerland, for example, the percentage of the solid precipitation is about 30%, and snowmelt contributes to about 40% to the Swiss runoff (Blanc and Schaedler 2014) . Therefore, indicating accurate information on the initial state of the snow storage is expected to enhance runoff predictions and especially SWE predictions (e.g., Koster et al. 2010; Slater and Clark 2006) .
In this study we introduce several new aspects into the used hydrological model, including the simultaneous verification of ensemble runoff and SWE predictions, and we investigate the benefit of using good initial snow storage data for both these variables. Daily predictions of runoff and SWE up to a lead time of one month were carried out using meteorological observations and the ENS ensemble reforecast (Vitart et al. 2008 ) from the European Centre for Medium-Range Weather Forecasts (ECMWF) as forcing for the hydrological model PREVAH (Viviroli et al. 2009c) . Daily SWE maps (1 km 3 1 km) were imported into PREVAH at initialization. This resulted in a higher temporal and spatial resolution than in many other studies that inserted SWE to hydrological models (e.g., Andreadis and Lettenmaier 2006; Slater and Clark 2006; Su et al. 2008) . The daily mean catchment runoffs and gridded SWE forecasts with a 32-day lead time were produced from 1991 to 2008. We also evaluated the SWE predictions by measuring map similarities. The similarity measure ''mapcurves'' (Hargrove et al. 2006 ) quantifies the similarity between the SWE maps and the forecasted SWE fields by measuring the spatial overlap of the two maps.
Potential users who may be interested in enhanced SWE predictions for large areas with a lead time of 32 days include stakeholders from the hydropower sector; ski resorts that need to plan artificial snow production; and the government, which is responsible for flood and drought predictions Kruse and Seidl 2013) .
In the following sections we describe the procedure that was used to import SWE maps into the hydrological model PREVAH for several alpine regions in Switzerland. Section 2a describes the study areas, and section 2b describes the hydrological model PREVAH and the experimental setup. Section 3 presents the data and the experimental setup. Section 4 introduces the performance measures for the different simulations, and section 5 describes the sensitivity analysis for the runoff and SWE predictions, with the general conclusions and summary in section 6.
Study domains and hydrological modeling a. Study domains
The spatial information of the study domains has a horizontal resolution of 200 m 3 200 m. The study domains are the small pre-alpine catchment of the Thur River (Thu200) located in the northeastern part of Switzerland and the Alpine Rhine that covers the region from the Rhine sources to Lake Constance (Fig. 1) . The Alpine Rhine is divided into the subregions (Table 1 ) Lake Constance (Bod200) and the mountainous domains Hinter Rhine (HiR200), Vorder Rhine (VoR200), Vorarlberg (VoA200), and Landquart Plessur (LaP200). The catchment Thu200 is not covered by glaciers. The mountainous catchments of the Alpine Rhine have a glacialization between 3.8% (VoR200) and 1.4% (LaP200). At the river gauge in Neuhausen downstream from Lake Constance, the glacialization of the catchment is only 0.7%.
The runoff for these domains within and across regions was computed with a simplified routing to roughly take into consideration hydropower systems (including artificial dams, intakes, diversion, and rough estimates of hydropeaking activity) and major lakes. Water is diverted where artificial dams and intakes are present. Larger regulated lakes are defined as linear storages and the inflow to dammed lakes as hydrograph curves. Translation of flood waves from an upstream basin to a downstream gauge was defined by analyzing the travel time of observed peak runoff events. This procedure of routing and water redistribution allows for storage of meltwater in spring, modeling hydropeaking, damping floods, and capturing the main influence of large lakes.
Runoff gauging stations in the domains were selected from available stations to assign altitudinal gradients and the propagation of snow accumulation and melt with runoff. From PREVAH reference simulations, we calculated that in the highest domains of the Alpine Rhine more than 60% of the runoff originates from snowmelt. In the lower catchments Thu200 and Bod200, snowmelt contributes about 20% to runoff .
The different seasonal cycles of runoff and snow storage are illustrated for two catchments (Fig. 2) . The Thur is a rain-fed catchment where the runoff shows little seasonality. Snow plays a role in the annual cycle 
but its contribution to runoff is small. The Landquart River, in contrast, is mostly governed by snow accumulation and melt. The average runoff hydrograph shows a strong seasonal cycle with the highest runoff volume in June. Hereafter, the abbreviations presented in the second column of Table 1 are used when results refer to the study domains declared in Fig. 1 . The results concerning the river gauges within the study domains (last column in Table 1 ) are declared either with the name of the station or with the label of the point presented in Fig. 1 .
b. The hydrological model PREVAH
Runoff predictions were generated using the hydrological model PREVAH (Viviroli et al. 2009c ) forced with the ECMWF Ensemble Prediction System (ENS) or meteorological observations. To run PREVAH, spatial information (i.e., land use, aspect, and elevation) and gridded meteorological variables are required. The meteorological input variables are precipitation, 2-m temperature, 2-m dewpoint, sunshine duration, surface albedo, and solar radiation. The use of a fully distributed version (200 m 3 200 m) of this conceptual model allowed the redistribution of SWE to lower altitudes (Gruber 2007) . Major conceptual differences between the hydrological response units (HRUs) and the fully distributed version of PREVAH are as follows:
1) The representation of local precipitation events in the gridded version is geographically better. 2) Redistribution of snow in steep regions according to the algorithms presented in Gruber (2007) is considered. This feature removes the accumulated masses of eternal snow in the highest and steepest peaks of the catchment area that are included in simulations with PREVAH and other hydrological models (e.g., Zappa and Kan 2007; Verbunt et al. 2003) .
3) The HRU version of PREVAH can be forced with hourly meteorological input and should be preferred in real-time applications that focus on floods (Liechti et al. 2013; Addor et al. 2011 ). 4) The gridded version of PREVAH is intended for lowflow and water resource assessments studies and has so far only been forced with daily meteorological fields. It allows for the transient assimilation of land-cover scenarios (Kobierska et al. 2013; Schattan et al. 2013 ).
In PREVAH, the snow module is temperature-index based . This allows snow accumulation to be modeled with few input variables and few free parameters. The degree-day approach as introduced by Hock (1999) is used for modeling snowmelt. This approach uses a variable degree-day factor that has a seasonal cycle between minimum and maximum temperatures (Viviroli et al. 2009c ). Similar to the snow accumulation and snowmelt modules, the formulation of the other main hydrological process implemented in PREVAH is conceptual (Viviroli et al. 2009c ). The runoff generation module is a tailored adaptation of the equations first used in the Hydrologiska Byråns Vattenavdelning (HBV) model (e.g., Lindström et al. 1997) . Differences are in the additional consideration of a slow-and fast-responding groundwater component . The storage coefficients for runoff generation are catchment-specific parameters that need to be estimated by calibration. Evapotranspiration is calculated following the Penman-Monteith approach, as presented in Gurtz et al. (1999) . Glacial melt is computed with the same equations used for snowmelt and separate tunable parameters (Hock 1999; Zappa et al. 2003) . All water fluxes are computed separately for each raster element. The only lateral communication between cells is represented by the snow redistribution routine (Gruber 2007) .
The baseline runoff simulations are divided into a calibration period and a verification period (1980-83 and 1997-2009 parameters were taken from a project that focused on climate change impacts on water resources Speich et al. 2015) and are based on the work of Köplin et al. (2010) . Further details about the PREVAH input data, physics, and parameterization are given in Viviroli et al. (2009c) .
Data and experimental setup a. Meteorological forcing
For the reference simulations of the runoff hydrograph (P.href), data from weather stations (Begert et al. 2005) provided by the Swiss Federal Office of Meteorology and Climatology (MeteoSwiss) were used. The interpolation and downscaling of these variables for PREVAH is described in Jörg-Hess et al. (2015), Schattan et al. (2013) , and Viviroli et al. (2009c) . Data from 1980 to 2009 have been processed for calibrating and validating the hydrological model and to generate the initial conditions for the experiments with numerical forecasts.
The meteorological forecast data have been obtained from the unified variable resolution ENS (Vitart et al. 2008 ) operated by the ECMWF. Each week a 51-member forecast with a lead time of 32 days is provided. The horizontal resolution is 32 km for the first 10 days and then changes to 64 km for days 11-32. After day 10 the atmospheric model is coupled to an oceanic model. With each operational ENS forecast, a 5-member reforecast of weekly 32-day forecasts over the past 18 years is started with the model version from March 2011. The global ERA-Interim provides the boundary conditions to force the five ensemble members. For this study, the reforecast over the period 1991-2008, as used in Fundel et al. (2013) for the Thur catchment, is adopted. The downscaling of the meteorological variables to 200 m 3 200 m and the adjustment of precipitation is completed as presented in Fundel et al. (2013) and Addor et al. (2011) .
b. Snow water equivalent
In recent decades the density of monitoring stations in Switzerland has increased and the accuracy of mapped data has consequently improved. To produce a set of daily SWE maps with constant high accuracy for the winter months 1991-2008, we used two climatologies of SWE maps based on different station densities and on two different methods of SWE mapping [see sections 3b(1) and 3b (2)]. The quantile mapping statistical calibration method was applied to refine the set of maps, which are based on fewer stations but cover a longer time span ). The months November-May are defined as winter months. CLIMATOLOGY 1971 CLIMATOLOGY -2012 Here the SWE climatology is based on daily snow depth measurements (HS, hereafter) from 106 stations in Switzerland. Elevations between 200 and 2500 m MSL are covered, but most stations are situated below 2000 m MSL. We applied a mapping model that first calculates the daily nonlinear trend of SWE over elevation. The offset of each station's SWE from the trend is calculated and these detrended SWE values are then interpolated over a digital elevation model with a resolution of 1 km 3 1 km. For spatial interpolation, we used a three-dimensional distanceweighted Gaussian filter. This method is described in detail in Jörg-Hess et al. (2014) . The method of detrending was optimized and validated for the adopted station density.
1) SWE MAPPING METHOD FOR

2) SWE MAPPING METHOD FOR CLIMATOLOGY 2001-12
These SWE values are based on daily HS measurements at 344 stations, which are part of the different snow monitoring networks of MeteoSwiss, the Institute for Snow and Avalanche Research (SLF), and Land Vorarlberg (Austria). The stations are evenly spread across Switzerland and parts of Tyrol and Vorarlberg, covering elevation bands between 200 and 2950 m MSL, although the station density decreases above 2200 m MSL. Accumulation and ablation were first calculated separately and each interpolated over a digital elevation model with a resolution of 1 km 3 1 km. Daily SWE grids were then calculated on the basis of the ablation and accumulation grids. Jörg-Hess et al. (2014) validated these maps and showed that concerning correlation best results are obtained in the high-elevation areas, while the bias against point observations is better for lowaltitude areas.
3) SWE HOMOGENIZATION WITH QUANTILE
MAPPING
The statistical approach called quantile mapping was applied to transfer the spatial pattern of the shorter, more accurate SWE map climatology (based on 344 stations) to the long-term SWE map climatology (based on 106 stations). The method was applied to each grid cell for each day of the winter seasons 1971-2012. The exceedance probability of a specific SWE value in one climatology corresponds to the quantile of the same exceedance probability in the other climatology. We calculated the empirical cumulative distribution functions for a time window, for which SWE maps of both climatologies exist (here the winters 2001-12). We then calibrated all SWE values of the long-term climatology by using these distribution functions. For example, in a given pixel, for a date before 2001 (e.g., 1 March 1992), an SWE of 100 mm has been interpolated. This represents a nonexceedance probability of 80% over the period 2001-12. The same nonexceedance probability in the ''short but more accurate'' climatology applies to SWE of 115 mm. So we replace the 100 mm in the long climatology with the 115 mm. The method is described in detail in Jörg-Hess et al. (2014) . Finally, we used the calibrated SWE maps for the years 1991-2000 and the SWE maps based on 344 stations for the years 2001-08 to replace the initial SWE conditions of the hydrological model in some of the completed experiments (see later in the manuscript). SWE maps for the Bod200 domain could not be processed because of missing SWE and snow depth information in the German areas of this study domain. However, it is interesting to see the propagation on the imported SWE maps of the upstream catchments on the runoff at the station located at the outlet of Lake Constance, most of which comes from the Bod200 domain (Fig. 1) .
c. Experimental setup
The meteorological variables and SWE maps are scaled to a resolution of 200 m to meet the resolution of the spatial information used to configure PREVAH. The scaling to the 200-m resolution of the hydrological model occurs by adopting bilinear interpolation. In the case of air temperature, the downscaling procedure also considers a constant temperature lapse rate of 20.7 K (100 m)
21 . This allows the consideration of the finer topography used by PREVAH with respect to the coarse topography available from ENS. PREVAH's SWE values can easily be replaced by SWE maps at the initialization of a monthly model run. We evaluated the impact of such replacement on the quality of PREVAH discharge and SWE simulations. The hydrometeorological forecast chain that consists of forcing PREVAH with the five members' ENS reforecasts used for this experiment is similar to what was presented in Fundel et al. (2013) . The application was expanded to include not only the Thur but also the Alpine Rhine basin with its main tributaries (Fig. 1) . Unlike Fundel et al. (2013) , who used the HRU version of PREVAH (Gurtz et al. 1999 ), we used a gridded version of PREVAH (see section 2b). See the supplemental material for a comparison of the predictions of the HRU with those of the gridded PREVAH version for the Thur basin. The initial states of the first forecast on 1 January 1991 are taken from reference simulations, which are run with meteorological observations without SWE replacement. We call this hydrological reference run ''P.href.'' In the chain, each week during the period 1991-2008, a PREVAH forecast with a lead time of 32 days was started. Four sets of simulations were performed (Fig. 3 ):
1) A deterministic hydrological reference run forced by interpolated precipitation (P.href) yielding a simulated discharge and SWE time series. 2) A second hydrological reference run (SWE.href) forced by the same weather forcing, and using the same calibration, where SWE is replaced with SWE maps elaborated from observed data (see section 3b) at initialization of a 32-day deterministic run. All other internal states of the model are modeled as in the case of P.href. In SWE.href the weekly SWE replacements are propagated. This guarantees that the nonlinear effects of replacing SWE on further hydrological processes considered (most prominently infiltration, snow age, albedo, and runoff generation) are also propagated during all the 18 years of the experiment.
3) A reforecast in quasi-operational mode producing five discharge and SWE projections every week with a lead time of 32 days using five-member ENS forcing (P.ens). These projections use initial conditions from P.href and can be compared to the reference simulation of the first step. 4) A set similar to P.ens, but in addition to this, the SWE is also updated weekly from the available SWE maps data before launching the forecasts. This last set is labeled as SWE.ens.
According to the outcomes of these four sets of simulations, we evaluated the effect of imported SWE at initialization for runoff and SWE predictions. The effect of the numerical weather prediction model ENS (P.ens and SWE.ens) was compared to the reference simulations forced with meteorological observations (P.href and SWE.href).
Performance measures
The runoff and SWE predictions were evaluated with the verification scores for different runoff quantiles, lead times, and months of the year. For a better overview of the evaluation with lead time, the scores are illustrated in 5-day steps for the lead times 1, 6, 11, 16, 21, 26 , and 31 days. Fundel et al. (2013) scores but the general conclusions were similar for all of them. Therefore, for this study we focused on one score, the two alternatives forced choice score (2AFC; see section 4b).
a. Nash-Sutcliffe coefficient, benchmark efficiency, and volumetric deviation
The verification evaluated the model performance with the commonly used hydrological score NashSutcliffe coefficient (Nash and Sutcliffe 1970) for normal (NSE) and logarithmic runoff (logNSE) and two benchmark approaches (Schaefli and Gupta 2007) . We evaluated the NSE for comparability with other studies and the logNSE because the focus is on low flow (Krause et al. 2005) .
To account for the strong seasonality in most of the catchments investigated, we also used the benchmark efficiency (BE), which employs a seasonally varying benchmark instead of the mean runoff used as the benchmark in the NSE. We calculated the seasonally varying benchmark as the interannual mean runoff for each calendar day with a window of 30 days around this day.
The water balance of the simulations was evaluated with the volumetric deviation (VOL%; Zappa and Kan 2007) . A VOL% close to 0 indicates that the runoff volume of the observations and the simulations correspond well (Viviroli et al. 2009c) . VOL% refers to the duration of the declared calibration and validation periods. In case of the evaluation of the experiments with ENS, VOL% is assessed for partial time series with identical lead time.
b. Two alternatives forced choice score
The 2AFC is a score that evaluates the ability of the model to distinguish between different observations Weigel and Mason 2011; Mason and Weigel 2009 ). The score is very flexible and can be used on a range of forecasts from simple yes/no forecasts of dichotomous outcomes to continuous forecasts for deterministic and probabilistic forecasts. The score is based on comparing two observation-forecast pairs and then evaluating whether the forecast can be used to successfully distinguish between the observations. In the supplemental material the idea of 2AFC is illustrated.
For dichotomous observations with probabilistic forecasts, this means that the probabilities define the number of categories. In our example with five ensemble members, six probability bins are used. Let n 0 be the number of nonevents and n 1 the number of events that occurred. The jth forecast probability of an event when an event occurred is p 1,j , and p 0,i is the ith forecast probability when no event occurred. The 2AFC score for dichotomous observations with a probabilistic forecast is defined as
where I(p 0,i , p 1,j ) is defined as
Continuous observations with probabilistic forecasts are treated similarly, except that there are more than two possible outcomes of the observations. The number of observed categories are the n observations. The 2AFC score for continuous observations with a probabilistic forecast is defined as 2AFC 5 2 n(n 2 1)
Usually, the added precision of continuous observations, rather than dichotomous observations, decreases the score of the forecast. The primary weakness of the 2AFC score is that it illustrates the potential of a forecast system after proper calibration. Systematic errors of the forecast system are not considered and therefore the score gives no indication if the forecasts can be taken at face value. The 2AFC score is a measure of how often a forecast is correct. Thus, a 2AFC of 50% means that the forecast is correct half of the time and a simple guess based on climatology would give a similar result. A perfect forecast has a 2AFC of 100% and skillful forecasts have a 2AFC larger than 50%. As the 2AFC score measures the discriminative power of a forecast system, it is also dependent on the ensemble size. The 5-member ENS reforecast we used has a larger sampling uncertainty than the full 51-member ENS forecast that makes it more difficult for the system to discriminate. The skill of this 5-member system is considered as the lower bound of the effective skill (Weigel and Mason 2011; Mason and Weigel 2009 ).
c. The similarity measure mapcurves
To quantify the similarity between SWE maps and forecasted SWE fields, the similarity measure mapcurves (Hargrove et al. 2006) , which measures the spatial overlap of two maps, is used. We evaluated the SWE forecasts with other similarity measures (Goodman and Kruskal's l, Theil's uncertainty coefficient U, and Cramér's V; see Rees 2008 ) and found they all produced similar results. This is similar to what Speich et al. (2015) evaluated when using these criteria in the context of evaluating spatial and temporal patterns of climate change impacts on water resources. We therefore decided to illustrate the validation only with mapcurves here.
Mapcurves is a goodness-of-fit (GOF) method that shows the degree of similarity between categorical maps. For each pair of classes (class A and class B), one from each of the two maps being compared, the algorithm calculates a GOF measure. This measure is determined by the proportion of class A that overlaps with class B, weighted by the proportion of class B that overlaps with class A. This GOF measure ranges from zero, meaning that the categories do not overlap, to one, in the case of a perfect fit. The scores are then summed up for each class of map A and displayed as a power curve. The x axis is divided into equal intervals between zero and 100%, and the y axis indicates the percentage of GOF scores equal to or more than the percentage shown on the x axis. The area under this curve, lying between zero and one, is the measure of similarity between the two maps. For the full formulation of mapcurves, please refer to Hargrove et al. (2006) . A compact description and related application in hydrological context is presented in Speich et al. (2015) .
The value of mapcurves depends greatly on the classification of the compared values and can therefore not be interpreted on their own (Hargrove et al. 2006 ). Conclusions about the similarity measure should be drawn in the sense that simulated SWE and SWE maps are more similar for lead time 1 than for lead time 6. SWE was classified using 67 categories, with small intervals for smaller SWE values and larger intervals for larger SWE values. We found, on comparing SWE maps with predicted SWE, that the changes in the mapcurves' similarity with ongoing lead time is best represented if 50 categories are used. Including more categories led to no extra support in interpreting the results for this example.
Results
In this section, the forecast quality for discharge in different flow regimes and SWE were evaluated on a daily basis for several domains in the Alpine Rhine region and the Thur region.
First, the reference predictions with the hydrological model PREVAH (P.href) were evaluated for the calibration period and the verification period (Fig. 4) . The NSE was approximately 0.8 at most stations and ranges from 0.56 to 0.96. The NSE for logarithmic runoff was slightly lower. We had some simulation problems in the Hinter and Vorder Rhine, probably because of overly rough assumptions about the operation of the hydropower stations. Not only do hydropower activities cause some simulation problems, but the BE indicated that small catchments with a strong seasonal runoff cycle behave similarly (Albula Tiefenkastel and Landwasser Davos). Problems with small alpine catchments may be due to the fact that snowmelt in the mountains is a dynamic process that requires a more physically based model than the degree-day approach, which does not consider subdaily variations. The high NSE and logNSE values measured at Rhine Neuhausen, immediately downstream of Lake Constance are most likely due to the damping effect of the lake.
As regionalized model parameters (i.e., not catchment specific) are used, the VOL% (volumetric deviation) is not zero for the calibration period at most stations. The verification scores for the calibration and verification periods were in the same order of magnitude.
a. Runoff forecast verification
We first evaluated the effect of using imported SWE maps for the discharge predictions with PREVAH (P.ens and SWE.ens). For short lead times, the runoff predictions were good at discriminating between different runoff volumes (2AFC_Q), detecting low-flow events (2AFC_Q15), and predicting the runoff volume (Fig. 5) . Q15 has been calculated as daily mean runoff nonexceedance probability of 15% utilizing a window of 31 days around each day of the year . Note that deviations of VOL% in Figs. 4 and 5 arise FIG. 4 . Verification scores for the PREVAH discharge simulations P.href for the gauging stations in the Thur and the Alpine Rhine catchment. (from left to right) The gauging stations are ordered according to their catchment size (area) with gray being the largest; NSE for normal (NSE) and log of the runoff (logNSE), and the BE and VOL%; except for the area, values are shown for the calibration period (labeled c; 1984-96) and the verification period (labeled v; 1980-83 and 1997-2008) . The gauging stations with asterisks are uninfluenced catchments.
from the different color scales. For short lead times, the 2AFC_Q was around 0.9 for most catchments. The decrease in the 2AFC_Q with ongoing lead time was small. Importing SWE maps at each weekly reinitialization did not increase the success rate of the predictions in discriminating between the different runoff volumes observed (2AFC_Q) when the scores are averaged over all forecasts. A low-flow event could be discriminated from a nonevent using the 15th quantile (2AFC_Q15) less well than 2AFC_Q for lead times greater than lt6. Also in this case, SWE.ens did not result in improved skill in detection of low-flow events when compared to P.ens. For the runoff simulations around the disappearance of the snow cover imported SWE maps are expected to have a more positive effect on the predictions. Switching the focus to the deviations in volume error (VOL%, Fig. 5 ), the analysis indicates that the under-or overestimations of the runoff volume increase with ongoing lead time. The evaluation of VOL% in the case of SWE.ens leads to improved agreement as compared to P.ens for most of the evaluated basins. The estimation of snow resources at initialization of the forecast with the SWE maps seems more adequate than estimating SWE by the mean of the interpolated precipitation and temperature as realized in the case of P.ens. A closer look at particular catchments offers further insights. The 2AFC_Q15 estimations for long lead times are poorest for the Thur catchment. In this basin, snow accumulation is frequently interrupted by snowmelt in the areas below 1000 m (see Fig. 1 ). In Thu200 (gauges 10 and 11), runoff volume was mostly underestimated, while in HiR200 (gauges 1, 2, and 3) runoff was mostly overestimated. The overestimated runoff volume could be reduced by importing SWE maps at initialization. Fundel et al. (2013) found that, for the Thur, the predictability of runoff decreases with ongoing lead time. The model performed skillfully for lower runoff quantiles until day 32, but for higher runoff quantiles only until day 10, after which the skill was lost. We extended this experiment to the Alpine Rhine and obtained similar indications for river basins with different area and elevation (Fig. 6) . Here it can be demonstrated that the predictability of Q15 for up to 32 days lead time is achievable in high mountainous areas and in the large downstream areas collecting waters from domains located at different elevation ranges. Generally, the 2AFC scores for P.ens and SWE.ens were very similar. The score was slightly larger for the higher quantiles at lead times shorter than 10 days and for the lower quantiles at longer lead times.
Comparing the 2AFC patterns in the Thur to those in the catchments of the Alpine Rhine (Landquart) showed that, in the Thur, the decrease in the 2AFC with ongoing lead time was faster. The memory effect yielded by the higher SWE influence in the Landquart basin is the cause of this. At the gauging station Neuhausen, the 2AFC scores were high (between 0.8 and 1). Large lakes (here the Lake of Constance) act as big reservoirs and dampen the effects of flood peaks and integrate the effects of streamflow drought. Like SWE, lake storage also has a long memory effect. This improves the quality of both the reference simulations (calibration-verification period) and the predictions made using ENS.
b. SWE verification
We first compared the predicted SWE of P.ens and SWE.ens with SWE maps at the beginning (lt1) and the end (lt31) of the forecast (Fig. 7) . SWE predicted with P.ens was overestimated compared to the SWE FIG. 5 . Verification scores for the PREVAH discharge forecasts (left three columns) P.ens and (right three columns) SWE.ens for the gauging stations in the Thur and the Alpine Rhine catchment during the period 1991-2008. The 2AFC_Q was calculated for the continuous runoff ensemble, and 2AFC_Q15 is a probabilistic verification of the low-flow events based on the 15% runoff quantile. The lt1, lt6, lt16, and lt31 are the forecasts with a lead time of 1, 6, 16, and 31 days. The gauging stations with asterisks are uninfluenced catchments. maps, especially above 2000 m MSL. The overestimation of SWE from P.ens was nearly constant for the different lead times. With the Wilcoxon-MannWhitney test (Wilks 2006) , P.ens differed significantly from the SWE maps, with a critical value of p , 0.05 for all the catchments and elevation ranges investigated.
When SWE maps were imported to PREVAH at the initialization (SWE.ens), the predicted SWEs correspond with the SWE maps at lead time 1. This similarity was maintained over the entire forecast period of 32 days. Figure 7 represents an integral evaluation for different elevation bands and might therefore be affected by compensation effects concerning spatial biases. The ''mapcurves'' analyses presented in a later section will complement this information with a quantification of spatial agreement. In the region above 2000 m MSL the overestimation of SWE with P.ens was largest. Although the SWE with SWE.ens is visually very similar to the SWE maps, the difference between the two is statistically significant. As the snowmelt contributes to about 60% of the total runoff, the snow storage is very important for runoff predictions. The free model parameters were calibrated for the snow module according to the temperature index. This large overestimation of SWE was therefore not that obvious in the runoff predictions, which indicates the assimilation can potentially be improved. In addition to the model calibration, which optimized the runoff simulation with runoff observations, the fact that the effect of SWE import to the runoff is evaluated for the yearly average over the considered 18 years can increase this impression.
Our results showed that the overestimation of SWE from P.ens increased from November to April (Fig. 8) . To illustrate this aspect, two years with a slightly different evolution of snow cover were selected in HiR200. In 1998, melting events in February and April were observed. In 2000, however, the snow cover grew steadily until May, when the melting period began. The overestimated SWE from P.ens with respect to the SWE maps was eliminated with SWE.ens for all lead times and over the entire season.
The ensemble spread at lt1 was narrow and grew slightly with ongoing lead time. This narrow ensemble band indicates that the uncertainty of the meteorological input variables was damped in the prediction of the snow storage with respect to spread, which is what usually happens when the focus is on streamflow only Addor et al. 2011 ). The differences between SWE from P.ens and SWE.ens grew constantly over the season in 1998, while in 2000 they were small at the beginning of the winter season with a sharp increase in April. Despite these differences, at the beginning of the melting period the overestimated SWE of P.ens compared to SWE.ens was similar in both years. The melting period in February 1998 was simulated in P.ens and SWE.ens. 
We expected the imported SWE maps to influence SWE predictions more than the runoff predictions. The ability of the forecast to discriminate between different SWE values was smallest at the beginning and end of the snow season (Fig. 9) . This demonstrates that the ensemble has problems in capturing SWE in the phases where air temperature is close to zero and therefore short periods with and without snow can occur. As soon as air temperatures are clearly below zero degrees, predictability improves. Similarly to runoff, the predictability of SWE decreased with ongoing lead time. The decrease in the predictability with lead time was largest in Thu200, smaller in LaP200, and smallest in HiR200. Generally, the SWE predictability was larger in LaP200 and HiR200 than in Thu200. The import of SWE maps at initialization increased the model performance of the prediction up to a lead time of approximately 20 days in Thu200 and approximately 25 days in LaP200 and HiR200. The white areas in the figure indicate periods without snow cover (May in Thu200) or periods where at initialization no SWE maps were available. In LaP200, for a lead time of 21 days, the SWE.ens predicted an SWE of zero in all forecasts, which explains the white panel.
The increased predictability of SWE occurred without decreasing the performance of the runoff prediction. This might mean that the exact distribution and quantity of snow resources do not affect the quality of streamflow simulation at the scale of the basins we considered. This is a classic paradox in models when they are calibrated and evaluated against discharge (integral of the catchment response; Kirchner 2006) . The use of local SWE maps might help to reduce the uncertainty for small ungauged areas. Generally, even if some scores might suffer from importing SWE maps, the overall outcome of the model was better at representing the actual dynamics of water resources in the target area. It has also to be acknowledged that errors in SWE estimations affect runoff only when model and reality have different status concerning snow coverage (yes/no) and/or the SWE is in the same magnitude of the potential snowmelt at a particular day.
The spatial verification is illustrated visually and with the similarity measure mapcurves for a randomly chosen day (5 February 2001, Fig. 10 ). This day was in the middle of the snow season of a year with above average snow-cover depths. P.ens overestimated SWE at high elevation 100% more than the SWE maps. This was also represented in a bias larger than 300 mm and mapcurves similarities of less than 10%. Neither visually nor with the two scores was a considerable change in the ongoing lead time detected in P.ens. The extremely high SWE values simulated were accumulated on the glaciers.
As expected, the SWE simulated with SWE.ens corresponded well with the SWE maps, and the over-or underestimations were in the range of 40 mm. The mapcurves similarity increased by up to 80% at lead time 1. At lead time 1 SWE.href and SWE.ens were identical with the SWE maps, except for the water surfaces, which were snow-free by definition in PREVAH. We are currently analyzing this limitation. With ongoing lead time, SWE.href overestimated SWE at the highest elevations in the southwestern part and underestimated SWE in the valleys. The ensembles mean (SWE.ens) overestimated SWE in the northeastern part.
The difference between SWE.href (forced by interpolated precipitation) and SWE.ens (forced by ENS) may be due to problems in the representation of temperature FIG. 7 . Distribution of SWE in the five elevation ranges (,1000, 1000-1500, 1500-2000, 2000-2500, and .2500 m MSL) for (from top to bottom) the Thu200, LaP200, and HiR200 domains during the period 1991-2008. Boxes display the median and the interquartile range and are drawn for SWE from P.ens, SWE.ens for lead time 1 (no filling), and lead time 31 (gray filling). The whiskers extend to the maximum SWE. SWE maps are the observed values of the dates that correspond to the dates of the forecasts at lead times 1 and 31.
gradients and precipitation in ENS, which uses a very coarse topography. Probably pools of cold air and other fine resolution local effects were not well represented either by the interpolation tools adopted (Viviroli et al. 2009c) or by ENS. A new temperature dataset has been recently made available by MeteoSwiss (Frei 2014) , which might alleviate such problems. An assessment of this additional dataset is beyond the goals of this paper, but will be addressed in follow-up investigations. In addition, there is potential for improvement in the downscaling method of the ENS reforecast. Note that this was an example of the spatial verification of one randomly chosen 32-day forecast to visualize the SWE predictions.
For a general spatial verification, mapcurves was averaged over all forecasts for different lead times and over the winter season (Fig. 11) . The mean mapcurves values for the ensemble were used because the spread of the ensemble was small. As the classification intervals have a range from 5 to 1000 mm, the probability that two ensembles will be in the same class is high. The mapcurves similarity was high at lt1 and decreased with ongoing lead time, except for the comparison of P.ens with the SWE maps (Fig. 11c) . The decrease in the similarity was fastest during the melting process. Mapcurves for the comparison of SWE.maps with SWE.href and with P.href is very similar to the values of the comparison of SWE.maps with SWE.ens (Fig. 11a ), or to P.ens (Fig. 11c) . For the evolution of the snow cover in PREVAH, the initial state is therefore more important than the quality of the meteorological parameters. The mapcurves verification for additional domains can be found in the supplemental material.
Conclusions
In the present study, gridded SWE maps derived from snow depth measurements were imported into a hydrological model at initialization to provide ensemble predictions of streamflow and SWE. The predictions have a lead time of 32 days and were tested in selected alpine domains in Switzerland, where the contribution of snowmelt to runoff differs. The focus was on the influence of imported SWE maps on the predictability of runoff and SWE. We evaluated the effect of replacing model SWE with SWE maps at initialization using different validation scores.
The results reveal that imported SWE maps increased the predictability of SWE without decreasing the performance of the runoff predictions. With respect to a constant or seasonally varying benchmark and the ability of the model to distinguish between different runoff volumes, model performance was not greatly enhanced by importing SWE maps, but the error of the streamflow volume could be reduced. This suggests that importing SWE maps could be a way of improving estimations of precipitation adjustment factors (Sevruk 1986 ) in high alpine areas. As this experiment was a first analysis of the response of a runoff-precipitation model to changes in SWE information, no new model calibration was performed. The parameters of the model were calibrated in a way to optimize the runoff predictions with the SWE simulated with the PREVAH snow module. Although runoff predictability was not increased by importing SWE maps, it is reasonable to include this information to guarantee a better transferability. As can be seen in the decrease of the volumetric runoff deviation (VOL%), the state of the snow storage is improved. This enables a better representation of the snowmelt process that is beneficial for runoff predictions outside the calibration period. A better initial snow state is important for long-range predictions and is beneficial for predicting the timing of the snowmelt.
In the Alpine Rhine catchments, the damping effect of Lake Constance was illustrated. Major lakes act as large reservoirs and can therefore absorb the effects of flood peaks and relieve drought and low-flow events. This improves the quality of the predictions at the gauging stations downstream of the lake. Thus, the simulation of streamflow was of the lowest quality achieved for basins with areas between 500 and 2000 km 2 . Such basins cover a large range of elevation and are mostly affected by hydropeaking. However, in this study, the operations of hydropower facilities were greatly idealized. We anticipate that early prediction of streamflow drought and water resources may be more successful if a close collaboration with the hydropower companies could be established.
For the SWE predictions, including the SWE maps was very valuable to improve the SWE forecasts up to a lead time of 25 days. This improvement in SWE predictions was not very surprising as the modeled SWE is very prone to errors in the predicted or observed precipitation and temperature fields. In Fig. 11 of the supplemental material, we present an evaluation of the intrinsic predictability of discharge. Such predictability is limited to ten days for most of the year, with a peak of 25 days during the snowmelt season. Thus, SWE is consistently more predictable than what one would expect from the input uncertainty. SWE is highly persistent up to a lag of 2 weeks, especially in the higher catchments. Apart from the meteorological information that is used in the PREVAH forecasts, the uncertainty representation from the ensemble forecast provides additional value to the case where the initial SWE would be used for the entire forecast period. Further, the predicted SWE fields were validated with the same product that had been imported to the hydrological model. We could not avoid this, because no other SWE product with a similar quality was available for the validation.
It should also be noted that the subgrid variability differs between the SWE maps and the SWE predictions. The SWE maps were estimated by considering subgrid variability that depended on the variability of land cover and slopes. PREVAH, however, corrects subgrid temperature according to slope and aspect. Therefore, PREVAH takes into consideration some of the topographic effects of snowmelt Zappa et al. 2003) . The effects of snow interception and snow in forests are not taken into account in the SWE predictions in PREVAH.
In-depth analyses indicated that the absolute and relative error of predicted SWE is small (65 cm) below 2000 m MSL. Above 2000 m MSL, larger differences between the predicted and observed SWE were found at the end of the winter season (March and April). Modeling the snowmelt correctly is difficult partly because the parameterization of the snow model optimized for the HRU version of PREVAH does not allow a redistribution of SWE. The interpolation of precipitation and temperature also potentially causes problems in snowmelt modeling.
The similarity measure mapcurves showed a large increase in the overlapping region from SWE predictions compared with the original simulations, where SWE originated from the PREVAH snow module and predicted SWE with SWE maps at initialization. The mapcurves values decreased relatively fast in the first forecast week, but thereafter the decrease was slow. FIG. 10. (from left to right) SWE maps and differences between predicted SWE and SWE maps for HiR200 for the randomly chosen forecast from 5 Feb 2001 for lead times (from top to bottom) 1, 11, and 21. The numbers in the plots are the bias and the mapcurves similarity (mc).
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We have shown that importing SWE maps can improve the SWE prediction for a considerable lead time without decreasing the predictability of the runoff. This is an important achievement, because an improved state of SWE helps to provide more accurate information of the available water for snowmelt, which is crucial for runoff prediction in spring. The assimilation of SWE maps into a hydrological model should provide superior SWE estimates because it combines information from observations and modeling predictions, ideally taking into consideration the limitations of each (Andreadis and Lettenmaier 2006) . Frequently used methods to assimilate SWE into hydrological models are the ensemble Kalman filter, which considers the measurement uncertainty (Evensen 2007; Clark et al. 2006; Slater and Clark 2006) , and the particle filter, which conserves the mass balance in the system (Thirel et al. 2013) .
In a next step, the assimilation of SWE maps could be tested to take into account the modeled information and the total water balance of the hydrological volume. This could help to investigate the hypothesis of better outcomes for internal (ungauged) subareas in follow-up studies. In addition, model parameters should be calibrated with changed SWE initialization to be able to use the SWE maps in operational hydrological predictions. Soon medium-range (32 days) forecasts are going to be delivered to the Swiss prototype platform for early recognition of droughts and water shortages (www. drought.ch; Zappa et al. 2014; Seneviratne et al. 2013) .
