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Abstract
If D is a digraph, then we denote by V (D) its vertex set. A multipartite or c-partite tournament is an orientation of a complete
c-partite graph. The global irregularity of a digraph D is deﬁned by
ig(D) = max{max(d+(x), d−(x)) − min(d+(y), d−(y)) | x, y ∈ V (D)}.
If ig(D)=0, thenD is regular, and if ig(D)1, thenD is called almost regular. In 1997,Yeo has shown that each regular multipartite
tournament is Hamiltonian. This remains valid for almost all almost regular c-partite tournaments with c4. However, there exist
inﬁnite families of almost regular 3-partite tournaments without any Hamiltonian cycle. In this paper we will prove that every vertex
of an almost regular 3-partite tournament D is contained in a directed cycle of length at least |V (D)| − 2. Examples will show that
this result is best possible.
© 2006 Elsevier B.V. All rights reserved.
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1. Terminology
A c-partite or multipartite tournament is an orientation of a complete c-partite graph. By a cycle (path) we mean a
directed cycle (directed path).
In this paper all digraphs are ﬁnite without loops or multiple arcs. The vertex set and the arc set of a digraph D are
denoted by V (D) and E(D), respectively. If xy is an arc of a digraph D, then we write x → y and say x dominates y.
If X and Y are two disjoint subsets of V (D) or subdigraphs of D such that every vertex of X dominates every vertex
of Y , then we say that X dominates Y, denoted by X → Y . Furthermore, XY denotes the property that there is no
arc from Y to X.
The out-neighborhood N+D(x)=N+(x) of a vertex x is the set of vertices dominated by x, and the in-neighborhood
N−D(x)=N−(x) is the set of vertices dominating x. The numbersd+D(x)=d+(x)=|N+(x)| andd−D(x)=d−(x)=|N−(x)|
are the outdegree and indegree of x, respectively. Let
−(D) = − = min{d−(x) | x ∈ V (D)},
+(D) = + = min{d+(x) | x ∈ V (D)},
and (D) =  = min{+, −} be the minimum degree of the digraph D.
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The global irregularity of a digraph D is deﬁned by
ig(D) = max{max(d+(x), d−(x)) − min(d+(y), d−(y)) | x, y ∈ V (D)},
and the local irregularity by
il(D) = max
x∈V (D) |d
+(x) − d−(x)|.
If ig(D) = 0, then D is regular and if ig(D)1, then D is called almost regular.
A cycle of length m is an m-cycle. A cycle in a digraph D is Hamiltonian if it includes all the vertices of D.
A cycle-factor of a digraph D is a spanning subdigraph of D consisting of disjoint cycles.
For a vertex set X of D, we deﬁne D[X] as the subdigraph induced by X. A set X ⊆ V (D) of vertices is independent
if the induced subdigraph D[X] has no arcs. The independence number (D) =  is the maximum size among the
independent sets of vertices of D.
A digraph D is strongly connected or strong if, for each pair of vertices u and v, there is a path from u to v in D.
A digraph D with at least k + 1 vertices is k-connected if for any set A of at most k − 1 vertices, the subdigraph D −A
obtained by deleting A is strong. The connectivity of D, denoted by (D), is then deﬁned to be the largest value of k
such that D is k-connected.
2. Introduction and preliminary results
In 2002, Tewes et al. [4] have made the following observation.
Lemma 2.1 (Tewes et al. [4]). If D is a c-partite tournament with the partite sets V1, V2, . . . , Vc, then ||Vi | −
|Vj ||2ig(D) for 1 ijc.
The next result is a part of the main theorem inYeo’s paper [9].
Theorem 2.2 (Yeo [9]). Let V1, V2, . . . , Vc be the partite sets of a c-partite tournament D such that |V1| |V2| · · ·
 |Vc|. If
ig(D)
|V (D)| − |Vc−1| − 2|Vc| + 2
2
,
then D is Hamiltonian.
In the case that D is an almost regular c-partite tournament with the partite sets V1, V2, . . . , Vc such that |V1| |V2|
 · · ·  |Vc|= r , it follows from Lemma 2.1 that |V1|r −2. If D is an almost regular c-partite tournament with c4,
then Theorem 2.2 shows that D is Hamiltonian with exception of the case that 1 = |V1| = |V2|< |V3| = 2< |V4| = 3.
In this case there really exists the following example which is not Hamiltonian.
Example 2.3. Let V1 ={x}, V2 ={y}, V3 ={u1, u2}, V4 ={v1, v2, v3} be the partite sets of a 4-partite tournament such
that u1 → {x, y} → u2 → V4 → u1, x → y → {v2, v3} → x → v1 → y. Then it is straightforward to verify that D
is almost regular without a Hamiltonian cycle.
We have shown above that almost all almost regular c-partite tournaments with c4 are Hamiltonian. However, the
next examples will show that this is no longer true for almost regular 3-partite tournaments.
Example 2.4. Let D be a 3-partite tournament with the partite sets V1, V2, V3 such that |V1|= r −1 and |V2|=|V3|= r
and V1 → V2 → V3 → V1. Then D is almost regular without a Hamiltonian cycle.
The longest cycle in this inﬁnite family of almost regular 3-partite tournaments has length |V (D)| − 2. In this paper
we will prove that every vertex of an almost regular 3-partite tournament D is contained in a directed cycle of length
at least |V (D)| − 2. In special cases we can even give better bounds.
L. Volkmann / Discrete Mathematics 306 (2006) 2931–2942 2933
The following results play an important role in our investigations.
Theorem 2.5 (Yeo [7]). Every regular multipartite tournament is Hamiltonian.
Theorem 2.6 (Yeo [7]). Let D be a k-connected multipartite tournament, and let X be an arbitrary set of vertices in D
with at most k vertices from each partite set. Then there exists a cycle C in D with X ⊆ V (C).
Theorem 2.7 (Yeo [7]). Let D be a (q/2 + 1)-connected multipartite tournament such that (D)q. If D has
cycle-factor, then D is Hamiltonian.
Theorem 2.8 (Guo et al. [1]). Every vertex of a strongly connected multipartite tournament is contained in a longest
cycle.
Theorem 2.9 (Yeo [8]). If D is a multipartite tournament, then
(D) |V (D)| − (D) − 2il(D)
3
.
Lemma 2.10 (Yeo [9], Gutin and Yeo [3]). A digraph D has no cycle-factor if and only if its vertex set V (D) can be
partitioned into four subsets Y,Z,R1, and R2 such that
R1Y and (R1 ∪ Y )R2,
where Y is an independent set and |Y |> |Z|.
For more information on multipartite tournaments we refer the reader to Gutin [2], Volkmann [6], andYeo [8].
3. Main results
Theorem 3.1. Let D be an almost regular 3-partite tournament with the partite sets V1, V2, V3 such that 1 |V1| =
r − 1< |V2| = |V3| = r . Then D contains a cycle of length at least |V (D)| − 2 = 3r − 3.
Proof. Let V1 = {x1, x2, . . . , xr−1}, V2 = {y1, y2, . . . , yr}, and V3 = {u1, u2, . . . , ur}. Since D is almost regular, we
deduce that r − 1d+(x), d−(x)r for x ∈ V (D) and d+(x) = d−(x) = r for x ∈ V1.
Case 1: Assume that r = 2. Because of 1, it is easy to see that D is strong, and thus D contains a cycle of length
at least three.
Case 2: Assume that r = 3. Because of (D)2, it is easy to see in this case that (D)2. Thus, Theorem 2.6 leads
to the desired result.
Case 3: Assume that r = 4. According to Theorem 2.9, we have (D)2. In the case that (D)3, again The-
orem 2.6 yields the desired result. Let now (D) = 2, and let S be a minimal separating set of D with |S| = 2.
If D1,D2, . . . , Dt are the strong components of D − S such that DiDj for 1 i < j t , then we deduce from
(D)3 that |V (D1)|, |V (Dt)|4 and thus t3. We assume, without loss of generality, that |V (D1)| |V (Dt)|. This
implies that |V (D1)|=4. IfD1 contains a vertex of V1, say x1, thenD1 is necessarily 3-partite such that, without loss of
generality, V (D1) = {x1, y1, y2, u1}. Because of d−D1(y1) = 1, it follows that S ⊆ V3. But this yields the contradiction
d−(u1)2. Hence V1 ∩V (D1)=∅ and therefore we conclude, without loss of generality, that D1 = y1u1y2u2y1. This
immediately leads to S ⊆ V1, say S = {x1, x2}. The condition d+(x3) = 4 shows that x3 ∈ V (Dt) is not possible.
Hence, there remains the case that D2 ={x3} and V (D3)={y3, y4, u3, u4}. Now it is easy to see that D is Hamiltonian.
Case 4: Assume that r5 and that D has a cycle-factor.
Subcase 4.1: Assume that r = 2p + 1 is odd. It follows from Theorem 2.9 that
(D)
⌈
4p − 1
3
⌉
p + 1 =
⌊
(D)
2
⌋
+ 1.
Applying Theorem 2.7, we conclude that D has a Hamiltonian cycle and we are done.
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Subcase 4.2: Assume that r = 2p is even. If p4, then Theorem 2.9 implies
(D)
⌈
4p − 3
3
⌉
p + 1 =
⌊
(D)
2
⌋
+ 1.
Applying Theorem 2.7, we conclude that D has a Hamiltonian cycle and we are done.
It remains the case that r = 6. In this case, we deduce from Theorem 2.9 that (D)3. If (D)4, then, according
to Theorem 2.7, D is Hamiltonian and we are done. Let now (D)= 3, and let S be a minimal separating set of D with
|S| = 3. If D1,D2, . . . , Dt are the strong components of D − S such that DiDj for 1 i < j t , then we deduce
from (D)5 that |V (D1)|, |V (Dt)|6. Assume, without loss of generality, that |V (D1)| |V (Dt)|. If |V (D1| = 6,
then (D)5 shows that D1 is necessarily a regular 3-partite tournament such that d−D1(x)= 2 for all x ∈ V (D1). But
since in S and D1 are vertices of the same partite set, we obtain a contradiction to (D)5. Consequently, it remains
the case that t = 2 and |V (D1)| = |V (D2)| = 7. If D1 is bipartite, then we arrive at the contradiction
35
∑
x∈V (D1)
d−(x)
∑
x∈V (D1)
d−D1(x) + 2112 + 21 = 33.
If D1 is 3-partite, then there are at most 21-3 = 18 arcs between D1 and S, and this leads to the contradiction
35
∑
x∈V (D1)
d−(x)
∑
x∈V (D1)
d−D1(x) + 1816 + 18 = 34.
Case 5: Let r5 and assume that D has no cycle-factor. Then, with respect to Lemma 2.10, the vertex set V (D)
can be partitioned into subsets Y,Z,R1, R2 such that R1Y , (R1 ∪ Y )R2, |Y |> |Z|, and Y is an independent set.
We assume, without loss of generality, that |R1| |R2|. As (D)= r and since Theorem 2.9 implies (D)(2r −3)/3,
we see that
2r − 3
3
 |Z|< |Y |r .
Subcase 5.1: Assume that |Z| = r − tr − 2 and let R = R1. The proof of this case will show that we can assume,
without loss of generality, that Y = {u∗1, u∗2, . . . , u∗|Y |} ⊆ V3. Let
Z = {x1, x2, . . . , xs} ∪ {y1, y2, . . . , yn} ∪ {u1, u2, . . . , um}
and
R = {x′1, x′2, . . . , x′p} ∪ {y′1, y′2, . . . , y′q} ∪ {u′1, u′2, . . . , u′k}
such that x′i ∈ V1, y′i ∈ V2, and u′i ∈ V3. Because of r − 1 and (R ∪ Y )R2, the case R = ∅ is not possible.
In addition, it follows that
|R|(r − 1)
∑
v∈R
d−(v)
∑
v∈R
d−D[R](v) + |R|(r − t).
This inequality chain and the well-known Theorem of Turán [5] yield
|R|2
3

∑
v∈R
d−D[R](v) |R|(t − 1).
Thus, we deduce that |R|3t − 33. Because of
3r − 1 = |Z| + |Y | + |R| + |R2|2r − 2t + 1 + 2|R|,
it follows that 6t − 62|R|r + 2t − 2, and thus 4tr + 4. This implies
3t − 4 |R| − 1 r
2
+ t − 2r − t = |Z|.
Furthermore, |Y |> |Z| yields k + m t − 1.
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Now we will prove that
∑
v∈R
d−(v) |R|(r − t) + (t − 1)(|R| − t + 1). (1)
We assume, without loss of generality, that ZR. In the ﬁrst step we will show that
∑
v∈R d−(v) is maximal when
D[R] is exactly bipartite and Z consists of vertices of the remaining partite set. Suppose that D[R] is exactly 3-partite.
Since k + m t − 1, we see that m t − 2. Hence, the inequality |Z| = r − t3t − 4 implies max{s, n,m}>m.
We assume, without loss of generality, that max{s, n,m}= s. If n1 or m1, say n1, then let Z′ = (Z−{y1})∪{x′1}
and R′ = (R − {x′1}) ∪ {y1}. This leads to∑
v∈R′
d−(v) −
∑
v∈R
d−(v) = k(q + 1) + k(p − 1) + (p − 1)(q + 1)
+ (s + 1)(q + k + 1) + (n − 1)(k + p − 1) + m(p + q)
− [kq + kp + pq + s(q + k) + n(p + k) + m(p + q)]
= s − n + 11.
If we continue this process in the case n + mp, we arrive that D[R] is bipartite and ∑v∈R d−(v) is increasing.
In the case n + m>p, the term ∑v∈R d−(v) is furthermore increasing, if we replace the n + m − p vertices from
(V2 ∪ V3) ∩ Z by vertices from V1 − Z. In the case n + m<p, we repeat the process p − n − m times, and we arrive
at Z ⊂ V1. Because of |R| − 1 |Z|, we see that∑v∈R d−(v) does not decrease, if we replace the p − n−m vertices
from V1 ∩ R by vertices from (V2 ∪ V3) − R. Altogether, we have shown that∑
v∈R
d−(v) |R|(r − t) + i(|R| − i), (2)
where i = |R ∩ V3|. Since |R|3t − 3 and i = |R ∩ V3| t − 1, the right side of inequality (2) assumes its maximum
value at i = t − 1 and thus (1) is proved. Combining (1) with r − 1, we deduce that
|R|(r − 1)
∑
v∈R
d−(v) |R|(r − t) + (t − 1)(|R| − t + 1).
Since t2, this leads to the contradiction (t − 1)|R|(t − 1)(|R| − t + 1).
Subcase 5.2: Assume that |Z| = r − 1. Since Y is an independent set and |Y |> |Z|, we can assume, without loss of
generality, that Y =V3. This implies R1 → V3 → R2 and thus R1 ∪R2 ⊆ V1 or R1 ∪R2 ⊆ V2. Because of |Z|= r −1,
there only remains the case that Z = V1, R1 ∪ R2 = V2, and R2 → V1 = Z → R1.
If R1 = ∅, then we conclude that Z = V1 → Y = V3, and we see that D contains a (3r − 3)-cycle.
Assume that |R1| = 1 and let R1 ={yr}. Since each vertex of Z has at least r − 1 positive neighbors in Y , there exists
a (3r − 2)-cycle in D, which has, without loss of generality, the form
u1y1x1u2y2x2 . . . xr−2ur−1yr−1xr−1yru1.
Assume that |R1| = t2 and let R1 = {y1, y2, . . . , yt }. Since each vertex of Z has at least r − t positive neighbors
in Y and each vertex in Y at least t − 1 positive neighbors in Z, we ﬁrstly observe that there exists a path P1 of order
2t − 1 which only consists of vertices from Y ∪ Z and starting with a vertex from Y . Let, without loss of generality,
P1 = u1x1u2x2 . . . ut−1xt−1ut .
Secondly, there exists a path P2 of order 3r − 6t + 1 which only consists of vertices from Y ∪Z ∪R2 and starting with
the vertex ut . Let, without loss of generality,
P2 = utyt+1xtut+1yt+2xt+1 . . . ur−(t+1)yr−t xr−(t+1)ur−t .
These two paths ﬁnally lead to the (3r − 2)-cycle
P1P2ur−t yr−(t−1)xr−t ytur−(t−1)yr−(t−2)xr−(t−1)yt−1 . . . ur−1yrxr−1y1u1. 
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Theorem 3.2. Let D be an almost regular 3-partite tournament with the partite sets V1, V2, V3 such that 1 |V1| =
|V2| = r − 1< |V3| = r . Then D contains a cycle of length at least |V (D)| − 1 = 3r − 3.
Proof. Let V1 ={x1, x2, . . . , xr−1}, V2 ={y1, y2, . . . , yr−1}, and V3 ={u1, u2, . . . , ur}. Since D is almost regular, we
deduce that r − 1d+(x), d−(x)r for x ∈ V (D) and d+(x) = d−(x) = r − 1 for x ∈ V3.
Case 1: Assume that r = 2. Because of 1, it is easy to see that D is strong, and thus D contains a cycle of length
at least three.
Case 2: Assume that r = 3. Because of (D)2, it is easy to see in this case that (D)2. Thus, Theorem 2.6 leads
to the desired result.
Case 3: Assume that r = 4. According to Theorem 2.9, we have (D)2. Now it is a simple matter to show that
(D)3, and hence Theorem 2.6 yields the desired result.
Case 4: Assume that r5 and that D has a cycle-factor.
Subcase 4.1: Assume that r = 2p + 1 is odd. If p3, then it follows from Theorem 2.9 that
(D)
⌈
4p − 2
3
⌉
p + 1 =
⌊
(D)
2
⌋
+ 1.
Applying Theorem 2.7, we conclude that D has a Hamiltonian cycle and we are done.
It remains the case that r = 5. In this case, we deduce from Theorem 2.9 that (D)2. If (D)3, then, according
to Theorem 2.7, D is Hamiltonian. Let now (D) = 2, and let S be a minimal separating set of D with |S| = 2.
If D1,D2, . . . , Dt are the strong components of D − S such that DiDj for 1 i < j t , then we deduce from
(D)4 that |V (D1)|, |V (Dt)|6 a contradiction to |V (D)| = 13.
Subcase 4.2: Assume that r = 2p is even. If p5, then Theorem 2.9 implies
(D)
⌈
4p − 4
3
⌉
p + 1 =
⌊
(D)
2
⌋
+ 1.
Applying Theorem 2.7, we conclude that D is Hamiltonian.
There remain the two cases that r = 6 or 8. If r = 6, then it follows from Theorem 2.9 that (D)3. If (D)4,
then, according to Theorem 2.7, D is Hamiltonian. Let now (D)= 3, and let S be a minimal separating set of D with
|S|=3. IfD1,D2, . . . , Dt are the strong components ofD−S such thatDiDj for 1 i < j t , then we deduce from
(D)5 that |V (D1)|, |V (Dt)|7, a contradiction to |V (D)| = 16. If r = 8, then Theorem 2.9 implies that (D)4.
If (D)5, then, according to Theorem 2.7, D is Hamiltonian. Let now (D) = 4, and let S be a minimal separating
set of D with |S| = 4. If D1,D2, . . . , Dt are the strong components of D − S such that DiDj for 1 i < j t , then
we deduce from (D)7 that |V (D1)|, |V (Dt)|10, a contradiction to |V (D)| = 22.
Case 5: Let r5 and assume that D has no cycle-factor. Then, with respect to Lemma 2.10, the vertex set V (D) can
be partitioned into subsets Y,Z,R1, R2 such that R1Y , (R1 ∪ Y )R2, |Y |> |Z|, and Y is an independent set. We
assume, without loss of generality, that |R1| |R2|. As (D) = r and since Theorem 2.9 implies (D)(2r − 4)/3,
we see that
2r − 4
3
 |Z|< |Y |r .
Subcase 5.1: Assume that |Z| = r − tr − 2 and let R = R1. We assume, without loss of generality, that Y =
{u∗1, u∗2, . . . , u∗|Y |} ⊆ V3. Let
Z = {x1, x2, . . . , xs} ∪ {y1, y2, . . . , yn} ∪ {u1, u2, . . . , um}
and
R = {x′1, x′2, . . . , x′p} ∪ {y′1, y′2, . . . , y′q} ∪ {u′1, u′2, . . . , u′k}
such that x′i ∈ V1, y′i ∈ V2, and u′i ∈ V3. Because of r − 1 and (R ∪ Y )R2, the case R = ∅ is not possible.
In addition, it follows that
|R|(r − 1)
∑
v∈R
d−(v)
∑
v∈R
d−D[R](v) + |R|(r − t).
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This inequality chain and the Theorem of Turán [5] yield
|R|2
3

∑
v∈R
d−D[R](v) |R|(t − 1).
Thus, we deduce that |R|3t − 33. Because of
3r − 2 = |Z| + |Y | + |R| + |R2|2r − 2t + 1 + 2|R|,
it follows that 6t − 62|R|r + 2t − 3 and thus 4tr + 3. This implies
3t − 3 |R| r
2
+ t − 3
2
r − t = |Z|.
Furthermore, |Y |> |Z| yields k + m t − 1.
Analogous to the proof of Theorem 3.1, one can show that∑
v∈R
d−(v) |R|(r − t) + (t − 1)(|R| − t + 1). (3)
Combining (3) together with t2 and r − 1, we arrive at the contradiction (t − 1)|R|(t − 1)(|R| − t + 1).
Subcase 5.2: Assume that |Z| = r − 1. Since Y is an independent set with |Y |> |Z|, it follows that Y = V3. This
implies R1 → V3 → R2 and thus R1 ∪R2 ⊆ V1 or V2, say R1 ∪R2 ⊆ V2. Because of |Z| = r − 1, there only remains
the case that Z = V1, R1 ∪ R2 = V2, and R2 → V1 = Z → R1.
If R1 = ∅, then we conclude that Z = V1 → Y = V3, and we see that D contains a (3r − 3)-cycle. Since D has
no Hamiltonian cycle in this case, this family of almost regular 3-partite tournaments show that Theorem 3.2 is best
possible.
Assume that |R1|= t1 and let R1 ={y1, y2, . . . , yt }. Since each vertex of Z has at least r − t −1 positive neighbors
in Y and each vertex in Y at least t positive neighbors in Z, we ﬁrstly observe that there exists a path P1 of order 2t + 1
which only consists of vertices from Y ∪ Z and starting with a vertex from Y . Let, without loss of generality,
P1 = u1x1u2x2 . . . utxtut+1.
If r− t−1> t , then secondly, there exists a path P2 of order 3r−6t−2 which only consists of vertices from Y ∪Z∪R2
and starting with the vertex ut+1. Let, without loss of generality,
P2 = ut+1yt+1xt+1ut+2yt+2xt+2 . . . ur−(t+1)yr−(t+1)xr−(t+1)ur−t .
These two paths ﬁnally lead to the (3r − 3)-cycle
P1P2ur−t yr−t xr−t ytur−(t−1)yr−(t−1)xr−(t−1)yt−1 . . . ur−1yr−1xr−1y1u1. 
Theorem 3.3. If D is an almost regular 3-partite tournament with the partite sets V1, V2, V3 such that 1 |V1| =
r − 2< |V2| = |V3| = r , then D is Hamiltonian.
Proof. Let V1 = {x1, x2, . . . , xr−2}, V2 = {y1, y2, . . . , yr}, and V3 = {u1, u2, . . . , ur}. Since D is almost regular, we
deduce that d+(x) = d−(x) = r − 1 for x ∈ V2 ∪ V3 and d+(x) = d−(x) = r for x ∈ V1 and hence il(D) = 0.
Case 1: Assume that D has a cycle-factor and that r = 2p + 13 is odd. It follows from Theorem 2.9 that
(D)
⌈
4p
3
⌉
p + 1 =
⌊
(D)
2
⌋
+ 1.
Applying Theorem 2.7, we conclude that D has a Hamiltonian cycle and we are done.
Case 2:Assume that D has a cycle-factor and that r = 2p4 is even. If p3, then it follows from Theorem 2.9 that
(D)
⌈
4p − 2
3
⌉
p + 1 =
⌊
(D)
2
⌋
+ 1.
Applying Theorem 2.7, we conclude that D has a Hamiltonian cycle.
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It remains the case that r = 4. In this case, we deduce from Theorem 2.9 that (D)2. If (D)3, then, according
to Theorem 2.7, D is Hamiltonian. Let now (D) = 2, and let S be a minimal separating set of D with |S| = 2.
If D1,D2, . . . , Dt are the strong components of D − S such that DiDj for 1 i < j t , then we deduce from
(D)3 that |V (D1)|, |V (Dt)|4. This implies t =2 and |V (D1)|= |V (D2)|=4. Because of d+(x)=d−(x)=4 for
x ∈ V1, it is straightforward to verify that S = {x1, x2} = V1 and that D1 and D2 consist, without loss of generality, of
the cycles y1u1y2u2y1 and y3u3y4u4y3, respectively. This leads to the Hamiltonian cycle x1y1u1y3u3x2y2u2y4u4x1.
Case 3: Assume that D has no cycle-factor. According to Lemma 2.10, the vertex set V (D) can be partitioned into
subsets Y,Z,R1, R2 such that R1Y , (R1 ∪Y )R2, |Y |> |Z|, and Y is an independent set. We assume, without loss
of generality, that |R1| |R2|. As (D) = r and since Theorem 2.9 implies that (D)(2r − 2)/3, we see that
2r − 2
3
 |Z|< |Y |r .
If |Z| = r − 1, then it follows that Y =V2 or V3, say Y =V3. Because of |V2| = r > r − 1= |Z|, there exists a vertex
yi ∈ R1 ∪ R2 for any i ∈ {1, 2, . . . , r}. However, since R1 → Y → R2, this leads to the contradiction d+(yi)r or
d−(yi)r .
Analogous to the proof of Theorem 3.2, we can show that |Z| = r − tr − 2 is impossible and the proof is
complete. 
Theorem 3.4. Let D be an almost regular 3-partite tournament with the partite sets V1, V2, V3 such that 1 |V1| =
|V2| = r − 2< |V3| = r . Then D contains a cycle of length at least |V (D)| − 1 = 3r − 5.
Proof. Let V1 ={x1, x2, . . . , xr−2}, V2 ={y1, y2, . . . , yr−2}, and V3 ={u1, u2, . . . , ur}. Since D is almost regular, we
deduce that d+(x) = d−(x) = r − 1 for x ∈ V1 ∪ V2 and d+(x) = d−(x) = r − 2 for x ∈ V3 and hence il(D) = 0.
Case 1: Assume that r = 3. Because of d+(x)= d−(x)= 2 for x ∈ V1 ∪ V2, it is easy to see that D contains a cycle
of length four (but no Hamiltonian cycle).
Case 2:Assume that r=4. This leads to d+(ui)=d−(ui)=2 for i=1, 2, 3, 4 and d+(v)=d−(v)=3 for v ∈ V1∪V2.
According to Theorem 2.9, we have (D)2. In the case that (D)3, Theorem 2.7 yields the desired result. Let now
(D) = 2, and let S be a minimal separating set of D with |S| = 2. If D1,D2, . . . , Dt are the strong components of
D − S such that DiDj for 1 i < j t , then we assume, without loss of generality, that |V (D1)| |V (Dt)|.
Nextwewill show that |V (D1)|=3 or |V (Dt)|=3 is impossible. Suppose, without loss of generality, that |V (D1)|=3,
say D1 = x1y1u1x1. If S ∩ V1 = ∅ or S ∩ V2 = ∅, then we arrive at the contradiction d−(x1)2 or d−(y1)2,
respectively. In the remaining case that S ⊂ V3, we obtain the contradiction d−(u1)1.
This leads to |V (D1)|= 1 and thus V (D1) ⊂ V3 and S ⊂ V1 ∪V2 such that S → D1. Let, without loss of generality,
D1 = {u1}.
Subcase 2.1: Assume that |V (Dt)| = |V (D2)| = 5 and S = V1 or V2, say S = V1 = {x1, x2}. Assume, without loss
of generality, that y2 → {u2, u3} → y1 and y1 → u4 → y2. This implies that y1 → {x1, x2}.
If u4 → x1, then it follows that x2 → u4, and we have the 7-cycle x2u4x1u1y2u2y1x2. If otherwise, x1 → u4, then
it follows that u4 → x2, and we have the 7-cycle x1u4x2u1y2u2y1x1.
Subcase 2.2:Assume that |V (Dt)|= |V (D2)|=5 and S∩V1 = ∅ and S∩V2 = ∅, say S={x1, y1}. Assume, without
loss of generality, that y2 → {u2, u3} → x2 and x2 → u4 → y2. This implies that x2 → y1.
If u4 → x1, then it follows that y1 → u4, and we have the 7-cycle y1u4x1u1y2u2x2y1. If otherwise, x1 → u4,
then it follows that u4 → y1. In the case that u3 → x1, we conclude that y1 → u3, and we have the 7-cycle
y1u3x1u1y2u2x2y1. In the remaining case that x1 → u3, we conclude that u3 → y1 and thus y1 → x1. This leads to
the 7-cycle y1x1u1y2u2x2u4y1.
Subcase 2.3: Assume that |V (Dt)| = |V (D3)| = 4. It follows that |V (D2)| = 1 and V (D2) ⊂ V3, say D2 = {u2}.
We observe that S → u2.
Subcase 2.3.1: Assume that S = V1 or V2, say S = V1 = {x1, x2}. Let, without loss of generality, D3 = y1u3y2u4y1.
This implies that {y1, y2} → {x1, x2}. Next we can assume, without loss of generality, that u3 → x2 → u4. This yields
u4 → x1 → u3 and hence the Hamiltonian cycle x1u1y1u3x2u2y2u4x1.
Subcase 2.3.2: Assume that S ∩ V1 = ∅ and S ∩ V2 = ∅, say S = {x1, y1}. Let, without loss of generality,
D3 = x2u3y2u4x2. If there is the arc x2y2 or the arc y2x2, then we arrive at the contradiction d−(y2)4 or d−(x2)4,
respectively.
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Subcase 2.4: Assume that |V (D2)| = 4. It follows that |V (D3)| = 1 and V (D3) ⊂ V3, say D3 = {u4}. We observe
that u4 → S.
If S = {x1, x2}, then let, without loss of generality, D2 = y1u2y2u3y1. If we assume, without loss of generality, that
x2 → u2 → x1, then there is the Hamiltonian cycle x2u2x1u1y2u3y1u4x2.
If S = {x1, y1}, then we assume, without loss of generality, that y1 → x1. In addition, we can assume, without loss
of generality, that D2 contains the path x2u2y2. This leads to the 7-cycle y1x1u1x2u2y2u4y1.
Subcase 2.5:Assume that |V (D2)|=3 or |V (D3)|=3, say |V (D2)|=3. Let, without loss of generality,D2=x2y2u2x2.
It follows that S = {x1, y1} and, without loss of generality, D3 = {u3} and D4 = {u4} such that {u3, u4} → {x1, y1}.
In addition, we deduce that x1 → y2, and this yields the 7-cycle x1y2u3y1u1x2u4x1.
Subcase 2.6: Assume that |V (Di)| = 1 for 1 i6. Let, without loss of generality, D6 = {u4} such u4 → S.
Subcase 2.6.1: Assume that S = {x1, x2}. We deduce that D5 → S → D2.
Subcase 2.6.1.1: Assume that D2 ={y1}. If D3 ={y2}, then there exists the 7-cycle x1u1y1u2x2y2u3x1. If D3 ={u2}
and D4 = {y2}, then there exists the 7-cycle x1u1y2u3x2y1u4x1. If D3 = {u2} and D4 = {u3}, then we can assume,
without loss of generality, that u2 → x1. Now we have the 7-cycle x1u1y2u4x2y1u2x1.
Subcase 2.6.1.2: Assume that D2 ={u2}. If D3 ={u3}, then there exists the 7-cycle x1u1y1u4x2u2y2x1. If D3 ={y1}
and D4 = {u3}, then there exists the 7-cycle x1u1y1u4x2u2y2x1. If D3 = {y1} and D4 = {y2}, then there exists the
Hamiltonian cycle x1u1y1u3x2u2y2u4x1.
Subcase 2.6.2: Assume that S = {x1, y1}. If D2 = {y2} or D5 = {y2}, then we obtain the contradiction d−(y2)2 or
d+(y2)2, respectively. Since the same holds true for x2, we can assume, without loss of generality, that D2 = {u2},
D5 = {u3}, D3 = {x2} and D4 = {y2}. However, this situation leads to the Hamiltonian cycle x1u1x2u3y1u2y2u4x1.
Case 3: Assume that r5 and that D has a cycle-factor.
Subcase 3.1: Assume that r = 2p + 1 is odd. If p3, then it follows from Theorem 2.9 that
(D)
⌈
4p − 2
3
⌉
p + 1 =
⌊
(D)
2
⌋
+ 1.
Applying Theorem 2.7, we conclude that D has a Hamiltonian cycle and we are done.
It remains the case that r = 5. In this case, we deduce from Theorem 2.9 that (D)2. If (D)3, then, according
to Theorem 2.7, D is Hamiltonian. Let now (D) = 2, and let S be a minimal separating set of D with |S| = 2.
If D1,D2, . . . , Dt are the strong components of D − S such that DiDj for 1 i < j t , then we deduce from
(D)3 that |V (D1)|, |V (Dt)|4. If we assume, without loss of generality, that |V (D1)| |V (Dt)|, then we observe
that |V (D1)| = 4. Because of d−(xi) = d−(yi) = 4 for 1 i3, it is easy to see that |V (D1)| = 4 is not possible.
Subcase 3.2: Assume that r = 2p is even. If p5, then Theorem 2.9 implies
(D)
⌈
4p − 4
3
⌉
p + 1 =
⌊
(D)
2
⌋
+ 1.
Applying Theorem 2.7, we conclude that D has a Hamiltonian cycle.
There remain the cases that r = 6 or 8.
If r = 6, then we deduce from Theorem 2.9 that (D)3. If (D)4, then, according to Theorem 2.7, D is
Hamiltonian. Let now (D)=3, and let S be a minimal separating set ofD with |S|=3. IfD1,D2, . . . , Dt are the strong
components of D − S such that DiDj for 1 i < j t , then we deduce from (D)4 that |V (D1)|, |V (Dt)|4.
If we assume, without loss of generality, that |V (D1)| |V (Dt)|, then we observe that 4 |V (D1)|5.
Firstly, let |V (D1)| = 4. If D1 is bipartite, then we arrive at the contradiction
18
∑
x∈V (D1)
d−(x)
∑
x∈V (D1)
d−D1(x) + 124 + 12 = 16.
If D1 is 3-partite, then there are at most 12-3 = 9 arcs between D1 and S, and this leads to the contradiction
18
∑
x∈V (D1)
d−(x)
∑
x∈V (D1)
d−D1(x) + 95 + 9 = 14.
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Secondly, let |V (D1)| = 5. If D1 is bipartite, then we arrive at the contradiction
22
∑
x∈V (D1)
d−(x)
∑
x∈V (D1)
d−D1(x) + 156 + 15 = 21.
If D1 is 3-partite, then there are at most 15-3 = 12 arcs between D1 and S, and this leads to the contradiction
22
∑
x∈V (D1)
d−(x)
∑
x∈V (D1)
d−D1(x) + 128 + 12 = 20.
If r = 8, then we deduce from Theorem 2.9 that (D)4. If (D)5, then, according to Theorem 2.7, D is
Hamiltonian. Let now (D)=4, and let S be a minimal separating set ofD with |S|=4. IfD1,D2, . . . , Dt are the strong
components of D − S such that DiDj for 1 i < j t , then we deduce from (D)6 that |V (D1)|, |V (Dt)|7.
If we assume, without loss of generality, that |V (D1)| |V (Dt)|, then we observe that 7 |V (D1)|8.
Firstly, let |V (D1)| = 7. If D1 is bipartite, then we arrive at the contradiction
44
∑
x∈V (D1)
d−(x)
∑
x∈V (D1)
d−D1(x) + 2812 + 28 = 40.
If D1 is 3-partite, then there are at most 28-4 = 24 arcs between D1 and S, and this leads to the contradiction
44
∑
x∈V (D1)
d−(x)
∑
x∈V (D1)
d−D1(x) + 2416 + 24 = 40.
Secondly, let |V (D1)| = 8. If D1 is bipartite, then we arrive at the contradiction
50
∑
x∈V (D1)
d−(x)
∑
x∈V (D1)
d−D1(x) + 3216 + 32 = 48.
If D1 is 3-partite, then there are at most 32-4 = 28 arcs between D1 and S, and this leads to the contradiction
50
∑
x∈V (D1)
d−(x)
∑
x∈V (D1)
d−D1(x) + 2821 + 28 = 49.
Case 4: Let r5 and assume that D has no cycle-factor. Then, with respect to Lemma 2.10, the vertex set V (D) can
be partitioned into subsets Y,Z,R1, R2 such that R1Y , (R1 ∪ Y )R2, |Y |> |Z|, and Y is an independent set. We
assume, without loss of generality, that |R1| |R2|. As (D) = r and since Theorem 2.9 implies (D)(2r − 4)/3,
we see that
2r − 4
3
 |Z|< |Y |r .
Subcase 4.1: Assume that |Z| = r − tr − 3 and let R = R1.
Subcase 4.1.1: Assume that Y = {u∗1, u∗2, . . . , u∗|Y |} ⊆ V3. Let
Z = {x1, x2, . . . , xs} ∪ {y1, y2, . . . , yn} ∪ {u1, u2, . . . , um}
and
R = {x′1, x′2, . . . , x′p} ∪ {y′1, y′2, . . . , y′q} ∪ {u′1, u′2, . . . , u′k}
such that x′i ∈ V1, y′i ∈ V2, and u′i ∈ V3. Because of r − 2 and (R ∪ Y )R2, the case R = ∅ is not possible.
In addition, it follows that
|R|(r − 2)
∑
v∈R
d−(v)
∑
v∈R
d−D[R](v) + |R|(r − t). (4)
The last inequality and the Theorem of Turán [5] yield
|R|2
3

∑
v∈R
d−D[R](v) |R|(t − 2).
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Thus, we deduce that |R|3t − 63. Because of
3r − 4 = |Z| + |Y | + |R| + |R2|2r − 2t + 1 + 2|R|,
it follows that 6t − 122|R|r + 2t − 5 and thus 4tr + 7. This implies
3t − 7 |R| − 1 r
2
+ t − 7
2
r − t = |Z|.
Furthermore, |Y |> |Z| yields k + m t − 1. If i = |R ∩ V3|, then we will now prove that∑
v∈R
d−(v) |R|(r − t) + i(|R| − i). (5)
We assume, without loss of generality, that ZR. In the ﬁrst step we will show that
∑
v∈R d−(v) is maximal when
D[R] is exactly bipartite and Z consists of vertices of the remaining partite set. Suppose that D[R] is exactly 3-partite.
Since k + m t − 1, we see that m t − 2. Hence, the inequality |Z| = r − t3t − 7 implies that max{s, n}m.
We assume, without loss of generality, that max{s, n}=sm. If n1 orm1, say n1, then letZ′=(Z−{y1})∪{x′1}
and R′ = (R − {x′1}) ∪ {y1}. This leads to∑
v∈R′
d−(v) −
∑
v∈R
d−(v) = k(q + 1) + k(p − 1) + (p − 1)(q + 1)
+ (s + 1)(q + k + 1) + (n − 1)(k + p − 1) + m(p + q)
− [kq + kp + pq + s(q + k) + n(p + k) + m(p + q)]
= s − n + 11.
If we continue this process in the case n + mp, we arrive that D[R] is bipartite and ∑v∈R d−(v) is increasing.
In the case n + m>p, the term ∑v∈R d−(v) is furthermore increasing, if we replace the n + m − p vertices from
(V2 ∪ V3) ∩ Z by vertices from V1 − Z. In the case n + m<p, we repeat the process p − n − m times, and we arrive
at Z ⊂ V1. Because of |R| − 1 |Z|, we see that∑v∈R d−(v) does not decrease, if we replace the p − n−m vertices
from V1 ∩ R by vertices from (V2 ∪ V3) − R. Altogether, we have shown that (5) is valid.
If i = |R ∩ V3| t − 2, then, because of |R|3t − 6, the right side of inequality (5) assumes its maximum value at
i = t − 2 and we obtain
|R|(r − 2)
∑
v∈R
d−(v) |R|(r − t) + (t − 2)(|R| − t + 2).
Since t3, this leads to the contradiction (t − 2)|R|(t − 2)(|R| − t + 2).
Because of i = |R ∩ V3| t − 1, it remains to investigate the case that i = t − 1. In this case we have instead of (4)
the better bound
|R|(r − 2) + |R| − t + 1
∑
v∈R
d−(v).
Combining this with (5), we arrive at
|R|(r − 2) + |R| − t + 1
∑
v∈R
d−(v) |R|(r − t) + (t − 1)(|R| − t + 1).
Since t3, this leads to the contradiction (t − 1)|R|(t − 1)(|R| − t + 2).
Subcase 4.1.2: Assume that Y ⊆ V1 or V2, say Y ⊆ V1. In this case we have i = |R ∩ V1|r − 2 − |Y | t − 2.
Since t3, this leads as above to the contradiction (t − 2)|R|(t − 2)(|R| − t + 2).
Subcase 4.2:Assume that |Z|= r −2. Since Y is an independent set with |Y |> |Z|, it follows that Y ⊆ V3. If |Y |= r ,
then we arrive at the contradiction d−(w)r for any w ∈ R2. Let now |Y | = r − 1 such that Y = {u1, u2, . . . , ur−1}.
Suppose that there exists an arc xiyj in D[R1 ∪ R2]. If xi ∈ R1, then we arrive at the contradiction d+(xi)r , and
if xi ∈ R2, then we arrive at the contradiction d−(yj )r . This yields V1 ⊆ Z or V2 ⊆ Z, say V1 ⊆ Z and hence
Z = V1 and R1 ∪ R2 = V2 ∪ {ur}. If ur ∈ R1 and yi ∈ R2, then d−(yi)r , a contradiction. Consequently, it follows
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that ur ∈ R2. If yi ∈ R1, then we arrive at the contradiction d+(yi)r . This leads to R1 = ∅, R2 = V2 ∪ {ur}, and
V2 → ur , and this yields R2 → Z → Y . Now it is easy to see that D contains a cycle of length |V (D)| − 1 = 3r − 5
(and that D is not Hamiltonian).
Subcase 4.3: Assume that |Z| = r − 1. In this case we conclude that Y = V3, and this leads to the contradiction
d−(w)r for any w ∈ R2. 
Remark 3.5. The inﬁnite family of almost regular 3-partite tournaments in Subcase 4.2 shows that Theorem 3.4 is
best possible.
Corollary 3.6. If D is an almost regular 3-partite tournament, then every vertex of D is contained in a cycle of length
at least |V (D)| − 2.
Proof. If V1, V2, V3 are the partite sets ofD such that 1 |V1|=n1 |V2|=n2 |V3|=n3=r , then we call (n1, n2, n3)
the partition sequence of D. Since ig(D)1, Lemma 2.1 yields n1r − 2. If n1 = n2 = n3 = r , then D is regular
and thus, by Theorem 2.5, Hamiltonian. Since the partition sequences (r − 2, r − 1, r) is not possible, it follows from
Theorems 3.1–3.4 that there exists a cycle of length at least |V (D)|−2.Applying Theorem 2.8, we arrive at the desired
result. 
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