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Abstract
For a simple connected undirected graph G, the Wiener index W (G) is defined as half the sum of all distances of the form
d(u, v), where the summation is over all possible vertex pairs u, v in G. Assuming that G has more than one cut-vertex, we obtain
an expression for W (G) in terms of the Wiener indices of the blocks of G and other quantities.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Let G = (V (G), E(G)) be a finite connected undirected graph without self-loops and multiple edges. The Wiener
index (or Wiener number) W (G) of G is defined as
W (G) = 1
2
∑
u∈V (G)
∑
v∈V (G)
dG (u, v) . (1)
Here, dG (u, v) (or simply d (u, v) when no confusion arises) denotes the distance between the vertices u and v in G.
For standard notations in graph theory, [1] may be consulted.
The graphical invariant W (G) has been studied by many researchers (see, for example, [4,6,7]) under different
names such as distance, transmission, total status and sum of all distances. Apparently, the chemist Harold Wiener
was the first to point out in 1947 that W (G) is well correlated with certain physico-chemical properties of the organic
compound from which G is derived.
A quantity closely related to W (G) is the mean distance or the average distance µ(G) defined by
µ(G) = W (G)( |V (G)|
2
) .
∗ Corresponding author.
E-mail addresses: mathbala@satyam.net.in (R. Balakrishnan), math sridhar@yahoo.co.in (N. Sridharan), kvi@nitt.edu
(K. Viswanathan Iyer).
0893-9659/$ - see front matter c© 2007 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2007.10.003
R. Balakrishnan et al. / Applied Mathematics Letters 21 (2008) 922–927 923
Fig. 1. Graph G.
When G represents a network (e.g., an interconnection network connecting many processors), µ(G) is the average
distance between the nodes of the network. Thus, it is a measure of the average delay of messages for traversing from
one node to another. There are some graph theoretical results in the literature (see, for example, [2,8]) relating µ(G)
to other quantities.
In this work, we begin with a lemma which gives a formula for obtaining W (G) of a graph G that has a single
cut-vertex (see [3], for example).
Lemma 1.1. Let G be a (connected) graph with a cut-vertex u such that G1 and G2 are two connected subgraphs of
G having u as the only common vertex and G1 ∪ G2 = G. Let n1 = |V (G1)| and n2 = |V (G2)|. Then,
W (G) = W (G1)+W (G2)+ (n1 − 1)d+(u,G2)+ (n2 − 1)d+(u,G1), (2)
where, for any vertex x of a graph H, d+(x, H) denotes the sum of the distances of the form dH (x, v), for all
v ∈ V (H).
Proof. Follows from a simple combinatorial argument and the definition of the Wiener index given in (1). 
The following corollary is a consequence of Lemma 1.1:
Corollary 1.1. Let uv ∈ E(G) be a cut-edge in G, and let G1 and G2 be the two components of G \ (uv) with
n1 = |V (G1)| and n2 = |V (G2)|. Suppose further that u ∈ V (G1) and v ∈ V (G2); then
W (G) = W (G1)+W (G2)+ n1d+(v,G2)+ n2d+(u,G1)+ n1n2. (3)
Our result in this work can be regarded as a generalization of (2). More specifically, we consider G to have more
than one cut-vertex and obtain an expression for W (G) in terms of the Wiener indices of the blocks of G and other
quantities.
2. Wiener index of G having more than one cut-vertex
We assume that the graph G has more than one cut-vertex with |V (G)| = n. In G, letB = {B1, B2, . . . , Bk} be the
set of all blocks (so that |B| = k); also, let C = {v1, v2, . . . , vl} be the set of all cut-vertices (so that |C | = l). From
G, we construct the block–cut-vertex tree T of G [5] as illustrated in Figs. 1 and 2. There are two types of vertices in T :
(a) vertices that correspond to blocks in G — these appear at even levels in T (the block appearing as the root in T is
labeled level 0);
(b) vertices that correspond to cut-vertices in G — these appear at odd levels in T .
Two vertices in T are adjacent if one of them, say, v1, corresponds to a block in G and the other, say, v2, corresponds
to a cut-vertex in G and the cut-vertex v2 is in the block v1 in G.
We take Bk to be the root of T . For 1 ≤ i < k, let xi be the unique vertex in C such that xi ∈ Bi and xi is on the
unique Bk–Bi path in T . In Fig. 3, we list xi and Bi for the tree T of Fig. 2. For 1 ≤ i < k, we next define
B ′i =
{
Bk, if i = k,
Bi \ xi , if 1 ≤ i < k.
924 R. Balakrishnan et al. / Applied Mathematics Letters 21 (2008) 922–927
Fig. 2. The block–cut-vertex tree T of G.
Fig. 3. Bi ’s and corresponding xi ’s.
That is, given a Bi ∈ B, there is an associated B ′i (and vice versa).
Also, let
|Bi | = ni , 1 ≤ i ≤ k, |B ′i | = Ni ,
so that for 1 ≤ i < k, Ni = ni − 1 and Nk = |B ′k | = |Bk | = nk .
Note that n = (n1 + n2 + · · · + nk)− (k − 1) = N1 + N2 + · · · + Nk .
Let P = {(a, B) | a ∈ C , B ∈ B and a ∈ B}.
Given (a, B) ∈ P , we define
N (a, B) =
∑
i
|B ′i |,
where any associated Bi ∈ B is such that the B–Bi path in T contains a. For instance, in Fig. 1, N (v3, B4) =∑
i 6=4 |B ′i |, and N (v5, B6) = |B ′5| + |B ′7| + |B ′8|.
Let Q = {(a, B, b) | a 6= b, a ∈ C , b ∈ C , B ∈ B and a ∈ B, b ∈ B}.
Again, in Fig. 1, Q = {(v1, B3, v3), (v2, B6, v3), (v2, B6, v5), (v3, B6, v5), (v4, B7, v5)}.
For a given (a, Bi ) ∈ P , we define
Xa,Bi = {B j | (a, B j ) ∈ P and j 6= i}.
Thus, Xa,Bi is the set of blocks that have the cut-vertex a in common with the block Bi .
We next define
λ(a, Bi ) =
∑
X i∈Xa,Bi
nX i − 1+
∑
(b,Xi )∈P
b 6=a
λ(b, X i )
 ,
where nX i is the number of vertices in the block X i .
Thus, for a given (a, Bi ) ∈ P , λ(a, Bi ) denotes the number of vertices x of G such that a is an interior vertex of every
x–y path for any vertex y ( 6= a) ∈ Bi .
With the above notation and meanings, we have the expression for W (G) as given in Theorem 1.
Theorem 1. Let G be a simple connected undirected graph with blocks B1, B2, . . . , Bk . Then the Wiener index W (G)
of G is given by the following expression:
W (G) =
k∑
i=1
W (Bi )+
∑
(a,Bi )∈P
λ(a, Bi )d
+(a, Bi )+
∑
(a,Bi ,b)∈Q
λ(a, Bi )λ(b, Bi )d(a, b). (4)
R. Balakrishnan et al. / Applied Mathematics Letters 21 (2008) 922–927 925
Proof. Let (a, Bi ) ∈ P for some i where 1 ≤ i ≤ k. If a 6= xi , then the Bi–Bk (i 6= k) path in T will not contain the
cut-vertex a. Then
N (a, Bi ) =
∑
j
|B ′j | =
∑
j
(n j − 1),
where the summation is over all j for which the Bi–B j path in T contains a.
Note that if a 6= xi , then N (a, Bi ) is the number of vertices x such that a is an interior vertex of every x–y path,
for any y ( 6= a) ∈ Bi . If a = xi , then a lies in the Bi–Bk path in T and in this case
N (a, Bi ) =
∑
j
|B ′j | =
∑
j
N j = 1+
∑
j
(n j − 1), (as B ′k = Bk),
where the sum is over all j for which the Bi–B j path in T contains a.
By the definition of λ(a, Bi ), it then follows that
λ(a, Bi ) =
{
N (a, Bi ), if a 6= xi
N (a, Bi )− 1, if a = xi . (5)
Hence we have
N (a, Bi ) =
{
λ(a, Bi ), if a 6= xi
λ(a, Bi )+ 1, if a = xi . (6)
Now consider the expression∑
(a,B)∈P
N (a, B)d+(a, B ′). (7)
We can split (7) into two terms: the first one corresponding to B = Bi and a 6= xi , for any i and the second one
corresponding to B = Bi and a = xi , for some i . This splitting, together with (6), yields∑
(a,B)∈P
N (a, B)d+(a, B ′) =
∑
(a,B)∈P
λ(a, B)d+(a, B ′)+
k−1∑
i=1
d+(xi , Bi ). (8)
It is easy to verify that
d+(a, B ′i ) = d+(a, Bi )− d(a, xi ), (9)
whether or not a = xi .
From (8) and (9), we get
∑
(a,B)∈P
N (a, B)d+(a, B ′) =
∑
(a,B)∈P
λ(a, B)d+(a, B)−
∑
(a,Bi )∈P
λ(a, Bi )d(a, xi )+
k−1∑
i=1
d+(xi , Bi ). (10)
Next, let (a, B, b) ∈ Q and B = Bi . If xi 6= a, b then
N (a, B)N (b, B)d(a, b) = λ(a, B)λ(b, B)d(a, b),
by virtue of (6). Again by (6), if one of a, b is xi , say b = xi , then
N (a, B)N (b, B)d(a, b) = λ(a, B)λ(b, B)d(a, b)+ λ(a, Bi )d(a, xi ).
Therefore∑
(a,B,b)∈Q
N (a, B)N (b, B)d(a, b) =
∑
(a,B,b)∈Q
λ(a, B)λ(b, B)d(a, b)+
∑
(a,Bi )∈P
λ(a, Bi )d(a, xi ). (11)
For i < j , set
Λ(B ′i , B ′j ) =
∑
x∈B′i
∑
y∈B′j
d(x, y).
926 R. Balakrishnan et al. / Applied Mathematics Letters 21 (2008) 922–927
Fig. 4. A graph G with a cut-edge uv.
It is clear that
W (G) =
k∑
i=1
W (B ′i )+ S, (12)
where S =∑k−1i=1 ∑kj=i+1 Λ(B ′i , B ′j ).
It is easy to reason that
k∑
i=1
W (B ′i ) =
k∑
i=1
W (Bi )−
k−1∑
i=1
d+(xi , Bi ). (13)
Now, in the tree T , let the Bi–B j path be Bi , a = a0, Bi1 , a1, . . . , am = b, B j .
Then, for all x ∈ B ′i and y ∈ B ′j , we have
d(x, y) = d(x, a)+
k−1∑
s=0
d(as, as+1)+ d(am, y).
Therefore∑
y∈B′j
d(x, y) = N jd(x, a)+
m−1∑
s=0
N jd(as, as+1)+ d+(am, B ′j )
and Λ(B ′i , B ′j ) = N jd+(a, Bi )+
m−1∑
s=0
NiN jd(as, as+1)+ Nid+(am, B ′j ).
Consequently
S =
k−1∑
i=1
k∑
j=i+1
Λ(B ′i , B ′j )
=
∑
(a,B)∈P
N (a, B)d+(a, B ′)+
∑
(a,B,b)∈Q
N (a, B)N (b, B)d(a, b). (14)
Using the expression for S from (14) in (12), we get
W (G) =
k∑
i=1
W (B ′i )+
∑
(a,B)∈P
N (a, b)d+(a, B ′)+
∑
(a,B,b)∈Q
N (a, B)N (b, B)d(a, b). (15)
We now use (10), (11) and (13) on the right-hand side of (15). This gives the desired expression for W (G) as stated
in Theorem 1. 
Remark 1. We apply Theorem 1 for the type of graphs considered in Corollary 1.1.
Let G be the graph in Fig. 4, where B1 and B2 are blocks with n1 and n2 vertices respectively and uv is a cut-edge.
The block–cut-vertex tree of G is shown in Fig. 5.
It is easy to see that
λ(u, B1) = n2, λ(v, B2) = n1,
λ(u, B3) = n1 − 1, λ(v, B3) = n2 − 1 and
λ(u, B3)λ(v, B3) = (n1 − 1)(n2 − 1).
R. Balakrishnan et al. / Applied Mathematics Letters 21 (2008) 922–927 927
Fig. 5. Block–cut-vertex tree of the graph G in Fig. 4.
By Theorem 1, we have
W (G) = W (B1)+W (B2)+W (B3)+ n2d+(u, B1)+ (n1 − 1)
+ (n2 − 1)+ n1d+(v, B2)+ (n1 − 1)(n2 − 1)
= W (B1)+W (B2)+ n2d+(u, B1)+ n1d+(v, B2)+ n1n2.
This agrees with (3) in Corollary 1.1.
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