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Executive Summary 
Virtualisation technology is growing fast and has now become an important part of modern 
computing by bringing lot of benefits for many businesses and organisation. Some of the 
benefits are improving resource utilisation, reducing cost, providing green IT infrastructure and 
easing management of computer servers.  
The purpose of this research is to evaluate performance of real data center non-virtualised and 
in this case is Fiji Government IT - ITC and compare the result with OPNET simulated 
virtualised data center. The D-ITG is the tool used to collect the data from ITC's network based 
on three operating systems; Windows Server 2008, Windows 7 and Windows Server 2003. The 
data collected were throughput, delay and jitter on TCP, UDP, DNS and VoIP traffic generated 
by D-ITG. The second set of data was collected from OPNET simulated ITC network on 
virtualised environment. The throughput and delay was measured and compared against the 
data collected from D-ITG. 
After the result analysis, throughput and delays obtained by OPNET simulation outperformed 
the result gathered on current ITC network. The throughput performance gained on 
virtualisation was 27% and delays were significantly low between 30ms - 60ms. It was 
concluded that virtualisation not only had high performance but also bring lot of benefits to Fiji 
Government’s IT department by making it more efficient when using latest operating systems.  
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CHAPTER 1 
INTRODUCTION 
Many data center comprises of thousands of servers which processes information for many Internet 
business applications and data around the world. These data centers are progressively using 
virtualisation to optimize the server resources. Large data center now host more Internet and business 
application in their enormous servers and storage clusters. Data Centers nowadays contains thousands of 
servers and make plans of hosting million (Katz, 2009). The upcoming data centers and new data centers 
are what Internet companies call cloud computing. The wide collection of storage servers, network 
equipment and seamless data center infrastructure are capable of running complex application and 
remotely store data and this makes the computers own by people have little more than the interface and 
the crossing point to connect to progressively more capable Internet.  
1.1 Background and Motivation 
Virtualisation has received a lot of market attention like other major IT technologies in past from leading 
vendors such as HP and IBM and also from media and analysts. Virtualisation; however is not just the 
buzzword but possibly shows a basic change of IT functions. Traditionally the world uses one server for 
Oracle instance, one server for Domain controller, one server for Exchange, yet another server for 
Microsoft instance and so on for other applications that has to be supported (Castro-Leno, 2008). 
However, at times it is assumed that the Operating System provider and different vendors are common 
(Kojima, 2010). This normally ends up with massive servers to administer which consumes lot of 
electricity. 
However if there is a requirement to add more capacity, scaling up (add memory or processors) or scale 
out (add servers) is done. By associating the bond between the hardware and the software, same 
hardware can serve the requirements of different software servers such as running Oracle, MS SQL 
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Server, Exchange, and DNS all on one hardware. This also involves running different operating systems 
for different requirement such as running MS SQL Server 2008 on Windows 2008 Server and Oracle on 
Linux. Most of the programmes running on single hardware uses very little processing power resulting 
underutilised hardware resources (Castro-Leno, 2008). To encounter for underutilised hardware and 
boost efficiency virtualisation is the most effective way that lets run multiple operating systems and 
applications on a single computer. Virtualisation decouples the workload from the serviceable 
particulars of the platforms it is hosted on. According to Tony Iams, Senior Vice President and Senior 
Analyst of Ideas International; it is important for IT professional to examine all factors when evaluating 
the virtualisation solution such as "virtual machines, partitions, resource management server, blade 
servers, provisioning software, and grid computing". Virtualisation also provides simple way to isolate 
and partition server resources and have a greater control over the resource management. 
There are some data centers that are specifically built for single companies such as Facebook for social 
networking, Google for their search engine clusters, Amazon and Microsoft. Other data centers are 
operated by service providers such as Go Daddy that rent out the storage space and resources to clients 
at lower cost. The rented data centers now refers as cloud computing is becoming very popular as it runs 
Internet website and business applications (Katz, 2009). However, to run these massive data centers a 
huge amount of computation power is required for its functions resulting into unique challenges in 
distributed systems and resource management issues and problems.  
Most renowned Internet services like searching, social networking, image and video sharing are trying 
their best to keep up with the growing demands. As to support the volatile growth of Web-based 
applications running on cloud computing to displays information on Internet; such as Web-based emails 
like Gmail or Yahoo to more advance web-based word processors and spreadsheets like Google Docs' 
word processor and spreadsheet which processes and stores data on remote servers, the providers usually 
end up managing underutilised servers which consume lot of electricity and waste of resources.  
Virtualisation allows a single physical computer to host more than one virtual machines (VMs) which 
can share the available physical resources. This is very useful where the full power of a single server is 
not needed by a single application. According to Urgaonkar, Kozat, Igarashi, and Neely (2010) in the 
virtual machine the CPU and memory can be dynamically adjusted and live migration techniques allows 
VMs to be transparently moved between physical hosts without impacting any running applications. 
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Virtualisation also allows innovative solutions to present data center problems by allowing rapid and 
flexible resource provisioning. Virtualisation has the potential to represents a fundamental 
transformation of IT operations that promises dramatic changes on how data centers can break the 
bonding between physical servers and the resource sharing.  
1.2 Data Centers 
At the premature ages of the computer industry, data centers were large computer rooms and were 
difficult to maintain and operate. They required special environment in which it could operate. The 
connection of all the components it had many cables running in cable trays or in overhead and elevated 
floors and was also having standard racks to mount equipments. The mainframes during early computing 
age required lot of power and to avoid the overheating a cooling system was needed. As computers were 
expensive, security was important as most of them were used for military purposes. 
During 1980's the boom of microcomputers, computers were started to begin deployed everywhere with 
little or no care of operating system requirement as Information Technology started to grow and it grew 
in complexity (Sharma, Bash, Patel, & Beitelmal, 2004). The client-server computing during 1990's now 
known as “servers” were placed in the old computer rooms with inexpensive networking equipment and 
structured cabling standard. The special designed computer room in mid-1990’s started gaining 
popularity and recognition and the term "data center" was introduced. During the dot-com bubble, the 
data centers boomed as many companies required fast Internet connectivity and high availability to 
deploy systems. This was not feasible for several smaller organisation and companies so many 
companies started to build huge facilities called Internet Data Centers (IDCs) (Wood, Shenoy, 
Venkataramani & Yousif, 2007). The IDCs provided businesses with greater range of solutions for 
applications and systems deployment which was later used to designed and handle large scale 
operations. Eventually private data center started growing as these data centers were producing 
successful results.  
The popularity of the Data centers grew as the processing power required by the corporate and business 
had exceeded to maintain their own infrastructure. Some of the main features of the data centers are 
24x7x365 day availability, fail-safe reliability, continuous monitoring, power, network redundancy, 
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network security, physical access control with video surveillance, fire and early smoke detection system 
(Sharma et al., 2004). There are two major categories of data centers; Corporate Data Centers (CDCs) 
and Internet Data Centers (IDCs). According to Katz (2009) the Corporate Data Centers are owned and 
operated by private corporation, government agencies and others for example Google, Microsoft, 
Amazon and Facebook etc. The main purposes of data centers are to support data processing and web 
application services for their own organisations, business and for their customers. Most of the 
maintenance and support of the data centers are mostly supported by in-house IT department and 
through some contracted partnership. 
The Internet data center are owned and operated by Telco's, unregulated competitive service providers 
and other commercial operators having a similar goal to provide outsourced Information Technology 
services accessed through Internet connectivity. Some of these services provided are web or application 
hosting, storage network, content and load distribution. IDCs in many ways present an alternative model 
for Internet connectivity and ecommerce. It has also attracted new and small business as well.  
Area Challenges 
Application Performance, frameworks, configuration 
Deployment Application modeling, capacity planning 
Reliability Security, availability, fault tolerance 
Infrastructure & Resource Storage, monitoring, electricity, network & server 
architecture 
Table 1.1: Challenges faced by the data center administrator.  
(Wood, Gerber, Shenoy, Ramakrishnan, & Van der Merwe, 2011) 
In Table 1.1 the main problems faced by the data center administrators are listed and major challenge in 
determining the architecture and provides sufficient cooling and power. Katz (2009) mentioned that 
common trend in data center architecture is the use of large scale modular data center but Church, 
Hamilton, & Greenberg (2008) and Clidaras, Stiver, & Hamburgen(2009) defended and proposed to 
have micro data center placed inside condominium closet into floating barges where power to be 
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generated from ocean currents. According Lim, Ranganathan, Chang, Patel, Mudge, & Reinhardt (2008) 
and Raghavendra, Talwar, Wang, & Zhu (2008) "the energy consumption of data centers is growing and 
some work has been done in the "green computing" area to better manage the power and cooling 
systems". 
Another significant challenge for the data center operators are the deployment of new applications. 
According to Zhang, Cherkasova, & Smirni (2007) and Stewart, Kelly, Zhang, & Shen (2008) for new 
applications and capacity planning requires extensive understanding on how they will be impacted by 
the different hardware configurations. In the effort to improve resource utilisation through server 
consolidation, it is important for the data center administrator to understand how to place applications 
which will impact performance and resource consumptions (Urgaonkar, Rosenberg, & Shenoy, 2007). 
Wood et al (2011) suggests that to meet applications SLAs and reduce cost is also one of the key 
concerns for efficient resource management in data centers. However, virtualisation helps fairly allocate 
resources between applications and operating systems. The mission critical applications are of more 
concern within data center and reliability is an important issue for the operators. In the large scale 
modern data centers constant hardware fail means low level fault tolerance techniques is required like 
RAID and high level reliability mechanisms within the applications (Gupta, Cherkasova, Gardner, & 
Vahdat , 2006).  In the shared data center environments security is very important which leads to service 
isolation and building trusted platforms. According to Isard, Budiu, Yu, Birrell & Fetterly (2007) in the 
large data centers new distribution application architecture is introduced that is clustering of web servers 
and database to meet the demands. Data mining has also increased for large data center with search 
engines becoming one of the biggest consumers for data center resources.  
1.3 Virtualisation in Data Centers 
Virtualisation in data centers are of three areas: reliability, deployment and resource management to 
provide enhanced solution. Server virtualisation is the most fashionable feature in data centers. This 
permits multiple applications to function on one server running in isolation. By having server 
consolidation virtualisation has provided flexible resource management mechanisms (Urgaonkar, Kozat, 
Igarashi & Neely, 2007). However, Cherkasova et al (2005) mentioned that virtualisation has also 
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introduced new challenges to run applications in a shared environment and also other difficulties due to 
the virtualisation overheads on different applications and platforms. 
There are works being done on placing VMs for memory sharing and building ways that describe 
overhead. According to Zhao and Wang (2009) few commercial systems now exist for automating VM 
resource management and Lu and Shen (2007) proposed schemes for memory resource processing in 
variety of research projects. Cully, Lefebvre, Meyer, Feeley, Hutchinson and Warfield (2008) in their 
paper mentioned that data center applications reliability is a paramount feature and virtualisation allows 
flexibility in time of failure. 
1.4 Problem Definition  
The purpose of this research is to find the difference in current network performance of the GOVNET 
data center and if virtualised. As a proposed solution OPNET will be used to simulate virtualised 
GOVNET data center to monitor the traffic and performance. This project will simulate to measure 
some common characteristics of network performance such as throughput, delay, utilization, and jitter.  
This thesis also investigates challenges related to data center and will be proposed to Fiji Government's 
IT department on how virtualisation technologies can be used to make things easier in development, 
managing resource efficiency and reducing cost of reliability and computation power. This study can be 
also used for initial capacity planning required for deploying applications into virtualised data center and 
overhead to accurately predict the resources needed for virtualised application. This study will also 
highlight benefits of server consolidation, smooth transition of data and memory sharing while adding 
virtual machines and improve performance and efficiency of the data center. 
Information Technology and Computer Services (ITCS) being the implementers of the Fiji Government 
Information Technology infrastructure and applications has commissioned a Data Center and according 
to Salusalu (2010)  the goal is to provide and host international standard environment to ensure:- 
• 24x7 availability 
• Standardized security features  
• State of the art redundancy plans  
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1.5 Structure of the Report 
There are total of seven chapters in this report. Chapter one provides an introduction, motivation, about 
data center, virtualisation in data center, and problem definition followed by an outline of the structure 
of this document. Chapter two features the review of all the related literatures which includes the two 
background of ITC network and an overview of what initiates this study, Internet protocols, , history and 
benefits of virtualisation, performance metric tools used and overview of OPNET simulator. 
Chapter three covers the research question, methodology used in this research method of data collection. 
Chapter four covers details of experimental design covering the specification of hardware and software 
used in experiments, network diagram used to simulate the design of the network environment, and 
detail of network configuration. Chapter five of this document covers the analysis of data gathered and 
presentation of the data in line and bar graph. Chapter six discusses in-depth finding of this research. 
Chapter seven concludes this research. Next chapter will be introducing literature reviews.   
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CHAPTER 2 
LITERATURE REVIEW 
Virtualisation was first used by IBM almost 50 years ago for partition mainframe computers into 
individual virtual machines. These allow mainframes to process numerous applications at once as 
mainframes were expensive piece of hardware and by partitioning would leverage the investment 
(Wood, Shenoy, Venkataramani, & Yousif, 2007). From then virtualisation technologies started 
promising great opportunities over the years by decreasing energy and hardware cost through server 
consolidation. However, data center operators' needs to estimate right additional resources for easy 
conversion from real hardware to virtualised environment incurred by overhead.  
2.1 Background of ITC 
The IT department of Fiji Government is in charge for the information and communication technology 
throughout government ministries and department. This department is known as ITC (Information 
Technology and Computer Services. ITC acts as an advisory and bureau services for Fiji Government 
and is a department under Ministry of Finance. Few of the services provided by the ITC are IT policy 
development, IT infrastructure maintenance, application development and support and expert advice. 
The services are delivered to the public by the six departments in ITC that are Business Development, 
Network Department, Server Department, e-Government, PC support and Call Centre.   
ITC network covers 80% of geography of the Fiji Islands providing ICT services to public and 
businesses. Currently there are around 19000 users with more than 14000 active computers and over 200 
servers providing different services. Microsoft Windows Server 2003 enterprise edition is used as the IT 
platform running e-mails, database, website and web based applications. The Fiji Government has 
FQDN (fully qualified domain name) which is "GOVNET.GOV.FJ" formally known as GOVNET. 
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The domain GOVNET was named during mid-1966 by Ministry of Finance for data processing needs 
(Taganesia, 1995). During early ages, ITC was called Electronic Data Processing Centre (EDP) and 
started providing some electronic services to customs, immigration and meteorology departments. In 
1990s Oracle database and CASE tools were introduced for application development on Open VMS and 
Water Rates system was only service that was extended to Lautoka and Labasa.  In 1995 Williams & 
Gosling with other customs agents were given access to customs system for faster process of clearing 
goods with a difference in efficiency of forty five hours (Taganesia, 1996). The first Internet services 
were provided to Prime Minister's office and to Permanent Secretaries in 1996 for accessing information 
for economic development and first in-house application was developed for Censes. Due to the high 
workload Rakiraki and Savusavu were two new sites that were linked. The first passport readers were 
introduced in 1997 for Fiji Immigration and were placed at Nadi and Nausori Airports. During the 
launch of Microsoft Windows NT in 1998 Lands Department was given a new Oracle database to 
integrate with the existing system. The largest database during late 1990s was with Customs of 3.7 
Gigabytes. After moving on to Microsoft Windows NT the connectivity was limited to major centers of 
Fiji Islands (Suva, Nadi, Lautoka, Nausori and Lautoka). The role of ITC services expanded over the 
years providing IT services and achieving success. Figure 2.1 shows the map of Fiji Islands. 
 
 
 
 
 
 
 
Figure 2.1: Map of Fiji. Source http://www.nztourmaps.com/fiji_map.htm 
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2.1.1 Infrastructure of ITC  
The current data network of Fiji Government is running on Microsoft Windows Server 2003 platform 
linking five major centers. The head office is located in Suva whereas other four centers are in Nadi, 
Lautoka, Labasa and Nausori. Telecom Fiji provides direct private lease line connecting these centers. 
The gateway service is from Fiji International Telecommunications Limited (FINTEL) which is in 
corporation with Cable & Wireless Communication, UK and Fiji Government. Fiji Internet services has 
little advantages over industrialized and developed countries as it connects to Southern Cross Fibre 
optical cable and Standard 'A' Satellite Earth Station. Connect Interactive Fiji Limited provides email 
services to ITC.  
In 2006 ITC's platform went under major upgrade to Microsoft Windows Server 2003 providing Domain 
Name System (DNS), Active Directory (AD), and Dynamic Host Configuration Protocol (DHCP). 
During the upgrade web hosting environment was created on Demilitarized Zone (DMZ) which later 
started to host web based applications and websites (Salusalu, 2010). The Email system and Internet 
security were also upgraded to Microsoft Exchange 2003 and Internet Security & Acceleration (ISA) 
2006 respectively. Most of the applications currently run on either Oracle 9i & 10g database or MS SQL 
Server 2005 & 2008. 
2.1.2 Business Development 
The business development section is divided into three teams; Database, Application Development & 
Support and Website design. The Database Team maintains the database and monitors performance and 
deals with other database related issues. The Application Development & Support Team manages the 
day to day operations of the government's applications and also makes enhancement to applications 
when required (Salusalu, 2010). The Web Design Team uses content management system such as 
Joomla and ASPX to develop websites and manages the web hosting services for other government 
ministries and departments.    
The E-Government department was established in 2006 taking the responsibility of implementing of 
online applications to serve people of Fiji. Firstly, this department worked on strengthening Government 
Information Infrastructure connecting other government offices, schools and outer communities enabling 
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online services. This department also introduced Voice over Internet Protocol (VoIP) and was 
responsible for the construction of Fiji Governments first ever Data Center. Most of the applications 
developed during e-gov projects were on Microsoft SharePoint. 
 2.1.3 Operations 
Operations Department of ITCs consist of four units; PC Support, Help Desk & Call Center, Server 
Team and Network. Configuration, repair and installation of software and hardware across the network 
is managed by PC team while call center acts as first point of contact for available services provided by 
the government. The most critical team is Server Team which over sees the (DNS) Domain Name 
Systems, (AD) Active Directory, Internet Security and Data Protection. The "gov.fj" registration is also 
managed by this team (Salusalu, 2010). The network infrastructure maintenance, performance 
monitoring and expansion of wired and wireless network; implementing fibre optics and VSAT (Very 
Small Aperture Terminal) providing broadband services is taken care by Network Team. This team is 
also implementer of VoIP across the network. 
2.1.4 Data Network  
The Fiji Government network illustrated in Figure 2.2 represents the major LANs, type of links used for 
connection across the network and also shows some details of network equipments and servers. Most of 
the government's critical applications are hosted at ITC’s head office. Currently there are 22 applications 
running including major applications such as Immigration & Border Control, Payroll, Finance, Registrar 
General Office's application (birth, marriage & deaths) and others.  Nadi, Lautoka and Labasa has 
backup domain controllers and exchange servers which gets replicated to Suva (head office) to prevent 
downtime during crises to serve in their locality whereas all the applications are hosted at ITC’s head 
office in Suva (Salusalu, 2010). Immigration and Border Control is the only application which is 
decentralised to cater for disruption on failure of Telecom link to head office.   
Fibre Optic cables are the medium that provides communication between government ministries and 
department in Suva of 1Gbps of bandwidth. Some of the departments are also connected through Wi-Fi 
802.11 b/g/n standard whereas remote and outer islands are serviced by thirteen VSAT satellites. There 
are three subnets in on the government network.  Telecom provides maximum of 2Mbps private lease 
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line between Lautoka and Labasa and 1Mbps between Nadi and Nausori. Table 2.1 below describes the 
wired and wireless standards used by ITCs.  
 
Wired / Wireless Standards 
Name Type 
UTP Cat 5e, Cat 6, Cat 7 
Fibre  OM1, OM2, OM3 
Wi-Fi & WiMax 802.11b, 802.11g, 802.11n & 802.16e 
VSAT Idirect   
Table 2.1: List of network technology used at ITC. 
Most of the core routers and switches are of Cisco and Alcatel brand. There are around 200 routers and 
switches ranging from Cisco 1800 series to 4000 series while Alcatel switches and routers are from 700 
series to 9000 series. The demilitarised Zone (DMZ) hosts website and proxy and has dual zone firewall 
to protect the network from the outer world.  According to Russel and Zacker (2010) firewall in dual 
zone architecture is more secure as the first firewall monitors the traffic entering DMZ and the second 
firewall monitors the traffic from DMZ to the internal network. For e-Education centers WiMax 
technology is used to provide broadband services to some of government owned secondary schools.  
The VSAT uses C-band frequency with uplink range from 5.925GHz to 6.425GHz and downlink from 
3.7GHz to 4.2GHz which provides high quality voice and data communication in bad weather because 
of its low frequency range. Figure 2.3 shows the sample VoIP Topology for the Fiji Government 
representing major LANs and necessary equipments used. The VoIP system runs on the Cisco 
technology with Avaya IP phones implemented in call center and across the network connected to PSTN 
(Public Switched Telephone Network). 
 
 13 
 
Fiji Government Data Network 
Figure 2.2: Data Network Diagram. 
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VOIP Network Diagram 
Figure 2.3: VoIP Structure. 
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2.2 Internet protocols  
The Internet protocol was established in late 1960s when the Advanced Research Projects 
Agency Network (ARPANET) got interested in packet-switched network (Blank, 2002). The 
Internet protocol consists of a suite of communication protocols. Over the years computer 
network industry has grown, rules and standards have evolved. The two major standards are 
Transmission Control (TCP) and Internet Protocol (IP). Vasseur and Dunkels (2010) state that 
Internet Protocols are the world's popular and non-proprietary protocol as it can be used for 
communicating. TCP/IP network on every host has a unique address that is responsible for 
addressing and routing packets to and from host and destination. According to Blank (2002) IP 
address in addressing information in the header is used to route packets. 
  
Figure 2.4: Internet protocols Open Systems Interconnection (OSI) model (Shieh, 2008). 
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Figure 2.4 represents the different layers of OSI model suite used for communication. The most 
widely used Internet protocol today is the version 4 (IPv4). The network layer (or Layer 3) 
routes packets by the use of addressing information. The two primary responsibilities of IP are 
to provide connectionless, best-effort delivery of datagram through and internetwork and 
providing fragmentation and reassembly of datagram to support data links with different 
maximum-transmission unit (MTU) size (Meng, Xu, Zhang, Huston, Lu & Zhang, 2005). There 
are five different classes of IP addresses; A, B, C, D and E and for commercial use A, B and C 
are utilised.  
IP address Classes Purpose Address Range High Order Bit(s) 
Class A Few large organisation 1.0.0.0 - 126.0.0.0 0 
Class B Medium size 
organisation 
128.1.0.0 - 191.254.0.0 1,0 
Class C Relatively small 
organisation 
192.0.1.0 - 
223.255.254.0 
1,1,0 
Class D Multicast groups (RFC 
1112) 
224.0.0.0 - 
239.255.255.255 
1,1,1,0 
Class E Experimental 240.0.0.0 - 
254.255.255.255 
1,1,1,1 
Table 2.2: Shows main classes of IP address. 
Table 2.2 list the five main classes of IP address that are currently being used and according to 
Bryant (2012), "127.0.0.1" is the reserved loopback address assigned to a PC. The Class D is for 
multicasting with an octet in the range of 224-239 and Class E is used for experiments and is 
reserved by the Internet Engineering Task Force (IETF). Class D and Class E are not delegated 
to any host devices (Internet Protocol, 1999). The Internet protocol suite includes many 
application-layer protocols that represent a wide range of applications, File Transfer Protocol 
(FTP), Simple Network-Management Protocol (SNMP), Telnet, X Windows, Network File 
System (NFS), External Data Representation (XDR), Remote Procedure Call (RPC), Simple 
Mail Transfer Protocol (SMTP) and DNS. 
2.2.1 Transmission Control Protocol (TCP) 
The TCP is more reliable communication channel between hosts in Internet protocol. This data 
transmission provides connection-oriented services. It forwards the request to the destination 
and receives acknowledgment before sending the packets. If the acknowledgment is not 
received within a specific time frame it is retransmitted which makes TCP reliable in terms of 
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delay, lost and duplicate (Internet Protocol, 1999). The time-out is also one of the mechanisms 
that detect lost packets and requests for retransmission. According to Petrovic and Aboelaze 
(2003) TCP has the efficiency flow control which indicates the highest sequence number to 
prevent internal buffer overflow. TCP is a layer 4 also knows as transport layer of the OSI 
model. The services provided by TCP are stream data transfer, efficiency in flow control, 
reliable and multiplexing by improving the web servers (Internet Protocol, 1999). TCP has 
bidirectional connection as server can respond to the client on the same established connection 
(Chapman & Zwicky, 1995). 
2.2.2 User Datagram Protocol (UDP) 
The User Datagram Protocol (UDP) is a layer 4 protocol which is connection less, unreliable 
but fast transmission service. Like TCP, UDP is also a interface between IP and upper layer 
processes (Internet Protocol, 1999). According to Kozierok (2005) UDP protocol is very useful 
where reliability is not so important at higher layer protocol which provides error and flow 
control. Some of the known application layers that use UDP are DNS, SNMP, NFS and Trivial 
File Transfer Protocol (TFTP).  
TCP vs. UDP 
TCP UDP 
Connection oriented Connection less 
Guaranteed delivery No guaranteed delivery 
Sends acknowledgments Does not send 
acknowledgments 
Reliable, but slow Unreliable, but fast 
Segments and Sequences 
Data 
Does not segment or 
sequence data 
Flow control No flow control 
Performs CRC on data Performs CRC on data 
 
Table 2.3: Comparison of TCP over UDP (Gite, 2007). 
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Table 2.3 compares the difference and similarities of TCP over UDP. UDP does not guarantee 
the data delivery and is not reliable but is faster than TCP, and both perform CRC on data.   
2.3 Virtualisation  
Virtualisation is a method that creates a virtual computing environment. This environment is 
created using the computer resources and thus these resources are virtualised such as virtual 
operating system, hardware networking and storage (Smith & Nair, 2005). The main objective 
of virtualisation is to share computing resources to make computing more cost-effective and 
there are many cases that computers are never use their full capacity. However, with 
virtualisation a computer resource can be fully utilised and reduces the number of machine in 
the existing computing infrastructure.  
Virtualisation is specified into application, platform and resource virtualisation. Resource 
virtualisation represents a layer between physical resource such as storage, CPU, RAM and 
other to improve the applications portability, compatibility and manageability by encapsulating 
from the underlying operating system. According to Lin, Yang, Chang, Chang, Kuo and Shih 
(2010) the platform virtualisation hides the physical hardware platform with the considerations 
of security, robustness, isolation and real-time performance guarantee. Figure 2.5 shows the 
physical server architecture verses virtualisation server architecture. The physical server 
represents traditional servers and virtual servers are on top of underlying operating system.  
 
Physical vs. Virtual Server 
 
 
 
 
 
 
 
 
 
Figure 2.5: Physical vs. Virtual Servers (Postalache, Bumbaru & Constantin, 2010). 
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The core of virtualisation is the hypervisor or host system. Another name for hypervisor is 
virtual machine manager (VMM) which runs multiple operation systems sharing one hardware 
host (Postolache et al., 2010). The hypervisor takes the responsibility to interact virtual 
machines to physical machine. For example when one of the virtual machines tries to access 
some piece of hardware such as memory or network card, hypervisor intercepts the call and 
then send the results back to the requesting virtual machine on the available resource. The 
hypervisor also controls the host’s processor and allocates the needed resources to each 
operating system assuring that virtual machines do not disrupt each other. 
The main problem introduced by the hypervisor model is that all switching is done in software 
where hypervisor layer provides the uniform view to all VMs to access dedicated I/O resources. 
According Venkat (2012) he mentioned that the overhead by the software switching layer has 
the potential to limit I/O throughput on a reasonable loaded system as data and interrupts have 
to be switched by the hypervisor before being passed onto the VM or the I/O adaptors. Figure 
2.6 shows the growing trend of virtualisation from 1980s to 2010. 
Figure 2.6: Growing trend of Virtualisation (Mikkilineni & Kankanhalli, 2010). 
2.3.1 Virtualisation Background 
Most data centers today use virtualisation to break the bonding between physical servers and 
shares resources to applications for underutilised servers. According to Vaughan-Nichols 
(2006) most x86 computer hardware are designed to run single operating system with a single 
application. Virtualisation basically allows one or more virtual machines (VMs) to run multiple 
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operating systems and applications to cohabit on a physical computer. As stated by Ahamdi, 
Ebrahimi and Ebrahimi (2011) virtualisation now is being used in hosting environment where 
applications performs efficiently without the full power of single server.  
Before moving forward in relevant technologies and innovative solutions, let look at past to 
justify some of the problems encountered in data center, evolution of the virtualisation 
technologies and issues solved by the server virtualisation. Table 2.4 below lists some of the 
difficulties that are faced by the data center operators and how virtualisation supports these 
problems. 
 
 
 
 
 
 
Table 2.4: Shows data centers difficulties and some of the solutions of virtualisation 
consolidations (Venkat, 2011). 
 
To many server administrators and data center’s major problem is cabling. The number of 
problems listed in Table 2.4 had been addressed either by server virtualisation or combination 
of storage and network virtualisation techniques. According to some of the hypervisor vendors 
such as Xen, Microsoft Hyper V, Oracle and VMware that single application in a server used in 
data center environment has extremely low CPU utilisation, enabling most data center operators 
to the benefits from server consolidation.  
 
 
Difficulties 
1. CPU utilisation 
2. Operational and logistical difficulties 
between storage and network teams 
3. Cost related to server repurposing and 
provisioning (downtime etc) 
4. Cabling 
5. Power 
6. Heating and cooling 
7. Management 
8. VM Migrations 
9. Insufficient I/O 
Support 
1. Dynamic I/O: VNIC's and VHBA's 
2. Provision I/O "on demand" 
3. Drastic reduction in server downtimes 
4. Ease of provisioning and management 
5. I/O consolidation 
6. Ease of provisioning network and 
storage resources 
7. VM aware infrastructures 
8. Reducing in cabling 
9. Cable once and complete remote data 
centre management 
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Table 2.5: Shows some problems in the data center and the solutions developed to address 
these issues by virtualisation (Venkat, 2011). 
Table 2.5 shows some of the problems associated with current data center comparing with some 
of the solution provided by virtualised modern data centers. 
Many businesses and organisation deployed IT applications and hardware rapidly to support the 
growth and in most cases are unplanned. As mentioned by Khanna, Beaty, Kar and Kochut 
(2006) when in need of new applications, new hardware is purchased that lead to server and 
storage sprawl. Virtualisation is now becoming the essential technology improving hardware 
utilisation, efficiency in business continuity, increased performance, saving energy, space and 
administration cost (Tolnai & Von, 2010). However, at a broad level, hosts and virtualised 
components require the same physical and network performance and security precautions as any 
critical and non virtualised IT resources. 
2.4 Types of Virtualisation  
Virtualisation is presently a most admired area in the Information Technology field, as it 
enables IT organisations to effectively manage IT resources; it reduces the cost electricity, 
space and equipments through server consolidation. Although virtualisation is most widely 
noted in past few years, IBM presented and used virtualisation on their mainframes during 
1960s. According to Skejic, Dzindo and Demirovic (2010) the mass utilisation of virtualisation 
Problems 
1. Static data centres. 
2. Cabling 
3. Hypervisor switching and routing 
4. Hypervisor shunting interrupts and packets 
to/from VM's 
5. I/O bottleneck 
6. Not conducive for VM Migration 
7. Wasted capital expenditures on I/O cards 
8. Management 
9. Management of VM network different from 
Physical network 
10. Disparate networks (SAN and LAN) 
Solutions 
1. System where adds/removes/changes are easy 
and fast 
2. Simplified cabling 
3. NetQueue and VMDq 
4. Direct Path / IOMMU 
5. On demand provisioning of additional I/O 
resources and bandwidth 
6. VM aware network and isolation for Vmotion 
7. Re-use I/O cards on the gateway and the ability 
8. Integrated data centre orchestration and 
management 
9. Identical Management of VM network and 
Physical network 
10. I/O Consolidation and a unified fabric for 
network and storage (FC, SAS, SATA) 
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started with different innovation and this idea is growing in many aspects of Information 
Technology. Server virtualisation counters the trend to use purpose-specific appliances as 
servers (Barham, Dragovic, Fraser, Hand, Harris, Ho, Neugebauer, Pratt, & Warfield, 2003). 
Servers, switches, storage, networking, and clients are all on a virtualisation road map, however 
virtualisation movement is rooted in servers, and server virtualisation had the most profound 
impact on data center networks.  
Virtualisation can also be performed at application levels such as Oracle's Virtual Box and 
VMware's player software within an operating system e.g KVM or Linux Vservers or even 
below operating system such as VMware ESX. VMware's ESX is one of the full virtualisation 
platforms that provide a "bare-metal" hypervisor that manages a set of virtual machines running 
unmodified operating system (Server Consolidation, n.d). According to Barham et al (2003) 
Xen uses a para virtualisation technique that requires small changes to be applied to the 
operating systems within each VM and a host OS to run device drivers, but allows for simpler 
hypervisor layer.  
There are three different levels of virtualisation according to Postolache et al (2010) that can be 
implemented are full virtualisation, para virtualisation and emulation. 
• Full Virtualisation - where client operating system is unchanged and runs on the virtual 
machine. Simply it simulates the underlying hardware which allows all software, 
operating system and applications run on native PCs. 
• Para virtualisation - acts like a layer ensuring that all the guest operating systems share 
the system resources and work well together. The kernel of the guest operating system is 
modified to run on hypervisor. 
• Emulation - the client operating system run on software emulated CPU which is 
unchanged. In this, virtual machine simulates the complete hardware in software.  
In full virtualisation, the applications run in a truly isolated guest OS where one or more guest 
OS runs simultaneously on the same hardware. This method supports multiple OS such as 
Windows and Linux (Pu, Shinjo, Eiraku, Saito, & Nobori, 2009). Another advantage of this 
method is that the guest OS is not aware of it being virtualised thus requires no modification 
and also does not require hardware assistance or operating system. The instructions are 
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translated by the hypervisor on the fly and cache the results for future use, while the user level 
instructions run unmodified at native speed. Full virtualisation also offers the best isolation and 
security for virtual machines and simplifies migration. It is also portable as the same guest OS 
instance can run on virtualised or on native hardware (Pu et al., 2009). The VMM provides 
standardised hardware environment package that can be easily migrated from one machine to 
another. According to Skejic et al (2010) products that implement Hypervisor technology are 
either Type I or Type II. 
Type I Hypervisors - a native or bare metal that runs directly on the hardware. The operating 
systems on this hypervisor are completely independent of other operating system running. 
Type-1 hypervisors are computer emulation software tightly integrated with embedded OSs that 
run transparent to the end-user. Type I hypervisors are “Self-Hosted” and gain a significant 
performance improvement over Type II hypervisors. Type I hypervisors limits the access to the 
hypervisor to only system administrators, preventing end-users and applications from tampering 
with the hypervisor. In Type I hypervisor, vendors control all the software that includes the 
hypervisor package with the virtualization functions and OS functions, like devices drivers and 
I/O stacks.  
 
 
 
 
 
 
 
Figure 2.7: The Type I approach of Hypervisor (Koyande, n.d). 
Figure 2.7 shows the three guest operating systems running on top of the hypervisor. The 
operating system in Type I hypervisor only sees the resources that the hypervisor presents to 
them. The guest operating system runs on the second level above the hardware. Microsoft’s 
Hyper-V and VMware ESX Server are Type I hypervisor. The strong control over the 
embedded OS and limited access significantly increase the reliability of Type I hypervisors. 
Type II Hypervisors - the hypervisor runs on top of the operating system which provides the 
interface. In Type II hypervisor allows users to run multiple operating systems concurrently on 
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a single platform. For example, a Windows 7 user can install a hypervisor application to run a 
Windows XP guest operating system on top of their Windows 7 host. Type II hypervisor has 
disadvantage over Type I hypervisor in terms of performance, reliability and security as it 
competes with the other applications running on the host like email clients and web browsers 
and inherits the vulnerabilities of the user controlled host operating system (Koyande, n.d). The 
Type I hypervisors are better in terms of efficiency and speed as they run directly on the 
hardware and also manages the resources without cutting the layers that hinder the speed as 
Type II hypervisors does. The Type II Hypervisors runs on client systems where speed is less 
important. The setup is easy as there are installed directly on the Operating System. It also 
supports a wide variety of hardware since resources are addressed through Operating Systems. 
 
 
 
 
 
 
 
Figure 2.8: The Type II approach of Hypervisor (Koyande, n.d).  
Figure 2.8 show that hypervisor runs on operating system also called hosted hypervisor. This 
type is great for PCs to run Mac or Linux inside Windows. VMware GSX Server and 
Microsoft’s Virtual Server are Type II hypervisor. 
In para - virtualisation the guest kernel directly communicates with the hypervisor providing 
greater performance levels. According to (Koyande, n.d) the thin layered software acts like an 
air traffic controller for virtualised servers, allowing only one guest OS to access the physical 
resource and stopping other guest OS. This method is more efficient than traditional hardware 
emulation virtualisation and has a performance advantage over full virtualisation depending on 
the workload (Skejic et al., 2010). The other benefit of this method is that the device drivers are 
limited to the virtualised software as it uses the device drivers contained in one of the guest OS 
known as privileged guest. 
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Hardware - assisted virtualisation changes the access to the OS. It enables efficient full 
virtualization using help from hardware capabilities, primarily from the host processors. It 
improves the fundamental flexibility and robustness of traditional software-based virtualization 
solutions by accelerating key functions of the virtualized platform (Skejic et al., 2010).. The 
software virtualisation (VMM) emulates the required hardware to the OS (Pu et al., 2009). This 
method has direct access to resources without any emulation or modification and has high 
performances. This method also has advantage over para-virtualisation and full virtualisation in 
term of performance. 
2.5 Benefits of Virtualisation 
Virtualisation in last few years came as a storm and discussion are still happening on this issue. 
Many are unenthusiastic and treat virtualisation as an extension of the infrastructure. According 
to Mikkilineni and Kankanhalli (2010) the requirements for the companies are growing all the 
time and IT department's task is to provide flexible applications, while reducing operational 
costs of servers. 
The benefits of virtualisation had extended in many ways that managed reliability of hosting 
services in data centers. According to Wai-Leong, Westphal, & Kozat (2010) asynchronous 
backups in virtualisation can be used to backup nodes in complete failover which guarantees the 
reliability of bandwidth, efficient resource utilisation and also provide redundancy for fault 
tolerance.   
There are many benefits of virtualisation that can be extended to manage reliability of hosted 
services in virtualised data center. The use of asynchronous backups of the virtual host, the state 
of active services can be saved to backup nodes for complete fail over which guarantees the 
reliability of the bandwidth and provides efficient resource utilisation while providing 
redundancy for fault tolerance (Wai-Leong, Westphal, & Kozat, 2010). The different levels of 
reliability can also be guaranteed on same physical infrastructure. The basic functionality of 
virtualisation is host guest servers provided by the special operating system called hypervisor. 
These guest servers share the physical hardware of the host but are unaware of the fact of any 
virtual servers (Postolache et al., 2010). Some organisations virtualise servers to economise on 
hardware and operating system software, some use virtualisation to consolidate servers to save 
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space in data centers and other going green to reduce electricity usage and heat produced by 
physical servers. 
2.5.1 Server consolidation  
Server consolidation is the most discussed topic and most widely used technique of 
virtualisation. According to Postolache et al (2010) in the current IT infrastructure physical 
machine on which operating systems and some applications run use the proportion of 10% - 
25% of the machine capacity and also at data centers it can be said that the proportion is 5% - 
10% where between 90% - 95% of the IT infrastructure is wasted. Ruest and Ruest (2009) also 
indicated that CPUs generally run between 5% - 10% and uses full amount of power, cooling 
and physical space. The study conducted by Martinovic, Balen and Rimac-Drlje (2010) on 
performance of CPU in virtualised environment proved that CPU is better utilised in virtualised 
environment. In separate experiment Abdulgafer, Marimuthu and Habib (2010) removed 25% 
of the existing servers and reconstructed minimum spanning tree (MST), the results 
demonstrated that trade-off had improved average utilisation of the remaining servers by 13% 
through server consolidation. According to Camargo and Girard (2008) the performance of 
CPU is a significant aspect of resource utilisation and is considered a major motivation to 
deploy virtualisation.  
Primary advantage of server consolidation is that it decreases the amount of servers. This brings 
other benefits that reduce the floor space, reduce the cost of hardware, reduce maintenance cost, 
and reduce power consumption and air conditioning cost (Speitkamp & Bichler, 2010). This 
basically means that several servers can now be hosted on single physical machines as this will 
reduce the number of computers for expansion of the network. However, reducing physical 
servers does not change the number of virtual server to be managed and efficient sever 
management is needed for the operation. Server consolidation lowers the Total Cost of 
Ownership (TCO) by increasing the efficiency of server resources and brings changes to 
operational cost. Abdulgafer et al (2010) states that few servers in the data center environment 
have high resource usage rate but most are often underutilised. Virtualisation however can 
eliminate such ineffective use of the CPU resources and optimise resources that can reduce the 
administration and management cost. Virtualisation nowadays works well with x86 computer 
architecture. 
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2.5.2 High Availability and Live Migration  
The high availability is one of the essentials to the users. Before virtualisation, administrator 
makes concessions on what systems to be redundant and how vital is their availability. This 
normally depends on the cost of having additional servers and storage space which most of the 
time increase the cost for critical systems and complexity of configurations (Kochut, 2008). 
This feature of virtualisation which is not available in physical server environment is live 
migration. The live migration according to Urgaonkar et al (2010) can migrate virtual servers 
between physical host after initial consolidation of providing new avenues for performance 
optimisation and maintenance without shutting down the servers or applications that would 
impact end users. This also increases implementation speed of constructing new machine and 
allocates resources that lead the response time. Regola and Ducom (2010) states that for 
business continuity virtualisation provides high level of redundancy to critical applications or to 
entire data center making services more flexible and fully optimise available hardware 
resources.  
2.5.3 Reduce Cost of Electricity 
The IT departments now are the heart of all or most successful modern businesses. According to 
Lamb (2011), green IT concept has moved into many companies around the world helping to 
make a difference to the environment. Virtual servers, virtual data storage and efficient 
applications and database structures can easily reduce IT power consumption by 50 percent. 
According to Speitkamp and Bichler (2010), 0.5% of the world's CO2 emissions is from servers 
and electricity cost had increased by 400% at the end of 2007. The high increase in electricity 
cost has contributed as for every server that is being powered also needs to be cool down to 
reduce hardware damaged and to run efficiently. Lamb (2011) also mentions that by moving 
towards virtualisation will reduces equipments and system management cost for data centers. 
By virtualisation, it saves the power for running the servers while saves the power needed for 
cooling the servers in data centers. Also Pretorius, Ghassemian and Ierotheou (2010) 
investigated that virtualisation can better utilise the hardware and consequently reduce 
the power consumption and carbon emissions. The test was conducted both on virtualised and 
non virtualised models where results were analysed showing reduction in carbon emission by 
approximately 30 percent. 
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Another set of research conducted by Skejic et al. (2010) using Microsoft's Hyper-V in a 
company with 200 computers. The research was setup on blades servers to consolidate five 
servers configured in a cluster to provide high availability. In the experiment they found out that 
at enterprise level one server uses 450 watts of average power with 40 clients on network. The 
research was conducted for 3 months and was concluded that virtualisation brings reduction in 
power consumption. It was also concluded that if a company uses more than five servers it 
should be virtualised and Hyper - V role installed on top the Microsoft Windows Server 2008 
R2 is more energy efficient. Wang and Wang (2010) mentioned that the virtualisation 
technologies such as VMware and Xen can reduce electricity consumption of data centers by 
shutdown underutilised server if server consolidation is adopted by running application on 
virtualised servers.  Several approaches had also been taken by researchers for energy efficiency 
in data centers, including other additional factors such as cooling and thermal considerations 
and proved that virtualisation is the way forward (Laszewski, Wang, Younge, & Xi, 2009). 
Figure 2.9 shows the drop in the power consumption for the company after the experiment 
conducted by Skejic et al. (2010). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.9: Power consumption costs before and after virtualisation (Skejic et al., 2010). 
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2.5.4 Assure Service Level Agreement and Quality of Service  
In any IT environment the processes are associated with the Service Level Agreement (SLA). 
The two of the most important SLAs are throughput and response time. SLA of an application 
is normally violated during high CPU utilisation and high memory usage of the hosted server. 
Khanna et al. (2006) experimented on few processes and provided some algorithms for server 
consolidation on average CPU utilisation, memory requirements, disk I/O and network 
bandwidth. The results were collected over a period of time which was based on the novel 
algorithm for migrating virtual machines within the pool of physical machine. The performance 
was observed by increasing the workload of the operational virtual machines and decreasing the 
number of physical servers. During this experiment they ensured that no SLA is violated (e.g. 
high response time) by dynamic re-allocation of VMs. 
A large body of work in data center energy management is trying to achieve performance goal 
at its minimum energy consumption whilst VM is used. Kumar, Talwar, Kumar, Ranganathan, 
and Schwan (2009) presented "vManage, a practical coordination approach that loosely couples 
platform and virtualisation management towards improving energy savings and QoS, and 
reducing VM migrations". The results proved that VM solutions saves power with enhanced 
Quality of Service (QoS) and improved consistency and it also resulted in 71% less SLA 
violation and increase 10% electricity saving. Wang and Wang (2010) also demonstrated that 
virtualisation in data center guarantees the response time on multiple applications and 
vigorously reallocating CPU resources along with the VMs and saves electricity. 
2.5.5 Improve Development and Testing 
In the system development areas, most of the servers are usually underutilised. The diverse 
physical servers are utilised by different development teams which accumulate number of 
physical servers. According to Postalache et al (2010) most of the system developments and 
testing environments are using virtualisation technology which replaced expensive hardware 
configuration for testing. It also reduces time and labour to configure development and test 
environment (Ahmed, Zahda & Abbas, 2008). Virtualisation can be used to solve the issue by 
running simultaneous operating system on single physical computer enabling parallel 
development and several testing environments. 
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2.5.6 Disaster Recovery & Backup 
Virtualisation considerably decreases the complications in the infrastructure and also lessens the 
cost associated with the recovery. According to Postolache et al (2010) in traditional way IT 
manager's has to identify priorities backup which sometime get hard and expensive but with 
virtualisation everything becomes prioritised and achievable. As Wai-Leong et al (2010) 
mentioned, that virtualisation is a key enabler to autonomic management of hosted services and 
whether planned or unplanned maintenance, asynchronous backups or service migration can be 
achieved easily. In asynchronous backup the virtual hosted entities active service can be saved 
to backup and reserved with full fail-over for guaranteed reliability. For business continuity, the 
ability to quickly recover from disaster is essential as critical data can be recovered easily in 
virtualisation environment's dynamic re-allocation and live migration.   
2.5.6. Virtual Desktop 
Desktop virtualisation is practically focusing on virtualisation technology and main purpose is 
to make virtual desktop. This allows users to log in to their personal desktop through network 
with any devices (Li, 2011). This technology has advantages such as mobile computing, 
security, easier management and cost reduction in people's lives allowing working remotely. 
The layer between physical hardware and software provides more security in virtualised 
environment than physical machine. The security tools such as antivirus, intrusion detection, 
honeypot etc can be implemented.  This security system can also be used for entire 
infrastructure and data centers. As mentioned by Postalache et al (2010), if virtualisation is 
good for servers it is also good for desktops by centralising all the data at the data center, it also 
reduces the need of expensive computer and people work remotely from terminals. 
2.6 Performance Analysis 
Various researches had been carried out on performance of operating systems and networks. 
Some useful data obtained had been used in planning and design of network, service level 
agreements and resource management (Narayan, Graham & Barbour, 2009). The power of 
virtualisation has improved many business processes and also had increased the QoS and 
efficiency. Virtualisation brings lot of benefits to dynamic market but also has barriers that can 
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be damaging to control under optimal parameters. However, for effectiveness and efficiency 
performance metrics needs to be carefully selected for performance analysis.  
Throughput is one of the widely used performance metric in measuring network performance. It 
is critical for the businesses around the world to support day-to-day operations to optimise full 
performance for users and to have such a value it is important to measure network performance 
to highlight any bottlenecking (Narayan et al., 2009). There are some known network 
parameters (also known as performance metrics) are jitter, packet loss, latency, transfer rate and 
bandwidth quality (Yunos, Noor, & Ahmad, 2010). The transfer rate is also called network 
throughput, one of the most concerned performance metrics around the world. According to 
Dean (2009) and Isaksson, Chevul, and Fiedler (2005) throughput is important as it is 
concerned with the transfer rate of data in a given period of time and other factors that can 
affect throughput are processor speed and network adapters. 
Latency is second most common metric that is being studied during network performance and it 
is measured in One-Way Delay (OWD) and Round Trip Time (RTT) (Hernandez & Magafia, 
2007). RTT is the time required for the packet to travel from a source to the destination and 
back whereas OWD is the time a packets takes to travel from source to destination. The RTT is 
affected by the medium associated distance and the amount of traffic on the network cable. RTT 
is the most critical parameters in determining the TCP connection as it is widely utilised in 
congestion control and it is equally important when conducting network performance.  
As reported in this literature CPU utilisation is also one of the important performances metric. 
The CPU utilisation measures the insight of overhead created by network, operating systems 
and other processors running on the computer. Jitter measures the variability over time of the 
packet latency across a network (Ying, Jun, Li-ke, & Hong-da, 2009). Jitter is caused as data is 
sent over network, it gets split into packets and these packets are sent continuously. Packets 
vary since there is network congestion or there is incorrect queuing or delay. Jitter is important 
in voice application as any variation in delay needs to be eliminated as speech requires constant 
bit rate. Mutia, Sadeque, Andersson, & Johnsson (2011) mentioned that time synchronization is 
an important factor in virtualisation to measure and monitor performance such as delay, jitter, 
packet loss and availability as this mostly relay on time stamping at which packets are sent and 
this will affect the accuracy to measure the performance metrics. 
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The two major approaches taken by researches to measure the performance of network 
according to Gan, Zhang and Qian, D. (2009) are active and passive methods. The active 
method is specifically used to gather end-to-end data such as data loss, latency and availability 
of route. Active method is widely used in test bed experiments. Passive method is used in 
measuring the network without generation and customisation of network traffic. This method 
can be placed on the network to collect or monitor the packets on the link. According to 
Jaiswal, Iannaccone, Kurose and Towsley (2009) this method has some problems since the 
location of the monitor has inadequate information of the procedures that happened due to its 
placement on the path. 
Simulation and emulation are also most widely used methods currently for network 
performance measurement. According to Zheng and Ni (2004), "network emulation is real-time 
simulation that enables test and evaluation of real network protocols, and applications in a 
reconfigurable and controllable hardware and software environment". The emulation methods 
are used by many researchers to model real network environment. Emulation employs one-to-
one node evaluation; it is not good for large networks and can be very expensive.  
On the other hand simulation provides a replication of the real network. Many researchers and 
number of studies had be conducted using simulation (Ziolkowski & Brauer, 2010). Some of 
the simulators are Ns-2, OmNet++, OPNet, and QualNet. Simulation method can be cost 
effective solution and does not require high demand on equipments (Zheng & Ni, 2004). 
However, this may compromise the accuracy as simulation is implemented on software and 
some of the performance metric found on the real network cannot be included in a simulation 
environment.  
2.7 Performance Measuring Tools 
There are many tools available today for measuring network performance. The growth of 
Internet encouraged many software developers to develop many network monitoring and 
measurement tools for traffic on the network, performance measuring tool and traffic 
generators. For this study, the most suitable network performance tool was selected. A research 
was conducted to select the best possible tool out of Distributed Internet Traffic Generator (D-
ITG), Netperf, IP Traffic, IPerf, and Multi-Generator (MGEN). The research concluded that 
selecting the best tool would depend on the type of evaluation that is to be conducted and the 
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types of metric to be included for testing. Some of the things considered for selections were; 
tools that measure Throughput, Delay, Packet loss and Jitter, tool to generate TCP, UDP, DNS 
and VOIP traffics and compatible with not all but few major Windows and Linux platform. 
2.7.1 Distributed Internet Traffic Generator (D-ITG)   
Distributed Internet Traffic Generator (D-ITG) is a platform, capable of producing traffic 
accurately to patterns defined by the inter departure time between packets (IDT) and the packet 
size (PS) (Botta, Dainottiand, & Pescapè, 2007). D-ITG is capable of creating accurate network 
traffic at packet level and emulate sources of different protocols: TCP, UDP, ICMP, DNS, 
Telnet and VoIP (G.711, G.723, G.729, Voice Activity Detection, Compressed RTP) (Avallone, 
Guadagno, Emma, Pescapè, & Ventre, 2004). This means that IDT and PS automatically settles 
whilst users select one of the supported protocols. The user simply chooses one of the supported 
protocols and the distribution of both IDT and PS will be automatically set. D-ITG can perform 
one-way-delay (OWD) and round-trip-time (RTT) and measure packet loss evaluation, jitter 
and throughput on network such as wired, bluetooth, wireless and GPRS network. For each 
generation, it is possible to set a seed for the random variables involved as this allows repeating 
the same traffic pattern using same seed (Avallone et al, 2004). The information can be stored 
on both sender and receiver side and can be retrieved easily. This tool also allows sender and 
receiver for remote log server and is useful on limited storage capacity such as PDAs and other 
mobile devices.  
 
 
 
 
 
 
 
 
 
 
Figure 2.10: D-ITG Software Architecture (Avallone et al, 2004). 
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According to Avallone et al (2004) "D-ITG platform exhibits a distributed multi-component 
architecture". Figure 2.10 shows a graphical overview on the relationship among the main 
components of D-ITG according to their architecture. 
2.7.2 iPerf  
iPerf is an open source software that measures TCP bandwidth between a client and server 
(Rutgers, 2006). It has the capability to evaluate the UDP and TCP performance and measure 
jitter, datagram loss, delay and bandwidth. In the software package of iPerf there are two 
components however, it requires individual execution. The client/server functionality can only 
be executed by using a command. iPerf is a client/server network environment measurement 
tool, which means that it can have multiple simultaneous connections. iPerf can run on LAN, 
WAN and over Internet (Schroder, 2007). The best use for iPerf is on border router and it can 
also be used to test connection between WAN sites. 
2.7.3 Netperf 
Netperf provides test for unidirectional throughput and end-to-end latency. It also help measure 
performance of various types of network. Some of the environment currently measured by 
Netperf are; TCP and UDP via BSD Sockets for both IPv4 and IPv6, DLPI, Unix Domain 
Sockets, SCTP for both IPv4 and IPv6 (Gotsis, Goudos & Sahalos, 2005). It has a client/server 
architecture and can work on many platforms including Windows, Linux, Unix and OpenVMS.   
2.7.4 IP Traffic 
IP Traffic is commercial software developed by ZTI-Telecom in France. According to Baghaei 
and Hunt (2004), IP Traffic is capable of generating, receiving, replaying and capturing IP 
traffic such as TCP, UDP and ICMP and can be used on any transmission link managed by the 
Windows OS either LAN, WAN, WLAN, mobile network or remote access. This tool has 
graphical interface and can only be operated on Microsoft platform and since it is a commercial 
application, licence is required. This software collects throughput, data volume, packets, 
sequence number error, minimum, maximum & mean RTT and Jitter. 
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2.8 Selection of Tool for this Study 
For this study, D-ITG has been chosen as the performance measuring tool. It supports all 
Windows and Linux environment. Avallone et al (2004) in the comparative analysis of the 
performance found out that D-ITG produced best performed results as expected by the 
experiment. Figure 2.11 show that D-ITG gives the best outcome. 
 
 
 
 
 
 
 
 
Figure 2.11: Comparative analysis of performance tool (Avallone et al, 2004). 
2.9 Simulation Tool 
The growth of Internet has created a need for researcher, engineers and scientists to maintain 
innovate network infrastructure.  For large networks simulators are used for testing as test bed 
experiment setups are very hard to compromise with the cost and accuracy of experiments. 
According to Comer (2004) simulation is the most cost effective solution to demonstrate the 
behaviours of different networks and protocols.  
For this study a network simulator was used to fulfill some essential properties as follows:- 
• Ability to simulate a variety of networking technology, model entire network which 
includes switches, routers, servers, individual application and protocols. 
• Support large range of communication system from single LAN to satellite network. 
• The cost of simulated software to be low or free. 
• Provide high simulation performance. 
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2.9.1 NS-2 
NS-2 (Network Simulator version 2) was developed in C++ and OTcl at University of 
California to simulate local and wide area network. Primarily NS-2 was designed for wired 
network however, it can also be used for wireless network. The NS-2 has major disadvantages 
as it requires high computing resources such as CPU and memory (Hogie, Bouvry, & Guinand, 
2006). Although the tool is open source and programmable with C++ language, it can be 
expandable and customizable.  
2.9.2 OMNeT++ 
OMNeT++ is programmed in C++ similar to OPNET and NS-2. It is a component based 
modular with open architecture network simulator. Mostly it is used for computer network and 
queuing network simulator. OMNeT++ also supports VoIP applications and infrastructure for 
writing simulation and also supports new application such as VoIP (OMNeT++, 2010).  
2.9.3 OPNET 
OPNET (Optimised Engineering Tools) simulator is programmed in C++ developed by Alain 
Cohen, Marc Cohen and Steven Baraniuk in 1986 during graduate project course in networking 
at MIT. It is a network simulation tool that has lot of features, toolsets and supports many 
network protocols. OPNET provides a visualized platform with graphic user interface (GUI) 
and does not require C++ programming skills when compared with other simulation tool such 
as NS-2. OPNET can model many network types such as LAN to global satellite network and 
various technologies including VoIP, IPv6, TCP and MPLS (OPNET, 2011). OPNET is also the 
fastest discrete simulator and is compatible with 32-bit and 64 bit platform. The simulator's 
library contains huge number of accurate models for commercial network hardware and 
protocols. According to Lucio, Paredes-Farrera, Jammeh, Fleury, and Meed (2003) states that 
comparison between OPNET and NS-2 on their accuracy, they both provide similar results and 
OPNET is accurate on TCP/UDP traffic and also provides realistic performance analysis. 
However, OPNET is being extensively used and has wide confidence in the validity of the 
results it produces.  
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2.10 Literature Analysis 
Computing network has rapidly advanced as demands of applications and network users grew 
over the years. The demands led the developers and manufacturers to invest in research to 
produce fast and advanced hardware. The research continued including operating system 
evolution on TCP, UDP and on other IP protocols. In most of the literature reviewed, research 
on network performance had different views and performance metrics are not the only point of 
incongruity. The method of measuring and gathering data for analysis is controversial. 
According to literature studied for this research the most common performance metrics were 
throughput and latency where throughput is the most important metrics in network 
performance.   
There has been a significant amount of research and development based on enhancement of 
virtualisation technology in last few years. According to Mei, Liu, Pu, Sivathanu, & Dong 
(2011) to date most of the efforts is classified into three categories:  
(1) Performance monitoring and enhancements of VMs hosted on single physical machine.  
(2) Performance evaluation, enhancement and migration of VMs running on multiple 
physical machines.  
(3) Performance comparison conducted with different platforms or different implementation 
of VMMs. 
Most of the researches done on virtualisation is on single host and focused on either developing 
the  performance or profiling tools for VMM and VMs or conducting performance evaluation 
work by varying VM configurations on host capacity utilisation or by varying CPU scheduler 
configuration especially for I/O related performance measurements in laboratory environment 
(Sivathanu, Ling, Mei, & Xing, 2010). Some study showed that performance interference exists 
among multiple virtual machines running on the same physical host due to the shared use of 
computing resources. 
Virtualisation overhead is an important area for high performance computing and Ye, Jiang, 
Chen, Huang and Wang (2010) identified the bottlenecking when applications are run on virtual 
cluster. They experimented on Xen platform and compared the performance of virtual machines 
running in both para-virtualisation and full virtualisation with a physical machine. The result 
concluded that performance overheads incurred in virtualisation were within an acceptable 
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range for High Performance Computing (HPC) and para-virtualisation is more appropriate in 
HPC as it produced higher virtualisation efficiency when compared with full virtualisation. 
Ahmadi and Maleki (2010) evaluated performance of virtualised over non-virtualised servers in 
data center application. The evaluation was based on the heterogeneous workload to compare 
several key parameters such as throughput, round trip time, and CPU utilisation. The V-Motion 
techniques was used and confirmed that server virtualisation technique has high throughput and 
CPU usage and produced fairly good result in resource consumption. However, the entire 
experiment result was obtained from a prototype model. Virtualisation is capable of improving 
overall performance when directly compared to running servers in the one application on one 
physical host. Overhead was also studied by Tsugawa and Fortes (2008) to investigate the 
performance aspects of software components of network virtualisation. The experimental result 
showed that network processing overheads are more evident when managing small packet sizes 
and being that a good part of Internet traffic is comprise of small packets due to TCP 
acknowledgments. 
Yuan, Huang, Jin and Cao (2009) conducted a performance evaluation between one and six 
virtual machines running web servers and database servers. The result showed that dynamic 
performance of virtual servers is correlated to not only the number of virtual machines but also 
the architecture of the computer. When implementing virtualisation on a network, attention 
must also be given to the number of virtual servers that are created on a physical machine, as 
having too many virtual machines will degrade performance while hosting too few will not fully 
utilise the available resources. In operational networks such as PlanetLab Whiteaker, Schneider 
and Teixeira (2011) noted that where virtual machines are competing for resources were not 
fully controlled and visibility of their operations was limited. This research was conducted on 
experimental test bed setup which enabled full control over the virtual machines as well as full 
visibility which allowed them to distinguish the causes of packet delay when using 
virtualisation. 
The effects of virtualisation had been studied by Wang and Ng (2010) on the Amazon EC2 Data 
Center. The Amazon Data Center uses cloud computing to allow customers to use the 
computational power of Amazon’s resources for a fee and is highly scalable. The end-to-end 
performance of a virtualised data center was examined and included many data intensive cloud 
applications such as video processing and scientific computing. The Xen platform is used by the 
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Amazon Data Center with each of the virtual machines known as an instance; the paper mainly 
tests both the small instance which comes with 1.7GB of memory, one EC2 compute unit with a 
CPU capacity of a 1.0GHz - 1.2 GHz processor, and 160GB instance storage, as well as the 
medium instance also known as a high CPU medium instances. The small instances are the 
default and compete for physical processor resources while the medium instances do not have 
any competition when accessing processor resources. Therefore, comparing these two instances 
gives the ability to contrast virtual machines performance when they have a processor to 
themselves as well as when they must share it. Round trip time (RTT), TCP/UDP throughput, 
and packet loss were the chosen performance metrics to be tested. The results of the testing 
showed that the small instances typically received between 40% - 50% of the processor time 
and that having to share the processor meant that TCP/UDP throughput was very unstable and 
application performance sometimes fluctuated between 1Gbps and zero. The results also found 
that there was exceptionally high packet delay variation among the instances and the theories 
that these variations could be caused by long queuing delays at the driver domains of the 
virtualised machines. It was concluded that the unstable network performance can distort the 
results of certain network performance measurement techniques. 
Test-bed is a common method for conducting performance evaluation as it provides certain 
advantages however, certain performance can be difficult to measure accurately.  Whiteaker et 
al. (2011) also studied how virtualisation can affect delay on a network using a test bed setup in 
a controlled environment. The controlled environment of the test bed allowed them to directly 
attribute any variations in the measurement they were currently testing to whichever parameter 
they modified. The timestamp was also compared from different locations, for example the user 
and kernel space and along the path the packets were being sent within the virtualised system. 
Ersoz, Yousif and Das (2007) measured the network traffic characteristics in a cluster-based, 
multi-tier data center. The study was not based on real commercial data center instead used 
emulated data center prototype.  Benson, Anand, Akella and Zhang (2009) measured the 
workload of production data center and focus the work on data center traffic pattern however 
the study did not consider virtualisation. 
However, most of the research works conducted in server virtualisation were performance 
evaluation primarily focusing on virtualisation overhead. This research will focus on the 
different hardware and software scenarios on the existing resources of Fiji Government IT 
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infrastructure and evaluate the performance on different workload. OPNET simulator will be 
used to measure the performance metric of virtualised data center.    
2.11 Chapter Summary 
The above chapter covered background of ITC and infrastructure, the review of Internet 
Protocol, Virtualisation, Virtualisation background, two types of virtualisation. The benefits of 
virtualisation are discussed such as server consolidation, power efficiency, high availability, 
meeting QoS and SLA. The performance analysis, performance measurement tools, simulation 
tool and related studies outlining some of similar studies done and gaps are identified. Some of 
the gaps identified were that the experiment conducted on performance evaluation on 
virtualised and non-virtualised environment by Ahmadi and Maleki (2010) were based on 
prototype. Another similar research was done on the test bed in a controlled environment. 
Ersoz, Yousif and Das (2007 study was not based on the real commercial data center but used 
emulated data center prototype. Benson, Anand, Akella and Zhang (2009) also measured the 
workload production and traffic pattern of data center however virtualisation was not 
considered. Varity of performance measuring and network simulation tools are also discussed to 
the end of this chapter.  Next chapter will discuss the research methodology adopted for this 
study. 
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 CHAPTER 3 
METHODOLOGY 
This chapter covers the research question, the method of study and data collection method used 
by this research. 
3.1 Research Question 
This research will answer the following question: 
How does network performance change when data center is virtualised?  
The following three sub-questions will also be answered:- 
• What is the network resource performance difference between non virtualised and 
virtualised environment? 
• Which operating system is the best on for virtualisation for GOVNET data center? 
• Will efficiency be gained if GOVNET data center is virtualised?  
3.2 Research Methods 
Research can be described as a systematic approach to find answers to question using 
predefined methods or procedures. There are basically two types of research; theoretical and 
empirical. According to Thomas (2003) theoretical is exploring, testing and refining theories 
and empirical research involves measuring and observing  
A quantitative research characterizes and specifies the results that can be expressed as scientific 
results to justify hypothesis.  The researchers in this method have various instruments and 
materials and have clear plan of action. The data is collected by different means with strict 
procedure and statistical analysis is done. These days the data analysis is done with the aid of 
statistical computer packages. On the other hand qualitative research is associated with the 
social sciences for researchers to study nature of reality. The analysis attempts to uncover the 
  
42 
 
depth meaning and significance of human behavior (Neill, 2007). Qualitative researchers do not 
base their research on pre-determined hypotheses. Data is gathered on textual form from 
interaction and observation but not converted into numerical form and is not statistically 
analysed. 
For this study a quantitative research approach was used as it involved collecting the data and 
converting into numerical form for statistical calculation for conclusion. This research focus on 
experimental data and the outcome is to find the performance different between virtualised and 
non-virtualised data center. Table 3.1 shows difference between qualitative and quantitative 
research. 
Qualitative Quantitative 
"All research ultimately has  
a qualitative grounding" 
"There's no such thing as qualitative data.  
Everything is either 1 or 0" 
The aim is a complete, detailed 
description. 
The aim is to classify features, count 
them, and construct statistical models in 
an attempt to explain what is observed. 
Researcher may only know roughly in 
advance what he/she is looking for.  
Researcher knows clearly in advance 
what he/she is looking for.  
Recommended during earlier phases of 
research projects. 
Recommended during latter phases of 
research projects. 
The design emerges as the study unfolds.  All aspects of the study are carefully 
designed before data is collected.  
Researcher is the data gathering 
instrument. 
Researcher uses tools, such as 
questionnaires or equipment to collect 
numerical data. 
Data is in the form of words, pictures or Data is in the form of numbers and 
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Table 3.1: Qualitative verse Quantitative Research (Neill, 2007). 
3.3 Data Collection 
Data collection technique is the most important process of a research project. Guthrie (2010) 
mentioned that data collection steps involve setting the boundaries for study and quantitative 
research focuses on the measuring variables.  
The main purpose of this research is to study the performance of the Fiji Government IT 
network using the three operating systems to understand the need for better performance. The 
data to be collected in the real time during peak hours of GOVNET operations. For the results, 
the variables will be constant and consistent for all operating systems. 
The information gathering method in this research was based on literature review and 
experimented data. The literature was from journals, conference papers, books, reports and 
other reputed Internet sources. The first stage of data collection was to find related literature and 
support this research.  The literatures were reviewed to gain knowledge, understanding and 
identifying gaps in the literature.  
For this research there was primary method of collecting data. The first method of data 
collection process is get the data obtained from D-ITG on real (live) network, in this case is Fiji 
Government IT department (ITC). The three operating systems selected for this experiment are 
Windows 7, Windows Server 2008 R2 and Windows Server 2003 R2 as ITC network 
objects. statistics.  
Subjective - individuals interpretation of 
events is important ,e.g., uses participant 
observation, in-depth interviews etc. 
Objective seeks precise measurement & 
analysis of target concepts, e.g., uses 
surveys, questionnaires etc. 
Qualitative data is more 'rich', time 
consuming, and less able to be 
generalized.   
Quantitative data is more efficient, able to 
test hypotheses, but may miss contextual 
detail. 
Researcher tends to become subjectively 
immersed in the subject matter. 
Researcher tends to remain objectively 
separated from the subject matter.  
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architecture is running on Windows Platform. The second method of data collection process is 
obtained from OPNET. The entire network is to be simulated with virtual servers as test bed on 
large network or enterprise network is difficult to setup. It is most cost effective solution and 
has the capability to simulate a wide variety of networking technologies and can model entire 
network which includes switches, router, servers, individual application and protocols and also 
support large range of communication system from single LAN to satellite network. Finally, the 
results gathering will be analysed in Microsoft Excel spreadsheet and line graph will be used to 
display the results.   
3.4 Literature Review Process 
The information gathering is the first stage of this research. Literature reviewing is the principal 
method to understand the research and ideas on how the researchers conducted their studies and 
identify the future research. All the literature was gathered from variety of credible and relevant 
sources such as IEEE conference proceedings, ACM Journals, online Database and credible 
website.  
3.5 Experimental Data Gathering Process 
3.5.1 D-ITG 
The principal data source for this research is from the experiment. The main objective of this 
research is to study the performance difference between virtualised and non-virtualised data 
center of ITC. For this study D-ITG was selected to measure performance testing as it provides 
option for sending greater number of protocols from the traffic generator and also provides the 
best fit results when it was compared with other traffic generators on the current network. The 
Figure 3.1 is a example of the actual TCP script used for D-ITG traffic generator where –a 
[destination address], -rp [destination port], -t [duration], -C [packets per second],  
-c [packet size], -T [protocol type]. 
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Figure 3.1: D-ITG script file. 
 
ITGSend command is use to send the script to generate the traffic from the sender's pc and 
while ITGRecv command runs at the same time to receive the traffic at the receiver's pc and 
store the data. Once the script is generated, ITGDec command is used to decode the data and 
the output is formatted into the text file. This text file data is then entered into Microsoft Excel 
for graphs and these graphs are used in data analysis. The Figure 3.2 shows the decoded results. 
 
 
 
 
 
 
 
 
 
Figure 3.2: Sample D-ITG results. 
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Figure 3.2 the results in red boxes are relevant data that will be used for this research and they 
are average delay (RTT), average jitter and average bit rate (throughput). The average bit rate is 
in Kilobits per second. This amount is converted in Megabits to minimum before a graph is 
created. 
Figure 3.3: Example of Line Graph. 
The line graph in Figure 3.3, x-axis show the mix of packet size in bytes and y-axis shows the 
throughput in Megabits per second (Mbps).  
3.5.2 OPNET  
OPNET Modeler is the tool selected to simulate the virtualised data center of ITC network since 
it has a Graphical User Interface (GUI) and has many options to model a network. The OPNET 
Modeler 16.1 was used to carry out this study. Microsoft Visual Studio 2010 and Microsoft 
Visual Basic C++ were required as a complier to comply the simulator. The OPNET was 
running of Microsoft Windows 7 64-bit operating system. Using OPNET 16.1, ITCs network 
was simulated. The sender and receiver node generated the similar traffic to physical ITC 
network. The servers' configuration files were chosen from the OPNET library, a very similar to 
that of the physical machines used but virtualised. 
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Figure 3.4: ITC network diagram - core design. 
Figure 3.4 shows the ITC's network diagram. Each LAN has a subnet connecting through 
Telecom network.  In orange box is 'Profile Definition' where the user groups such as 
Engineers, E-Commerce, Researches are set for particular applications whereas 'Application 
Definition' in red is use to set attributes such as applications that run on the simulator. The 
applications that can be included are show in Figure 3.5 and OPNET also allows customizing 
the applications that are not in the list. These applications can be set either to light payload or to 
high payload. 
 
  
  
  
   
Figure 3.5: Sample application definition attributes.  
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Once the application definition is done, server attributes are set according to the experiment 
scenarios. There are lots of fields but the relevant attributes are only changed to suit the 
experiment requirement. Figure 3.6 show how to change few server attributes. 
 
 
 
 
 
 
 
 
 
Figure 3.6: Server Attributes in OPNET. 
Each subnet has a network created similar to the physical network containing the number of 
virtual servers and client computers with relevant background traffic on each LAN/WAN. 
Figure 3.7 shows the sample LAN/WAN diagram in OPNET. 
  
 
 
 
 
Figure 3.7: Sample network diagram inside a subnet. 
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After all LAN/WAN are designed and configured accordingly to the physical architecture of 
ITC network with virtualised servers, the network is compiled for errors. If there is no error 
then the sender server/pc is configured to send traffic to a selected receiver node. The receiver 
can be any node on the network as OPNET will populate a drop down list of entire nodes. 
When configuring the sender node two major attributes are configured; Application Destination 
Preference and Application Support Profile. 
The application destination preference allows user to configure the applications to be run on the 
network such as database, http, ftp, voice and video as shown in Figure 3.5 created during 
application definition. Figure 3.8 shows the application destination setting and auto generated 
drop down list to select as a destination node.   
 
 
 
 
 
 
 
 
 
 
 
Figure 3.8: Shows the attributes of Application Destination Preferences and the destination 
node list. 
The application support profile gives the list of profile created in Profile Definition such as user 
groups created mention in Figure 3.4. These profiles are selected as type of traffic assigned to 
particular user group. In Figure 3.9 the profile selected for example is E-Commerce. 
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Figure 3.9: Shows the attributes of Application Support Profile. 
Figure 3.10 shows sample of the different packet size configuration and traffic load on the 
network depending on the demand of the profiles. 
 
Figure 3.10: Shows the packet size specification for point-to-point throughput. 
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The next step is to collect statistics either on the individual objects (object statistic) or the entire 
network (global statistics) to get the performance of the network. Server load is the key 
statistics that captures the performance of the entire network. Figure 3.11 and Figure 3.12 show 
how to select the statistics from the server or the node for individual statistics. 
 
 
 
 
 
 
 
  
 
Figure 3.11: Shows type of statistic that can be chosen from the list for data collecting. 
 
 
 
 
 
 
 
 
Figure 3.12: CPU Utilisation on servers chosen from the list for data collecting options. 
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Once all the required parameters are selected the simulator is run according to the simulation 
time interval. The time interval varies according to the experiments requirements. Figure 3.13 
show the runtime screen of OPNET simulation. After simulation is done the results can be 
obtained according to the server or node the statistic configuration was done. Figure 3.14 show 
the sample result obtained after simulation.  
 
 
 
 
 
  
  
  
Figure 3.13: Shows the runtime screen with progress bar for simulation. 
 
 
 
 
 
 
 
 
Figure 3.14: Example of the result obtained in the graph from simulation showing point-to-
point throughput. 
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3.6 Chapter Summary 
This chapter covers the research question, the method used in this research and data gathering 
process adopted in this study has been presented detailing about D-ITG and OPNET testing. 
The method of this study is an experimental quantitative approach. D-ITG is the network traffic 
generating tool selected as it provided the largest range that was need for this study. OPNET is 
another tool used in this study as the network simulated the virtualised environment of Fiji 
Government IT infrastructure. The primary data source and result will be presented in Microsoft 
Excel spreadsheet and line graph is produced. Next chapter cover the experimental design. 
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CHAPTER 4 
EXPERIMENTAL DESIGN 
This chapter describes the details and procedures of the experiment involved in the design and 
measuring performance. The main aim of this study is to research on the network performance 
of Fiji Government existing IT infrastructure running Microsoft Windows Server 2003, 
Microsoft Windows Server 2008 and Microsoft Windows 7. 
4.1 DITG 
4.1.1 Hardware Specifications  
To have consistency and accuracy on the network performance measurement the sending and 
receiving machine at each LAN/WAN of ITC had the same configuration. Table 4.1 shows the 
hardware specification. The machines were connected to ITC network using Cat5e cable 
keeping in consideration as different switches and routers with different bandwidth on the lease 
lines. Cat5e was considered as it can handle data transfer at 1000 Mbps, is suitable for Gigabit 
Ethernet, and experiences much lower levels of near-end crosstalk (NEXT) than Cat5. 
 
  
 
 
  
 
Table 4.1: Hardware specification for measuring performance using D-ITG. 
Hardware Specifications 
CPU Intel (R )Core 2  Duo  @ 2.4 GHz 
Memory 2 GB  
Onboard Network Interface Card Broadcom NetXtreme Gigabit Ethernet  
 
  
55 
 
4.1.2 Software Specification  
For traffic generator tool Distributed Internet Traffic Generator (D-ITG) v2.6.1 is used. It has 
five components and three of those were used in this research. They are: 
• ITGSend 
• ITGRecv 
• ITGDec 
 
The three operating systems were selected to be experimented on the ITC network. They are all 
Microsoft Windows operating systems as ITC network runs on Microsoft Windows platform. 
The operating systems are: 
• Microsoft Windows Server 2003 R2 Standard 
• Microsoft Windows Server 2008 R2 Standard 
• Microsoft Windows 7 Professional 
 
4.1.3 Network Diagram  
 
 
 
 
 
Figure 4.1: The network diagram setup for D-ITG experiments. 
Figure 4.1 shows the network infrastructure for data collection using D-ITG on the GOVNET. 
The network diagram in Figure 2.3 shows the GOVNET network. The sender machine is hosted 
 
 
ITC Network - GOVNET 
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at Suva (head office) and the receiver machine was configured in all LANs (Suva, Nausori, 
Labasa, Nadi & Lautoka). The sender and receiver machine were connected through Cat5e 
ethernet cable to Cisco Catalyst 2950 series switches. The GOVNET detail diagram is shown in 
Figure 1.4. 
 
4.1.4 Optimal Values for D-ITG 
After conducting some trail runs for the experiments and results gathered the following value 
for the D-ITG test was concluded for the first part of this research. 
Duration  60 seconds 
Packets per second 200000 
Number of flows  60 flows 
Table 4.2: D-ITG test values for a run. 
These combination was chosen based on the trial runs and it gave some stable results as the 
testing was done real time on the live network.  
4.2 OPNET 
For this research the second part of the test is highly dependent on the network simulation 
software OPNET. OPNET is the commercial software which requires license authentication 
unlike others such as NS and OMNET++. However, for the academic purpose OPNET provides 
free license to universities and tertiary institutes, it is known as OPNET University Program. To 
use the OPNET software the free academic license can be applied from the OPNET University 
Program webpage. The applicant has to fill in the application form online by providing the 
information of the supervisor, university or institute and brief about the project. It normally 
takes around 5-10 working days for the process to get a user account and activating the license. 
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4.2.1 Hardware 
The OPNET simulator runs on the laptop with the following hardware specification. 
 
 
 
 
 
Table 4.3: Hardware specification of the laptop running OPNET. 
4.2.2 Software 
The version used for this project is OPNET Modeler Suit version 16.1. This version runs both 
on Windows and Linux platform. The OPNET is installed on Windows 7 Home Edition with 
Service pack 1. The installation has three files which can be downloaded from the OPNET 
support center by logging using the user account. The files are OPNET Modeler 
(modeller_161A_PL1_10834_win.exe), Model Library (models_161A_PL1_05May11_win.exe 
and Documentation (modeller_docs_12_May_2011_win.exe). OPNET requires a compiler to 
successfully run the simulated results. To successfully run the OPNET a complier is needed. 
Microsoft Visual Studio 2010 and Microsoft Visual Basic C++ were installed. 
4.2.3 Compiler Configuration 
The OPNET requires that the compiler to be configured first before OPNET modeler. This is 
very important as the system environment has to be edited for the OPNET to find the compiler 
path. To get the environment variable, windows command prompt is used to get the “Path”, 
Hardware Specifications 
Laptop HP Pavilion dv6 Notebook PC 
Processor Intel(R) Core(TM) i7-2670QM CPU @ 
2.20GHz 
Memory 6 GB 
OS Windows 7 Home Premium SP1 64-bit 
Network adapter Realtek PCIe GBE Family Controller 
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“LIB” and “INCLUDE”. Once the variables are obtained, copy and paste them in the test editor. 
The next process is to edit the environment variable in the advanced setting of the system 
properties. The “Path” variable is created by default by operating system, so simple copy the 
path obtained and paste it while “LIB” and “INCLUDE” variable is created and path added to 
them. Once these three changes are done the compiler is ready to be used.  
The OPNET installation has three files a mentioned earlier. These files had to be installed in 
order for the modeler to run successfully. The order of installation is modeler, library and 
documentation. The files also need to be installed under same folder which is “C:\OPNET”. The 
most important is that the user should have full administrative privileges to all partitions of the 
hard drive as sometimes the license file is created on the other partitions of the hard drive. Due 
to the hardware and operating system being 64bit and OPNET modeler does have a 64bit 
version, but the compiler is 32 bit so as a result, 32 bit version of OPNET to be run under this 
configuration.  
4.2.4 Adding License 
The OPNET university program provides educational license renewal every six months. This 
license is obtained from the OPNET service team. Once the license is obtained it is added 
through OPNET License Manager. The three different licensing management; Standalone, 
Floating and License sever.  
For this research a standalone license mode is used and the license automatically connects to an 
OPNET's licensing server over the Internet. The fastest way to register is the using express 
option. Once the license is registered, it will ask to select the modules required for the test and 
for this study "Modeler + Simulation Runtime Single + Educational use only + Wireless" was 
select with "Flow Analysis". 
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4.2.5 Network Diagram 
 
 
 
 
 
 
Figure 4.2: Labasa Network (LAN 1).           
Figure 4.2 is the simulated Labasa Network that connected via telecom to Suva (head office - 
ITC). 
                             
 
 
 
 
 
Figure 4.3: Nausori Network (LAN 2).              
Figure 4.3 is the simulated Nausori Network that connected via telecom to Suva (head office - 
ITC). 
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Figure 4.4: Lautoka Network (LAN 3). 
Figure 4.4 is the simulated Lautoka Network that connected via telecom to Suva (head office - 
ITC). 
 
 
 
 
 
 
 
Figure 4.5: Nadi Network (LAN 4). 
Figure 4.5 shows the simulated Nadi Network that connects to Suva (head office - ITC). 
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Figure 4.6: Data Center Network.  
Figure 4.6 is the simulated Data Center Network in Suva (head office - ITC) hosting all the Fiji 
Government applications, email, web and DNS services.  
  
 
 
 
 
 
 
Figure 4.7: Suva Network Subnet 1.  
Figure 4.7 is the simulated subnet 1 Network that connected some government departments and 
ministries to Suva (head office - ITC). 
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Figure 4.8: Suva Network Subnet 2.  
Figure 4.7 is the simulated subnet 2 Network that connected other government departments and 
ministries to Suva that are nearer to head office - ITC and on wireless. 
 
 
 
 
 
 
 
Figure 4.9: Suva Network Subnet 3. 
Figure 4.9 is the simulated subnet 3 Network that connecting the rest of the government 
departments and ministries to ITC. 
The network diagrams (Figure 4.2 - 4.9) show each LAN (Labasa, Nausori, Lautoka, Nadi, 
Suva) and sub netting of Suva LAN which has Data Center, Subnet 1, Subnet 2 and Subnet 3. 
All these LANs are connected through Telecom link and subnets are connected to the data 
center through fiber channel.  
 
 
  
63 
 
4.2.6 Optimal Values for OPNET Simulator 
The major values and parameters that were optimized after series of testing for the servers and link were 
are follows: 
 
 
 
Table 4.4: The main parameters for OPNET simulation. 
4.3 Packet Size 
The test will be conducted on the following payload in order to measure the network 
performance. 
 
 
 
 
 
 
Table 4.5: Payload for this research. 
CPU Partitions  4 
Memory 8 GB per partitions 
Operating Systems  Windows Server 2008   
Background Traffic Database, FTP, Email, HTTP, Voice, 
Video  
Background Traffic load 512 bytes 
Traffic Type Heavy, GSM Quality 
Line Utilisation 50% 
Packet Size in Bytes 
128 1024 
256 1152 
384 1280 
512 1344 
640 1408 
768 1536 
896  
  
64 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.10: Represent the network path packets from sender node to receiver node for 
simulation for the virtualised data center.  
Figure 4.10 represents the experiment path. The sender node and receiver node are connected 
through 1Gbps link to floor switch and 1Gbps link to core switch which is connected 100Mpbs 
link to edge router which is connected to 2Mbps through Telecom link to head office (ITC). 
4.4 Chapter Summary 
This chapter covered the experimental design of the simulation network environment for this 
study. The network design included hardware specification, software specification, network 
diagram, and network configuration. The real network was used for the data collecting so end 
nodes used had the same hardware specification for each test. The second part of the experiment 
was conducted on the OPNET where virtualised data center was simulated and optimal values 
were determined. Next chapter presents the analysis of the results from the experiment. 
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CHAPTER 5 
DATA ANALYSIS 
In this chapter the data obtained from this experiment is analysed. The first part of data analysis 
is based on the data gathered from D-ITG on real network (ITC) and the second part of the 
analysis is the data gathered from OPNET simulator. This chapter is necessary as it analyses 
two sets of data to understand the difference in network performance. The results are plotted 
into line and bar graphs.  
5.1 Real Network (D-ITG) Analysis 
The D-ITG analysis is based on the average of five LANs of ITC to product the results. The 
results analysed were on TCP, UDP, DNS (TCP & UDP) and VOIP (G.711.1, G.711.2, 
G.723.1, and G.729.2). The GOVNET could not support the VOIP G.729.3 CODEC. The 
reason to consider DNS traffic was to find out the throughput if efficiency could be improved 
by reducing the Internet traffic and which could increase end-user application performance. The 
data was gathered twice a day (run 1 was at 11am and run 2 was at 3pm) for a week from all 
LANs and the mean value from all data and LANs to plot the graphs. There wasn’t much 
difference on the results between data collected on run 1 and run 2. The delay is round-trip time 
(RTT).  
5.1.1 TCP and UDP Analysis 
This section analysis the TCP and UDP result analysis from the experiment conducted on 
GOVNET network over Windows 7, Windows Server 2003 and Windows Server 2008. The 
analysis covers throughput, delay and jitter as the chosen metric for this research.  
5.1.1.1 Throughput  
Figure 5.1 represents the throughput results of the experiments conducted on operating systems 
implemented on the network employing TCP as the transmission protocol.  
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5.1.1.1.1 TCP Throughput  
 
Figure 5.1: TCP throughput of operating systems on Real Network. 
The following is the analysis of throughput results for the operating systems used for the TCP 
throughput: 
• For Windows Server 2008 TCP throughput increases as the packet size increased 
reaching the peck performance at 1280 bytes. 
• At the smallest packet size 128 bytes, Windows Server 2008 has the lowest throughput; 
Windows 7 has the highest throughput with a different of 15%. Windows Server 2003 
had a slightly gained the performance over Windows Server 2008 at packet size 128 
bytes. 
• At packet size 256 bytes Windows Server 2003 out performance all the operating 
systems with difference of 9% and Windows Server 2008 and Windows 7 were almost 
the same. However, Windows 7 performance decreased.  
• At packet size 768 bytes Windows 7 performance dropped with the difference of 9% 
compared to other operating system and Windows Server 2008 is achieving high 
performance. 
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• From 896 bytes to 1024 bytes Windows 7 and Windows Server 2003 has reached their 
highest level of performance but slightly low than Windows Server 2008. 
• From 1024 bytes - 1280 bytes there is been dramatically drop in performance of 
Windows Server 2003 of round 50%. Windows Server 2008 has the highest 
performance at packet size 1280 bytes and started to drop at packet size 1344 bytes. 
• At packet size 1344 bytes Windows Server 2003 performance increased but Windows 
Server 2008 and Windows 7 had the higher performance. At packet size 1408 bytes 
Windows Server 2003 performance dropped whereas Windows Server 2008 and 
Windows 7 performance increased slightly compared at 1344 bytes. 
• At packet size 1536 bytes Windows Server 2008 and Windows7 performance decreased 
and Windows Server 2003 increase, resulting in similar performance but Windows 
Server 2008 outperformed other operating systems. 
 
5.1.1.1.2 UDP Throughput  
Figure 5.2: UDP throughput for operating systems on Real Network. 
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The following is the analysis of throughput results for the operating systems used for the UDP 
throughput: 
• At lowest packet size 128 bytes Windows Server 2008 slightly higher performance than 
other two operating systems and Windows Server 2003 was the lowest with 1.4Mbps.  
• Windows 7 has the lowest performance at packet size 256 bytes whereas Windows 
Server 2003 outperformed the others gaining performance by 36%. 
• At packet size 384 bytes both Windows Server 2008 and Windows Server 2003 
performance dropped while Windows 7 performance increased resulting in similar 
performance of around 2.5Mbps by all operating systems. 
• From packet size 512 bytes to 1024 bytes Windows Server 2008 slightly outperformed 
other operating system while at packet size 896 bytes Windows Server 2003 produced 
the lowest throughput of 5.3Mbps. 
• At packet size 768 bytes the performance of the all operating systems increase and 
produced almost same throughput of 5.69Mbps. 
• Windows Server 2003 however at packet size 896 bytes performance dropped by 8% 
where as other operating systems performance increases. 
• From packet size 768 bytes and onwards Windows Server 2008 performance gradually 
increasing reaching the highest of 11.13Mbps at 1344 bytes. 
• From packet size 768 bytes and onwards Windows 7 performance gradually increasing 
reaching the highest of 10.39Mbps at 1408 bytes. 
• From packet size 1024 bytes Windows Server 2003 performance also gradually 
increased but was lower compared to the other two operating systems.  
•  After 1408 bytes the all operating systems performance slightly dropped and Windows 
Server 2008 producing highest throughput of 10.87Mbps. 
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5.1.1.1.3 Compare TCP vs. UDP Throughput on Real Network 
Figure 5.3: Compares TCP & UDP throughput for operating systems on Real Network. 
• In comparison between TCP & UDP throughput, TCP's performance is much higher 
than the UDP. The some reasons could be that the packets are coming in faster than they 
can be processed or multicast traffic; UDP can be multi-casted to multiple hosts whereas 
TCP cannot do this at all 
• At the lowest frame size 128 bytes, TCP performance differences an average of around 
30% higher than UDP. 
• At packet size 256 bytes Windows 7 performance dropped in both TCP throughput and 
UDP throughput. 
• For UDP there is a gradual increase of performance for all operating systems but with 
TCP on only Windows Server 2008 has a gradual increase in performance. 
• Windows Server 2008 in both TCP and UDP outperformed other operating system. 
• TCP's highest performance was at packet size 1280 bytes of 44.13Mbps and UDP's was 
at packet size 1344 bytes of 11.13Mbps.  
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5.1.1.2 DNS Throughput  
5.1.1.2.1 DNS TCP Throughput  
Figure 5.4: DNS TCP throughput for operating systems on Real Network. 
The following list is the analysis of the throughput results for all of the operating systems on 
DNS TCP traffic presented in Figure 5.3 above:  
• Windows Server 2003 started lowest at packet size 128 bytes of 0.062Mbps. Windows 7 
produced the highest performance at the lowest frame size. 
• At packet size 256 bytes Windows Server 2008 dropped slightly but had the similar 
performance with others.  
• Windows 7 reached the highest performance of 0.065Mbps at packet size 384 bytes for 
DNS TCP throughput. 
• Windows Server 2008 performance was low with the differnce by 1% at packet size 384 
bytes.  
• Windows 7  performanced dropped between 512 bytes and 640 bytes and at packet size 
640 bytes Windows 7 was outperformance by other operating system. 
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• At packet size 768 bytes Windows 7 outperformance all operating systems and 
Windows Server 2008 yielded the lowest at packe stze 768 bytes. 
• Windows Server 2008 at packet size 896 bytes gained performance and outperformed all 
operating system. 
• At packet size 1024 bytes Windows 7 dropped producing 8% difference while other 
dropped but not that much.  
• From packet size 1024 bytes to 1280 bytes Windows Server 2003 declined and after 
1344 bytes it increased reaching maximum throughput for DNS TCP at packet size 1536 
bytes. 
• Windows 7 performance incleased at packct size 1152 bytes and grudally decrease til 
packe size 1408 bytes.  
• At packet size 1536 bytes performance slightly increased for all operating systems and 
Windows Server 2008 had highest increased from packet size 1408 bytes of 7%. 
• Windows Server 2008 has better performance over other operating systems from 896 
bytes with slight fluctuation until 1344 bytes and dropping in performance at 1408 
bytes.  
• At packet size 1536 bytes Windows Server 2008's performance increase but Windows 
Server 2003 outperformed all. 
• Overall Windows Server 2003 produces uniform throughput producing an average of 
0.063Mbps across the different packet size. 
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5.1.1.2.2 DNS UDP Throughput  
 
Figure 5.5: DNS UDP throughput for operating systems on Real Network. 
The following is the analysis of throughput results for the operating systems used for the DNS 
UDP throughput: 
• There was not much difference in the behavior of all the operating systems tested. 
Window Server 2003 has highs and lows while other operating systems were in 
between. 
• At packet size 128 bytes Windows Server 2008 performance was lowest while Windows 
Server 2003 gained performance by 1%.All the operating systems almost had similar 
performance of 0.0635Mbps at packet size 256 bytes. 
• Windows Server 2003 performed the highest at packet size 384 bytes of 0.065Mbps 
whereas Windows Server 2008 had a slight increase from 256 bytes and Windows 7 
dropped to 0.063Mpbs. 
• While other operating systems performance increased at packet size 512 byte, Windows 
Server 2003 declined and it further declined at packet size 640 bytes. 
• Windows Server 2008 performance also declined at packet size 640 bytes but 
outperformed others of 0.062Mbps. From packet size 640 bytes to 896 bytes Windows 7 
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ran low performance and Windows Server 2008 gradually increase to maintain 
performance. 
• From packet size 869 bytes to 1280 bytes Windows 7 and Windows Server 2008 
performance dropped constantly while Windows Server 2003 had series of increase and 
decrease. 
• After packet size 1152 bytes Windows Server 2008 performance increased and 
outperformed all operating systems while Windows Server 2003 had dropped in 
performance until packet size 1408 bytes. 
• Windows 7 at packet size 1344 bytes performance increase but dropped at packet size 
1408 bytes and was the lowest performing operating system at packet size 1536 bytes. 
• At packet size 1536 bytes Windows Server 2008 outperformed Windows Server 2003 
by 0.4% and Windows 7 by almost 1%.    
 
5.1.1.2.3 Compare DNS TCP vs. DNS UDP Throughput on Real Network 
 
Figure 5.6: Compares DNS TCP & UDP throughput for operating systems on Real Network. 
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In comparison between DNS TCP and DNS UDP throughput both had similar performance. 
• From packets size 128 bytes to 384 bytes the performance is similar for both DNS UDP 
and DNS TCP performance. 
• Windows 7 has the similar performance for both DNS UCP and DNS TCP until 896 
bytes but at packet size 1024 Windows 7 DNS TCP has the least performance. 
• After 1152 bytes packet size Windows 7 had similar performance. 
• Window Server 2008 tested under DNS UDP traffic performance was constant with 
little fluctuation of low and high of around 0.5 %. 
• Over all DNS TCP has slightly low performance than DNS UDP throughput.  
 
5.1.1.3 Jitter  
5.1.1.3.1 TCP Jitter  
Figure 5.7 below shows TCP jitter of operating systems with packet sizes range from 128 bytes 
to 1536 bytes.  
Figure 5.7: TCP Jitter on operating systems on Real Network. 
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• Between packet sizes 128 bytes to 640 bytes all the operating system produced similar 
jitter value, but at packet size 512 Windows Server 2008 was slightly high. 
• Windows Server 2003 created the highest values in terms of jitter at packet size 768 
bytes. 
• Windows 7 produced the lowest jitter throughout the test reaching its highest at packet 
size 1536 bytes. 
• Windows Server 2008 had the similar result as Windows 7 but increased from 1344 
bytes to 1408 bytes.  
• At packet size 896 bytes to 1280 bytes Windows Server 2008 has a series of high and 
lows while Windows 7 and Windows Server 2003 had similar jitter. 
• At packet size 1536 bytes Windows 7 produced the highest jitter. 
 
5.1.1.3.2 UDP Jitter  
Figure 5.8 below shows line chart of UDP jitter with different packet size range from 128 bytes 
to 1536 bytes.  
Figure 5.8: UDP Jitter on operating systems on Real Network. 
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• At packet size of 128 bytes Windows Server 2003 has the highest jitter in comparison 
with other operating systems. 
• Windows 7 has the highest jitter value at the packet size 256 bytes while Windows 
Server 2003 and Windows Server 2008 started declining until packet size 640 bytes. 
• Windows 7 had high and lows until packet size 640 bytes and from packet size 768 
bytes to 1536 bytes the jitter value is similar for all operating systems. 
 
5.1.1.3.3 Compare TCP vs. UDP Jitter on Real Network 
Figure 5.9 below compares TCP & UDP jitter of operating systems with packet sizes range 
from 128 bytes to 1536 bytes.  
Figure 5.9: Compares TCP & UDP jitter for operating systems on Real Network. 
• At packet size 128 bytes UDP jitter is high of Windows Server 2003 while rest is around 
4.3 seconds. 
• At an average Windows Server 2008 on TCP has the highest jitter value while Windows 
Server 2008 on UDP yields lowest. 
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• Between packet sizes 384 bytes to 1536 bytes TCP jitter is high compared to UDP jitter 
value. 
• At packet size 768 bytes TCP jitter is around 40% higher UDP jitter. 
• Almost all the operating systems test under TCP & UDP produced the similar value for 
jitter at packet size 1536 bytes. 
 
5.1.1.3.4 DNS TCP Jitter  
Figure 5.10 below shows line chart of DNS TCP jitter with different packet size range from 128 
bytes to 1536 bytes. 
Figure 5.10: DNS TCP Jitter on operating systems on Real Network. 
• At packet size 128 byes the jitter value for DNS TCP traffic Windows Server 2003 was 
at 0.038 seconds while Windows Server 2008 has around 0.002 seconds. 
• Windows 7 and Windows Server 2008 from packet size 128 bytes to 512 bytes produced 
similar jitter value whereas Windows 2003 at packet size 768 bytes reached the highest 
value, increase of about 64%. 
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• Windows 7 also increased at packet size 768 bytes of about 63% and had series of high 
and low until packet size 1344 bytes. 
• Windows Server 2008 produced lowest jitter value from packet size 768 bytes to 1024 
bytes. 
• From packet size 1152 bytes to packet size 1536 bytes Windows Server 2003 yield low 
jitter.  
 
5.1.1.3.5 DNS UDP Jitter  
Figure 5.11 below shows line chart of DNS UDP jitter with different packet size range from 
128 bytes to 1536 bytes. 
Figure 5.11: DNS UDP Jitter on operating systems on Real Network. 
• At smallest packet size 128 bytes Windows 7 has the lowest with Windows Sever 2003 
and had difference of 19% from high of Windows Server 2008. 
• Windows Server 2008 and Windows 7 had the similar jitter value from packet size 512 
bytes to 640 bytes around 2ms.  
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• At packet size 256 bytes Windows Server 2003 has the highest jitter value of 11.57ms 
and dropped at packet size 384 bytes to almost 3ms.  
• Between packet sizes 384 bytes and 768 bytes all the operating systems test on real 
network produced similar jitter value around 2ms. 
• Windows Server 2003 had high and lows producing up to 9ms jitter at packet size 896 
bytes and 1280 bytes.  
• From packet size 768 bytes to 1024 bytes Windows 7 jitter had increase to 6.33ms and 
declined until packet size 1536 bytes. 
• Windows Server 2008 from packet size 512 bytes to 768 bytes had slight increase at 
packet size 1024 bytes of 4.8ms than dropped from at packet size 1152 bytes to 1536 
bytes produced lowest jitter of 1.22ms. 
 
5.1.1.3.6 Compare DNS TCP vs. DNS UDP Jitter  
Figure 5.12 below compares DNS TCP & UDP jitter of operating systems with packet sizes 
range from 128 bytes to 1536 bytes.  
Figure 5.12: Compares DNS TCP & UDP Jitter on operating systems on Real Network. 
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• Windows Server 2008 with DNS TCP produced at an average of around 2.5ms of jitter 
value compared to other operating systems. 
• Windows server 2003 on UDP traffic produced the highest jitter value of 11.57ms at 
packet size 256 bytes while Windows server 2008 on TCP traffic has the lowest jitter. 
• Overall the jitter value is for DNS UDP & DNS TCP at some extend had the similar 
outcome but DNS TCP has less jitter. 
5.1.1.4 Delay 
5.1.1.4.1 TCP Delay 
Figure 5.13 below compares TCP delay of operating systems with packet sizes range from 128 
bytes to 1536 bytes. 
Figure 5.13: TCP delay for operating systems on Real Network. 
• Windows Server 2003 had a constant delay of around 5 seconds from packet size 128 
bytes to 1536 bytes. 
• Windows Server 2008 had delay of around 8.3 seconds from packet size 128 bytes to 
896 bytes. 
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• At packet size 1024 bytes Windows Server 2008 delay increased to almost 9 seconds 
and Windows 7 delay decreased to below 5 seconds. 
• At packet size 1152 bytes Windows 7 delay increase to 8.7 seconds and remained at 
similar delay until packet size 1536 bytes. 
• Windows Sever 2008 has 4.82 seconds delay and increase from packet size 1344 bytes 
to 1536 bytes. 
 
5.1.1.4.2 UDP Delay 
Figure 5.14 below compares UDP delay of operating systems with packet sizes range from 128 
bytes to 1536 bytes. 
Figure 5.14: UDP delay for operating systems on Real Network. 
• At the packet size 128 bytes Windows Server 2003 has the similar delay of around 
8962ms. 
• At packet size 256 bytes Windows 7 reached the highest delay of 9119ms and dropping 
down to 8271ms at packet size 384 bytes. 
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• All the operating systems had the similar delays dropping to 7989ms at packet size 640 
bytes. 
• From packet size 768 bytes to 1024 bytes Windows Server 2003 recorded the highest 
delay in contrast to other operating system, while Windows 7 has least delay of 8388ms 
at packet size 896 bytes. 
• At packet size 1536 bytes there was a slightly increase and Windows 7 had highest 
delay of 9641ms. 
 
5.1.1.4.3 Compare TCP vs. UDP Delay 
Figure 5.15 below compares TCP & UDP delay of operating systems with packet sizes range 
from 128 bytes to 1536 bytes.  
Figure 5.15: Compares TCP & UDP delay for operating systems on Real Network. 
• UDP resulted higher delay compared to TCP results. 
• Windows Server 2003 has the lowest and consistent delay across all packet size with 
TCP traffic. 
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• Windows 7 reached the highest delay of 9596ms with UDP traffic at packet size 896 
bytes while TCP traffic on Windows 7 at packet size 1024 bytes dropped to around 
4830ms.  
• At packet size 1280 bytes Windows Server 2008 has also yielded low delay of 4830ms. 
 
5.1.1.4.4 DNS TCP Delay 
Figure 5.16: DNS TCP delay for operating systems on Real Network. 
Figure 5.16 below shows the DNS TCP delay of operating systems with packet sizes range from 
128 bytes to 1536 bytes.  
• At packet size 128 bytes Windows 7 has the highest delay of around 7600ms while 
Windows Server 2008 has 7384ms delay . 
• From packet size 384 bytes to 512 bytes Windows Server 2003 had increase in delay of 
about 0.1% while Windows Server 2008 had slight increase and Windows 7 produced 
7500ms delay. 
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• After packet size 1344 bytes Window 7 had increase in delay while Windows Server 
2008 had a decline in delay and Window Server 2003 at packet size 1408 bytes to 
packet size 1536 bytes increased. 
• Overall all operating system did not have significant difference in delay throughout the 
test ranging from 7200ms to 7677ms. 
 
5.1.1.4.5 DNS UDP Delay 
Figure 5.17: DNS UDP delay for operating systems on Real Network. 
Figure 5.17 below shows the DNS UDP delay of operating systems with packet sizes range 
from 128 bytes to 1536 bytes.  
• At packet size 128 bytes there is the highest delay of around 7500ms seconds by all 
operating systems. 
• From packet size 384 bytes to 640 bytes all operating systems had decrease in delay of 
about 0.1% while others had the similar value and again at packet size 1152 bytes 
Windows 7 increased a little bit. 
• At packet size 1344 bytes Windows Server 2003 delay raised 0.2% and Windows 7 also 
produced more delay an increase of .014%.  
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• Overall all operating system had similar delay throughout the test declined while 
Windows Server 2008 result produced less delay compared to other operating systems. 
 
5.1.1.4.6 Compare DNS TCP vs. DNS UDP Delay on Real Network 
Figure 5.18: Compare DNS UDP and DNS TCP delay for operating systems on Real Network. 
Figure 5.18 below compares DNS TCP & DNS UDP delay of operating systems with packet 
sizes range from 128 bytes to 1536 bytes.  
• According to the graph in Figure 5.18 both DNS TCP and DNS UDP produced the 
similar delay  
• At packet size 384 byte, 512 bytes and 640 bytes DNS TCP traffic on Windows 7 
recorded the highest of around 7500ms. 
• The maximum delay was at packet size 256 bytes obtained by Windows Server 2003 on 
DNS TCP traffic of 7677ms and minimum delay of 7084ms was at packet size 1408 
bytes obtained on UDP traffic by Windows Server 2008. 
• At packet size 1536 bytes all the operating system delay increased except for Windows 
Server 2008 on DNS TCP traffic which decreased. 
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• Both DNS TCP & DNS UDP delay declined as packet size inclined although some 
operating systems delay fluctuated. 
   
5.1.1.5 VOIP 
This section presents the throughput results for all Voice over IP CODEC involved in this study 
from the experiments conducted on GOVNET network. Figure 5.19 below presents the VoIP 
throughput results from experiments conducted on various operating systems implemented on a 
network. 
5.1.1.5.1 VoIP Throughput 
Figure 5.19: VoIP throughput on Real Network. 
• Based on the graph in Figure 5.19, it can be said that G.711.2 CODEC Windows Server 
2008 yielded the highest throughput by 1% however it is slightly higher than Windows 7 
and Windows Server 2003. 
• VoIP G.729.2 had the second highest throughput where Windows 7 amongst other 
operating system recorded the highest while Windows Server 2008 and Windows Server 
2003 were 1% lower throughput. 
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• The lowest throughput was recorded by G.711.1 where Windows Server 2008 
outperforming other operating systems traffic of around 0.242 Mbps. Windows Server 
2003 outperformed the other operating systems with G.723.1 traffic by almost 1% 
producing of 0.356Mbps throughput. 
• In G.711.1 and G.711.2 Windows Server 2008 had the highest throughput over 
Windows 7 and Windows Server 2003 while in G.723.1 Windows Server 2003 had 
outperformed others. 
• G.711.2 compare to G.711.1 has 4% difference in performance and around 3% and 2% 
performance difference with G.723.1 and G.729.2. 
 
5.1.1.5.2 VoIP Jitter 
Figure 5.20 below presents the VoIP jitter results from experiments conducted on various 
operating systems implemented on a network. 
 
Figure 5.20: VoIP Jitter on Real Network. 
• The VoIP CODEC G.711.1 generated the highest jitter value and Windows Server 2008 
generated 3% more jitter compared to Windows 7 and 6% to Windows Server 2003. 
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• The VoIP CODEC G.711.2 yielded 40% less jitter value and Windows Server 2008 had 
reached the highest value while Windows 7 at lowest. 
• Based on the graph presented in Figure 5.17 G.723.1 generated jitter value of 15.82ms 
produced by Windows Server 2008 and Windows Server 2003 and Windows 7 having 
similar jitter of little over 13ms. 
• Overall it can be said that Windows Server 2008 generated highest jitter value in 
G.711.1, G.711.2 and G.723.1 VoIP CODEC generated for this study while Windows 
Server 2003 at G.729.2 VoIP CODEC had the highest jitter compared to other operating 
systems.   
• At G.729.2 the jitter value was record lowest amongst the VoIP CODEC tested below 
4ms where Windows Server 2003 generated highest jitter of 4.52ms. 
 
5.1.1.5.3 VoIP Delay 
 
Figure 5.21: VoIP Delay on Real Network. 
Figure 5.21 below presents the VoIP delay results from experiments conducted on various 
operating systems implemented on a network. 
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• Windows Server 2003 generated lowest delay on G.711.1 and G.723.1 VoIP CODEC 
whereas Windows Server 2008 had slightly higher delay to Windows Server 2003 on 
G.711.1. 
• At G.711.2 Windows Server 2003 recorded highest delay of almost 9288ms while 
Windows 7 had 9038ms delay. 
• The graph in Figure 5.18 on the VoIP G.723.1 CODEC had the lowest delay amongst all 
operating systems of around 7684 seconds where Windows Server 2003 produced the 
lowest delay. 
• At G.729.2 CODEC recorded the highest delay of over 11 seconds where Windows 
Server 2003 at the 1121ms. 
 
5.2 Simulated Network (OPNET) Analysis 
The OPNET analysis is based on five LANs to produce the results. The results analysed were 
on throughput and delay for this study. For each run the time simulated data transfer was run for 
each trace and maximum rate in that time was plotted. 
5.2.1 Throughput 
In OPNET simulation, Suva (Head Office) generated all the traffic (sender) to the LANs where 
each LAN had a receiving node with OPNET parameters list in Table 4.4.  
5.2.1.1 Throughput between Suva node and Labasa node  
This scenario simulates the network link between Suva and Labasa with different packet sizes 
sent from sender node in Suva to receiver node in Labasa. Figure 5.22 show the throughput 
between sender node at Suva and receiver node at Labasa with 30 seconds, 60 seconds, 1800 
seconds and 3600 seconds simulation durations. 
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Figure 5.22: Throughput between Suva node and Labasa node. 
• The smallest packet size tested in this study was 128 bytes. Duration of 30 seconds 
simulation the throughput generated was 14Mpbs and at 3600 seconds there was an 
increase of 24% in throughput. 
• At the duration of 30 seconds the maximum throughput was 103Mbps at packet size 
1536 bytes whereas at duration 3600 seconds the highest throughput reached was 
292Mbps. At an average there was almost constant increment of around 23% between 
packet sizes. 
• From packet size 384 bytes to 1280 bytes the difference in performance was around 
18% between simulation duration of 60 seconds and 1800 seconds. 
• At 1800 seconds simulation duration and at 3600 seconds duration the performance 
difference was between 10% - 14%. The 12% difference was between packet size 384 
bytes to 1344 bytes. 
• The performance different of smallest duration to the largest duration is about 48% gain 
at packet size 1536 bytes and at packet size 1152 bytes the difference is 50%.  
Simulated Network Throughput from Suva to Labasa 
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• At an average as simulation duration increase the performance gain at each level is 
between 8% - 10%. 
• Basically the throughput increases as the packet size increased and also the duration of 
simulation increase as expected of the OPNET simulator. 
5.2.1.2 Throughput between Suva node and Nausori node 
This scenario simulates the network link between Suva and Nausori with different packet sizes 
sent from sender node in Suva to receiver node in Nausori. Figure 5.23 show the throughput 
between Suva node and Nausori node with 30 seconds, 60 seconds, 1800 seconds and 3600 
seconds simulation durations. 
Figure 5.23: Throughput between Suva node and Nausori node. 
• At packet size 128 bytes the 30 seconds simulation produced 15.46Mbps throughput 
while at 3600 seconds simulation 43.06Mbps throughput was produced. 
• On 30 seconds simulation at packet size 1536 bytes maximum throughput was 
109Mbps, on 60 seconds simulation throughput gained was 167.77Mbps, at simulation 
time 1800 second throughput reached 246.39Mbps and at 3600 seconds produced 
310Mbps throughput.  
Simulated Network Throughput from Suva to Nausori 
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• The throughput increased as the packet size increased and also increase as simulation 
duration increased. 
5.2.1.3 Throughput between Suva node and Lautoka node 
This scenario simulates the network link between Suva and Lautoka with different packet sizes 
sent from sender node in Suva to receiver node in Lautoka. Figure 5.24 show the throughput on 
30 seconds, 60 seconds, 1800 seconds and 3600 seconds simulation durations. 
Figure 5.24: Throughput between Suva node and Lautoka node. 
• At packet size 128 bytes the 30 seconds simulation produced 16.2298Mbps throughput 
while at 3600 seconds simulation 46.5374Mbps throughput was produced. 
• On 30 seconds simulation at packet size 1536 bytes maximum throughput was 
114.46Mbps, on 60 seconds simulation throughput gained was 182.351Mbps, at 
simulation time 1800 second throughput reached 258.80Mbps and at 3600 seconds 
produced 331.48Mbps throughput.  
• The throughput increased as the packet size increased and also increase as simulation 
duration increased.  
Simulated Network Throughput from Suva to Lautoka 
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• At an average the increment 18% - 22% between 60 seconds and 1800 seconds 
simulation. 
 
5.2.1.4 Throughput between Suva node and Nadi node 
This scenario simulates the network link between Suva and Nadi with different packet sizes sent 
from sender node in Suva to receiver node in Nadi. Figure 5.25 show the throughput on 30 
seconds, 60 seconds, 1800 seconds and 3600 seconds simulation durations. 
Figure 5.25: Throughput between Suva node and Nadi node. 
• At packet size 128 bytes the 30 seconds simulation produced 17.548Mbps throughput 
while at 3600 seconds simulation 49.978Mbps throughput was produced. 
• On 30 seconds simulation at packet size 1536 bytes maximum throughput was 
124.67Mbps, on 60 seconds simulation throughput gained was 191.87Mbps, at 
simulation time 1800 second throughput reached 279.96Mbps and at 3600 seconds 
produced 363.29Mbps throughput.  
• At an average the increment 48% - 50% between 30 seconds and 3600 seconds 
simulation. 
Simulated Network Throughput from Suva to Nadi 
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• At an average as simulation duration increase the performance gain at each level is 
between 15% - 20%. 
5.2.1.5 Throughput between Suva LAN 
This scenario simulates the network link between Suva with different packet sizes sent from 
sender and receiver node in Suva. Figure 5.26 show the throughput on 30 seconds, 60 seconds, 
1800 seconds and 3600 seconds simulation durations. 
Figure 5.26: Throughput on Suva LAN. 
• The smallest packet size tested in this study was 128 bytes. Duration of 30 seconds 
simulation the throughput generated was 20.21Mpbs and at 3600 seconds there was an 
increase of 32% in throughput. 
• At the duration of 30 seconds the maximum throughput was 141.69Mbps at packet size 
1536 bytes whereas at duration 3600 seconds the highest throughput reached was 
397.83Mbps. At an average there was almost constant increment of around 22% 
between packet sizes. 
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• At 1800 seconds simulation duration and at 3600 seconds duration the performance 
difference of around 12%. At an average as simulation duration increase the 
performance gain at each level is between 12% - 18%. 
• Basically the throughput increases as the packet size increased and also the duration of 
simulation increase. 
5.2.1.5 Compares throughput according to duration of simulation  
The simulation produced for each LAN differs due to the different bandwidth on Telecom link, 
normal network overhead and external performance limiters. The collisions on transmissions 
may have affected the difference in throughput and also network transaction involves a number 
of different hardware and software layers. 
Figure 5.27 to Figure 5.30 represent the throughput simulated at 30 seconds, 60 seconds, 1800 
seconds and 3600 seconds duration for each LAN. 
 
Figure 5.27: Throughput at 30 seconds. 
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Figure 5.28 Throughput at 60 seconds. 
 
Figure 5.29: Throughput at 1800 seconds. 
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Figure 5.30 Throughput at 3600 seconds. 
 
• At smallest packet size of 128 byte Labasa LAN recorded the lowest throughput 
whereas Suva LAN had the highest. 
• At 30 seconds duration the maximum throughput gained was by Suva LAN at packet 
size 1536 bytes of 141.687Mbps. 
• Between highest performing LAN (SUVA) and lowest performing LAN (Labasa) at an 
average the difference is of 17%. 
• The maximum throughput was recorded at 3600 seconds simulation of 397.83Mbps with 
Suva LAN. The second best performance was with Nadi LAN of an average of 7% 
lower. Nadi and Lautoka the difference in performance is of 4% while Labasa and 
Nausori both having 2% lower performances compared to Lautoka. 
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5.2.2 Delay 
This section analyses the delay obtained while running the network in OPNET simulator. Figure  
5.31 show the delay amongst the LAN at 30 seconds simulation. 
5.2.2.1 30 Seconds Delay 
Figure 5.31: Delay at 30 seconds simluation in the network. 
• Suva LAN produced the lowest delay across the network. At packet size 128 bytes the 
delay is 1.645ms. 
• Between packet size 128 bytes and 896 bytes the delay was similar for Suva LAN and 
had a slight increase in delay until packet size 1152 bytes. From packet size 1280 bytes 
to 1536 bytes the delay had  increased reaching upto 10ms. 
• Nadi also produced less delay with low of 3.59ms and high of 17.979ms with a 
exponential trend with slight variation at packet size 1344 bytes. 
• Lautoka and Nausori yielded similar delay from packet size 128 bytes to 1152 bytes but 
from packet size 1280 Nausori LAN produced higher delay of 27.46ms 
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• Overall Labasa LAN produced the highest delay throughout the test at 30s simulation. 
From packet size 128 bytes to 512 bytes produced slightly similar to Lautoka & Nausori 
values but increased in delay reaching all time high of 31.83ms.    
5.2.2.2 60 Seconds Delay 
Figure  5.32 show the delay amongst the LAN at 60 seconds simulation obtained during the test. 
Figure 5.32: Delay at 60 seconds simluation in the network. 
• At packet size 128 bytes all the LAN had the similar delay but as packet size increased 
Labasa LAN delay significantly increase while Suva LAN constantly produced low 
delay. 
• From packet size 128 bytes to 640 bytes Nadi, Lautoka and Nausori had the similar 
delay an average of 4ms. 
• From packet size 1024 bytes Nadi had a slight decrease in delay and Suva had increase 
in delay however, Suva produced the least delay of 10ms at packet size 1536 bytes. 
• From packet size 896 bytes Nadi and Nausori had an exponential increase reaching high 
of almost 30ms delay. 
• Labasa produced 56% increase in delay compared to low producing delay LAN Suva.   
  
100 
 
 
5.2.2.3 1800 Seconds Delay 
Figure 5.33 show the delay amongst the LAN at 1800 seconds simulation obtained during the 
test. 
Figure 5.33: Delay at 1800 seconds simluation in the network. 
• Generally the delay at all LAN is exponential having gradual increase. From packet size 
128 bytes to 1024 bytes the average difference is about 3ms between LANs. 
• Labasa LAN had the highest delay of 105.79ms at packet size 1536 bytes and Suva 
LAN had lowest of 14.55ms difference of 76%. 
• Packets size 1280 bytes and 1344 bytes Lautoka and Nadi produces the similar delay. 
Labasa LAN recorded the highest delay of 105.79ms and Nausori reaching over 80ms. 
• Suva LAN produces the lowest overall constant delay from packet size 128 bytes til 
1152 bytes. 
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5.2.2.4 3600 Seconds Delay 
The Figure  5.34 show the delay amongst the LAN at 3600 seconds simulation obtained during 
the test. 
Figure 5.34: Delay at 3600 seconds simluation in the network. 
• At the smalled packet size 128 bytes Suva LAN has the lowest delay of 3ms and Labasa 
LAN has the highest delay of 21.59ms. 
• As the packet size increase from 128 bytes to 1536 bytes the delay increases and Labasa 
network reaches the delay of 102.55ms. 
• Suva LAN produces the lowest delay at packet size 1536 bytes of 21.59ms with 
difference 66%  compared with Labasa LAN. 
• Overall Labasa and Nausori yielded higher delay and from packet size 384 bytes Labasa 
network delay increased dramatically. Suva, Nadi and Lautoka has average difference in 
delay of 30% amongst them. 
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5.2.3 CPU Utilisation 
5.2.3.1 Real Network Average CPU Utilisation on UDP and TCP 
The CPU utilisation on Real Network was measured on the sender node which sent the D-ITG 
traffic to receiver node. 
Figure 5.35: Real Network Average CPU utilisation on UDP and TCP protocol. 
• The lowest average CPU utilisation on Fiji Government IT network on UDP protocol is 
obtained by Windows 7 of 5.28%.  
• On UDP protocol Windows Server 2003 utilised most CPU of 5.68%. 
• TCP protocol uses more CPU compared to UDP protocol high CPU usage at an average 
of 8.7%.   
• Windows Server 2008 on real network under TCP traffic utilised more CPU of average 
of 8.93% where Window 7 utilises 8.53%. 
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5.2.3.2 Real Network Average CPU Utilisation 
Figure 5.36: Real Network VoIP CODEC Average CPU.  
• At VoIP CODEC on Fiji Government IT network CPU usage varied between CODEC. 
• At G.711.1 Windows Server 2003 uses around 14% of CPU while Windows 7 used 
lowest CPU of 12%. 
• Windows 7 on VoIP CODEC G.711.2 utilised highest average CPU on GOVNET of 
16% and least usage was by Windows Server 2003 of around 7% while Windows Server 
2008 used 12% of the CPU. 
• VoIP CODEC G.723.1 Windows Server 2003 CPU utilisation on average across the 
network is 15% whereas Windows Server 2008 yield only 6% CPU and Windows 7 
used around 9%. 
• The Government network on VoIP CODEC G.729.2 Windows Server 2003 had the 
lowest average CPU utilisation of 6% across VoIP testing. Windows 7 used the most 
amount of CPU of 14%.     
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5.2.3.3 Simulated Network Average CPU Utilisation 
The large-scale network was implemented on four servers therefore the results of the CPU 
utilisation is an average of the servers that were used. 
 
Figure 5.37: Simulated Network Average CPU utilisation. 
• At packet size 128 bytes Nadi servers produces the lowest average CPU utilisation of 19% while 
highest was of 34% obtained by Lautoka servers. 
• Labasa servers and Nausori servers overall produced the lowest CPU utilisation at an average of 
25% 
• From packet size 256 bytes until 768 bytes Suva servers yield highest CPU utilisation of 35% 
and constant drop in utilisation to 24% at packet size 1280.   
• Nadi servers used CPU in between 25% to 30% having 30% at packet size 512 bytes.  
• Nausori servers an average used 25% of CPU from packet size 256 bytes to 768 bytes 
and dropped to 20% CPU utilisation from packet size 1344 bytes to 1408 bytes and 
reaching its highest of 27% CPU utilisation. 
 
 
  
105 
 
5.4 Chapter Summary  
In this chapter, the analysis of the experimental results of this study has been presented in both 
line and column graphs.  These analyses the performance of ITC network based on three 
operating systems (Windows Server 2008, Windows Server 2003 and Windows 7). The analysis 
included TCP analysis, UDP analysis, and TCP and UDP comparison DNS and VoIP. 
The second section analyses the OPNET simulation of the Network on Virtualised environment 
where throughput and delay was measured and compared between LANs.  Discussion of this 
chapter will be covered in the next chapter.       
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CHAPTER 6 
DISCUSSION 
This chapter discusses the findings from the results of the experiment conducted in this 
research. The scope of this research is to evaluate performance difference between virtualised 
and non virtualised data center. The experiment was selected in two parts. The first part of the 
experiment was done on the Fiji Government IT network to get the non virtualised results. D-
ITG was selected to measure the performance and three parameters examined were throughput, 
jitter and delay. The results were gathered by generating network traffic from D-ITG sender to 
D-ITG receiver using packet size ranging from 128 bytes to 1536 bytes.  The second part of the 
experiment was done using OPNET simulator as server virtualisation architecture was created 
of ITC's enterprise network. The parameters examined were throughput and delay. The 
following sections discuss the findings of the analysis results found in chapter five. 
6.1 Throughput 
The analysis results of TCP and UDP throughput on ITC network had almost similar value 
except on some packets size regardless of the operating system.  According to Baghaei and 
Hunt (2004) TCP and UDP traffic types can be compared as they provide a contrast between 
TCP’s reliable, connection-oriented protocol and UDP’s unreliable, connectionless protocol. 
Ram, Fedeli, Cox and Rixner (2008) also mentioned that TCP has a very important feature 
which is connection oriented protocol that first establishes the connection and then data is send 
without any interruption. 
The TCP throughput for Windows Server 2003, Windows Server 2008 and Window 7 operating 
system tested using D-ITG on ITC network almost had similar results. From packet size 256 
bytes to 640 bytes Windows 7 performance had increased by 2%, Windows Server 2008 
performance increased by 5% and Windows Server 2003 by 3% but at an average the 
throughput produced is 30Mpbs. 
  
107 
 
Windows Server 2008 has outperformed the other two operating system used by ITC from 
packet size 512 bytes to 1536 bytes reaching the highest at packet size 1280 bytes of 44Mbps. 
From packet size 1280 bytes to 1536 bytes the performance has decrease for all operating 
system and achieving around 35Mpbs on TCP throughput at packet size 1536 bytes. However, 
Windows Server 2003 TCP performance had dropped from packet size 1024 bytes producing 
decrease of 52% at packet size 1280 bytes. 
The UDP throughput for all operating system had identical throughput almost at all packet size 
tested where Windows 7 had a consistent increase until packet size 1344 bytes. At packet size 
256 bytes Windows Server 2008 and Windows Server 2003 produced almost 5Mbps throughput 
outperforming Windows 7 by 47% but after 384 bytes had similar performance. After packet 
size 1344 bytes the performance dropped for all operating system 3% from the peak 
performance value. The DNS TCP and DNS UDP had the similar throughput producing values 
between 0.05Mbps to 0.065Mbps. 
The results of the testing shows that in general when packet size increases the throughput 
increase for TCP, UDP and in OPNET simulation. Hofmann, An, Loyola, and Aad (2007) also 
agrees and explains that when smaller packet size are sent the overhead in MAC protocol 
increase resulting in low throughput and when large packet size produces high throughput.  
However, there is a limit to the trend of throughput increasing as packet size increases and this 
can be seen in both the TCP and UDP throughput graphs. 
6.1.1 Compare OPNET vs. D-ITG throughput 
The Figure 6.1 shows the difference in performance of throughput between simulated network 
and real network. The graph shows that UDP produced the lowest throughput an average of 
6Mbps on all packet size tested while TCP throughput is little higher having average throughput 
of 33.86Mbps, with 18% gained in performance.  
The best comparison of the throughput between simulated results and real network at 60 second 
durations as D-ITG time of duration was at 60 seconds and simulated network had range of 
duration from 30 seconds to 3600 second. In comparison at 60 seconds simulation in simulated 
network gained performance by high of about 30%. As the simulation duration increased the 
performance also increased producing average of 350Mbps throughput at packet size 1536 
bytes during 3600 seconds simulation. The simulated network results show that the virtualised 
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network’s throughput is on average 30% higher than non-virtualised ITC's network. However, 
OPNET does not produce the real-world network traffic experience drop in the throughput after 
1344 bytes and 1536 bytes and some between 786 bytes and 896 bytes.  As mentioned by 
Hofmann et al (2007) OPNET simulation follows the same principle as packet size increases the 
throughput increase unlike physical network which had drop in performance at some packet 
size. It has also shown that in physical network when packet size increases the throughput also 
increases. 
 
   
 
 
 
 
 
 
 
 
 
 
 
 Figure 6.1: Compares Simulated  (Virtualised) vs. Real Network (Non-Virtualised) 
throughput. 
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6.2 Delay 
The amount of delay that is experienced is more than usually occurs and could be due to the 
virtualisation of the network. Whiteaker et al (2011) experienced high delays when testing 
virtualisation network performance and had delays of up to 100ms, which they contributed to 
the virtualised environment the testing was run in. They also noted that the largest impact on 
delay took place when the network was busy, for example, with a bulk TCP transmission. As 
such, the high rate of packets sent could have been a contributing factor to the delay that was 
measured in our performance evaluation. 
According to the test conducting on ITC network, the TCP and UDP produced the similar 
delay. The results showed some interesting data about TCP and UDP delays for ITC's network. 
Windows Server 2003 produced the lowest delay of average 5 seconds on TCP traffic while 
others had between 8-9 seconds. From packet size 128 bytes to 640 bytes UDP produce 1% less 
delay on TCP but after packet size 768 to 1536 bytes had higher delay. Windows Server 2008 
produced less delay to Windows 7. At packet size 1024 bytes Windows 7 had almost 5 seconds 
delay equal to Windows Server 2003 on TCP traffic, Windows Server 2008 reached almost 9 
seconds delay. As most researcher observed and Dulik (2012) mentioned that, since TCP is 
connection-oriented protocol, it first establishes connection before sending data has greater 
delay over UDP which does not set up connection, flow control or re-transmission, UDP 
produces better delay in contrast to TCP but less reliable. Although the difference in delay 
wasn't significantly high between TCP and UDP on ITC network, TCP traffic had produced less 
delay.     
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6.2.1 Compare Simulated Network vs. Real Network Delay 
Figure 6.2: Compares simulated network (Virtualised) vs real network (Non-Virtualised) delay. 
On the other hand OPNET simulation produced better result in delay on virtualised 
environment. The Real network (D-ITG) results was obtained on 60 seconds duration, 
simulated network average simulation at 60 seconds duration is been compared. As the packet 
size increases from 128 bytes to 1536 bytes the delay in simulated network also increase and 
reached the highest delay value of 25ms whereas real network results obtained lowest delay of 
around 5000ms. From packet size 128 bytes to 640 bytes simulated network obtained more than 
500% less delay in contrast to lowest delay in real network. At the highest delay at 60 seconds 
on simulated network, there is around 200% difference gained by real network. 
However, from the finding it is evident that ITC's currently provide a lot of TCP and UDP 
traffic that causes high delay and voice and video traffic currently is not suitable for ITC 
network as voice and video packets are very sensitive to delay.  
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6.3 Jitter 
Jitter and throughput are closely related to the higher the jitter, the higher the degradation which 
affects the throughput. According to Perez, Cabero, and Miguel (2006) jitter should not exceed 
50ms and the results obtain by D-ITG was below this level with maximum value of 24.2ms 
obtained by TCP traffic. Windows Server 2008 produced the lowest jitter with UDP traffic and 
at packet size 640 bytes the jitter value 1.1ms was obtained. From packet size 640 bytes to 1536 
bytes UDP traffic on all operating systems had similar jitter value. 
TCP traffic obtained the highest jitter values after packet size 384 bytes where Windows Server 
2003 and Windows 7 produced almost similar jitter until packet size 1408 bytes. At packet size 
768 bytes Windows Server 2003 had 14% increases and at packet size 1536 bytes UDP traffic 
had around 8.2ms jitter value  while TCP traffic had difference of around 2ms Windows 7 
recording the highest.  
6.4 DNS  
The DNS traffic had the similar values obtain by D-ITG for all operating systems tested.  The 
throughput on both DNS TCP and DNS UDP had identical value ranging from 0.05Mbps to 
0.065Mbps. At packet size 1024 bytes TCP traffic on Windows 7 produces the lowest 
throughput below 0.05Mpbs and Windows Server 2008 producing around 0.05Mbps at packet 
size 1408 bytes. Overall DNS UDP had better performance compared to DNS TCP.  
The jitter value obtain was below the 50ms with DNS UDP traffic on Windows Server 2003 
recorded highest jitter value of 12ms. Windows Server 2008 experienced the lowest jitter value 
throughout the test of around 2ms. Windows Server 2008 on DNS UDP traffic after 1152 bytes 
produced the lowest jitter of 1.25%. Under DNS TCP, Window Server 7 produced series of 
high jitter value at packet size 768 bytes, 1024 bytes and 1280 bytes. Overall DNS TCP and 
DNS UDP produced an acceptable jitter value. 
The delay on DNS traffic produced similar value for all operating systems tested on ITC's 
network. At packet size 128 bytes the high delay was recorded of about 7.5 seconds and started 
to drop uniformly until packet size 1344 bytes. At packet size 1408 bytes DNS UDP on 
Windows Server 2008 had 0.1% increase in delay. At packet size 1536 bytes the delay increase 
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by 1%. The delay in DNS traffic was almost similar to TCP and UDP traffic which is high 
compared to delay achieved by OPNET simulation.    
6.5 VoIP 
There were five Voices over IP (VoIP) CODEC that were engaged in this experiment. The 
results were collected from the four CODEC (G.711.1, G.711.2, G.723.1 and G.729.2) as 
G.729.2 couldn't run on ITC network. G.711.2 produced the best throughput on VoIP traffic 
yielding an average of 0.92Mbps on Windows Server 2008 and 0.9Mpbs on Windows Server 
2003. The second best throughput result was on G.729.2 and G.711.1 producing the least 
throughput of 0.2Mbps. Overall all operating systems produced the similar result on each VoIP 
CODEC generated. 
VoIP produced the highest jitter value on ITC network of 120ms on G.711.1 Windows Server 
2008 traffic. G.729.2 recorded the lowest jitter value of around 4ms. Windows Server 2008 in 
the entire test had the highest jitter value with average difference of 1% amongst operating 
systems on real network. The delay was also recorded with high band from 7562ms - 1121ms. 
G.729.2 recorded the highest delay of around 1121ms with 0.3% higher in Windows Server 
2003. The lowest delay on average was recorded by G.723.1 of around 7ms and overall all 
operating systems results were similar amongst them. 
6.6 CPU Utilisation 
The CPU utilisation analysis was carried both on Real Network and on the simulated network 
as it was virtualised. The average CPU utilisation of servers from the network was analysed. 
The average CPU utilisation on real network on TCP and UDP traffic was between 5% - 8% 
and on VoIP CODEC was between 6% - 16%. Overall the CPU utilisation for the real network 
on TCP and UDP uses less than 10%. This results shows that almost all the servers are 
underutilised in Fiji Government data center.  
The simulated network CPU utilisation was between 19% - 36%. In Labasa CPU was between 
19% to 26% produced lowest CPU utilisation across the simulated network. The Suva servers 
used the most CPU due to the highest numbers of applications running for the Fiji Government. 
Lautoka, however also used similar CPU as being the second largest network providing services 
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to western part of Fiji. Nadi servers use an average of 27% CPU providing major services to 
immigration & border control department and to smaller government departments. From the 
two results on CPU utilisation, if Fiji Government data center is virtualised the maximum CPU 
utilisation will be around 36% which is still low. 
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CHAPTER 7 
CONCLUSION AND FUTURE WORK 
7.1 Conclusion 
Virtualisation has emerged as incredible solution addressing many challenges face by IT 
organisations by offering lower cost and increasing the productivity of existing server 
resources. The hard cost comes typically in form of power, space, hardware and administrative 
staff. The first part of results extracted from the data collected for this experiments conducted 
were based on three main performance metrics throughput, jitter and delay on current ITC 
infrastructure and these metrics were measured on both the two main transmission protocols 
TCP & UDP and also on DNS and VoIP CODEC were based on data collect from D-ITG on 
non-virtualised live ITC's network. The second part of the data was collected based on the 
virtualisation of the current ITC data cneter using OPNET simulator to compare the throughput 
and delay amongst them. 
 
Considering the three research question, the above experiment helped in arriving at the 
following conclusion:  
 
What is the network resource performance difference between non virtualised and virtualised 
environment? 
The finding from this research showed that virtualisation produced almost at an average of 27% 
gain in throughput when the network was simulated in OPNET. At an average the D-ITG 
produced 50Mbps throughput on TCP and UDP protocol across the ITC network being 
compared to virtualised simulated network produced an average of 119Mbps at 60 seconds 
simulation.  
Delay was also the most significant finding of the research. The non-virtualised ITC network 
produced delay as high as 9000ms whereas OPNET produced the maximum delay of around 
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65ms at the longest simulation of 3600 second duration. However jitter was below acceptable 
range on TCP and UDP traffic but VoIP recorded twice the acceptable value and had high delay 
of around 7 seconds. From jitter and delay data gathered from non virtualised ITC's network it 
can be concluded that voice and video application will not perform well as voice and video are 
delay sensitive and the packets need to be transfer in one piece.      
 
Which operating system is the best on for virtualisation for GOVNET data center? 
Current IT infrastructure of Fiji Government is running on Windows Server 2003 platform and 
from the experiment result obtained by D-ITG it can be said that Windows Server 2008 and 
Windows 7 had performance better than Windows Server 2003. The performance difference 
gain was between 2-3%. After obtaining the result of throughput and delay from OPNET, it can 
be concluded that Windows Server 2008 and Windows 7 would perform well if GOVNET 
virtualises the data center.       
 
Will efficiency be gained if GOVNET data center is virtualised?  
From the OPNET simulated results on virtualised ITC's data center it clear that virtualisation 
will bring lot of benefits to the organisation. By looking at the analysis result, throughput 
gained 27% in performance while delay is significantly low between 30ms - 60ms in contrast to 
result obtained by D-ITG on non-virtualised network. Having high throughput between 
120Mbps - 350Mbps, the virtualised network will be able to support all voice and video traffic 
as delay is not an affect factor and due to high throughput it means less jitter on the network. 
The gain in throughput directly and in-directly affects the network efficiency in terms of saving 
energy on powering the servers and cooling system by reducing the number of servers. 
Reducing the number of servers means less physical space needed to host servers, reduce 
hardware maintenance and less administrative staffs to manage them. With virtualisation other 
benefits also comes such as running applications within its own virtual server to prevent one 
application from impacting another application during upgrades or changes are made, speeds up 
server deployments  and multiple operating system can be hosted on single hardware platform 
and also providing faster disaster recovery and backups. 
 
The results obtained confirm that if Fiji Government Data Center is virtualised it will produce 
higher throughput and CPU usage will be better utilised. Server virtualisation will also notably 
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reduce resource utilisation while improving system performance. The obtained results also 
clarifies that server virtualisation could be one of the strategic decision for saving investment 
cost, increase service performance and its ability to live migration increases system reliability 
and ensures business continuity.   
However, virtualisation technologies are radically transforming the ways in which business 
applications utilise computing network and storage resources. As suggested by Mikkilineni and 
Kankanhalithe (2010) that the next generation Data Center would be resulting in economy, 
energy saving and consolidating. It will also help reshaping the IT infrastructure deployment 
and management.  
7.2 Future Work 
This project presents the study of performance difference between virtualised and non-
virtualised data center measuring throughput, delay and jitter on Windows Server 2008, 
Windows 7 and Windows Server 2003 operating system. This project has lot of extension in 
future. Following are some of the future work that can be carried out: 
• Conduct application performance on dynamic reallocation on variation of application 
workload that does not violated SLA if CPU or memory usage exceeds threshold.  
• The experiment to have mixed workload on different type of applications used together 
with different operating systems not limited to Windows to find the impact on server 
consolidation. 
• Conduct the same application on physical virtualised data center with mixed end user 
operating systems and traffic demands. 
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