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In dieser Arbeit wird eine diskrete Form der zeitunabhängi-
gen, eindimensionalen Multigruppen-Transportgleichung für Neu-
tronen in Kugelgeometrie und mit im Laborsystem isotroper Streu-
ung gelöst. Analytische Ausgangsgleichung für die Ableitung von 
Differenzengleichungen ist die integrale Transportgleichung. Zum 
Differenzen-Problem läßt sich, unabhängig von der gewählten Schritt-
länge, ein Existenzsatz beweisen: Es gibt einen positiven Eigen-
wert (keff), der größer ist als die Beträge aller anderen Eigen-
werte, und einen zugehörigen positiven Eigenvektor (Neutronen-
fluß). Eigenwert und Eigenvektor können mit Hilfe eines Itera-
tionsverfahrens berechnet werden. In jedem Iterationsschritt 
tritt ein lineares Gleichungssystem hoher Ordnung auf, das eben-
falls iterativ gelöst wird. Dazu werden vier verschiedene Itera-
tionsverfahren definiert und untersucht: Ein Punkt-Iterationsver-
fahren (PI), ein Block-Iterationsverfahren (BI), eine Kombination 
beider Verfahren, die als ADI-Verfahren für w = 0 interpretiert 
werden kann, und ein Block-SOR-Verfahren. Das Konvergenzverhal-
ten wurde anhand numerischer Beispiele studiert. Sie zeigen, daß 
das PI lediglich für kleine Schrittlängen und kleine Werte s = 
crS/crt gut konvergiert. Das BI verhält sich entgegengesetzt: es 
konvergiert sehr gut für große Schrittlängen und große Werte 
für s. ADI(w=O)- und SOR(w=l)-Verfahren sind in allen Fällen 
gut konvergent; das ADI-Verfahren konvergiert noch etwas schnel-
ler. Die in dieser Arbeit beschriebene Rechenmethode kann unter 
anderem dazu verwendet werden, Neutronenfluß und keff in großen 
und gut thermalisierten Anordnungen mit Hohlräumen (crt=O)und star-
ken Absorbern zu berechnen. 

SUMMARY 
In this report a discrete form of the stationary, one dimen-
sional multigroup transport equation for neutrons is solved. 
Sphere geometry and isotropic scattering cross sections are 
assumed. Starting with the integral form of the neutron trans-
port equation a system of difference equations is derived. 
An existence theorem independent of the mesh size chosen can 
be proved: There exist a single positive Eigenvalue (keff) 
which is larger than the absolute value of any other Eigen-
value and a corresponding unique positive Eigenvector (neutron 
flux). Eigenvalue and the corresponding Eigenvector can be 
calculated by the power method. In any iteration step a high 
order system of simultaneous equations must be solved. Four 
iteration methods are defined and the convergence is proved: 
a point iteration method (PI), a block iteration method (BI), 
a combination of the two which can be interpreted as an ADI 
(alternating direction implicit) - method for the special 
case w=o, and the block-SOR (successive overrelaxation)-
method. Convergence properties of the methods are studied by 
some numerical examples. It is demonstrated that the PI 
method is fast only for small mesh sizes and small values 
s = crS/crt. The 3I method has opposite convergence property: 
it is very fast for larße mesh sizes and large s. The ADI 
(w=o) and SOR(w=1) are well convergent methods in any case, 
the ADI being somewhat superior over SOR. Difference scheme 
and iteration methods are well suited for calculating neutron 
flux and keff of large thermal assemblies with voids (crt=o) 
and strong absorbers. 
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Die formelmäßige Lösung der stationären Transportgleichung 
für Neutronen ist nur in einigen wenigen, ganz speziellen 
Fällen möglich. Bei den meisten Problemen, die in der Praxis 
auftreten, muß die Lösung numerisch angenähert werden, Dazu 
ersetzt man die Differentialgleichung durch eine Differen-
zengleichung, von der man verlangt, daß sie die analytische 
Gleichung in einem gewissen Sinne approximiert. Zwar ist die 
Differenzengleichung im allgemeinen ebenfalls nicht in ge-
schlossener Form lösbar; jedoch kann man die zu einer nume-
rischen Lösung erforderlichen, recht zahlreichen Rechenope-
rationen von einer Datenverarbeitungsanlage ausführen lassen. 
Für die in dieser Arbeit betrachtete diskrete Form der sta-
tionären Neutronen-Transportgleichung läßt sich ein Existenz-
satz beweisen: Es gibt einen positiven Eigenwert, der größer 
ist als die Beträge aller anderen Eigenwerte und einen zuge-
hörigen positiven Eigenvektor, Der Existenzsatz hat theore-
tische und praktische Bedeutung. Nach 3irkhoff und Varga/4/ 
versteht man unter Kritikalität einer Anordnung den Zustand, 
der durch den größten, positiven Eigenwert bzw. den zugehö-
rigen positiven Eigenvektor beschrieben wird. Er stellt sich 
nach einer hinreichend großen Zahl von Neutronen-Generationen 
ein. Die praktische Bedeutung des Existenzsatzes liegt darin, 
daß er die Grundlage bildet für das in der Reaktorphysik häufig 
verwendete Quell-Iterationsverfahren. 
Differenzenverfahren zur Approximation der Neutronen-Trans-
portgleichung werden seit längerer Zeit verwendet. Die be-
kanntesten unter ihnen sind die SN-Verfahren /1/,/2/. Lei-
der kann man für die SN-Differenzengleichungen im allgemeinen 
keinen Existenzsatz der oben genannten Art beweisen. Ein wei-
terer Nachteil liegt darin, daß zu ihrer Lösung lediglich 
Punkt-Iterationsverfahren verwendet werden, die erfahrungs-
gemäß bei großen Schrittlängen und bei gut thermalisierten 
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Anordnungen sehr langsam konvergieren. Daher werden in dieser-
Arbei t zur Lösung des in jeder äußeren Iteration auftretenden 
linearen Gleichungssystems neben einem Punktiterationsverfah-
ren noch drei Block-Iterationsverfahren untersucht. 
2. Die zeitunabhängige, eindimensionale Transportgleichung für 
Neutronen 
Die zeitunabhängige (stationäre) Transportgleichung für Neutro-
nen in integre-differenzieller Form lautet 
~ ~ t ~ 
..n. "i1 f(-4t,.O. E) + <; (..cc, E) <f> l4" A E) = 
1 ' 1 
= 1 ~l4t,E) r~ 6fAr
1
E) cf> {.tr ,E 1) dE. L + f ,o'~.4t, e.'~E) 4> C.cr,Ell dE.' 
E' E 
Hierin ist 
"' ....,. -+ 
't'{.tg"..0. E) d~ d.n. dE 
1 ' 
der Neutronenfluß in einem Phasenraum-Element 
der Größe d.wdA dE. an der Stelle ;t mit der 
Energie E und in Richtung n , 
der winkelgemittelte Fluß, 
c;\~ E) :z GtAtE} + ) ~5(ACE!t..E) dE1 der makroskopische totale Wirkungs-
' ' E' ' querschnitt, 
der makroskopische Absorptionsquerschnitt, 
der makroskopische (isotrope)Streuquerschnitt, 




die mittlere Zahl der pro Spaltung entste-
henden Neutronen 
der Eigenwert, d.i. der effektive Multipli-
kationsfaktor. 
Sämtliche Wirkungsquerschnitte werden als winkelunabhängig 
(isotrop) angenommen. Im folgenden soll lediglich die eindi-
mensionale Gleichung in Kugelgeometrie betrachtet werden. Nach 
Einführung von Kugelkoordinaten und Beschränkung auf die r-
Koordinate erhält man aus (2.1) 
(~·l) 
p.d~(-1',JJ-,E)-t 4-Jf ~~(-r;~,§.> + G\1',E)'f>C~l-1-,E) = 
CJ,.,.. -r c;) >'-
== ~ l'.t-t;E) S vG'f( 1",E'> f(.,.,E'> clE l "' ) 6\-r, E'-.E} 4'<:r1 ~> dE' 
E\ ~ 
µ. ist der Cosinus des Winkels ~ zwischen Richtungen von ~ 
und A (siehe Abb. 1). 
-
X 
Abb. 1: Definition der :·linkel variablen JJ. = cos r8--. 
Der zu Grunde liegende Bereich "5?.~1Sl.~? soll folgendermaßen de-
finiert werden: 
,,.. f: 1l , wenn r reell und O 4,.,.. ~ R 
E f ~ , wenn E reell und Emin ~ E ~ Emax 
}'- t 1fl, wenn JJ.. reell und -~ {. 14 ~ '( • 
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Das räumliche Gebiet 'R soll in eine Anzahl Teilgebiete 'R~ l 
~ f {-t
1
„. , 11 mit den Grenzen R'Z. eingeteilt werden, 
'R 'R2. <.··· <. 'Rl. <_„. < R1 ... R . Die makroskopischen Wirkungs quer- (~.)) 
<\ t ~ (\. s l f' 
schnitte <5 (-t'1E) 1 G (•1\E) 1 ~ ("f'", E -+E) , ~6 l "f\ E) und A('1"'1f) sind 
nicht negative und beschränkte Funktionen und in "Q. stück-
weise konstant mit Unstetigkeiten an den Stellen R~ . 
Der Fluß ~(1'"1 t1-,E) soll an den Stellen Rz:. stetig sein und 
einer der beiden Randbedingungen genügen 
4> ( R, }l.. l..o 1 e: ) = o 
~CR µ. E) = 4>0~ -}-'- E) 
' ' 1 ' 
(Vakuum-Randbedingung) 
(Reflexions-Randbedingung) 
Gleichung (2.2) stellt zusammen mit den Bedingungen (2.3) 
und (2.4) ein Randwertproblem dar. Es wäre interessant, zu 
wissen, ob es Werte 1„ und Funktionen 4>~ ( ..,.., p., E ) gibt, 
die die oben genannten Bedingungen erfüllen. Da Eigenwert 
und Eigenfunktion physikalisch interpretiert werden, wäre es 
außerdem interessant zu wissen, unter welchen Bedingungen ein 
positiver Eigenwert und eine positive Eigenfunktion existie-
ren. In einer kürzlich veröffentlichten Arbeit /3/ wurde 
erstmals für eine verallgemeinerte Transportgleichung(l) die 
Existenz eines einfachen, positiven betragsgrößten Eigenwerts 
und einer zugehörigen eindeutigen
1
positiven Eigenfunktion be-
wiesen. Hierbei wurde die starke Annahme gemacht, daß 
'k,t-f",E)'\l ~f(1'jE) >O ist; das bedeutet, daß sich überall im Reaktor 
spaltbares Material befindet. 
(l)Die Verallgemeinerung liegt in der Annahme einer nicht-
lokalen Wechselwirkung für die Spaltung, durch die man die 
endliche Ausdehnung der Spaltkerne berücksichtigt 
Hlt,E l " ~ l.c~,E>fl;- f } ty.10 { ~-.f~.,. ,;-f ( <t' E') (> ( .C E 'l de' dE' 
"' i ·S E' At' l ac s ' 1 
Der in der Reaktorphysik üblicherweise verwendete Ausdruck 
F(4' 1E) zur Beschreibung der Spaltungsneutronen folgt dar-
aus für s-+O. 
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In Abschnitt 4 wird der Existenzsatz für eine diskrete Form 
der eindimensionalen Transportgleichung unter schwächeren Be-
dingungen bewiesen, Außerdem wird der Fall diskutiert, daß 
in einigen Teilgebieten ~t der totale Wirkungsquerschnitt 
c;t <..,.,E) verschwindet. 
Man kann die Gleichung (2,2) leicht in eine Integralgleichung 
verwandeln. Hierzu führt man an Stelle der beiden Variablen ~ 
und ]J. zwei neue Variablen x und y ein 
Bezeichnet man den Fluß in den neuen Koordinaten der Einfach-
heit halber ebenfalls mit + t also 
dann nimmt die Gleichung (2.2) folgende Gestalt an 
cl4>(",~,~ + <5\..,-,E)((>('l-U. E) = i'tl-tE) r "~*\-f\E1 >4>(~E')dE' 
C)x ' (' }. ' E' ' 
.,. } c:J~.,..,E'+E') ~(-t'1 E.1 ) dE.1 
e:' 
Den winkelgemittelten Fluß ~\~1 E) erhält man durch Integra-
tion längs des Halbkreises r 
tf" 
cp(-t-,E) ::: i ) ~(x 1 ~„i'1"'--,,.i: E) d" J.r- - ,,. 
Den zu Grunde liegenden Bereich l "'19 x ~ wählt man zweck-
mäßigerweise folgendermaßen 
, wenn 1 reell und 0 '1 '- R 
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Xf ~ • wenn x reell und -1R'i..•{ ~X 'i R1-i' 
E~t • wenn E reell und Emin ~ E ~ Emax 
Die Randbedingungen nehmen folgende Gestalt an 
(~.b) 
4> c-f 'Ri_{, K 1 E) = 0 (Vakuum-Randbedingung) 
$(-YR1' ... f 'l
1
E):: 4><1R"-{111E) (Reflexions-Randbedingung) 
Gleichung (2.5) läßt sich formal mit den Nebenbedingungen 
y=const und E=const integrieren. Man erhält eine Integral-
gleichung vom Volterra'schen Typ 
X 
4>C>< 1~l E) :::. .e.xp (- \ Gt~ ~ ,E> d'(). 
(~·t) ~ Xo" [ )Qc~,E)(Xp( }6t<f,E) d~') d~ -i' C<'!',E>) 
Xo Xo 
mit den Abkürzungen 
Q ('fjE) =. ~'X.t.,.-1E)) ))5ft~E') <t>(..,..,E'> d~ + ~ Gs~.,.,E'-+E) cp('f",E')dE' 
E' E' 
Die 0 Integrationskonstante" C läßt sich durch die Randbedin-
gungen (2.6) ausdrücken. 
Im Fall der Vakuum-Randbedingung erhält man 
X ~ 
liß> 4><~,~,E) = ~ QC\\E) .tltp () Gt(f~E) c:L~) dl 
~ )( 
und im Fall der Reflexions-Randbedingung 
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Die 
Punktes CO,R) untersucht werden. Wegen der Vakuum-Randbedin-
gung ist der linksseitige Grenzwert 
Für den rechtsseitigen Grenzwert erhält man 
Eine rechtsseitige Entwicklung von Qc~ 1E) an der Stelle ~0-:;0 
nach ~ ergibt 
und daher ist 
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Es ist daher sinnvoll, 4>Co 1R,E)=O zu setzen. 
Aus Gleichung (2.9) folgt für den linksseitigen Grenzwert 
Entsprechend erhält man für den rechtsseitigen Grenzwert 
ebenfalls 
Daher wird in Gleichung (2.9) 4>(o 1R 1E)=Ql'R.E)/G~('R 1E) gesetzt. 
Die im Punkt (O,R,E) definierten Funktionswerte werden später 
bei der Aufstellung von Differenzengleichungen benötigt. 
Wählt man die Funktionen ~(~ 1 ~ 1 E) aus einer den oben genannten 
Gleichungen angepaßten Funktionenklasse, dann sind die Glei-
chungen (2.2) und (2,7) äquivalent. 
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3. Ableitung von Differenzengleichungen 
Sowohl die Integre-Differentialgleichung (2.2) als auch die 
Integralgleichung (2.7) bzw. (2.8) können zur Ableitung von 
Differenzengleichungen verwendet werden. Bezüglich der Ener-
gievariablen kann man wie folgt verfahren. Der in Frage kom-
mende Energiebereich E . ~ E 4 E wir·d in eine Anzahl G Teil-
min max 
intervalle AE, gE\..f ··· G1 geteilt• g 1 1 
E min -= EG.t EG <. • • • < E \ < . . • <. E 1 ~ E m a.y. 
AE1:: E1t-1 - E\ 1 t 6~-= Ern~ - Ern\n 




<t>Qc.-r-,µ.)= f~<,...,J-L,E)dE. ~Ef~ 1 ••• 1 G) 
1 A~ 1 
~t zugeordnet. Durch Integration der 
Teilintervall AE' erhält man 
fl @j, + t~ ~i1 + 6! ~Q :: o_ 
Jrt """ ~ }l G" d , 
;'I '5i <P1 t "f", )A.) 
01:: \Q (-t"1E)dE AC, 
Gleichung (2.2) 
mit dem energie-gemittelten totalen Wirkungsquerschnitt 
~ Gtt ..,.,E) ~l ""''i ~ 1E) dE 
,1t _ AE,. \)~t'f',,J!) = -1------
\ ~ ( -tj µ., E ) dE 
Diese Mittelung istÄ~doch unbefriedigend, da sie winkelab-
hängig ist, während der totale Material-Querschnitt Gt(..,., E) 
winkelunabhängig ist. Durch Integration des Gleichung (2.8) 
gelangt man zu einer anderen plausiblen Mittelungsvorschrift 
-1o-
Verlangt man zusätzlich, daß die Integranden für alle Argu-
mente r gleich sind, dann ist die Gleichung erfüllt, und 
man erhält die Mittelungsvorschrift 
__ x AE~ X \ Qc .... ,E)tx:-r~\ ~;(f1)d~\dE 
.1!Xp ( -) G' tl~ 1 El d"') s: i.Y:p 1 ~ 6)l!'Jd~) a 6~ 
-lRi-~i' - P:-~ \ Q(..,..1f)dE 
AE~ 
Im allgemeinen sind die Funktionen ~C"tj ,...., E) 1 ~C.1"'1 E) und Q ('f"1E) 
in den Variablen nicht separierbar. Daher fällt die Ortsab-
hängigkeit bei der Mittelung nicht heraus. Es ist klar, daß 
die energie-gemittelten Querschnitte selbst dann noch orts-
abhängig sind, wenn die Material-Querschnitte G'cr,E) räumlich 
konstant sind, wie z.B. in den einzelnen Gebieten eines Reak-
tors. Will man den Mittelwert durch einen von der gesuchten 
Funktion unabhängigen Ausdruck approximieren, dann muß man 
sich mit einer Näherung nullter Ordnung begnügen. 
\ ''"J' (-\ 5;tt'> d~) [ Qc..-1E7)+ O'(A~l} dE 
.exp (- r~;(f)d.) = A-.11.:i ________ _ 
) [QC...-,E~) +CYCAE~)}cLE 
AE~ 
kE f ~p \-) 6~t Y,E} d~>dE + Q'(~~) 1 1 
1 :t ·~ )A~ (G;t~ 1E>d'f)dE+0'<4;> 
1-r G'CAE') l r 
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woraus folgt 
-\ ~; c ~\ d~ = k ( ;.,_ \ 41' <-•Np d~1) d E + O'CAE ?l) 
AE't 
Entwickelt man den Wirkungsquerschnitt an der Stelle E g 
nach Potenzen von E, dann ist 
-~G;l~')d~ - - \Gt(~1 1 E,)d~1 + 
-1-~ [ic...) ~p (-<E-E,) ie~Gt<(t:,)d~) dE.., O'CAE~)] + C°C.AE~) 
}A~ 
Nach Entwicklung der e-Funktion und der ln-Funktion folgt 
-~~tY>d~ • -~) \ ~\~\E'q) dEd~ -ten ~ \tE-E''t) ~ G\~ ,E,)dE d~ +O'(AE',) 
i 1 A~ 6 l 4~ 1 C>E 
= - ~ ~ \ <:;\~1E)dEd~ + O'tA~) 
]Ai 
Eine hinreichende Bedingung für die letzte Gleichung ist 
wiederum 
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Integriert man statt (2.8) die Gleichung (2.9), dann gelangt 
man mit Hilfe einer ähnlichen hinreichenden Bedingung zum 
gleichen Ergebnis. Durch Integration von Q(r,E) im Inter-
vall AE erhält man für die übrigen Wirkungsquerschnitte g 
r v6f('i"
1





) \ 6 s(„ E!+E) cp tot' E.1 ) dE1 de 
~~~ ' \ 
\~C-t" 1E) dE\ 
4E,1 
III :i.. 1 f ) G St..,.., E.1-+ E) dE dE1 -t' 0'(4.E') 
AE, 4~~ 
Diese Querschnitte stimmen mit denen an der Integro-Diffe-
rentialgleichung (2.2) definierten überein. Die obigen 
Überlegungen zeigen, daß die Approximation der energie-ge-
mi ttel ten Wirkungsquerschnitte durch flußunabhängige Quer-
schnitte lediglich von nullter Ordnung ist. Um befriedigende 
Ergebnisse zu erhalten, müßte man eine sehr feine Intervall-
teilung wählen, was einen hohen Rechenaufwand bedeuten würde. 
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In der Praxis faßt man daher einige Teilintervalle zu einer 
"Gruppe" zusammen und definiert unter Verwendung physikalisch 
plausibler Flußverläufe einen "Gruppen"-Querschnitt. Wegen 
Einzelheiten muß auf die einschlägige Literatur verwiesen wer-
den / 5 / S. 3 3o. 
Die Integralgleichung (2.7) läßt sich in folgender Form schrei-
ben 
01tt\" ~t~tt\ f. .,,Gf l~l +1(Yl + f,611,m +11t~l 
~ =1~1+{ 
Als diskreten Ersatz der Integralgleichung (2.7) bzgl. der 
Energie soll Gleichung (3.8) mit energie-gemittelten Quer-
schnitten (3.4) - (3.7) gewählt werden, bei denen man das 
Landau'sche Symbol ~(ßEg) wegläßt. 
Bezüglich der beiden Variablen x und y verfährt man wie 
folgt. In der x,y-Ebene wird ein Maschennetz konstruiert, 
in/dem man den Variablen r und y I diskrete Werte zuordnet, 
und zwar 
Man vermeidet Schwierigkeiten an der Stelle x = o, wenn man 
yj=rj, j~{~l„., \1 setzt. Dann ist 
-14-
'1\ X 
Abb,2: Gitter in der x,y-Ebene. 
Die ri werden durch konzentrische Halbkreise und die yj durch 
Parallelen zur x-Achse dargestellt (Abb. 2). Jeder Schnitt-
oder Berührungspunkt ist ein Gitterpunkt. Bei I räumlichen 
Stützstellen r. gibt es I 2 Gitterpunkte in der x,y-Ebene. Der 
1. 
diskrete Bereich besteht daher aus folgendem Gitter 
Das räumliche Gebiet ~A '5. l ..,..i l j E: t ~,„., \\ 1 besteht im allgemeinen 
aus mehreren Teilgebieten, die bis auf das innerste die Form 
konzentrischer Kugelschalen haben. Die r-Variable soll so dis-
kretisiert werden, daß auf jede Gebietsgrenze Rz eine radiale 
Stützstelle rrz fällt, also riz = Rz, i.Et-f,„., 1\ mit 
O•lo< 1„ („. <14 <.···' li•\.Jedem radialen Intervall ri+i-ri soll 
durch 
„ i = 'Z. 't~~ c. ' ~ '„ 'Z. E: {-< „. 11 i E: ~ .{ • • • \-{ \ \ „ \ \ 1 .\ \ \ \ \ 
ein Gebietsindex n. zugeordnet werden. 
1. 
Die folgenden Überlegungen beziehen sich auf die g-te Energie-
gruppe. Der Gruppen-Index g wird daher der Einfachheit halber 
vorübergehend weggelassen. 
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Schreibt man die Integralgleichung (3.8) für die beiden be-




+ (><;.i· , l) ""'P (-?6\4> d~) a e.p ~ ?~M~) f ~ ( ~u""P< s 6\ ~> d~) d~+Cct8 
ik ~·· ~ x.o ~ l 14-t~ 
Subtrahiert man die Gleichungen paarweise voneinander, dann 
fällt die 1 Integrationskonstante1 heraus, und man erhält fol-
gende zwei Gleichungen 
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Da der totale Querschnitt Gt( fj) a 5t,.,; in jedem Teilintervall 
konstant ist, kann man schreiben 
(3.-10) 
<f><xi+-ti,~t) - cf>txit•1i) .tx-p (-cS~i(X;j-Xi•<i)) :c 
x„ 
'k 
= fom .exp (-6~; Cx;r"»d~ 1 x ,o 
Xj,..1t 
f Cx;„t, ~t)- 4>Cx;Mj) .e.p (- ~~;tx;.,f x'!i) „ 
)(i-.i~ 
= ) Qcri.exp {-6~(x;..·-~>) d" 
*' t 
'k 
)( '> 0 
Bei der sukzessiven Berechnung der Neutronenflüsse aus den 
Gleichungen (3.9) und (3.1o) mit Hilfe einer Datenverarbei-
tungsanlage muß man darauf achten, daß die Rundungs- und Ab-
bruchfehler nicht anwachsen. Daher sollen die Gleichung (3.9) 
zur Berechnung der Flüsse für xij~o und die Gleichung (3.1o) 
für x .. >o verwendet werden. 
1] 
Im Unterschied zu den sonst üblichen Differenzenverfahren 
soll hier nicht die gesuchte Funktion cl>C"K
1
\p , sondern der 
gemittelte Fluß +<..,.> = {;. S cp(x,~) d~ entwickelt werden. Unter 
der Voraussetzung, daß ~(~) in der Umgebung des Punktes ri 
dreimal stetig differenzierbar ist, erhält man 
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Der lineare Anteil wird zum Restglied geschlagen; dabei wird 
angenommen, daß der quadratische Anteil überwiegt. Eine rea-
listische Abschätzung des Restglieds ist im allgemeinen nicht 
möglich, da Schranken für die Ableitungen von f(~) nicht be-
kannt sind. Man kommt wohl nicht umhin, diese Annahme durch 
die Erfahrung rechtfertigen zu lassen. Als ein Hinweis kann 
folgende Überlegung dienen: für große Anordnungen bzw. Gebie-
te (groß im Vergleich zur mittleren freien Weglänge der Neu-
tronen) ist die Diffusionsgleichung eine gute Näherung. In 
einfachen Fällen ist diese Gleichung in Kugelgeometrie ana-
lytisch lösbar, und ihre Lösungen sind gerade Funktionen. In 
kleinen Gebieten oder in der Nähe von Gebietsgrenzen kann man 
das Restglied dadurch verringern, daß man kleinere Maschenwei-
ten wählt, ohne daß dabei die Zahl der Maschenpunkte zu groß 
wird. 
-4 (CJ?.~ 2 ~) -ri kann durch den Funktionswert an der Stelle r i +l 
eliminiert werden. 
Denkt man sich die Entwicklung für jede Energiegruppe hinge-
schrieben, dann kann man 
berechnen, wobei 
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'Rt= i'Xt f-.~~ ~ + [ Gsd ~1 
,, 1 11 
ist. Setzt man diesen Ausdruck für Q (r) in die Gleichungen g 
(3.9) und (3.1o) ein, dann erhält man nach einigen Zwischen-
rechnungen 
Die Berücksichtigung des quadratischen Terms in der Potenz-
reihe hat zur Folge, daß die Koeffizienten z.7, z.~ und E .. 1J 1J 1J 
explizit berechnet werden können. Sie lauten 
... 2. [ t ( t ] i,ik !i t ?. 1 , (G~niXi~ -1) ~ „ E,,k) + 5,ni Al<if ( Gjn~ ( 1:.41"; ) 
E1ij = t~-pt-<>';hjA~) , A~~:a 1x;.ir><i•1 , j ~1„,···.l·•' , ~\-{~,···. •\ 




4>t.,.,i =- f:;_; ~~t~111 dx • f cl,k C ~l'";k·~tl + <1>\"''! •1ii) + K; 
Hierbei kann eine der üblichen Integrationsformeln, z.B. die 
Trapezformel, verwendet werden. Die Gewichte aij sind dann 
positiv und erfüllen die Nebenbedingung 
Somit erhält man folgende Umformung der Gleichung (3,g) 
(3. m 4'~'"~·ir 4>,("""k• itl ~ p l-A) + ~.f t 1-z;i) O,.l-t;H-ti;;r~i) Ofr;„i] • ~ \ "~ ~o 
"" ..\ [ 1~ Q (7+ Q 1 ';)+ C~.12,) ~f>'i"k'l~)=l'f'l(it11k) ~p\-A) 1- ~i (1-fik) ~l"f{1"\)""~L1ifEiak) fi';) 1-l\~~I Xjpo 
t 
A:: 6~1'>ifXi+1~ ->t.;il 
Als diskreten Ersatz der Gleichung (3,8) sollen die beiden 
Gleichungen (3,11) und (3,12) mit R~j = o, R~j = o und Ri = o 
genommen werden, Es ist zweckmäßig, sämtliche Flüsse, die auf 
demselben Halbkreis liegen, mit dem gleichen Index i zu be-
zeichnen. Setzt man noch ';;;. :: .t.. (x„ ~o 4:) 4>t .. : cpq_( X·">O 4.·' 
irk T~ 'k ... 14} 1 '!'! ! 1l ' 11 1 
und Q. =: Q (r.), dann ist gJ. g J. 
Die Koeffizienten Egij• Bgij• Bg:j' CgJ.J und cg:j werden im 
Anhang näher untersucht, Verlangt man, daß der Fluß an der 
Stelle x = o stetig ist, dann gilt 
-2o-
i ~{~ „. t1 
\ 1 \ \ 
Die Randbedingungen (2.6) lauten in diskreter Form 
Vakuum-Randbedingung 
Reflexions-Randbedingung 
Eine Lösung des Differenzen-Randwertproblems (3.13), (3.14) 
soll im Gitter *Ax 1')4 >tf4 gesucht werden. 
Bemerkung. In /6/ wird die weniger plausible Approximation 
~(~)NX in (xij• xi+1 j> verwendet. Sie führt zu den einfacheren 
Koeffizienten 
~ -E „ 1Q„ = -~1!-4'( t 1 <S'~ni A.Xit 
die ebenfalls überall positiv sind und zwischen null und eins 
liegen. Numerische Untersuchungen zeigen jedoch, daß diese 
Approximation zu ungenau ist; sie wurde daher nicht weiter 
verwendet. 
Bisher wurde stets angenommen, daß der totale Wirkungsquer-
schnitt im ganzen Reaktor von null verschieden ist. Die An-
nahme, daß 6,n; • o ist in irgendwelchen Teilgebieten des 
Reaktors, scheint physikalisch unsinnig zu sein, da auch in 
Reaktor-Hohlräumen Gas oder Dampf vorhanden ist. Immerhin 
kann jedoch der totale Wirkungsquerschnitt in solchen Hohl-
räumen um einige Größenordnungen geringer sein als in den 
übrigen Reaktorgebieten, und es wäre daher beruhigend zu wis-
sen, ob noch eine positive Lösung existiert für den Fall, daß 
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der totale Wirkungsquerschnitt in einigen Teilbereichen des 
Reaktors verschwindet. Außerdem erscheint es sinnvoll, <5:11 i =0 
in solchen Hohlräumen zu setzen, deren Abmessungen kleiner 
sind als die mittlere freie Weglänge der Neutronen in ihnen. 
Dann folgt aus Gleichung (2.5) 
mit einer willkürlichen Funktion f<1 1E) oder in Form von 
Differenzengleichungen 
Durch Vergleich mit den Differenzengleichungen (3.13) folgt 
i E. ~ ~ • • • i1 
l 4 '\ ' 1 
Zu diesen Gleichungen treten noch die Stetigkeitsbedingungen 
und die Anschlußbedingungen an die Gleichungen der beiden be-
nachbarten Gebiete. 
4. Eigenschaften der Koeffizienten-Matrix 
Die weitere Diskussion wird erleichtert, wenn man die Diffe-
renzengleichungen in Form eines linearen Gleichungssystems 
schreibt. Man numeriert die Maschenpunkte radienweise in po-
sitivem Sinne und in der Reihenfolge von innen nach außen 
(siehe Abb • 3) 
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Abb. 3: Numerierung der Gitterpunkte. 
Wegen der Stetigkeitsbedingung genügt es, den Gitterpunkten 
auf der y-Achse lediglich eine Zahl zuzuordnen. 
Bei I Radien sind es r 2 Gitterpunkte, von denen s.ind 2I-1 
Randpunkte. Jedem Gitterpunkt wird eine Flußkomponente zuge-
ordnet 
-+ 
Der Flußvektor cf> besteht aus N = liG Komponenten. 
Die Gewichte d~ für die Berechnung der winkelgemittelten 
Flüsse sind energieunabhängig. Unter Berücksichtigung der 
geometrischen Symmetrie erhält man die Gewichtsmatrix td..~~)· 
Sie besteht aus I quadratischen Diagonalmatrizen von der Ord-
nung 2i-1 1 die sämtlich den Rang 1 haben; (dµv) hat daher 
höchstens den Rang I. 
Schreibt man die Differenzengleichungen (3.13) einschließlich 
der Randbedingung (3.14) in der Reihenfolge der Numerierung 
c2.ol._.4 
du ?.d2.i di. 
d~„ ~d.u. d.u 
ol~o1. 2clit d1'\ 
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d3, d1,,, ~l3 ol3i <Xli 
d3i Ch'I.. ~eh~ d\~ol'M 
d~ ~1„ 2dal d\'l. eilt 
cl~ dlt 2d~ d·n. d1, 
O(l~ d\t l.d11 Ch1. dl.\ 
hin, dann erhält man in Matrix-Schreibweise 
Die Matrizen A und F sind quadratisch und von der Ordnung 
N. Ihre Elemente können folgendermaßen zusammengefaßt werden 




Diese Zusammenfassung entspricht der Multigruppen-Schreib-
weise der Differenzengleichungen. Die physikalische Bedeu-
tung der Matrizen folgt unmittelbar aus der Gleichung (3.13): 
Die Matrix T beschreibt den Neutronen-Transport, S die Streu-
ung und F die Spaltung. Die Untermatrizen T -S , sind nur g gg 
dann von null verschieden, wenn Neutronen von der Energie-
gruppe g' in die Energiegruppe g gestreut werden, bzw. wenn 
Neutronen in der Energiegruppe g' Spaltungen verursachen, bei 
denen Spaltneutronen in der Energiegruppe g entstehen. Die 
Struktur der Matrizen T -S , und F , wird bestimmt von den g gg gg 
geometrischen Eigenschaften des Problems. Die Matrizen sind 
bei Verwendung der Reflexions-Randbedingung von der Ordnung r 2 
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Abb. 4: Struktur der diagonalen Untermatrizen Agg und Fgg 
für I=S. 
Abb, 4 zeigt die Struktur der diagonalen Untermatrizen Agg 
und Fgg• Kreuze und Sterne bedeuten von null verschiedene Ele-
mente. Sie bilden ein zackenförmiges Band längs der Hauptdia-
gonalen, das nach unten zu breiter wird. Die eingezeichnete 
Gruppierung entsteht, wenn man Elemente zusammenfaßt, die zu 
Maschenpunkten gehören, welche alle auf demselben Halbkreis 
liegen. Die quadratischen Diagonalmatrizen enthalten die Ko-
effizienten B~ .. ; die Elemente außerhalb der Diagonalmatrizen gJ.J 
die Koeffizienten C~ij; die Matrizen Agg enthalten zusätzliche 
Elemente, die von den Koeffizienten Egij gebildet werden; sie 
sind in Abb, 4 durch Sterne gekennzeichnet, Matrixelemente, die 
solchen Flußkomponenten zuzuordnen sind, die sich auf denselben 
Gebietsindex ni beziehen, bilden einen rechteckigen Block (in 
Abb, 4 gestrichelt gezeichnet). Die Matrizen Fgg haben nur dann 
in einer Zeile von null verschiedene Elemente, wenn der zuge-
hörige rechteckige Block in einem Gebiet liegt, das spaltbares 
Material enthält. Die Xatrizen Agg haben in keiner Zeile ver-
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schwindende Elemente, da alle Materialien einen von null ver-
schiedenen Streuquerschnitt haben. Im Falle von Hohlräumen 
{G~n~O) sind in den betreffenden Zeilen noch das Diagonalele-
ment und das durch den Stern bezeichnete Element von null ver-
schieden. 
Man entnimmt der Abb. 4, daß die Matrizen Agg quadratisch und 
irreduzibel sind. 
Die Summe .A.1v der Beträge der in der ~-ten Zeile stehenden 
Elemente der Matrix A , ist wegen [d··=! und B"':f!.. + c':f .. gg . 't 2 gi] gi] 
=1-E .. gi] k 
und bei der Matrix Agg erhält man für die Summe ohne das Dia-
gonalelement 
s 
Wegen ~- ~ ~ und 
6~ 
E .• ~ ' ist gi] .... " 
d.i. das Element auf der Hauptdiagonalen. Die Diagonal-Matrizen 
Agg sind also diagonal dominant. Summiert man noch über alle 
Energiegruppen g', dann ist wegen 
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also ist auch die Matrix A diagonal dominant. Bei absorbie-
renden Stoffen ist [ ~nf (. .{ und wegen E~i~ /.. ..{ folgt, daß 
die Matrix A dann ~1 G'} strikt diagonal dominant ist. 
s f,~,...-~ gilt für einen Stoff mit verschwindender Absorp-
tion t( "idealer Reflektor"), den es nicht gibt. Zumindest 
würde ein solcher Stoff mit anderen Stoffen verunreinigt sein, 
so daß <S4'= o wohl niemals streng erfüllt ist. Immerhin ist 
der Absorptionsquerschnitt von Graphit und Deuterium sehr 
klein, und es wäre daher beruhigend zu wissen, welche Konse-
quenzen für die Matrix A der Fall verschwindender Absorption 
in einigen Reaktorgebieten hat. 
- -
E .. :1, B+ .. = C+ .. = 0 gilt für Maschen, die in Reaktor-giJ gi] gi] 
Hohlräumen (~\o) liegen,und es folgt ebenfalls lediglich dia-
gonale Dominanz für die entsprechenden Zeilen der Matrix A. 
Es ist klar, daß jeder Reaktor wenigstens ein Gebiet mit spalt-
barem Material enthält, d.h. es gibt wenigstens ein räumliches 
Intervall (riri+l) und eine Energiegruppe g', in~nen Gi~ni*O 
und damit ~ G"~/<S; <..{ ist. Die Matrix A ist daher mindestens 
bezüglich Jines Blocks (in Abb.4 gestrichelt) strikt diagonal 
dominant. 
Die bisherigen Ergebnisse dieses Abschnitts sollen in folgen-
dem Satz zusammengefaßt werden. 
Satz 4.1. a) Die Matrix 
"t,......, >, O für 
F: ( f ,,.." ) 
)J-,v E \ A, .„, Nt 
ist nicht negativ; i. e. , 
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b) Die Matrix A a (O.>'-~) hat positive Diagonal-
elemente und nicht positive Elemente außerhalb 
der Diagonale; i. e. , a. µ.v ~ O für J.l.*-.> und a.}LjAo) o 
für alle µ.. 1~e~~,„· 1 N\ 
c) Die Matrix A ist diagonal-dominant mit strik-
ter Ungleichung für wenigstens eine Zeile. 
Die diagonalen Untermatrizen Agg sind quadra-
tisch, irreduzibel und strikt diagonal-dominant. 
Unter Verwendung der Eigenschaften b) und c) läßt sich folgen-
der Satz beweisen. 
Satz 4.2 
Beweis. 
a) Die diagonalen Untermatrizen haben positive 
. -1 { 'l Inverse, i.e. Agg )O 
1 
~~ -f,.„, Gs 
ß) Die Eigenwerte der Matrix A haben positive 
Realteile, i,e, Re(~)>O 
y) Die Matrix A ist nicht singulär, ihre Inverse 
ist nicht negativ, i.e. A-1 ~o 
Die diagonalen Untermatrizen Agg erfüllen die 
Voraussetzungen des Cor. 1. s. 85 in /7/ , woraus 
a) folgt. Aus dem Satz von Gerschgorin folgt, daß 
die Realteile der Eigenwerte von A nicht negativ 
sind; der Fall Re(A) = 0 läßt sich ausschließen 
unter Verwendung der Eigenschaften der diagonalen 
Untermatrizen Agg /8/ S,75, Teil y) folgt aus einem 
Satz nach Fan /9/ s. 229, 
Gleichung (4.1) läßt sich also schreiben 
Die Eigenschaften a) - y) in Satz 1 reichen nicht hin zu zeigen, 
daß die Matrix A-1F einen positiven Eigenwert und einen zuge-
hörigen positiven Eigenvektor hat. Wegen A-1 ~o ist auch A-lr~o , 
und es gilt lediglich /'i+/ 
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Satz 4,3, Die nicht negative Matrix A-1 F hat einen nicht ne-
gativen Eigenvektor und einen zugehörigen nicht 
negativen Eigenwert, der mindestens so groß ist 
wie der absolute Betrag jedes anderen Eigenwerts 
der Matrix A-1F. 
Froehlich /1o/ hat zwei ziemlich schwache Bedingungen ange-
geben, die in allen physikalisch sinnvollen Fällen erfüllt 
sind, und die zusammen mit den Voraussetzungen a) bis c) 
für die diskrete Form der Neutronen-Dif fusionsgleichung die 
Existenz einer positiven Lösung garantieren, Wegen ihrer Be-
deutung auch für die diskrete Form der Transportgleichung 
sollen sie im folgenden zitiert werden, 




Die Länge der Kette ( 4. 5) ist L; die Indizes r:J. r>.. ••• w sind 
1\"'1 1 
nicht negativ; die Kette ist geschlossen, wenn g1 = g ist, 
Es wird vorausgesetzt, daß wenigstens eine Kette der Art (4,5) 
existiert, die mit g beginnt, Dann lauten die beiden Bedingun-
gen 
d) Zu jedem 1' E ~ .of 1 • • • 1 G 1 gibt es wenigstens eine Kette, 
die mit g beginnt und mit gL = g' endet. 
e) Falls geschlossene Ketten existieren, die mit g beginnen, 
dann ist eins der größte gemeinsame Teiler der Längen die-
ser Ketten. 
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Die Voraussetzungen a) bis e) reichen hin zum Beweis des fol-
genden Satzes 
Satz 4.4. Die Matrizen A und F sollen die Eigenschaften a) 
bis e) erfüllen. Dann hat die Matrix A-1r einen 
eindeutigen positiven Eigenvektor und einen zuge-
hörigen einfachen positiven Eigenwert, der größer 
ist als der Betrag jedes anderen Eigenwertes. 
Beweis. Die Voraussetzungen a) bis e) sind dieselben wie 
in der Arbeit /1o/. 
-1 Bezüglich des Ranges der Matrix A F gelten ähnliche Überle-
gungen wie sie für die entsprechende Matrix des Neutronen-
Diffusionsproblems in /11/ angestellt wurden. 
Die Matrix A-1r ist von der Ordnung N = I 2G und hat daher 
N Eigenwerte. Der Rang der Matrix (dJ&.~) und somit der von 
-1 A-" Cty"ilS'f('."l c \ „ . . A F s "'(;t bck-+ d..)Jjt>i betragt Jedoch nur I. Also hat die 
Matrix A-1r nur I von Null verschiedene Eigenwerte. Es liegt 
daher nahe, statt der Eigenwertgleichung (4.4) eine andere 
zu lösen, deren Ordnung von der Größe I ist. Um sie zu finden, 
führt man einen neuen Vektor 't' , die Spaltquelle, ein. Er ist 
von der Ordnung I und wird definiert durch 
Aus der Eigenwertgleichung 
wird 
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und nach Multiplikation mit von links 
oder 
rv -'1 
T:a FA X 
Die Spaltquelle genügt der neuen Eigenwertgleichung (4.8). 
Falls f ein Eigenvektor der Matrix A- 1r ist und }.. *o der 
zugehörigen Eigenwert, dann ist die Spaltquelle ~ , die man 
mittels (4,6) aus ~ erhält, Eigenvektor der Matrix FA-1 und 
k der zugehörige Eigenwert, Und ist umgekehrt 'i' ein Eigen-
vektor der Matrix FA-1 und >.. q:. o der zugehörige Eigenwert, 
dann ist der Fluß~ , den man mittels (4,7) aus 'f" erhält, 
Eigenvektor der Matrix A-1r und ~ der zugehörige Eigenwert. 
( 1~) -1 -1(N -1) N -1 • . . . Wegen A A- F A = AA FA = FA sind die beiden Matrizen 
A-1 F und FA-1 ähnlich. Sie haben daher dieselben von null ver-
schiedenen Eigenwerte, Statt des Fluß-Eigenwertproblems (4.4) 
kann man also auch das Quell-Eigenwertproblem (4,8) zu lösen 
versuchen, 
s. Lösung des partiellen Eigenwertproblems 
Die vollständige Lösung der Eigenwertgleichung (4.8) wäre ein 
aufwendiges Problem. In der Reaktorphysik betrachtet man je-
doch häufig Anordnungen, die nach einer anfänglichen Störung 
sich selbst überlassen bleiben. In der Regel beobachtet man das 
asymptotische Verhalten, das sich nach einer hinreichend großen 
Zahl von Neutronen-Generationen einstellt. Es wird, wie Birkhoff 
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und Varga /4/ gezeigt haben, durch den dominanten Eigenvektor 
des Eigenwertproblems (4.8) beschrieben; man versteht darunter 
denjenigen Eigenvektor, der zum betragsgrößten Eigenwert ge-
hört. 
Die Berechnung des dominanten Eigenvektors und des zugehörigen 
Eigenwerts des Problems (4.8) ist sehr viel weniger aufwendig. 
Wegen der hohen Ordnung der Matrizen wäre der direkte Weg, der 
in der Berechnung der Nullstellen des charakteristischen Poly-
noms besteht, unpraktisch. Vielmehr bietet sich das Iterations-
verfahren nach von Mises an. 
5.1 Äußere Iterationen 
Satz 5.1. Die NxN Matrix T habe N linear unabhängige Eigen-
vektoren. Die zugehörigen Eigenwerte seien dem 
Betrage nach angeordnet 
Beweis. 
1~~1 < 1 ~2J ~ 1 >.3 \ ~ ·•• ~ \ ~N 1 • 
Für eine nicht negative Schätzung 'f (O) konvergiert 
das Iterationsverf ahren 
S (.t) • T~(.e-ü 
l (-t) = HS<.t> ll 
SC.t> 
't (.t> • ll s c.e) 1\ 
.1.. • '1 2. •.. 
1 1 1 
Die Konvergenz erfolgt gemäß der Formel 
~(.e) =; ~i + CY(I ~\') 
Nach Satz 4.4. und den Bemerkungen im Anschluß daran 
über den Rang der Matrix T sind die Voraussetzungen dieses 
Satzes erfüllt. Eine genauere Formulierung und den Beweis findet 
man in /14/. 
Aus praktischen Gründen wurden in Theorem 5.1 die Vektoren 
auf eins normiert. 
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Von besonderer praktischer Bedeutung sind obere und untere 
Schranken für den dominanten Eigenwert ~4 • Sie können dem 
folgenden Satz entnommen werden /7/ s. 47. 
Satz 5.2. Es sei T eine nicht negative NxN Matrix mit der 
Eigenschaft, daß für einen positiven Vektor ~>o 
ebenfalls T't' > O folgt. Ferner sei 
Beweis. 
't'(.f) = T'f(-l-~) """T?.~(~-2.) = .„ = T.tJJ(O) .t=~ '2. •••• "t'(O) '>O 
1 1 1 1 1 
und 
dann ist 
Die Voraussetzung T"t''>O für alle ~>O folgt aus 
der Bedingung d) in Abschnitt 4. 
Obere und untere Schranken ~\~) und \. U.) können dazu benutzt 
-
werden, den Fehler € abzuschätzen, den man macht, wenn man 
das Iterationsverfahren nach dem~-ten Schritt abbricht. Eine 
sinnvolle Beziehung ist 
5.2 Innere Iterationen 
Die Anwendung des Quell-Iterati'onsverfahrens (5.1) setzt voraus, 
daß man das Produkt T't' (.f-0 berechnen oder zumindest approxi-
mieren kann. Eine direkte Berechnung ist nicht möglich, da den 
auf tretenden Matrizen wegen ihrer hohen Ordnung aus Gründen der 
-34-
Kapazität keine Speicherplätze zugewiesen werden können. Auch 
sollten Matrix-Operationen wegen der langen Rechenzeiten nach 
Möglichkeit vermieden werden. Die Behandlung des Eigenwert-
problems (4.8) an Stelle von (4.4) bietet erstens den Vorteil, 
daß von einem Iterationsschritt zum nächsten der kürzere Vektor 'i" 
statt des längeren ~ gespeichert zu werden braucht. zweitens 
kann man das Produkt Tt (e-~) folgendermaßen approximieren: 
Wegen (4.8) und (4.7) ist 
(5.2) 
Das Produkt F +t.t> läßt sich leicht bilden. Man kann also T'f(-l-•) 
berechnen, wenn man ~(~) kennt. Berechnung von ~(t) bedeutet 
Lösung des linearen Gleichungssystems 
wobei im l-ten Iterationsschri tt Xt {.f-{) bekannt ist. Wegen 
der Größe der Matrix A löst man das Quellproblem (5.3) eben-
falls iterativ. Zur Unterscheidung nennt man die Iterationen 
zur Lösung von (5.3) innere Iterationen und die zur Berech-
nung des größten Eigenwertes in (5.1) äußere Iterationen. 
Gelegentlich hat man es mit Anordnungen zu tun, bei denen man 
nur Abwärtsstreuung zu berücksichtigen braucht. Gl.(4.1) ver-
einfacht sich dann zu 
(5.i..) 
In diesem Fall ist die Matrix S , eine Dreiecksmatrix; bei gg 
der Lösung beginnt man in der Gruppe der höchsten Energie 
(g=1) und rechnet sukzessive bis zur niedrigsten Energiegruppe 
(g=G), wobei man jedesmal die Ergebnisse der Rechnungen in den 
vorherigen Gruppen mitverwendet. In jeder Gruppe hat man dann 
nur noch ein Gleichungssystem von der Ordnung r 2 zu lösen. 
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Im allgemeinen Fall hat man Auf- und Abwärtsstreuung von Neu-
tronen zu berücksichtigen, Die Matrix S , hat dann nicht mehr gg 
Dreiecksgestalt,und der Rechenaufwand ist beträchtlich größer, 




Das Iterationsverf ahren 
1:cplh1-t~) = [ SClQ!~(ll(rn;.<\) T f, s,,,;~tni) -+~'f m=o.~ ••• 
\ 't 1l~i (f 4 ~.,.,. \ l 
ist konvergent. m ist der Index der "thermischen" 
Iterationen, 
Nach den Ergebnissen des Abschnitts 4 ist die Matrix A 
reell und quadratisch, und ihre Elemente außerhalb der Diagonale 
sind nicht positiv; ferner ist A- 1 ~O • Definitionsgemäß ist 
A eine M-Matrix, Man betrachte eine Zerlegung A = M-N von A, bei 
der die Matrix M dadurch gebildet wird, daß in A die Aufwärts-
streuung gleich null gesetzt wird, Dann ist nach /7/ S, 9o diese 
Zerlegung regulär und konvergent, 
In vielen Fällen erstreckt sich die Aufwärtsstreuung nur über 
einige Energiegruppen, die "thermischen" Gruppen; in den übrigen 
Energiegruppen gibt es nur Abwärtsstreuung. Man faßt dann die 
"thermischen" Gruppen zu einer einzigen Gruppe zusammen, löst 
zunächst die Gleichung (5,4) und wendet anschließend zur Berech-
nung der Flüsse im thermischen Energiebereich das Iterations-
verfahren (5,5) an, 
Punkt-Iterationsverf ahren 
Die Anwendung der Verfahren (5,4) und (5,5) setzt voraus, daß 
man das Gleichungssystem 
(s.G> Acn +'t = ( T,_ - s1, > c1>1 = -ß. 
~ .... f. 5~f~~· + 'kfr 
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lösen kann; hierbei wird der Vektor A als bekannt vorausge-
setzt, Die Matrix A ist von der Ordnung r 2 , und es liegt gg 
daher nahe, auch dieses Gleichungssystem iterativ zu lösen, 
Die folgenden Überlegungen beziehen sich durchweg auf die 
g-te Energiegruppe. Der Index g wird daher weggelassen. Ein 
sehr einfaches Iterationsverf ahren zur Lösung des Gleichungs-
systems (5,6) beruht auf der Zerlegung A=Mp-Np mit MpeI-E 
s ,.,_,t 
und Np '5 S(B+C) 
1 
S:: cS /tJ , Es lautet 
~~ (n+.f) = Eik ~:.~ {ri+~} + SnJ B~ ~i(n) + C;i«ht.t ln>] -t 
+ ~1 [B~ Ö;+ CiQ;t41 
et>+ + [o+ c+ ... ~ .. tn-t-~) = E· .~ .. (n+.f) + s~ o· ,.<{>.tn) + ·1 •.i. 't'·_,t11) + 'k 1--lj 't'H~ ''i·-t 1-J 1 . ·4 h 
+ ~. [s'..k Q, + c:ka„.1 1 n„os„ 
n,"" 
worin n der Iterationsindex ist, Man rechnet also in jeder 
Iteration maschenpunkt-weise für xij'O von außen nach innen 
und für xij >0 von innen nach außen, Bei vorgegebener Vakuum-
Randbedingung ist es zweckmäßig, mit der Berechnung am Rand 
zu beginnen. Nach einem Durchgang durch sämtliche Maschenpunkte 
werden die mittleren Flüsse ~; neu berechnet, 
Satz 5,4, Das Iterationsverfahren (5,7) ist konvergent. 
-.f -~ l ~ Beweis. Wegen Mp a cr ... E.) = -tE~E .... „. 
ist die Zerlegung A:. Mp-Np regulär, 
auch konvergent /7/ S. 89, 
~ o und Np • S ( ß+ C) ~ o 
A-1 '-0 . . und wegen f ist sie 
Der Rechenaufwand bei diesem Iterationsverfahren läßt sich 
leicht abschätzen, Pro Iteration und Energiegruppe benötigt 
man für eine homogene Anordnung zur Berechnung 
i~ J. 
der cp - und cp + in ( 5 • 7) lt\ [ i 'i" tU··O) 
i•.f i•2. f 
der mittleren Flüsse nach (3.19) ~i ;.„ 
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und der Streurate I Punktoperationen, insgesamt also 
~ li- f { = ~ 1'2. "f- C7(1) , da für große I der quadratische Summand über-
wiegt. Man könnte daran denken, statt des Iterationsverfahrens 
(5.7) die etwas besser konvergierenden Verfahren nach Jacobi 
oder Gauß-Seidel zu verwenden. Man hätte dazu die ~i in (5.7) 
in jedem Maschenpunkt neu zu berechnen. Der erwartete Zeitge-
winn würde jedoch wegen des höheren Rechenaufwands zumindest 
teilweise wieder aufgezehrt werden. Daher sollen diese beiden 
Verfahren nicht näher betrachtet werden. 
Block-Iterationsverfahren 
Ein anderes mögliches Iterationsverf ahren zur Lösung des Glei-
chungssystems (5.6) beruht auf der Zerlegung A = MB-NB mit 
MB::; I - s(B+C) und NB: E, oder ausgeschrieben 
Satz 5.5. Das Iterationsverfahren (5.8) ist konvergent. 
Beweis. Wegen M~1 = [r-s(B+c>] -l = I+s(B+C) + s 2 (B+C) 2+ ••• ~o 
und NB 'S E )). O ist die Zerlegung A = M8 -NB regulär und wegen 
A -l ~ O ist sie auch konvergent. 
Im folgenden soll gezeigt werden, daß sich die Matrix MB ohne 
größeren numerischen Aufwand invertieren läßt. Die Differenzen-
gleichungen (3.13) können in folgender Form geschrieben werden 
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und 
Zu diesen Gleichungen kommen noch die Stetigkeitsbedingungen 
für Punkt auf der y-Achse 
Insbesondere ist 
Setzt man 
dann kann man zusammenfassend schreiben 
<P~ - s„i [ ß~ 4>i + Ci~ +i•-i) 111 'llii 
+ [+ :t ] '°"1~ - St\ 'B. · J.. + C· ·"'· • o„ 
't' 0 ''i·f '""t 't'\ .... ; „,..~ ••t 
Nach Multiplikation mit di' und Addition erhält man 
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und wegen ,.1..- = J. + = q>.., ist iH 'f~4 
Am Rand r = R(i=I) gilt 
- { 1: Vakuum-Randbedingung 






Ci :: Sni ( ~ °'i& Cit-t- die Ci~) , i ~ t 2.1 „. \ \-~1 
J=~ 4 




~ i = ~ di~ "Pik + d.it °Pii + 
r=~ 
~.( a 1>~4 
l--t 
[ c(r 91· ~-4 l k 
't{2 ... \-~1 
1 1 1 
dann erhält man folgendes Gleichungssystem von der Ordnung I 
-Ö_.f~.c - C.ctPt 
-<tz.4>„ ot ~cpz. -Cicl>l 
-ct~+2. +~3cf\ -~+ ... 
(5.~0) l 
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das sich leicht durch Elimination lösen läßt. 
Elimination der Elemente unterhalb der Diagonale (Vorwärts-
Elimination) ergibt 
cp_. -1\.11„ <t>i = Cl4 l 'W,c - ~ Q.4 = ~ 
' 1>.( 1 ~ h.t 
- a.2. t ~~-+ -W4 cpi) + _g2. <f>1 - C1 ~ ~ • ~2. 
l..ßi- O.i 'W.t) ~2. -C2. +l = ~i + Q.,_ ~~ 
Durch Rückwärts-Substitution gelangt man zu folgender Re-
kursionsformel 
i ~ ~ i . „ 1-~1 l. 1 1 
iE.!2,.„ \\ 
'\. 1 1 




Die Winkelflüsse ~~ und ~i} ergeben sich durch Einsetzen 
der ti in (5.9).Bei diesem Verfahren wird fast der ganze Block 
der Matrix-Elemente in Abb. 4 gleichzeitig invertiert. Ledig-
lich jeweils einer der beiden Summanden, die die gesternten 
Elemente bilden, ist nicht davon betroffen. 
Die folgende Bemerkung betrifft die Rundungsfehler beim Gauß' 
sehen Eliminationsverfahren, die 
Wegen o ~C~ ( ~ 1 lolit •i , clii )0 
und 0 /.. C. (. ..f i E ~ ,{ • • • 1 l . 1 1 'l 1 1 
in der Praxis stets auftreten. 
Ferner ist 
wegen 1-tshj./ snt-toln -! shi - Snic:lii = 
) ~-( i-ci,i) -(i+c1.i~) = 0 1 
l\ . Nach (5.11) 
C· C· 
0 <. l\.\)i ~ 1 t... ...!.. :; ~ 
..e,. - Q..· Cj 
1 1 
Da IW' 4 -= ~ ~ Ä ist, liegen alle l\JJi zwischen null und eins. 
Die Rundungsfehler sind daher abschätzbar /15/. Eine Pivotsuche 
ist nicht erforderlich. 
Der Rechenaufwand für eine homogene Anordnung kann wie folgt 
abgeschätzt werden: 
-43-
Sieht man vom Aufwand zur Berechnung der Größen a., b., c. 
l. l. l. 
und wi ab, die sich während der Iteration nicht ändern und 
daher nur einmal berechnet zu werden brauchen, dann benötigt 
man pro Iteration und Energiegruppe zur Berechnung der 
2i : '.) ( 1-() + ,{ 
~i : l-{ 
<Pii : 4 \ \\-~) + 1 
und ~. ~ ll\-~) + G\\-n Punktoperationen, insgesamt also 
l s(~'-t-G\-9 ':; s(2.~G(I} Punktoperationen. Das ist etwas mehr als 
man zur Ausführung des Punkt-Iterationsverfahrens (5.7) 
benötigt, 
ADI-Verfahren 
Es liegt nahe, das Block-Iterationsverfahren (5.8) dadurch 
zu beschleunigen, daß man bei der Berechnung der Winkelflüsse 
q~ aus (5.9) die zuvor erhaltenen Winkelflüsse bereits 
mitverwendet, Offensichtlich bedeutet diese Vorschrift eine 
Kombination der beiden Iterationsverfahren (5,7) und (5.8), 
die den gleichen numerischen Aufwand wie das Verfahren (5,8) 
erfordert, in Matrix-Schreibweise 
n=O -i "' 1 \ 
' Beachtet man, daß die Matrix E auf den Index i und die Matrizen 
B und C auf den Index j wirken, dann kan man das folgende Ite-
rationsverfahren als ein ADI-Verfahren ansehen, das demjenigen 
von Peaceman und Rachford /12/ ähnlich ist, 
(n+t) Vl) [lw .... nl-st'~+C)}~ = [wI+E1~ "' { 
1 ~n...~) [ l (h• 1) [~~·-i)I-E + • t->I+ s('ß•C>J ~ + 1t n • o ~ .„ \ 1 \ 
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Offensichtlich ist die Kombination (5.12) gleich dem ADI-Ver-
fahren (5.13) für wco • Die Iterationsmatrix Tc.> erhält man 
A 
durch Elimination von t(n•i) 
oder 
Satz 5. 6. Das Iterationsverfahren ( 5 .12) ist konvergent für "'),o. 
Beweis. Die Iterationsmatrix Tw läßt sich schreiben 
Tw IQ { I-[(~+·nl~E1-~ [I-E--stß•C)}\·fl-[(cu+A.)l-s<ß+C)1-.t[1-E-st'l?J•C})1 
= { I - M ~A. \ f ! - M~ A \
worin 




Tw = I - M~ A - M;" A + M~" Ä M~" A 
=a I-( Mi" + M~" - MtAMt] A 
• t - M~~ [M" • M„ ~ A] M~4 ~ 
-~ -A T~ =i I - t2.w+~> (<t.J+<4l I - s~'B+ c» (<w•·'1l- E) ( I- E-s (ß+C>) 
= I - M-.t A = M„ ~ [ M-A1 -= ~t" N 




Ns M-A-:: ~ ((w"'nl-t.)(cCA>+~)I-s(B+C))-(1-E.-st'B+Cl) 
'2.ti.H·.\ 
= 2:+.c [tl4>+~fl-tw+-t)(E."' st~-tC)') + sE t'B+cl]-1 +E-+ Slß-+C) 




Wegen CI-E)-l ~o und (I-s(B+C)}-1 ~o sind auch (Cc.>+l)I-E}-1 ~o 
und {Ce.> +1) I-s ( B+C >) -l ~ o für Cl) '>,O und somit 
M-~ = t2.w+~~<cw+.nl-t St'ß+C)'f~~co+-t)I-t.')~ ~ o t w»o 
A--t Die Zerlegung A = M - N ist also regulär, und wegen ~O 
ist sie auch konvergent für "' >10 • 
Der freie Parameter CiJ kann dazu dienen, den spektralen Radius 
der Iterationsmatrix ~lTw) zu minimieren. Leider sind die Ma-
trizen E und s(B+C) weder symmetrisch noch kommutativ, und eine 
Optimierung des Iterationsverfahrens (5.13) bezüglich des Para-
meters CiJ 
möglich. 
ist daher auf analytischem Wege vermutlich nicht 
Relaxationsverf ahren 
Ein anderes Iterationsverfahren, bei dem sowohl Ele~ente der 
Matrix E als auch solche von B+C invertiert werden, ist das 
Block-Relaxationsverfahren. Die Matrix A des zu lösenden Glei-
chungssystems 
A~ :: { 
werde zerlegt entsprechend der Gruppierung in Abb. 4: 
A = D - U - O, 
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worin D gebildet wird von den quadratischen Diagonal-Matrizen, 
U von den BlÖQken unterhalb D und 0 von denen oberhalb D. Das 
Block-Relaxationsverf ahren ist definiert durch 
oder ausgescnrieben 
~Ü tn+n .... sii:e:,7- .4.. (h+() = w [ E„ "':- . \n> -+- s ... C-,'t ~. tn)1 -+ 
« • ~ '1'1 f"~~~ "~ G 'f i.+A. 
cs.~s> 
;. {~-w) [ ~~(h) - Sn1 ß~~,<nl) + w-p;i 
cp:. (n~~) - SI'\ B~ . ~( t'\+.{) - w r E· ,· ~:_ •. ( n..-.n + Sn ct.t ~i-~ (nt.4) "\ 
'l i-• """k \ ~ ,.„k h ~ i„~ -„~ j 
:::: {A-c.,,) [/. (tü - s 'B~ •. ~ .. ( n)1 + wo .. 
't',k l'li-.t ... „l •. „ 'J 11t 
Man entnimmt <:ler Abb. 4, daß die Matrix A block~tridiagonal 
ist. Daraus fo1gt, daß die Matrix A 2-zyklisch und damit kon-
sistent geordnet ist /7/. Es gilt folgender Satz /~3/ 
Satz 5.7, Die Matrix A sei konsistent geordnet, und der Spek-
tralra<:lius ~('D°'~(U.+0)) der zugehörigen (Block)-
Jacobi-Matrix sei <~ • Dann ist das Iterations-
verfahren ( 5, 15) für O (.w ( 2 konvergent. 
Das Relaxationsverfahren (5,14) bietet gegenüber dem ADI-
Verfahren <s.13) den Vorteil, daß der Beschleunigungsparameter w 
optimiert werden kann. p.~ seien die Eigenwerte der (Block)-
Jacobi-Matri~ n-1 cu+O) und l~ die Eigenwerte der Relaxations-
matrix L~ ~ { 'D- cu Uf-t [~ O+ (~-~)'D] , dann besteht zwischen den p. 
1 
k, 
und C&l die Beziehung 
o .. +w-~)2. = ~µ1c.} 
Die Eigenwerte fLv der Jacobi-Matrix mögen innerhalb der Ellipse 
µ. .... Q. CdS e + i b s\n 0 1 b 4 Q. <. ~ 
liegen. Dann läßt sich zeigen /13/, daß der spektrale Radius 
der Relaxationsmatrix ~(lw) minimiert wird, wenn 
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ist, und in diesem Fall ist 
Die quadratischen Diagonalmatrizen in Abb. 4 und somit auch 





Hinzu kommt die Stetigkeitsbedingung an der Stelle x = o 
~~ = et>~ 1 i E f ~ , · · · , 1\ 
Diese Differenzengleichungen lassen sich auch folgendermaßen 
schreiben 
+:'.° - S „ ß:: ~· • b„ i t. r ~ · · · \-~ \ \. E ~ ,t •• • i--i l ~ ''i 't 1 Pk l 1 ' ' 1 6 l. ' ' } 
+ .. - s„ ß„ ~· = 'h·· 
tt "i ll 1 1 II 
~~ - s 'ß! . "· • o„ ~ E f 2 „ · (\ i ~ <' 4 „ · i-i '\ l~ l'lj." 1-~l „, 11~ \ 1 1 \ 0 t \ \ 
+ -
,!., „ - s 10 „ ~ . • "b„ 








?: drl.. "p;· •9j·) ~· „ -~~\ t k 
' ~ - t dii. \s ... :s: + s '&:.t) J·~ ' .. , 'k ...... ( . 
\.~JA „. tl 
\ G l \ ' 
~E~.t.„ \) \ G 1 1 t 
i ~ ~ 2, „. \-~1 
1 1 1 
Die Winkelflüsse ~~ und et~· ergeben sich durch Einsetzen in 
(5.16). Für den Fali i=1 (r.~=o) erhält man 
1. 
~; ~ A- sh„~~~) „ °PH 
cp - • _.;.,1->_H __ 
H ~-Sn" '&4~ 
Für den Fluß am Rand r.=R erhält man 
1. 
und wegen der 
s~ - Vakuum-Randbedingung 
~ • 1 !. - Reflexions-Randbedingung 
2. 
-49-
Die Winkelflüsse am Rand 
Einsetzen in (5.16). 
ergeben sich ebenfalls durch 
Der Rechenaufwand des Iterationsverfahrens (5.15) (~=1) pro 
Iteration und Energiegruppe bei einer homogenen Anordnung setzt 
sich wie folgt zusammen. 
4>i ~ GU-t) +~o ... 1~\-~) 
c:(>i' : ~ lt+ \ Punktoperationen, insgesamt~ also 5I 2+GI-2 = 5I 2+0'(I) Punktoperationen. 
6. Numerische Ergebnisse und Diskussion 
In Abschnitt 5 wurden zur Lösung des in jeder äußeren Iteration 
auftretenden linearen Gleichungssystems vier Iterationsverfahren 
(5.7), (5.8), (5.13) und (5.15) angegeben. Für die praktische 
Anwendung wäre es wichtig zu wissen, welches Verfahren bei vor-
gegebenen Daten am schnellsten konvergiert. Da eine realistische 
Abschätzung der Konvergenzraten bei dem in dieser Arbeit behan-
delten Problem kaum möglich ist, soll das Konvergenzverhalten 
der Iterationsverf ahren anhand numerischer Beispiele studiert 
werden. 
Damit die notwendigen, umfangreichen Rechenoperationen von einer 
Datenverarbeitungsanlage (IBM/36o-75) ausgeführt werden konnten, 
wurde ein Rechenprogramm(Fortran) geschrieben. 
Das Gleichungssystem (5.6) wurde mit der Reflexions-Randbedin-
gung gelöst. Die Inhomogenität wurde null gesetzt. Dann hat das 
Gleichungssystem nur die triviale Lösung, und die Vektor-Iterier-
ten sind zugleich Fehlervektoren. Die Schätzung ~. zu Beginn der 
Iteration betrug 104 , und es wurde so lange iteriert, bis jede 
Komponente <~ war. Die Konvergenzraten wurden in Abhängig-
keit von der Schrittlänge ,6..,.., und dem Verhältnis S = fSs/~t 
' 
-So-
studiert. Tabelle 1 enthält neun numerische Beispiele mit I=5. 
Die Beispiele eins bis sieben sind physikalisch homogen (cha-
rakterisiert durch ein s) und haben eine gleichförmige Inter-
vall teilung A-ri • Schrittlänge und das Verhältnis s im ersten 
Beispiel entsprechen einem stark absorbierenden Material. Die 
Daten der Beispiele zwei bis sieben reichen von einer kleinen 
schnellen Anordnung(2) bis zur großen und gut thermalisierten 
Anordnung(7). Man entnimmt der Tabelle, daß das Punkt-Itera-
tionsverfahren (5.7) für kleine Werte A~· 
' 
und s gut und für 
große Werte sehr schlecht konvergiert. Das Block-Iterationsver-
fahren (5.8) zeigt entgegengesetztes Verhalten: es konvergiert 
für große Werte von A~ und s sehr gut und für kleine Werte 
mäßig. Dieses Ergebnis war dem Verlauf des Koeffizienten (Anhang) 
nach zu erwarten. Einen großen Fortschritt bringt daher die Kom-
bination beider Verfahren,das ADI-Verfahren mit dem Parameter ~·o, 
das in allen Fällen gut konvergiert. Auch das SOR-Verfahren, 
das für w „ -i (Block-Gauß-Seidel-Verfahren) untersucht wurde, 
zeigt nicht den extremen Verlauf der beiden ersten Verfahren, 
sondern konvergiert befriedigend. Allerdings besteht hier noch 
die Möglichkeit, den Parameter c.> zu optimieren. 
Beispiel 8 ist eine heterogene Anordnung mit ungleichförmiger 
Intervallteilung bzgl. r; Hier wurden die Beispiele 1 und 7 
kombiniert. Dieses Beispiel soll als Idealisierung einer großen 
und gut thermalisierten Anordnung dienen, in die ein Absorber 
eingebracht wurde. Wie die Tabelle zeigt, ist das Punkt-Itera-
tionsverfahren in diesem Fall unbrauchbar; jedoch sind die drei 
anderen Verfahren sehr gut konvergent. Beispiel 9 ist eine hete-
rogene Anordnung mit einem Gebiet, in dem sämtliche Wirkungs-
querschnitte verschwinden. Es soll als Idealisierung einer 
großen und gut thermalisierten Anordnung mit einem Hohlraum 
dienen. In diesem Fall entnimmt man der Tabelle, daß das Punkt-
Iterationsverfahren wiederum unbrauchbar ist, das Block-Itera-
tionsverfahren bereits wesentlich besser konvergiert und noch 
besser das SOR-(~=1)- und das ADI-(~=o)-Verfahren. 
-S1-
Numeri- Schrittlänge 4r. 5S Zahl d,Iterationen 
sches ]. S-= -~ ACI SOR 
Beis;eiel in cm C'5 PI BI (c.>•O) (W•~) 
1 o,os 0.01 36 162 36 118 
2 o,1 o.1 2o 8S 2o 62 
3 o.s o,S 17 22 1o 19 
4 1 o,8 4S 17 12 19 
s s o,9 88 3 3 9 
6 1o o.97 3o3 2 2 11 
7 So o,99 917 1 1 9 
8 So;o.oS;o.oS;So o.99;o.o1;o.o1;o.99 8So 17 8 11 
9 So o,99; 0 . 0 ;o.99 917 388 172 218 , 
Tabelle 1. Konvergenzraten der vier Iterationsverfahren, 
Bemerkungen 
1) Der Anstieg der Zahl der Iterationen beim Punkt-Iterations-
verfahren für kleine Werte von Ar. und s wird durch den Punkt 
l. 
(x=o,y=R)verursacht. Für den Fluß in diesem Punkt gilt die Bezie-
hung (3,14), die sich von den Differenzengleichungen für die 
anderen Maschenpunkte umso mehr unterscheidet, je kleiner die 
Werte für Ar. und s sind. 
l. 
2) Erfahrungsgemäß ist die Konvergenz der Iterationsverfahren 
bei VeFwendung der Vakuum-Randbedingung besser. 
Zusammenfassend kann man sagen, daß das ADI-(~=o)- und das 
SOR-(w=1)-Verfahren schnell konvergierende Verfahren sind; 
das ADI-(w=o)-Verfahren ist noch etwas besser. Auch das Block-
Iterationsverfahren ist noch brauchbar, Hingegen ist das Punkt-
Iterationsverfahren nur mit Einschränkung zu verwenden, 
Für die folgenden drei numerischen Beispiele wurde das partielle 
Eigenwertproblem (4,8) gelöst. 
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Beispiel lo, Thermische Anordnung mit Reflektor. 
2 Energiegruppen, Radius des Cores 1,5•102 cm, Radius des Re-

















Größter Eigenwert k = o,995 














Abb. 6,1. Schneller und thermischer Fluß ~(r) für eine thermi-
sche Anordnung mit Reflektor. 
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Beispiel 11. Thermische Anordnung mit Reflektor und zentralem 
Absorber, 
2 Energiegruppen, Radius des Absorbers 5 cm, Radius des Cores 
1,5•1o2 cm, Radius des Reflektors 2,5•1o2 cm; Wirkungsquer-
schnitte in Core und Reflektor wie im Beispiel 1o. 
Absorber 
....,51 Gt ~s s Gruppe~ G,.~„„ , 
'J „ 
1 0 o.33 o.32 0 
2 0 1.28 o,28 0,009 















0 -100 200 cm 
Abb. 6,2. Schneller und thermischer Fluß +Cr) für eine thermi-
sche Anordnung mit Reflektor und zentralem Absorber. 
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Beispiel 12. Thermische Anordnung mit Hohlraum und Reflektor. 
2 Energiegruppen, Radius des Cores 1,5•1o2 cm, Radius des 
Hohlraumes 2,0•10 2 cm, Radius des Reflektors 3 9 0•102 cm; 
Wirkungsquerschnitte im Hohlraum = o, in Core und Reflektor 






0 150 300 
Abb. 6.3. Schneller und thermischer Fluß +<r> für eine thermi-
sche Anordnung mit Hohlraum und Reflektor. 
-55-
7. Anhang 
Im folgenden soll das Vorzeichen der Matrixelemente untersucht 
werden. Es wird im wesentlichen bestimmt durch den Verlauf der 
Koeffizienten B+ .. und C-:+ .• in den Gln. ( 3.13). Für Xit 40 ist 
gi] gi] 4 
AXjl s l><i"'.ci-Xill = ~ii-)(i••k 
1 
iE~1 1 „· 1 l·i1 \ ~E.i·\"\\) 
t i ~ \ i ~ 
rr-i+.t-'f'i = ')(.i+.\~-)(.iA =t~ii-A~j~) -Y.jk „ A~ii lA)(ji-2Y.ii) 
und daher 
Ebenso erhält man für Xji > o 
A X.jk = X i+.i~ - ><. i~ 
'1'"· i - -{-"!- = AY." ( AX.·,1 + 2 ~„) 
I•.\ 1 'I 0 ·~ 
und 
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Die weitere Diskussion der Funktionen 
·r( ~ ,t.i = 2.t: t. [ oi. l~•t.>- t~-d.)1 ' "'1 ~o 
C\ 'f,dl a 2.'f:A [ if + hl 1 1 >< i} ~ o 
wird erleichtert, wenn man sich den Verlauf folgender Funk-





~~~..:::::::::;.-.....:::::::;;::::===-~2et:.:- ~ '"-a) 
5 10 15 
~A 
Abb. s. Darstellung der im Text verwendeten Funktionen in 
Abhängigkeit von ~. 
Es werde vorausgesetzt, daß A+O ist. 
1. Fall: x .. ,0. 
J.] 
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z -{ ~ ,\) "' ; [ d. (. ~ i' b) - t ~ - o'. )1 
' 2. -t-A 
~rtT~/1) = 2A ( ~ C ~-d.) _ cl l '> 0 C)~ (.2~+ ~)2. A j 
~Y'·t-{~ A) Q A [ 2.. c1~2 = -(2."+b)3 Ä 1A-00-o{1 ~o 
z-co, A) =- ~ [ 4o{ -cA-~)1 = 2ot- l \.{-d.) )o 
~ t-\~ A) = fi.Akt. 2cL\~+A) = o( 
~·~ 1 ~~~ i~+A 
Da f.-l~ A) im Intervall 0 4 'e (r/J eine monoton steigende Funk-
tion is\, folgt 2o(-1 \~·ol.) "1-<..~ 6.) <r:i. • r/Jegen oC\A)<.~ und 
ex_p C.""A) "-_2ot- '2.A-(~·ol.) sind die Koeffizienten g- .. = 1-Z . . und 
gJ.] - gl.] 
C .. Si Z . . - E .. positiv. 
gl.J gi] gi] 
2. Fall: x .. '>0. 
J. J 
t't~,!) „ 2.~+ t.. [ol"+ ,(-d.1 
@1\~ \6). 2A [ d-1 t~-on1 ( 0 ~~ \?."+ Ä)~ 6. 
;J'2.t.\"1A) = _ ßA [rJ.- l (~-o(~ '> 0 ~~ ~~+A~ A 
i 
1+(01A) = A t-f-ol) 
~~ t,+( 'f A) = ~ 2cl(l-~) c o{ 
f-+ot' ' ~~°" 2.~+ A 
tt'~ A) ist im Intervall 0 4~ < dJ eine monoton fallende Funktion, 
' + 'lf i i daher ist rJ.1...1 ( ~ 
1
Ä} 4 Ä~~-c:J.) • Wegen Ä\~-d) '- ~ und exp \-A) < ~ sind 
die Koeffizienten B+ .. iE 1-Z + .. und C + .. S Z +. . - E .. positiv. 
gi] gJ.] gi] gi] gl.] 
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Die Funktion 
für x .. 40 
1 J ist in Abb. 6 dargestellt 
für x .. >O 
1] 
Die beiden Zweige verlaufen symmetrisch zur Horizontalen ~ • 
Der Wert der Funktion 1tt1A) hängt also von der Lage des Git-
terpunktes und von der Maschenweite ab. Für sehr kleine Maschen-
weiten ist lltÄ) groß ( ~ ~) und B !! 1-Z klein, und für große 
Maschenweiten ist !(~ 1~) klein und B groß. 
1,0 
0,5 




0 5 10 15 
Abb. 6. Darstellung der Funktion cl, 1A) in Abhängigkeit von~ 
für A = 2,2s. 
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