In the era of smart technology, from weather news to online order is known with the help of applications in the light weight systems. Through this paper we developed a method which helps in prediction of breast cancer of a patient by the product metric evaluation. By using this method, we reduce the characteristics required to predict the breast cancer in the light weight systems which has less computation power.
INTRODUCTION
To analyse the dataset of breast cancer of various patients firstly, we have applied Pearson (A) method (Hauke, 2011) . Pearson helps us to discover how intently a trait is related with different qualities. We have a dataset of almost 300 patients portraying their cell condition with the assistance of 9 characteristics. Among these we have selected sample of 13 patients. In light of the examination of data we can choose which quality can be considered and which property can be disregarded. For example, in Pearson strategy if the estimation of r is more than 0.8 then the traits are thought to be emphatically related and on the off chance that it is beneath 0.8 the traits are scantily related. Secondly we have applied Linear regression model, is used for demonstrating the relationship between a scalar dependent variable y and at least one systematic factors meant by x (Rashad Manzoor, 2017) . 
Here N is the quantity of sets of scores; ∑xy Is the entirety of the result of matched scores ∑x is the entirety of x scores. ∑y is the entirety of y scores ∑x is the entirety of squared of x scores ∑x is the entirety of squared of y scores Each of the relations with r under 0.8 is considered as week relations and the related characteristics can be overlooked and just emphatically related qualities are considered. This reduces the general number of qualities. A1  A2  A3  A4  A5  A6  A7  A8  A9 (Fioravanti, 2000) , we will get the enhanced θ value, and for this θ trait value can be proficiently relapsed after the Pearson likeness measure (where r>0.8). This technique is utilized for cost improving which implies advancing the variable. This is one of the strategies utilized for accomplishing machine learning. Table. 3, comprises of θ incentive alongside cost function for each quality connection. Attributes having same θ can be formed in to the same cluster.
CONCLUSION
By applying both Pearson and regression analysis we reduce the no of characteristics required to predict the breast cancer. If the patient submits his data, based on the formed clusters of previous patient's data, new patient's data will be evaluated. The light weight systems consist of less computing power rams, which is not possible to evaluate the data if more characteristics are there, so reduction in the characteristics would make the system to predict the breast cancer with less computing power.
