Abstract An approximation is derived for the time to extinction in a sub-critical epidemic two-host interaction process for the macroparasite Echinococcus granulosus. The argument is based on coupling the epidemic model with a two-type branching process, and then to approximate the time to extinction for the branching process. It is shown that the approximate time is proportional to the logarithm of a weighted sum of the initially infectives in the host populations plus a Gumbel random variable. The accuracy of the approximation is illustrated.
Introduction
This paper is concerned with approximate the time to extinction in a sub-critical stochastic two-host interaction process for the macroparasite Echinococcus granulosus. Macroparasites, as opposite to microparasites as viruses and bacteria, do in general not multiply within the definitive hosts, but produce transmission stages such as eggs and larvae which pass into the external environment, resulting in rather complex transmission cycles. The life cycle of Echinococcus granulosus is between dogs and sheep as primary definitive and intermediate hosts. The dog harbors the adult parasite in the small intestine. It releases eggs that are passed in the feces. The sheep ingests the eggs on pasture, which then develop into cysts. The development of such space occupying cystic lesions is known as cystic echinocococcosis which is a zoonotic parasitic diseases. Humans are ecologically aberrant intermediate hosts who also develops such space occupying cystic lesions. The definitive host acquires Dominik Heinzmann Institute of Mathematics, University of Zurich, Winterthurerstrasse 190, 8057 Zurich e-mail: dominik.heinzmann@math.uzh.ch the infection by ingesting organs containing infective material. The parasite is endemic in many parts of the world (Economides & Cristofi (2002) , Torgerson et al. (2006) ) and continues to exert an unacceptable burden on human health, livestock production and wildlife ecology (Eckert & Deplazes (2004) ). Whittle (1955) have shown that initial and final stages of epidemic processes can often be approximated by suitable branching processes. More recently, Ball (1983) , Ball & Donnelly (1995) , Barbour & Utev (2004) and Barbour (2007) have used different construction arguments to quantify the accuracy of such approximations. We will use the argument of Ball (1983) and Ball & Donnelly (1995) to couple our subcritical epidemic process, which models the transmission dynamics of Echinococcus granulosus, to a suitable branching process. We then derive an approximation for the time to extinction of the process. The basic idea is to construct the epidemic and branching processes on a same probability space and then to show that they coincide with high probability. Finally, the distributional approximation of the time to extinction for multi-type branching processes derived in Heinzmann (2009) can be applied to obtain an approximate time to extinction for the epidemic process. It is shown that the approximate time is proportional to the logarithm of a weighted sum of the initially infectives in the host populations plus a Gumbel random variable. Numerical illustrations indicate that the approximation performs well.
Prevalence-based interaction model
Based on the natural life-cycle of Echinococcus granulosus (Eckert & Deplazes (2004) ), we introduce an interaction model for the transmission of infection between dogs and sheep, the primary definitive and intermediate hosts. Suppose that transmission takes place in a homogeneous, homogeneously mixing closed community with constant population sizes of n (1) dogs and n (2) sheep. Let E E E = (D, S) = {(D(t), S(t))} t≥0 be the numbers of infective dogs and sheep at time t. The epidemic can be described as follows. Infective dogs infect susceptible sheep by indirect transmission based on free-living stages in their excreta. The contacts of individual sheep with the excreta of dogs is assumed to occur according to independent Poisson processes with rate θ . The rate θ depends on the density of infective dogs and the grazing activity of sheep, so that infection of a susceptible sheep occurs at rate θ D/n (1) . Infections are assumed to be permanent (Gemmell et al. (1986) , Torgerson et al. (1998) ). Sheep live for an exponentially distributed time with rate λ 2 before they die (or are slaughtered) and are fed directly to a dog. An infection is established if the dog is susceptible and the dead sheep is infectious. The infectious period in dogs is exponentially distributed with rate λ 1 and the loss of infection happens either through loss of parasites or through death. It is further assumed that there is no acquired immunity (Gemmell et al. (1986) , Torgerson et al. (2003a) ) and that all subjects at death are replaced by susceptibles (newborn) of the same type.
The process E E E takes values in {0, 1, . . . , n (1) } × {0, 1, . . . , n (2) } and is characterized by the set of Markov transitions given in Table 1 . 
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3 Approximating branching processes
, Z 2 (t))} t≥0 be a multitype Markov branching process, where Z 1 and Z 2 denote the number of animals of type 1 and 2 respectively, with corresponding transitions given in Table 2 . This process represents a birth and death Table 2 Transitions of the approximating branching process.
Transition Rate
process, with events (i) an animal of type 2 lives for an exponential time of rate λ 2 and produces at its death one offspring of type 1, (ii) an animal of type 1 lives for an exponential time with rate λ 1 + θ ρ and produces at its death either no offspring with probability λ 1 /(λ 1 + θ ρ) or one type 1 and one type 2 offspring with probability θ ρ/(λ 1 + θ ρ), where ρ = n (2) /n (1) , the population rate.
Let z 1 := Z 1 /n (1) and z 2 := Z 2 /n (2) . Then the corresponding mean field dynamics are given by
Applying the results given in Diekmann et al. (1990) and Heesterbeek & Roberts (2007) , it is straightforward to verify that the type-reproduction number R 1 , a threshold for the extinction of the process, is given by the following result.
Theorem 1. The quantity
, where
We will see that the epidemic process E E E described in Table 1 and the branching process Z Z Z described in Table 2 can be constructed on a same probability space so that there is a direct correspondence between the number of infective dogs D and the number of type 1 individuals Z 1 , respectively between the number of infective sheep S and the number of type 2 animals Z 2 . It is shown that the construction implies that D ≤ Z 1 and S ≤ Z 2 almost surely. Hence R 1 < 1 for the branching process implies extinction behavior in E E E.
Under some assumptions that we will discuss below, the construction of the processes on a same probability space indicates that Z Z Z and E E E coincide with high probability. Then, the biological interpretation of R 1 is as follows. The mean duration of an infection in dogs is 1/λ 1 . Given an infectious dog, it infects sheep at rate θ ρ. Thus the expected number of sheep infected by a single infectious dog is R 1 .
Since an infected sheep is connected with exactly one dog, R 1 is the mean number of infections in the dog population caused (indirectly) by a single infectious dog.
Coupling
Let I I I = (I 1 , I 2 ) be the initial numbers of infective dogs and sheep respectively, and denote with M M M = (M 1 , M 2 ) the initial numbers of susceptible dogs and sheep respectively so that M i = n (i) − I i (i = 1, 2). Let the epidemic process described in Table  1 be 
given by E E E M M M
I I I and denote with Z Z Z I I I the branching process described in Table 2 . Note that both processes are Markov. Assume that R 1 < 1, so that Z Z Z I I I and thus E E E M M M I I I are sub-critical as seen before.
We use the construction argument of Ball (1983) and Ball & Donnelly (1995) to couple E E E M M M I I I and Z Z Z I I I . They described the construction of a single-host epidemic model from a limiting branching process. They showed that if the branching process is subcritical, the epidemic and branching processes coincide for N → ∞, where N is the number of susceptible hosts. For that, we need to adapt to our model the independent and identically distributed life histories of the individuals, given as (L, ξ ) in Ball & Donnelly (1995) , where L is the time elapsing between an individual's infection and its death, and ξ is a Poisson process of times at which contacts are made. We specify the life histories for dogs as (L 1 , ξ 1 ), where L 1 is exponentially distributed with rate λ 1 and ξ 1 is a point process of rate θ ρ at which sheep make infective contacts with its excreta, and the life histories for sheep with (L 2 , ξ 2 ), where L 2 is exponentially distributed with rate λ 2 and ξ 2 [0, L 2 ) = 0 and ξ 2 {L 2 } = 1, since an infected sheep is connected with exactly one dog and the infection is transmitted at death of the sheep. The construction of the process is now similar to the construction in the proof of Theorem 2.1 in Ball & Donnelly (1995) , except that in our case, individuals contacted during an infection event are chosen independently and uniformly from the M i (i = 1, 2) initial susceptibles in the corresponding host population. It follows that D ≤ Z 1 and S ≤ Z 2 almost surely.
Let B 1 and B 2 be the random variables for the total number of new births of type 1 and 2 individuals respectively into the branching process Z Z Z I I I .
Lemma 1. We have
where a = θ ρ/(λ 1 − θ ρ). Starting with a type 1 individual, we can have a splitting into a type 1 and type 2 individual with probability p := θ ρ/(λ 1 +θ ρ), or no offspring with probability 1− p. When starting with a type 2 individual, there will be exactly one offspring of type 1, thus m 1 = p(1 + m 1 + k 1 ) and m 2 = p(1 + m 2 + k 2 ). We have k 1 = 1 + m 1 and k 2 = m 2 . Since R 1 < 1, then m i and k i , for i = 1, 2, are finite. Then, using k 1 = 1 + m 1 in the expression for m 1 implies that m 1 = 2a and thus k 1 = 2a + 1. Analogously, we obtain m 2 = k 2 = a. Hence the lemma follows immediately.
⊓ ⊔
Lemma 2. It holds that
where a = θ ρ/(λ 1 − θ ρ).
Proof. Define g i = (B 2 i |I I I = (1, 0)) and h i = (B 2 i |I I I = (0, 1)) for i = 1, 2. Let a, p, m i and k i be given as in the proof of Lemma 1. Conditioning on the first event as before, we have g 1 = p(1 + 2m 1 + 2k 1 + 2m 1 k 1 + g 1 + h 1 ) and h 1 = 1 + 2m 1 + g 1 . Thus using the previous results, g 1 = p(4 + 16a + 8a 2 + 2g 1 ) and h 1 = 1 + 4a + g 1 . Since p/(1 − 2p) = a, it follows that g 1 = 4a(1 + 4a + 2a 2 ) and h 1 = 1 + 8a(1 + 2a + a 2 ). Similarly, we have g 2 = p(1 + 4a + 2a 2 + 2g 2 ) and h 2 = g 2 , which results in g 2 = h 2 = a(1 + 4a + 2a 2 ). These imply that Var(B 1 |I I I = (1, 0)) = Var(B 1 |I I I = (0, 1)) = g 1 − 4a 2 = 4a(1 + 3a + 2a 2 ) and Var(B 2 |I I I = (1, 0)) = Var(B 2 |I I I = (0, 1)) = g 2 − a 2 = a(1 + 3a + 2a 2 ). Since individuals reproduce independently of each other, Var(B 1 |I I I = (I 1 , I 2 )) = 4a(1 + 3a + 2a 2 )(I 1 + I 2 ) and Var(B 2 |I I I = (I 1 , I 2 )) = a(1 + 3a + 2a 2 )(I 1 + I 2 ), which implies the lemma.
⊓ ⊔
Based on the construction of the processes described above, Theorem 4.1 and equation (4.3) in Ball & Donnelly (1995) yields that the probability, given B 1 and
that Z Z Z I I I and E E E M M M I I I do not coincide is
Thus the corresponding unconditional probability
so that Lemmas 1 and 2 imply that
leading to the following result.
Time to extinction
Let R 1 < 1 and assume that max{I 1 , I 2 } 2 is much smaller than min{M 1 , M 2 }, with min{M 1 , M 2 } → ∞. Then Theorem 2 indicates that the epidemic process E E E M M M I I I and its approximating branching process Z Z Z I I I , given that they start with I I I = (I 1 , I 2 ) infectious and M M M = (M 1 , M 2 ) susceptibles animals, coincide with high probability. Thus we can now use the distributional approximation of the time to extinction of a multitype Markov branching process derived in Heinzmann (2009) .
We proceed analogous to the application in Heinzmann (2009) . Let T I I I be the extinction time of the branching process Z Z Z I I I , and define the survival probability of the process until time t, with t > 0, when starting with a single type i (i = 1, 2) individual as q i (t) = 1 − È(T I I I ≤ t|I I I = (δ i1 , δ i2 )), where δ i j is the Kronecker Delta.
Then equation (2.2) in Heinzmann (2009) yields
where v v v(t) = (v 1 (t), v 2 (t)) T and(t) = (q 1 (t), q 2 (t)). Since the number of offspring of each type in the branching process is ≤ 2, Corollary 2.1 in Heinzmann (2009) can be applied with α = 1, stating that 0 ≤ v i (t) ≤ a i(t) 2 for i = 1, 2, were a i is a constant. Hence the behavior of the solution(t) can be approximated by that of
q(t) given by dq q q(t)/dt = B B Bq q q(t).
Since B B B has only non-negative elements off the diagonal and is irreducible, Theorem 2.1 in Heinzmann (2009) 
, 1 , 
Numerical illustration
To verify our approach, the distribution of the true extinction time of E E E M M M I I I can be compared with that ofT I I I . This true distribution is theoretically not amenable, and thus needs to be computed by simulation. The Markov chain in Table 1 can easily be simulated by the classical Gillespie algorithm (Gillespie (1977) ).
The parameters of the epidemic process are chosen such that they reasonably reflect a "typical" situation in Central Asia. The population ratio ρ is approximated by 10 based on an estimate of 10.368 from (unpublished) field data in Kazakhstan, where during a purgation study in dogs, the owners have been asked how many sheep and dogs they own. It is assumed that there are n (1) = 500 dogs, and thus n (2) = n (1) ρ = 5000 sheep. The death rate λ 2 is set to 0.5 based on an estimate of 0.491 (95%CI : 0.473, 0.501) in a sheep sample from Kazakhstan (Torgerson et al. 2003b) . Thompson & Lymbery (1986) suggested a loss of infection rate of about 1 − 1.2 infections per dog per year, and thus we choose λ 1 ∈ {1, 1.2}. There is no appropriate estimate available for the contact rate θ , and thus we select θ ∈ {0.01, 0.05} such that R 1 < 1. Table 3 . The approximate time to extinction is well in line with the simulated distribution of the true time for all settings. Longer mean times to extinction are observed for decreasing values of λ 1 (see in Figure 1 , (x1)-(x2) for x=a,b,c), and for increas- ing values of θ (see in Figure 1 , (x2)-(x3) for x=a,b,c). These observations can be explained as follows. Recall the construction argument of the branching process in Section 4, where the life histories of infections in dogs are specified as (L 1 , ξ 1 ), with L 1 exponentially distributed with mean 1/λ 1 and with ξ 1 a Poisson process of rate θ ρ at the points of which sheep make infective contacts with its excreta, and the life histories for sheep with (L 2 , ξ 2 ), where L 2 is exponentially distributed with rate λ 2 and ξ 2 [0, L 2 ) = 0 and ξ 2 {L 2 } = 1, since an infected sheep is connected with exactly one dog and the infection is transmitted at death of the sheep. Let P 1 be a Poisson process with rate λ 1 . Let T 1 , T 2 , . . . be the arrival times of the Poisson process. Introduce two marked point processes based on P 1 . In the first, mark all occurrence times of P 1 with probability 1. In the second, mark the occurrence times with probability λ ′ 1 /λ 1 < 1, where λ ′ 1 < λ 1 . Define L 1 as the first marked occurrence time. Hence L 1 = T 1 for the first marked process and L 1 = T j with probability
, j ≥ 1, for the second. Note that for the second process, L 1 has the exponential distribution with mean 1/λ ′ 1 , and so corresponds to the lifetime of an infection of a dog, when the recovery rate λ ′ 1 is smaller than λ 1 . Hence each infection duration can be constructed to be longer almost surely in dogs for the latter process, so that dogs in the second process will infect more sheep if the same constant process ξ 2 is used in both cases. Since infection is transmitted back to the dog population with probability 1, the second process implies an increased time to extinction almost surely, and hence also in mean. A similar argument can be used to show that increasing θ implies increasing the mean time to extinction. Finally, increasing values of the initial conditions I 1 and I 2 imply longer mean times to extinction sinceT I I I grows like logC I I I = log(c 1 I 1 + c 2 I 2 ), with c 1 , c 2 > 0 fixed. Despite the shift of the mean, it is clear from the definition ofT I I I that the shape remains the same for different values of the initial conditions (see in Figure 1 , (ai)-(ci) for i = 1, 2, 3). Remark 1. Since the final stages of epidemic processes can often be approximated by suitable branching processes (Whittle (1955) ), the approach in this paper can be extended to other (sub-critical) epidemic multi-host interaction processes. 
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