A connection between Wiener-Hopf factorizations of an analytic matrix function a(t) and fractional factorizations of the rational part of a −1 (t) is obtained. The result is applied to an explicit construction of Wiener-Hopf factorizations of a(t).
Introduction
The problem of an explicit construction of Wiener-Hopf factorizations for matrix functions has fundamental significance in the theory of systems of singular integral equations and systems of Wiener-Hopf equations. It also plays an important role in the theory of differential equations and in the integration of nonlinear equations in mathematical physics.
The first step in solving the problem was done in 1978 by Gohberg et al. [1] , who obtained explicit formulas for the left partial indices of matrix polynomials. Full proofs appeared in [2] , where, in addition, factorization factors for matrix polynomials were also computed. Moreover, in that work the authors showed that these results can be extended to the case of analytic matrix functions.
In [3, 4] a method of an explicit construction of Wiener-Hopf factorizations of meromorphic matrix functions was suggested. The method is based on notions of essential polynomials. It allows us to obtain the left and right factorizations simultaneously. Besides, as shown in these works, to determine the factorizations of an analytic matrix function a(t) it suffices to know 2κ + 1 moments of a −1 (t), where κ = ind det a(t). The number of moments appearing in formulas from [2] is a priori unknown.
It turns out that there is the relation between the Wiener-Hopf factorizations and linear system theory. In particular, in [5] an attempt to clarify a connection between the Wiener-Hopf factorizations of rational matrix functions and coprime factorizations has been done. Formulas for the Wiener-Hopf factorization of a rational matrix function (or an analytic operator function) W (λ) can be found in terms of a realization of the transfer matrix W (λ) [6] . However, in the analytic case these formulas cannot be regarded as explicit.
All the same there is a simple connection between the Wiener-Hopf factorizations of an analytic matrix function a(t) and the coprime factorizations of the rational matrix function r(t); here r(t) is the rational part of a −1 (t). Applying this connection, we will find an explicit solution of the Wiener-Hopf factorization problem in the analytic case. The main goal of the work is to obtain this solution.
Fractional and Wiener-Hopf factorizations: basic definitions
In this section, we recall some definitions [7, 8] . Let r(t) be a strictly proper rational p × q matrix function. The following matrix fractional factorization
plays an important role in the system theory. Here D l (t) , N l (t) are left coprime matrix polynomials in t and D l (t) is nonsingular, i.e., det D l (t) ≡ 0. We note that D l (t) and N l (t) are left coprime iff the following Bezout equation
is solvable. Here U l (t) and V l (t) are matrix polynomials in t. As is well known, an arbitrary strictly proper rational matrix function r(t) admits the representation (2.1) that is called a left coprime fractional factorization of r(t). For any nonsingular p × p matrix polynomialL(t) there exists a unimodular matrix polynomial S(t) such that L(t) = S(t)L(t) is row proper (see, e.g., [7] ). This means that the constant matrix L row consisting of the coefficients of the highest degrees in each row of L(t) is invertible. Now we can always assume that the denominator in (2.1) is row proper. In the system theory it is shown that the row degrees λ 1 , . . . , λ p of the row proper denominator are uniquely determinated by r(t). They are called observability indices of the pair (A, C), where (A, B, C) is any minimal realization of r(t). The sum δ of the indices coincides with degree of det D l (t) and is called the McMillan degree of the system. We can suppose that λ 1 λ 2 · · · λ p .
In an analogous manner we define a right coprime fractional factorization of r(t): 
(t).
It is known (see, e.g., [9] ) that there exist solutions of the Bezout equations such that 
A left factorization is defined similarly:
Here ind det a(t) is the Cauchy index of the determinant of a(t).
Connection between fracational and Wiener-Hopf factorizations
In this section, we will reduce the Wiener-Hopf factorization problem for an analytic matrix function to the coprime fractional factorization of a rational matrix function. Applying this connection, we will obtain an explicit solution of the WienerHopf factorization problem for analytic matrix functions.
Let a(t) be a p × q matrix function which is meromorphic in a domain D + and continuous on D + ∪ . Then the matrix function a(t) can be represented in the form a(t) = r(t) + a + (t). (t) and N + r (t)) is a unimodular matrix polynomial.
Let us establish a connection between the fractional factorizations of a(t) and r(t).

Theorem 2. Let a(t) = r(t) + a + (t) and let
r(t) = D −1 l (t)N l (t), r(t) = N r (t)D −1 r (t) be coprime fractional factorizations of r(t). Then a(t) = D −1 l (t)N + l (t), a(t) = N + r (t)D −1
r (t) are coprime fractional factorizations of a(t).
Here
Conversely, if we know the fractional factorizations (3.1) of a(t), then putting
N l (t) = N + l (t) − D l (t)a + (t), N r (t) = N + r (t) − a + (
t)D r (t) we receive the fractional factorizations of r(t).
Proof. Let r(t) = D −1 l (t)N l (t) be a left coprime fractional factorization of r(t).
Since all poles of r(t) lie in D
+ , det D l (t) / = 0 in D − . Moreover, a(t) = D −1 l (t)N l (t) + a + (t) = D −1 l (t) N l (t) + D l (t)a + (t) = D −1 l (t)N + l (t).
It is obvious that
is also a matrix polynomial. Thus G(t) is a common left polynomial divisor of N l (t) and D l (t). Hence G(t) is unimodular. Therefore the left coprime fractional factorization of a(t) is constructed.
The remaining statements can be proved in a similar manner.
Remark 3.
Now it is not difficult to prove that the polynomials D l (t) and N + l (t) are left coprime iff the following Bezout equation 
If a(t) is a meromorphic function and a(t) /
= 0 in D + , i.e., a −1 (t) is an analytic matrix function, then the fractional factorization a(t) is its Wiener-Hopf factorization. This statement holds also in the matrix case.
Theorem 4. Let a(t) be a p × p matrix function that is continuous and invertible on and extends analytically to the domain
are its Wiener-Hopf factorizations, then
r (t) are the coprime fractional factorizations of a −1 (t). Here the denominators
have the row and column proper form, respectively.
Conversely, if 
r (t) are arbitrary coprime fractional factorizations of a −1 (t) with row/column proper denominators, then the Wiener-Hopf factorizations of a(t) can be constructed by the formulas:
l + (t) = N + l (t) −1 , d l (t) = diag[t λ 1 , . . . , t λ p ], l − (t) = d −1 l (t)D l (t); r + (t) = N + r (t) −1 , d r (t) = diag[t ρ 1 , . . . , t ρ p ], r − (t) = D r (t)d −1 r (t
Proof. Let a(t) = l + (t)d l (t)l − (t) be the left Wiener-Hopf factorization of a(t).
It is easily seen that for the analytic matrix function a(t) the left factorization indices satisfy the inequality λ j 0 and the factor l − (t) is a matrix polynomial in t −1 . Moreover, for the row degrees of [l − (t)] j we have the inequality deg[l 
) is the left Wiener-Hopf factorization of a(t).
The second part of the proposition can be proved similarly.
The explicit construction of coprime factorizations for rational matrix functions
As we have seen in the previous section, an explicit construction of the WienerHopf factorization for analytic matrix functions is reduced to an explicit construction of the fractional factorization for rational matrix functions. By an explicit solution of the factorization problems we understand here a reduction of them to the investigation of finitely many systems of linear algebraic equations with the coefficient matrices written out in closed form (i.e., with the help of quadratures).
There exist few algorithms for a construction of the fractional factorizations of rational matrix functions (see, e.g., [7] ). For the purpose of this paper it will be convenient to obtain another method of computation of these factorizations. The method is based on notions of indices and essential polynomials. These concepts were first introduced in the scalar case in [10] ; the summarizing work is [11] . The same notions were independently introduced by Heinig et al. (see, e.g., [12] ).
Let r(t) be a strictly proper rational p × q matrix function. Then for t ∈ C such that |t| is sufficiently large we have
In this section, we will construct the coprime factorizations of r(t) in terms of indices and essential polynomials of the sequence r −m , . . . , r −1 consisting of the Laurent coefficients of r(t) for m 2δ > 0. We will use definitions, notations, and results from the work [11] . For more information we refer to this paper. First we find the defects of the sequence r −m , . . . , r −1 in terms of the fractional factorizations of a(t). We complete the columns R 1 , . . . , R α to a basis of the space C p×1 and form the invertible matrix C from its elements. By the definition of R 1 , . . . , R α , we have r(t)C = (0 r 1 (t) ), where r 1 (t) is a rational p × (q − α) matrix function. Let r 1 (t) = N 1 (t)D −1 1 (t) be its right coprime factorization with D 1 (t) in the column proper form. We form the matrix polynomials
It is easily seen that r(t) = N r (t)D −1 r (t) and D r (t) is column proper. Moreover, the first α columns of D r (t) coincide with R 1 , . . . , R α . Let us prove that N r (t), D r (t)
are right coprime matrix polynomials. Denote by (U 1 (t), V 1 (t)) a solution of the Bezout equation
and form the matrix polynomials The relation between fractional factorizations of r(t) and indices and essential polynomials of the sequence r −m , . . . , r −1 is contained in the following theorem.
It is not difficult to verify that (U r (t), V r (t)) is a solution of the Bezout equation
U r (t)D r (t) + V r (t)N r (t) = I q .
This means that N r (t), D r (t) are right coprime, r(t) = N r (t)D −1 r (t) is the right coprime fractional factorization of r(t), and D r (t) is
Theorem 6. Let r(t) = N r (t)D −1 r (t), r(t) = D −1 l (t)N l (t) be coprime fractional factorizations of r(t) such that D r (t) (D l (t)) is column (row)
proper. Denote by ρ 1 · · · ρ q (λ 1 
· · · λ p ) the column (row) degrees of D r (t) (D l (t)). Let (U r (t), V r (t)), (U l (t), V l (t)) be solutions of the Bezout equations (2.4) and (2.2), respectively.
Then the integers
are indices, the vector polynomials
are right essential polynomials, and 
The Laurent coefficients of r(t) are found by the formula
where is a simple closed contour such that z = 0 lies inside . Hence
Thus for k = ρ j − m, ρ j − m + 1, . . . , −1 we obtain 
(t)] j is a polynomial in t, and the rational matrix function b (m) (t)[D r (t)] j has the vanishing Laurent coefficients for
Here we define the matrix polynomial D − (t) in t −1 by the equality
Then for k = −λ j + 1, −λ j + 2, . . . , −1 we obtain 
. . , p − ω. Now we form the test matrix R for the polynomials (4.3). We will need
First let ω = 0. Taking into account that the leading coefficients of the last p polynomials (4.3) are equal to zero, we have the following test matrix:
Thus in this case R is invertible. If ω / = 0, then the test matrix is obtained from the above matrix by deleting the last ω columns. Hence it has the full rank. By the essentialness criterion we obtained that the integers In Theorem 6 we construct the essential polynomials having the following additional properties: 1. The leading coefficients of the polynomials R q+1 (t), . . . , R p+q (t) are equal to zero. Hence the leading coefficients of R 1 (t), . . . , R q (t) form an invertible matrix. L 1 (t) Let R 1 (t), . . . , R p+q (t), L 1 (t) 
The constant terms of the polynomials
Lemma 7.
is fulfilled (see [11, Section 5] ). It follows from this that
we denote the matrices consisting of the coefficients of highest degrees in each column of the matrix polynomials R 1 (t), R 2 (t), respectively. Let L 1,0 and L 2,0 be the constant terms of L 1 (t) and L 2 (t), respectively. Then from (4.5) we get 
and
N r (t) = r(t)D r (t), N l (t) = D l (t)r(t).
Then det D r (t) ≡ 0, det D l (t) ≡ 0, and 
and 
where s ij (t) ≡ 0 if µ j − µ i < 0, and s ij (t) is a scalar polynomial in t of degree µ j − µ i if µ j − µ i > 0. These equalities can be rewritten in the matrix form
D r (t) = D r (t)S(t).
It is easily seen that S(t) = s ij q i,j =1 has the constant determinant. Since detD r (t) ≡ 0, S(t) is a unimodular matrix polynomial. Hence D r (t) is the denominator of a certain right coprime factorization. If, in addition, the right essential polynomials are factorization ones, then the matrix D col r is invertible, i.e., D r (t) is column proper. In a similar way we can construct a left coprime factorization in terms of the left essential polynomials.
To conclude the proof, it remains to show that solutions of the Bezout equations can be obtained in terms of conforming factorization polynomials.
Define matrix functions (4.7) and (4.8) and verify that (4.8) is a matrix polynomial in t.
Since the essential polynomials are conformig ones, we have
We already proved that 
The explicit construction of Wiener-Hopf factorizations for analytic matrix functions
We can now explicitly construct the Wiener-Hopf factorization of an analytic matrix function a(t) in terms of indices and essential polynomials of a finite sequence formed from moments of a −1 (t) with respect to . 
. . .
Proof. Let us represent the meromorphic matrix function a −1 (t) in the form
where r(t) is a rational matrix function with poles lying in D + . By Theorems 2 and 4, the construction of the Wiener-Hopf factorizations of a(t) is reduced to the construction of the coprime fractional factorizations of r(t). It follows from Theorem 4 that the McMillan degree of r(t) coincides with the Cauchy index κ. Furthermore, the Laurent coefficients of r(t) at infinity differ only by sign from the corresponding moments c j of the matrix function a −1 (t). The statements of the theorem follow at once from Theorem 8.
