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Abstract
Designing DNA and protein sequences with improved or novel function has the
potential to greatly accelerate synthetic biology. Machine learning models that
accurately predict biological fitness from sequence are becoming a powerful tool
for molecular design. Activation maximization offers a simple design strategy
for differentiable models: one-hot coded sequences are first approximated by a
continuous representation which is then iteratively optimized with respect to the
predictor oracle by gradient ascent. While elegant, this method is limited by
technical challenges, as it suffers from vanishing gradients and may cause predictor
pathologies leading to poor convergence. Here, we build on a previously proposed
straight-through approximation method to optimize through discrete sequence
samples. By normalizing nucleotide logits across positions and introducing an
adaptive entropy variable, we remove bottlenecks arising from overly large or
skewed sampling parameters. This results in a markedly improved algorithm with
up to 100-fold faster convergence. Moreover, our method finds improved fitness
optima compared to existing methods, including the original algorithm without
normalization and global optimization heuristics such as Simulated Annealing. We
demonstrate our improved method by designing DNA and enzyme sequences for
six deep learning predictors, including a protein structure predictor (trRosetta).
1 Introduction
Rational design of DNA and protein sequences enables rapid development of novel drug molecules,
vaccines, biological circuits and more. Most design methods are guided by predictive models that
reliably relate sequence to fitness or function. In recent years, these models are often based on deep
learning (Eraslan et. al., 2019; Zou et. al., 2019; Tareen et. al., 2019). For example, neural networks
have been trained to predict transcription factor binding (Alipanahi et. al., 2015; Avsec et. al., 2019),
chromatin modifications (Zhou et. al., 2015) and transcriptional activity (Movva et. al., 2019). At the
level of RNA, they have been used to predict translation (Sample et. al., 2019), splicing (Jaganathan
et. al., 2019; Cheng et. al., 2019) and polyadenylation (Bogard et. al., 2019). Neural networks have
even been used to predict protein structure (AlQuraishi 2019, Senior et. al., 2020; Yang et. al., 2020),
and generative models based on neural networks are readily applied for protein design (Yang et. al.,
2019; Riesselman et. al., 2019; Costello et. al., 2019; Brookes et. al., 2019; Gupta et. al., 2019).
A direct approach to sequence design based on a differentiable fitness predictor is to optimize the
input pattern by gradient ascent (Lanchantin et. al., 2016; Killoran et. al., 2017; Bogard et. al., 2019).
∗All code available at http://www.github.com/johli/seqprop
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The method, commonly referred to as activation maximization, uses the gradient of the neural network
output to make incremental changes to the input. While simple, activation maximization cannot
be directly applied to sequences as they are discrete and not amenable to gradient ascent. Several
extensions have been proposed to rectify this; Killoran et. al., (2017) used a softmax layer to turn the
sequences into continuous relaxations, and Bogard et. al., (2019) used straight-through gradients to
optimize discrete samples. However, both methods suffer from vanishing gradients. Furthermore,
continuous input relaxations may cause predictor pathologies leading to poor convergence.
Here, we combine discrete nucleotide sampling and straight-through gradients with normalization
across the parameters – nucleotide logits – of the sampling distributions, resulting in a markedly
improved sequence design method. We demonstrate a 100-fold optimization speedup, and improved
optima, for a number of DNA-, RNA- and protein design tasks. We further show that our method
outperforms global search meta-heuristics such as Simulated Annealing.
2 Background
Given a sequence-predictive neural network P and an initial input pattern x(0), the gradient ascent
method seeks to maximize the predicted fitness P(x) ∈ R by tuning the input pattern x:
max
x
P(x) (1)
Assuming P is differentiable, we can compute the gradient ∇xP(x) with respect to the input and
optimize x by updating the variable in the direction of the fitness gradient (Simonyan et. al., 2013):
x(t+1) ← x(t) + η · ∇xP(x) (2)
However, sequences are usually represented as one-hot coded patterns (x ∈ {0, 1}N×M , where N
is the sequence length and M the number of channels), and discrete variables cannot be optimized
by gradient ascent. Several different reparameterizations of x have been proposed to bypass this
issue. In one of the earliest implementations, Lanchantin et. al. (2016) represented the sequence as
an unstructured, real-valued pattern (x ∈ RN×M ) but imposed an L2-penalty on x in order to keep it
from growing too large and causing predictor pathologies. Killoran et. al. (2017) later introduced a
softmax reparameterization, turning x into a continuous relaxation σ(l):
σ(l)ij =
elij∑4
k=1 e
lik
(3)
Here lij ∈ R are differentiable nucleotide logits. The gradient of σ(l) with respect to l is defined as:
∂σ(l)ij
∂lik
= σ(l)ik · (1(j=k) − σ(l)ij) (4)
Given Equation 3 and 4, we can maximize P(σ(l)) with respect to the logits l using the gradient
∇lP(σ(l)). While elegant, there are two issues with this architecture. First, the gradient in Equation
4 becomes vanishingly small for large values of lij (when σ(l)ik ≈ 0 or σ(l)ij ≈ 1), halting
convergence. Second, sequence-predictive neural networks have only been trained on discrete one-hot
coded patterns and the predictive power of P may be poor on a continuous relaxation such as σ(l).
Following advances in gradient estimators for discretized neurons (Bengio, Léonard, & Courville,
2013; Courbariaux et. al., 2016), Bogard et. al. (2019) developed a version of the gradient ascent
design method replacing the softmax transform σ with a discrete, stochastic sampler δ:
δ(l)ij = 1(Zi=j) (5)
Here, Zi ∼ σ(l)i is a randomly drawn categorical nucleotide at the i:th position from the (softmax)
probability distribution σ(l)i. The nucleotide logits lij are thus used as parameters to N categorical
distributions, from which we sample nucleotides {Zi}Ni=1 and construct a discrete, one-hot coded
pattern δ(l) ∈ {0, 1}N×M . While δ(l) is not directly differentiable, l can be updated based on the
estimate of∇lP(δ(l)) using straight-through (ST) approximation. Rather than using the original ST
estimator of (Bengio et al. 2013), we here adapt an estimator with theoretically better properties from
(Chung et al., 2016) where the gradient of δ(l)ij is replaced by that of the softmax σ(l)ij :
∂δ(l)ij
∂lik
=
∂σ(l)ij
∂lik
= σ(l)ik · (1(j=k) − σ(l)ij) (6)
2
Using discrete samples as input to P removes any pathologies from continuous input relaxations.
But, as we show below, convergence remain almost as slow as the softmax method. Switching to the
original ST estimator (∂δ(l)ij∂lik = 1) speeds up convergence, but results in worse fitness optima.
3 Related work
A wide selection of discrete search algorithms and meta-heuristics have been applied to computational
sequence design, for example Genetic Algorithms (Deaton et. al., 1996), Simulated Annealing (Hao
et. al., 2015) and Particle Swarms (Xiao et. al. 2009; Ibrahim et. al., 2011; Mustaza et. al., 2011).
Gradient-based optimization has a clear advantage in comparison to these methods: It makes stepwise
local improvements to all nucleotides at once based on a gradient direction, rather than heuristically
making a small number of changes and evaluating the effect afterwards.
Our design method is closely related to work by (Bogard et. al., 2019), which used Equation 5 and 6
to optimize a set of nucleotide logits l through discrete sequence samples. We extend this method by
normalizing the logits l across sequence positions and introducing an adaptive entropy parameter.
Our method is also similar to other gradient ascent-based methods (Lanchantin et. al., 2016; Killoran
et. al., 2017), but differ in that we pass discrete samples as input. Finally, we recently proposed a
deep generative model (Deep Exploration Network – DEN) which learns to sample a distribution of
diverse, high-fitness sequences (Linder et. al. 2019). DENs can generate large-scale sequence sets
very efficiently. However, they first require selecting an appropriate generative network, whereas this
method is model and- parameter free, making it easier to use when designing smaller sequence sets.
4 Logit normalization - balancing entropy and stochasticity
Figure 1: (A) The gradient ascent architecture. A normalization layer is prepended to the softmax
layer, which is used as parameters to a sampling layer. (B) Generation of sequences maximizing
DragoNN (SPI1), DeepSEA (CTCF Dnd41), MPRA-DragoNN (SV40), Optimus 5’ and APARENT.
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Inspired by instance normalization in image GANs (Ulyanov et. al., 2016), we hypothesized that
the main bottleneck in earlier design methods stem from overly large and disproportionally scaled
nucleotide logits. Here, we mitigate this problem by normalizing the logits across positions, i.e. we
insert a normalization layer between the trainable logits lij and the sampling layer δ(l)ij (Figure 1A).
For DNA sequence design, where the number of one-hot channels M is small (M = 4), we use a
normalization scheme commonly referred to as instance-normalization. In this scheme, the nucleotide
logits of each channel are normalized independently across positions. Let µ¯j = 1N
∑N
i=1 lij and
ε¯j =
√
1
N
∑N
i=1(lij − µ¯j)2 be the sample mean and deviation of logits for nucleotide j across all
positions i. For each step of gradient ascent, we compute the normalized logits l(norm)ij as:
l
(norm)
ij =
lij − µ¯j
ε¯2j
(7)
Since logits with zero mean and unit variance have limited expressiveness when used as parameters to
a probability distribution, we associate each channel j with a global scaling parameter γj and offset
βj . Having an independent offset βj per channel is particularly well-suited for DNA, as nucleotides
are often associated with a global preferential bias. The scaled, re-centered logits are calculated as:
l
(scaled)
ij = l
(norm)
ij ∗ γj + βj (8)
For protein sequence design, the number of one-hot channels M is considerably larger (M = 20),
resulting in fewer samples per channel and noisier normalization statistics. Here we found that layer-
normalization was more stable: We compute a global mean µ¯ = 1N ·M
∑N
i=1
∑M
j=1 lij and deviation
ε¯ =
√
1
NM
∑N
i=1
∑M
j=1(lij − µ¯j)2, and use a single scale γ and offset β for all M channels.
Given the normalized and scaled logits l(scaled) as parameters for the nucleotide sampler δ defined in
Equation 5, we maximize P(δ(l(scaled))) with respect to lij , γj and βj (or γ and β in the context of
proteins). Using the softmax ST estimator from Equation 6, we arrive at the following gradients:
∂P(δ(l(scaled)))
∂lij
=
M∑
k=1
∂P(δ(l(scaled)))
∂δ(l(scaled))ik
· ∂σ(l
(scaled))ik
∂l
(scaled)
ij
· γj (9)
∂P(δ(l(scaled)))
∂γj
=
N∑
i=1
M∑
k=1
∂P(δ(l(scaled)))
∂δ(l(scaled))ik
· ∂σ(l
(scaled))ik
∂l
(scaled)
ij
· l(norm)ij (10)
∂P(δ(l(scaled)))
∂βj
=
N∑
i=1
M∑
k=1
∂P(δ(l(scaled)))
∂δ(l(scaled))ik
· ∂σ(l
(scaled))ik
∂l
(scaled)
ij
(11)
The normalization removes logit drift by keeping the values proportionally scaled and centered at
zero (E[l(norm)ij ] = 0, Var[l
(norm)
ij ] = 1), enabling the gradients to swap nucleotides with few updates.
Furthermore, the scaling parameter γj adaptively adjusts the sampling entropy to control global
versus local optimization. This can be deduced from the gradient components of γj in Equation 10:
1. ∂P(δ(l
(scaled)))
∂δ(l(scaled))ik
is positive for nucleotides which increase fitness and negative otherwise.
2. ∂σ(l
(scaled))ik
∂l
(scaled)
ij
is positive when j = k and negative otherwise.
3. l(norm)ik is positive only when we are likely to sample the corresponding nucleotide.
Here, the product of the first two terms, ∂P(δ(l
(scaled)))
∂δ(l(scaled))ik
· ∂σ(l(scaled))ik
∂l
(scaled)
ij
, is positive if j = k and nucleotide
j raises fitness or if j 6= k and nucleotide k lowers fitness. Put together, the gradient for γj
increases when our confidence l(norm)ij in nucleotide j is consistent with its impact on fitness, such that
sign
(∑M
k=1
∂P(δ(l(scaled)))
∂δ(l(scaled))ik
· ∂σ(l(scaled))ik
∂l
(scaled)
ij
)
= sign
(
l
(norm)
ij
)
. Conversely, inconsistent nucleotides
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decrement the gradient. At the start of optimization, γj is small, leading to high PWM entropy and
large jumps in sequence design space. As we sample consistent nucleotides and the entropy gradient
∂P(δ(l(scaled)))
∂γj
turns positive, γj increases. Larger γj lowers the entropy and leads to more localized
optimization. However, if we sample sufficiently many inconsistent nucleotides, the gradient of γj
may turn negative, again raising entropy and promoting global exploration.
Note that, in the context of protein design where we have a single scale γ and offset β, the gradient
expressions from Equation 10 and 11 are additively pooled across all M channels. The argued
benefits of instance-normalization above thus holds true for layer-normalization as well.
5 Experiments
We first compare our new logit-normalized, straight-through sampled sequence design method
(abbreviated Sampled-IN) to the previous versions of the algorithm described in Background:
• PWM – The original method with continuous softmax-relaxed inputs (Killoran et. al.,
2017).
• Sampled – The categorical sampling method described in (Bogard et. al., 2019) using the
(non-normalized) softmax straight-through gradient estimator.
• We also tested PWM-IN – a logit-normalized version of the softmax-relaxed method.
In addition to gradient-based methods, we compare Sampled-IN to discrete search algorithms. The
first method is a pairwise nucleotide-swapping search (Evolved; Sample et. al., 2019), where
sequence x is mutated with either 1 or, with a 50% chance, 2 random substitutions at each iteration,
resulting in a new candidate sequence x′. x′ is only accepted if P(x′) > P(x). We also tested a
well-known meta heuristic - Simulated Annealing (SA; Kirkpatrick et. al., 1983). In SA, mutations
are accepted even if they result in lower fitness with probability P (x′,x, T ), where T is a temperature
parameter. Here we use the Metropolis acceptance criterion (Metropolis et. al., 1953):
P (x′,x, T ) = e−(P(x)−P(x
′))/T
The design methods are evaluated on the task of maximizing the classification or regression score
P(x) ∈ R of five genomic deep neural network predictors P: DragoNN, DeepSEA (Zhou et. al.,
2015), APARENT (Bogard et. al., 2019), MPRA-DragoNN (Movva et. al., 2019), and Optimus 5’
(Sample et. al., 2019). Here is a brief description of each fitness predictor:
• DragoNN – Predicts the probability of SPI1 transcription factor (TF) binding within a
1000-nt sequence. We define P(x) as the logit score of the network output.
• DeepSEA – Predicts multiple TF binding probabilities and chromatin modifications in a
1000-nt sequence. We define P(x) as the logit score of the CTCF (Dnd41) output.
• APARENT – Predicts proximal alternative polyadenylation isoform abundance in a 206-nt
sequence. We define P(x) as the logit score of the network output.
• MPRA-DragoNN – Predicts transcriptional activity of a 145-nt promoter sequence. We
define P(x) as the sixth output (SV40) of the ’Deep Factorized’ model.
• Optimus 5’ – Predicts mean ribosome load in a 50-nt sequence. P(x) is the (non-scaled)
output of the ’evolution’ model.
We further evaluated the methods by designing protein sequences which conform to target structures,
using the neural network trRosetta as the tertiary structure predictor (Yang et. al., 2020). The
optimization objective is slightly more complicated compared to the five examples above, so we
devote Section 5.4 to describe the predictor and design task in more detail.
Starting with a randomly initialized logit matrix l, for the methods PWM and PWM-IN we optimize
l using the continuous softmax relaxation σ(l) from Equation 3. For Sampled and Sampled-IN, we
optimize l using the discrete nucleotide sampler δ(l) from Equation 5. In all experiments, we report
the mean training loss for K = 10 independently optimized patterns. We define the train loss as:
Ltrain({l(k)}Kk=1) = −
1
K
K∑
k=1
P(x(l(k)))
5
For PWM and PWM-IN, x(l) = σ(l). For Sampled and Sampled-IN, x(l) = δ(l).
The test loss is evaluated on the basis of discrete sequence samples drawn from the optimized softmax
representation σ(l), regardless of design method. In all four methods, we can use the categorical
nucleotide sampler δ(l) to draw sequence samples and compute the mean test loss as:
Ltest({l(k)}Kk=1) = −
1
K
1
S
K∑
k=1
S∑
s=1
P(δ(l(k))(s))
S refers to the number of samples drawn from each softmax sequence at every weight update t, and
K is the number of independent optimization runs. In all experiments, we set K = 10 and S = 10.
All optimization experiments were carried out in Keras (Chollet, 2015) using Adam with default
parameters (Kingma et. al., 2014). Some predictor models were ported using pytorch2keras.
5.1 Predictor Maximization
Here, we use the design methods PWM, PWM-IN, Sampled and Sampled-IN to generate maximally
scored sequences for each of the five DNA-based predictors (Figure 1B). Sampled-IN converges to
95% - 99% of its minimum test loss after 2000 logit updates, and reaches 50% of the minimum loss
after only 200 updates for all predictors except MPRA-DragoNN and Optimus 5’. In contrast, PWM
and Sampled do not converge within 20000 updates. Sampled-IN converges to up to 3-fold better
optima than all other competing methods. In fact, Sampled-IN reaches the same or better optima in
200 updates than the competing methods reach in 20000 updates for DragoNN, MPRA-DragoNN
and DeepSEA, marking a 100x speedup. For Optimus 5’ and APARENT, the speedup is 20x-50x.
5.2 Pathologies of Softmax Relaxation
We hypothesized that some predictors, having been trained only on discrete one-hot coded patterns,
may have poor predictive power on continuous-valued softmax sequence relaxations (input to PWM).
To test this, we measured both the training loss Ltrain (which is based on the softmax sequence input
σ(l)) and test loss Ltest (which is based on discrete samples δ(l)) when maximizing MPRA-DragoNN.
Indeed, maximizing MPRA-DragoNN with PWM leads to a severely overestimated predictor score
on the softmax input (Figure 2A), as the training loss is more than 6-fold lower than the test loss.
Using Sampled-IN, on the other hand, the training and test losses are identical (Figure 2B). While the
training loss is 2x higher than the training loss of PWM, the test loss is more than 3x lower.
Figure 2: Maximizing MPRA-DragoNN. (A) PWM. (B) Sampled-IN.
5.3 Comparison to Evolutionary Algorithms and Simulated Annealing
Next, we compared Sampled-IN to the discrete nucleotide-swapping search algorithm ’Evolved’
(Sample et. al., 2019) as well as the global optimization heuristic Simulated Annealing (’SA’; Figure
3A; Kirkpatrick et. al., 1983). We benchmarked the methods on the DragoNN maximization task
(1,000 nt sequences). The results show that Sampled-IN significantly outperforms SA (Figure 3B);
the best fitness score that SA reached in 20,000 iterations was reached by Sampled-IN in less than
1,000 iterations, marking a 20x speed-up. Interestingly, increasing the number of substitutions at each
step of SA initially increases convergence, but results in worse optima. Furthermore, the pairwise
6
nucleotide-swapping search, Evolved, never converges, suggesting that DragoNN maximization is a
highly non-convex optimization problem.
Figure 3: (A) In Simulated Annealing, mutations are accepted with a temperature-controlled proba-
bility even if the predicted fitness decreases. (B) Maximizing DragoNN SPI1. Simulated Annealing
is tested at several parameter configurations (number of substitutions per step / initial temperature).
5.4 Protein Structure Optimization
Figure 4: (A) Protein sequences are designed to minimize the KL-divergence between predicted
and target distance and angle distributions (angle distribution maps omitted). The one-hot pattern is
used for two of the trRosetta inputs. (B) Generating sequences which conform to the target predicted
structure of a Sensor Histidine Kinase. Simulated Annealing was tested at several initial temperatures,
with 1 substitution per step. (C) Predicted residue distance distributions after 200 iterations.
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Multiple deep learning models have recently been developed for predicting tertiary protein structure
(AlQuraishi, 2019; Senior et. al., 2020; Yang et. al., 2020). Here, we demonstrate our method by
designing de novo protein sequences which conform to a target residue contact map as predicted
by trRosetta (Yang et. al., 2020). The predictor takes three inputs (Figure 4A): A one-hot coded
sequence, a PSSM constructed from a multiple-sequence alignment (MSA) and a direct-coupling
analysis (DCA) map. For our design task, we pass the optimizable one-hot pattern to the first two
inputs and an all-zeros tensor as the DCA feature map. Given the predicted distance distribution
DP ∈ [0, 1]N×N×37 and angle distributions θP ,ωP ∈ [0, 1]N×N×24, φP ∈ [0, 1]N×N×12, we
minimize the mean KL-divergence against target distributionsDT , θT , ωT and φT :
L(DP ,θP ,ωP ,φP ) = KL(DP ||DT ) + KL(θP ||θT ) + KL(ωP ||ωT ) + KL(φP ||φT )
where
KL(X||Y ) = 1
N2
·
N∑
i=1
N∑
j=1
K∑
k=1
Yijk · log
(
Yijk
Xijk
)
We compared Sampled and Simulated Annealing (SA) to a modified version of Sampled-IN, where
logits are normalized across all residue channels (layer-normalized rather than instance-normalized)
to reduce the increased variance of 20 one-hot channels. We used the methods to design protein se-
quences which conformed to the target structure of an example protein (Sensor Histidine Kinase) from
the trRosetta Github (https://github.com/gjoni/trRosetta). We optimized 3 independent sequences per
design method and recorded the median KL-loss at each iteration. The results show that Sampled-IN
converges faster and reaches better minima (Figure 4B); after 200 iterations, Sampled-IN reached 2x
lower KL-divergence than all other methods, and much of the target structure is visible (Figure 4C).
6 Conclusion
We have presented an improved version of gradient ascent (or activation maximization) for sequence
design, combining logit normalization with stochastic nucleotide sampling and straight-through
gradients. By normalizing nucleotide logits across positions and using a global entropy parameter,
we keep logits proportionally scaled and centered at zero. As demonstrated on five deep learning
predictors, logit normalization enables extremely fast sequence optimization, with a 100-fold speedup
compared to the original method for many predictors, and with better predicted optima.
In addition to logit drift and vanishing gradients, the original sequence ascent method suffers from
predictor pathologies due to passing continuous softmax sequence relaxations as input, a problem
fully removed by using discrete sampling. We further observed that straight-through sampling leads
to consistently better optima than softmax relaxation, suggesting that it traverses local minima. In
fact, our method outperformed global optimization meta heuristics such as Simulated Annealing
on more difficult design tasks, such as designing 1000 nt long transcription factor binding sites or
designing protein sequences which conform to a complex target structure.
The gradient of the entropy parameter γj (or γ) in our design method adaptively adjusts the sampling
stochasticity to trade off global and local optimization. In the beginning, γj is small, corresponding to
a high PWM entropy and consequently very diverse sequence samples. As optimization progresses,
γj grows, leading to more localized sequence changes. This adaptive mechanism, in combination
with flexible nucleotide logits due to the normalization, results in a highly efficient design method.
We hope these algorithmic advances showcase the potential of biomolecular optimization and open
the door to more research in differentiable sequence design. The approach introduced here could
accelerate the design of functional enzymes and other biomolecules, potentially resulting in novel
drug therapies, molecular sensors and more.
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Appendix A: Sequence optimization examples
Figure S1 depicts an example optimization run for each predictor, comparing the softmax sequences
σ(l) (PSSMs) generated by the PWM and Sampled-IN design methods. Results are shown for 200,
2000 and 20000 iterations of gradient ascent (Adam). The logit matrices l were uniformly randomly
initialized. When maximizing DragoNN, Sampled-IN generates dual SPI1 binding motifs. For
APARENT, Sampled-IN generates five CFIm binding motifs, dual CSE hexamers, and multiple
cut sites with CstF binding sites. For DeepSEA, Sampled-IN generates four CTCF binding sites.
For MPRA-DragoNN, Sampled-IN generates a CRE- and a CTCF site. Finally, for Optimus 5’,
Sampled-IN generates a T-rich sequence with a uAUG.
Figure S1: (A) Generation of sequences which maximize the score of DragoNN (SPI1), APARENT,
DeepSEA (CTCF, Dnd41), MPRA-DragoNN (SV40 Mean activity) and Optimus 5’. Shown are the
resulting sequence logos of running the PWM and Sampled-IN optimization methods for 200, 2000
and 20000 iterations respectively, starting from randomly initialized logits.
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Appendix B: Supplemental Comparisons
Here we show that the improved design method (Sampled-IN) is insensitive to optimizer settings,
that it outperforms PWM even when enforcing low entropy, and that the softmax straight-through
(ST) estimator is superior to both the original ST estimator and the Gumbel distribution.
Entropy penalties and the Gumbel distribution
Curious whether the gap we observed between training and test loss for the PWM method in Figure
2 was caused by high softmax sequence entropy, we tested whether an explicit entropy penalty,
λ · 1N
∑N
i=1
∑M
j=1−σ(l)ij · log2 σ(l)ij , would improve the method. We re-optimized sequences
for Optimus 5’ and DragoNN, such that the mean nucleotide conservation reached at least 1.5 bits
(Figure S2A). Even at low entropy, PWM does not converge to nearly as good minima as Sampled-IN
We also compared the performance of our logit-normalized, softmax straight-through design method
Sampled-IN to a version of the method using the Gumbel distribution for sampling instead (Jang et.
al., 2016; temperature τ = 0.1; Figure S2B). While the Gumbel variant of the design method reached
the same optima as Sampled-IN, it converged slower. Importantly, same as PWM and Sampled, the
Gumbel design method benefited substantially from logit normalization (Gumbel-IN).
Figure S2: (A) Maximizing Optimus 5’ and DragoNN (SPI1) with a softmax sequence entropy
penalty. (B) Comparing Sampled-IN to a version of the same method using the Gumbel distribution.
Insensitivity to optimizer settingss
We noted that the performance of the PWM method was dependent on optimizer settings (Figure
S3A); the speed at which it could maximize APARENT was increased by switching to an SGD
optimizer and setting a very high learning rate. However, the method could still not reach the same
optimum as Sampled-IN, which operated well at a default learning rate of 0.1.
Superiority of softmax straight-through gradients
We compared the performance of Sampled-IN, which uses the softmax straight-through gradient
estimator ∂δ(l)ij∂lik =
∂σ(l)ij
∂lik
= σ(l)ik · (1(j=k) − σ(l)ij), to a version using the original estimator
∂δ(l)ij
∂lik
= 1. As demonstrated on DragoNN, the softmax estimator reaches much better optima (Figure
S3B). Sampling multiple sequences {δ(l)(s)}Ss=1 at each logit update and walking up the average
gradient 1S
∑S
s=1∇lP(δ(l)(s)) slightly speeds up convergence, but does not improve optima.
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Figure S3: (A) Maximizing APARENT using Sampled-IN or PWM with SGD (LR = Learning
Rate). (B) Maximizing DragoNN using Sampled-IN, with either the softmax- or original (simple)
straight-through estimator. 1x and 10x refer to the number of sequences sampled at each update.
Appendix C: Additional Protein Structure Optimization Example
In addition to the protein structure design task evaluated in Figure 4 (Yang et. al., 2020), we also
benchmarked Sampled, Sampled-IN and Simulated Annealing (SA) on a separate protein structure.
Here, we task the methods with designing sequences conforming to a coiled-coil hairpin structure,
again using trRosetta as the differentiable structure predictor (Yang et. al., 2020). The same KL-
divergence loss as was used in Figure 4 was used here. The results, depicted in Figure S4, show
that Sampled-IN and SA both converge very quickly to a near-optimal (zero) KL-divergence. The
structure is likely much easier to design sequences for, as there is only one major long-ranging contact
formation. The sequence is also only about half as long as the one in Figure 4.
Figure S4: (A) Sequences are designed to conform to a coiled-coil hairpin structure, as predicted by
trRosetta. (B) Sequence optimization results after 1000 iterations. Simulated Annealing was tested at
several initial temperatures. (C) Predicted residue distance distributions after 200 iterations.
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