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Khovanov homology extends to singular links via a categorified analogue of
Vassiliev skein relation. In view of Vassiliev theory, the extended Khovanov
homology can be seen as Vassiliev derivatives of Khovanov homology. In this
paper, we develop a new method to compute the first derivative. Namely, we
introduce a complex, called a crux complex, and prove that the Khovanov
homologies of singular links with unique double points are homotopic to
cofibers of endomorphisms on crux complexes. Since crux complexes are
actually small for some links, the result enables a direct computation of
the first derivative of Khovanov homology. Furthermore, it together with
a categorified Vassiliev skein relation provides a brand-new method for the
computation of Khovanov homology. In fact, we apply the result to determine
the Khovanov complexes of all twist knots in a universal way.
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Introduction
In this paper, we compute Khovanov homology on singular links which was introduced
by Ito and the author [7]. Namely, it is actually the homotopy cofiber of a morphism,
called the genus-one morphism, that realizes crossing change in the spirit of Vassiliev
theory, so we regard Khovanov homology on singular links as Vassiliev derivatives of
Khovanov homology. The goal is to describe the first Vassiliev derivative in terms of
smaller complexes. This result, together with a categorified Vassiliev skein relation,
will enable a direct computation of Khovanov homology. In fact, as an application, we
determine the Khovanov complexes of all twist knots in a universal way.
Crossing change is a very basic operation in the knot theory. For example, it is a
major problem to determine the minimum crossing number and the unknotting number
for each knot or link. We note that there are two aspects toward crossing change. First,
it is an operation in link cobordism theory; namely, it is realized as the following sequence
of cobordisms:
= saddle−−−→ '−→ '−→ saddle−−−→ = . (0.1)
As (0.1) compares three local diagrams, it is involved with skein relations of polynomial
link invariants; such as the Jones, HOMFLY-PT, and Alexander-Conway polynomials.
This viewpoint is popular especially in 3-dimensional topology. Another aspect comes
from Vassiliev’s study of the space of knots K = Emb(S1,R3) [21]. He investigated
the cohomology groups of K in terms of the discriminant Σ ⊂ C∞(S1,R3). From his
point of view, crossing change is a path in the space of smooth maps S1 → R3 that
passes through Σ. Identifying knot invariants with 0-th cohomology classes of K, he
then defined a class of knot invariants, which are nowadays called Vassiliev invariants,
using the spectral sequence associated to a stratification of Σ. Birman and Lin [2, 3]
characterized them more explicitly in terms of crossing change. Indeed, for an A-valued
knot invariant v : pi0K → A, and for a singular knot K with exactly r transverse double
points, define v(r)(K) ∈ A inductively by v(0) = v and
v(r+1)
( )
= v(r)
( )
− v(r)
( )
. (0.2)
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We call v(r) the r-th Vassiliev derivative of v. It turns out that v(r) defines an invariant
for singular links. Then, v is a Vassiliev invariant of order r if and only if v(r) ≡ 0 and
v(r+1) 6≡ 0. The equation (0.2) is called Vassiliev skein relation.
As for knot/link homologies, crossing change has been discussed mainly from the
first aspect. For example, according to Clark, Morrison, and Walker [4], Khovanov
homology [10] forms a functor out of the category of links and link cobordisms in R4.
This implies that the sequence (0.1) gives rise to a map on Khovanov homology groups.
More explicitly, unwinding the definition of the map associated with the Reidemeister
move of type I, one can see that it agrees with the following composition:
Kh
( )
→ Kh
( )
→ Kh
( )
. (0.3)
Hedden and Watson [5] compute the homotopy cofiber of (0.3) to obtain a categorified
version of Jones skein relation.
In contrast to their work, Ito and the author constructed another morphism [7]:
Φ̂ : Kh
( )
→ Kh
( )
.
As it is made from cobordisms of genus 1, we call this the genus-one morphisms. In the
spirit of Vassiliev theory, we showed the following results:
Theorem 0.1 ([7]). For every singular link diagram D, there is a bigraded abelian group
{Khi,j(D)}i,j with the following properties:
(1) if D has no double point, then Khi,j(D) agrees with the Khovanov homology of D;
(2) there is a long exact sequence of the following form:
· · · Khi,j
( )
Khi,j
( )
Khi,j
( )
Khi+1,j
( )
Khi+1,j
( )
Khi+1,j
( )
· · ·
Φ̂
Φ̂
.
(0.4)
(3) each group Khi,j(D) is invariant under moves of singular links; in other words, it
defines an invariant for singular links.
Notice that the sequence (0.4) yields Vassiliev skein relation (0.2) on Euler character-
istics. In other words, Theorem 0.1 extends Khovanov homology to singular links with a
categorified Vassiliev skein relation (0.4). As Khovanov homology categorifies the Jones
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polynomial, using the same terminologies as in Vassiliev theory, we think of Khovanov
homology Kh(–) on singular links as a Vassiliev derivative of Khovanov homology.
The main theme of the paper is especially the first derivative; that is, Khovanov
homology of singular links with unique double points. In order to compute it, we refor-
mulate our extension of Khovanov homology in terms of multi-fold complexes, which are
recursive analogues of double complexes. Namely, using Bar-Natan’s formalism [1], for
each singular tangle diagram D, we construct a multi-fold complex Sm(D) in Bar-Natan’
“category of pictures” with the following rows:
• for each crossing,
saddle−−−→ ; (0.5)
• for each double point,
saddle−−−→ Φ−→ saddle−−−→ , (0.6)
here Φ is the morphism that appears in the definition of the genus-one morphism.
It will turn out that the total complex Tot(Sm(D)) agrees with the complex [[D]] defined
in [7]. We note that, since the morphism (0.5) exactly forms the cubes in Khovanov’s
original definition, this construction is a natural extension of it.
A key observation is that, if D is a singular link diagram, then the first and the last
morphisms in the sequence (0.6) admit the kernel and the cokernel. More precisely, after
a discussion on the Frobenius algebra structure on S1 in the picture category, the kernel
and the cokernel are isomorphic with each other and described in terms of a twisted
S1-module structure on the interval I = [0, 1]. This observation leads us to define a
multi-fold complex Crx(D), called the crux complex of D, so that whose total complex
[[D]]crx fits into the following exact sequence:
0→ [[D]]crx →
[ ]
→
[ ]
→
[ ]
→
[ ]
→ [[D]]crx → 0 . (0.7)
By computing the spectral sequence of the double complex explicitly, we will prove the
following theorem.
Main Theorem A (Theorem 3.11). There is a morphism Ξ : [[D]]crx[2] → [[D]]crx[−2]
together with a chain homotopy equivalence
[[D]] ' Cone(Ξ) .
Applying the TQFT Zh,t associated with the Frobenius algebra Ch,t in [13] (see
also [11]), we further obtain the following.
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Corollary (Corollary 3.12). There is a long exact sequence
· · · → H i−2Zh,t[[D]]crx Ξ∗−→ H i+2Zh,t[[D]]crx → H iZh,t[[D]]→ H i−1Zh,t[[D]]crx Ξ∗−→ · · · .
(0.8)
Specifically, since the morphism Ξ is homogeneous with respect to Euler grading, the
sequence (0.8) can be described degreewisely (Corollary 3.13).
A major advantage of Main Theorem A is that the complex [[D]]crx is in general smaller
than [[D]]; the rank does not exceed the quarter of the latter. This feature enables us
to compute directly the first Vassiliev derivative of Khovanov homology. Combining
it with a categorified Vassiliev skein relation (0.4), we obtain a brand-new method for
computation of Khovanov homology. In fact, we apply it to determine the Khovanov
complexes of twist knots.
Main Theorem B. There is a chain homotopy equivalence · · ·︸ ︷︷ ︸
r negative crossings
 '

[[unknot]]⊕
r/2⊕
i=1
C(2i− 1) if r is even,
[[trefoil]]⊕
(r−1)/2⊕
i=1
C(2i) if r is odd,
here C(k) is the complex of the form
· · · → 0→ S1 µ∆−−→ S1 →
−k−(−1)k
0 → S1 µ∆−−→ S1 → 0→ · · · .
Another application of Main Theorem A is the next result.
Main Theorem C (Theorem 4.10). The genus-one morphism Φ̂ is a chain homotopy
equivalence on reducible crossings.
Note that Main Theorem C completely distinguishes Φ̂ from the link-cobordism the-
oretic crossing change (0.1). Indeed, the morphism (0.1) is rarely an isomorphism as it
has a non-zero quantum degree. For this reason, we expect that the morphism Φ̂ would
exhibit Khovanov homology in the context of Vassiliev theory.
The structure of the paper is as follows. First, in Section 1, after a review on Bar-
Natan’s picture category, we define Khovanov complex for singular tangles in terms of
multi-fold complexes; here, Khovanov’s sign convention on cubes is generalized to multi-
fold complexes. Thanks to this formulation, Viro’s exact sequence and the categorified
Vassiliev skein relation (0.4) immediately follows. Then, in Section 2, we provide basic
tools to compute the spectral sequence for (0.7). The Frobenius algebra S1 is investigated
in Section 3. Using this result, we define the crux complexes for singular links with
unique double points and prove Main Theorem A in a more precise form. Finally, we
apply Main Theorem A to some link diagrams; Main Theorem B and Main Theorem C
are proved here.
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1 Khovanov complex via multi-fold complexes
In this first section, we construct Khovanov complexes of singular tangle diagrams in
terms of multi-fold complexes. We use Bar-Natan’s formalism [1]; for a base ring k, we
define a k-linear additive category Cob`2(Y0, Y1) of cobordisms between oriented com-
pact 0-manifolds Y0 and Y1. Khovanov complexes are constructed as complexes in
Cob`2(Y0, Y1). The key is that, instead of constructing complexes directly, we construct
multi-fold complexes in the same spirit as Khovanov’s cubes of smoothings [10].
1.1 The modules of weighted signs
Before discussing multi-fold complexes, we first prepare a technical notion. Recall that
Khovanov [10] defined a module ES for every finite set S to establish a functorial one-
to-one correspondence between commutative cubes and skew-commutative ones. In this
subsection, we generalize the module to “weighted” sets to take the total complexes of
multi-fold complexes in Section 1.2.
For a finite set S, we denote by Ord(S) the set of total orders on S. We represent an
element of Ord(S) as a word ~a = a1 . . . an in S when it corresponds to the total order
S = {a1 < · · · < an}. Let us denote by F2 the field of two elements. Then, for each map
α : S → F2, we define a k-module ES(α) as the quotient of the free k-module k ·Ord(S)
by the relation
a1 . . . ai−1aiai+1ai+2 . . . an ∼ (−1)α(ai)α(ai+1)a1 . . . ai−1ai+1aiai+2 . . . an .
Hence, ES(α) is a free k-module of rank 1. We call ES(α) the module of α-weighted signs
on S. For ~a = a1 . . . an ∈ Ord(S), we denote by [~a] ∈ ES(α) the element represented by
~a.
Notation. We often identify a map α : S → Z with an element of the free F2-module
generated by S by the map FS2 → F2S; α 7→
∑
a∈S α(a) ·a. Specifically, for each element
a ∈ S, we write α + a the map given by
[α + a](a′) =
{
α(a′) + 1 a′ = a ,
α(a′) a′ 6= a .
We introduce some elementary operations on modules of weight signs. Consider the
k-homomorphism k ·Ord(S)→ k ·Ord(S) given by
a′1 . . . a
′
i−1aa
′
i+1 . . . a
′
n 7→ (−1)α(a
′
1)+···+α(a′i−1)a′1 . . . a
′
i−1aa
′
i+1 . . . a
′
n .
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An easy calculation shows that it induces a k-homomorphism λa : ES(α)→ ES(α + a).
Specifically, we have
λa([a~a′]) = [a~a′] . (1.1)
Hence, we obtain λ2a = id. Similarly the k-homomorphism k ·Ord(S)→ k ·Ord(S) given
by
a′1 . . . a
′
i−1aa
′
i+1 . . . a
′
n 7→ (−1)α(a
′
i+1)+···+α(a′n)a′1 . . . a
′
i−1aa
′
i+1 . . . a
′
n
induces a k-homomorphism ρa : ES(α)→ ES(α+ a). In contrast to the equations (1.1),
we have
ρa([~a′a]) = [~a′a] (1.2)
so we also have ρ2a = id. If we write |α| :=
∑
a∈S α(a), then we have
λa = (−1)|α|−α(a)ρa : ES(α)→ ES(α + a) .
Lemma 1.1. In the situation above, let a, b ∈ S be two distinct elements. Then, the
following equations hold in the module of k-homomorphisms ES(α)→ ES(α + a+ b):
λaλb = −λbλa , ρaρb = −ρbρa , λaρb = ρbλa .
In contrast to the highly technical definition of the k-module ES(α), one can realize
it in a more obvious way using the next lemma.
Lemma 1.2. Let S be a finite set and α : S → F2 a map. If S = {a1 < · · · < an} is
a total ordering on S, say ~a := a1 . . . an, then the inclusion {~a} ↪→ Ord(S) induces an
isomorphism k ∼= ES(α). Moreover, with respect to this isomorphism, for each a ∈ S,
the diagrams below commute:
k k
ES(α) ES(α + a)
(−1)
∑
a′<a α(a
′)
∼= ∼=
λa
,
k k
ES(α) ES(α + a)
(−1)
∑
a′>a α(a
′)
∼= ∼=
ρa
.
In the following sections, we consider tensor product with ES(α) in arbitrary k-linear
category in the sense in [9]. Recall that, if A is a k-linear category, then for an object
X ∈ A and a k-moduleM , X⊗M is defines as an object equipped with an isomorphism
of k-modules
A(X ⊗M,Y ) ∼= Homk(M,A(X, Y )) (1.3)
which is natural with respect to Y ∈ A. Although such an object X ⊗M may or may
not exist, we call X ⊗M the tensor product of X with M if it does. Specifically, it
always exists if M is free of rank 1. Furthermore, if we denote by Free1k ⊂ Modk the
full subcategory of free k-modules of rank 1, then the assignment (X,M) 7→ X ⊗M
can be realized as an essentially unique k-bilinear functor such that (1.3) is also natural
with respect to X and M .
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Corollary 1.3. Let A be a k-linear category, and let S be a finite totally-ordered set.
Then, there is a natural isomorphism IdA ∼= (–)⊗ ES(α) for each α : S → Z such that
the diagrams below commute:
X X
X ⊗ ES(α) X ⊗ ES(α + a)
(−1)
∑
a′<a α(a
′)idX
∼= ∼=
X⊗λa
,
X X
X ⊗ ES(α) X ⊗ ES(α + a)
(−1)
∑
a′>a α(a
′)idX
∼= ∼=
X⊗ρa
.
Remark 1.4. In the following sections, we mainly consider maps α : S → Z instead of
S → F2. In this case, by abuse of notation, we also denote by α the composition of α with
the canonical projection Z→ F2, which is a ring homomorphism. In this point of view,
the operations λa and ρa define both maps ES(α)→ ES(α+ a) and ES(α)→ ES(α− a)
since ES(α + a) = ES(α− a) in the convention.
1.2 Multi-fold complexes
Throughout the section, we fix a k-linear category A.
Definition 1.5. Let S be a finite set. Then, an S-fold complex in A is a family X• =
{Xα}α of objects of A indexed by maps α : S → Z equipped with a morphism dαa :
Xα → Xα+a for each a ∈ S and α : S → Z such that
dα+aa ◦ dαa = 0 , dα+ba ◦ dαb = dα+ab ◦ dαa (a 6= b) . (1.4)
We call the morphisms dαa the differential on X•.
If X• is an S-fold complex, then we often omit the superscript of its differentials and
just write da = dαa . Hence, the equations (1.4) are written as dada = 0 and dadb = dbda
respectively.
Definition 1.6. Let S be a finite set, and let X• and Y • be S-fold complexes in A.
Then, a morphism of S-fold complexes is a family of morphisms fα : Xα → Y α ∈ A
such that
dαaf
α = fα+adαa : Xα → Y α+a
for each a ∈ S and α : S → Z.
As with the case of differentials, we also omit the superscript of morphisms of S-fold
complexes unless there is danger of confusion.
Since morphisms of S-fold complexes compose in an obvious way, they form a category,
which we denote by MChS(A). The category MChS(A) is canonically k-linear, and it
is additive (resp. abelian) if A is so.
Example 1.7. There is a canonical identification MCh∅(A) ∼= A.
Example 1.8. If S = {a} is a singleton, we have MCh{a}(A) ' Ch(A) the category of
chain complexes and morphisms of them.
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Example 1.9. For two finite sets S and T , there is an equivalence of categories
MChSqT (A) 'MChS(MChT (A)) .
In particular, in view of Example 1.8, we have MChSq{a}(A) ∼= Ch(MChS(A)), which
is the reason of the terminology.
An S-fold complex X• is said to be bounded if Xα = 0 for all but finitely many indices
α. In case A is additive as a k-linear category, we assign to a bounded S-fold complex
X• a chain complex Tot(X•) as follows: as a graded object, it is given by
Tot(X•)i :=
⊕
|α|=i
Xα ⊗ ES(α) ,
here we use the tensor product defined in (1.3) (see also Corollary 1.3). The differential
di : Tot(X•)i → Tot(X•)i+1 is then the sum of morphisms of the form∑
a∈S
dαa ⊗ ρa : Xα ⊗ ES(α)→
⊕
a∈S
Xα+a ⊗ ES(α + a)
for α : S → Z. Lemma 1.1 implies di+1 ◦ di = 0, so it makes Tot(X•) into a chain
complex in A. We call Tot(X•) the total complex of X•.
We denote by MChbS(A) ⊂ MChS(A) the full subcategory spanned by bounded
S-fold complexes. The construction above actually gives rise to a k-linear functor
Tot : MChbS(A)→ Chb(A) (1.5)
in an obvious way.
Remark 1.10. The equivalence in Example 1.8 is realized as the functor (1.5).
1.3 The category of cobordisms and local relations
We quickly review cobordisms with boundaries and Bar-Natan’s local relations. In this
paper, we rather use the formulation in terms of cobordisms; we write R+ := [0,∞) ⊂ R
the half open interval.
Definition 1.11 ([8], see also [14, Proposition 2.1.7]). A 〈2〉-manifold is a manifold with
corners M together with a pair of submanifolds ∂0M and ∂1M such that there is a neat
embedding M ↪→ R2+ × Rn for some positive integer n with
∂0M = M ∩ ({0} × R+ × Rn) , ∂1M = M ∩ (R+ × {0} × Rn) .
Definition 1.12 ([17]). Let Y0 and Y1 be two compact oriented 0-manifolds; i.e. finite
sets with labels in {−,+}. We define a category Cob2(Y0, Y1) as follows:
• objects are 1-dimensional cobordisms W : Y0 → Y1;
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• morphisms W0 → W1 are diffeomorphism classes of 2-bordisms; i.e. compact ori-
ented 2-dimensional 〈2〉-manifolds S equipped with a diffeomorphism
∂0S ∼= W0 ∪W1 , ∂1S ∼= (Y0 q Y1)× [0, 1]
which agree with each other on the boundaries, where W0 and Y0 are respectively
the manifolds W0 and Y0 with the reversed orientations;
• the composition is defined in terms of the gluing of 〈2〉-manifolds along boundaries
(see [17]).
Example 1.13. The category Cob2(∅,∅) is exactly the category of oriented 1-manifolds
and cobordisms between them.
Notation. In this paper, we always use the “bottom-to-top” convention for cobordisms
and the “left-to-right” one for 2-bordisms as in Figure 1.1.
S
∂−1 S
∂+1 S
'−→ ∂−0 S ∂+0 S '←−
Y0
Y1
W0
Y0
Y1
W1
Figure 1.1: Example of a 2-bordism (orientation omitted).
For a fixed base ring k, we denote by kCob2(Y0, Y1) the k-linear category freely gener-
ated byCob2(Y0, Y1); i.e. it has the same objects asCob2(Y0, Y1) and kCob2(Y0, Y1)(W0,W1)
is the free k-module generated by the set Cob2(Y0, Y1)(W0,W1). Bar-Natan [1] intro-
duced the following three relations on the morphisms of kCob2(Y0, Y1):
(S) S q S2 ∼ 0, here S2 is the 2-sphere.
(T ) S q T 2 ∼ 2 ·W , here T 2 is the torus S1 × S2;
(4Tu) S0 + S1 − S2 − S3 ∼ 0 if S0, S1, S2, and S3 are identical outside disks and tubes
that are depicted as in Table 1.1.
We define a k-linear category Cob`2(Y0, Y1) as the additive closure of the quotient category
of kCob2(Y0, Y1) by the three relations above; more explicitly
• objects of Cob`2(Y0, Y1) are finite sequences (W1, . . . ,Wn) of oriented cobordisms
Wi : Y0 → Y1;
• morphisms are matrices of formal sums of (diffeomorphism classes of) 2-bordisms
modulo the relations (S), (T ), and (4Tu).
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S0 S1 S2 S3
Table 1.1: Terms in the relation (4Tu)
For more detailed description, we refer the reader to [1, Section 3]. The following is
straightforward from the construction, where we denote by Modk the category of k-
modules and k-homomorphisms.
Lemma 1.14. For every compact oriented 0-manifolds Y0 and Y1, the category Cob`2(Y0, Y1)
is an additive category with an isomorphism
(W1, . . . ,Wp)⊕ (W ′1, . . . ,W ′q) ∼= (W1, . . . ,Wp,W ′1, . . . ,W ′q) .
Furthermore, k-linear functors Cob`2(Y0, Y1) → Modk correspond essentially in one-to-
one to k-linear functors kCob(Y0, Y1) → Modk which identifies morphisms connected
by the relations (S), (T ), and (4Tu).
Proof. The first half is easily verified. As a result, if we write W := (W ) ∈ Cob`2(Y0, Y1)
for each cobordism W : Y0 → Y1, then every object of Cob`2(Y0, Y1) can be written in
the form
⊕
iWi with Wi ∈ Cob2(Y0, Y1). Since every k-linear functor preserves direct
products, it follows that a functor F : Cob`2(Y0, Y1) → Modk is determined by its
restriction to kCob(Y0, Y1)→Modk. Hence, the result follows.
In addition to the direct sums, we use the disjoint union of manifolds as a kind of
tensor product. Namely, it defines a functor
Cob2(Y0, Y1)×Cob2(Y ′0 , Y ′1)→ Cob2(Y0 q Y ′0 , Y1 q Y ′1) .
It then turns out that it further induces a k-bilinear functor
Cob`2(Y0, Y1)× Cob`2(Y ′0 , Y ′1)→ Cob`2(Y0 q Y ′0 , Y1 q Y ′1) . (1.6)
For cobordisms W,W ′, and for 2-bordisms S, S ′, we denote by W ⊗ W ′ = W q W ′
and S ⊗ S ′ = S q S ′ the images under the functor. Specifically, with this product, the
category Cob`2(∅,∅) becomes a symmetric monoidal category.
As examples, we construct a family of symmetric monoidal k-linear functors Cob`2(∅,∅)→
Modk.
Definition 1.15 ([11], [13, Definition 1.1]). For elements h, t ∈ k, we define a Frobenius
algebra Ch,t := k[x]/(x2 − hx− t) with
∆(1) = 1⊗ x+ x⊗ 1− h1⊗ 1 ,
∆(x) = x⊗ x+ t1⊗ 1 ,
ε(1) = 0 , ε(x) = 1 .
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Recall that every Frobenius algebra A over k gives rise to a k-linear functor ZA :
kCob2(∅,∅)→Modk with ZA(S1) = A.
Lemma 1.16. For every pair of elements h, t ∈ k, the associated k-linear functor ZCh,t :
kCob2(∅,∅) → Modk induces a symmetric monoidal k-linear functor Cob`2(∅,∅) →
Modk.
Sketch of the proof. For every Frobenius algebra A = (A, µ, η,∆, ε) over k, unwinding
the construction of the functor ZA, one can see that the relations (S), (T ), and (4Tu)
are respectively equivalent to the following equations:
εη = 0 , εµ∆η = 2 ∈ Homk(k, k) ,
id⊗ ηε+ ηε⊗ id− (η ⊗ η) ◦ (εµ)− (∆η) ◦ (ε⊗ ε) = 0 ∈ Homk(A⊗ A,A⊗ A) .
As for the Frobenius algebra A = Ch,t, these equations are easily verified by the direct
computations.
Definition 1.17. For elements h, t ∈ k, we write
Zh,t : Cob
`
2(∅,∅)→Modk
the symmetric monoidal k-linear functor induced by the Frobenius algebra Ch,t in Defi-
nition 1.15.
Remark 1.18. A morphism S : W0 → W1 ∈ Cob2(Y0, Y1) has a canonical grading given
by
degS := χ(S)− χ(W0) + χ(W1)2 , (1.7)
where χ(–) is the Euler characteristic. We call it the Euler grading. By virtue of the
Mayer-Vietoris sequence, we have deg(S ′ ◦ S) = degS ′ + degS. Furthermore, since
the relations (S), (T ), and (4Tu) are homogeneous with respect to the grading, it also
induces a grading on the morphisms in Cob`2(Y0, Y1). In other words, Cob
`
2(Y0, Y1) can be
regarded to be enriched over graded k-modules. In this point of view, the functor Zh,t in
Definition 1.17 respects gradings if k is a graded ring with deg h = −2 and deg t = −4.
Indeed, we have a grading on Ch,t with deg 1 = 1 and deg x = −1 so that the operations
in the Frobenius algebra structure reflects Euler characteristics. In this case, the TQFT
Zh,t is said to be Euler-graded [13].
1.4 The multi-fold complex of smoothings
Bar-Natan [1] defined Khovanov complex for tangle diagrams in the category Cob`2(Y0, Y1).
As it yields variants of Khovanov homology through TQFTs, we sometimes refer to it
as universal Khovanov complex [7] to distinguish it from Khovanov’s original complex.
For a technical reason, we extend it to a bit more general graphs.
Notation. For a graph G = (V,E), we denote by V n(E) ⊂ V (E) the set of n-valent
vertices.
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R2 × {0, 1} , R2 × {0, 1} , , , or
Figure 1.2: Vertices in singular tangle-like graphs
G v ∈ c](G) u(v) = e1 u(v) = e2
v
e1 e2
Table 1.2: Pictures around quadrivalent vertices
Definition 1.19 (cf. [12]). A singular tangle-like graph is a planar oriented finite graph
G = (V (G), E(G)) neatly embedded in the strip R× [0, 1] equipped with
• a subset Ewide(G) ⊂ E(G), whose elements are called wide edges;
• a subset c#(G) ⊂ V 4(G), whose elements are called double points; and
• a map u : V 4(G) \ c](G)→ E(G)
such that
(i) every vertex is of the form in Figure 1.2, where wide edges are drawn with gray
lines;
(ii) for each v ∈ V 4(G), v is the source of u(v).
If G is a singular tangle-like graph, then we depict its quadrivalent vertices as in
Table 1.2. Quadrivalent vertices of the forms in Table 1.2 are respectively called double
points, negative crossings, and positive crossings. Hence, forgetting the wide edges and
the orientations, one obtains an unoriented tangle diagram. Conversely any (oriented)
singular tangle diagram is nothing but a singular tangle-like graph with no wide edges.
Let G be a singular tangle-like graph. For every map α : V 4(G)→ Z, we say α lies in
the effective range if
• −2 ≤ α(v) ≤ 1 for each double point v;
• −1 ≤ α(v) ≤ 0 for each negative crossing v; and
• 0 ≤ α(v) ≤ 1 for each positive crossing v.
In this case, we define a singular tangle-like graph Gα by replacing all the quadrivalent
vertices of G as in Table 1.3. We call Gα the α-smoothing of G. Note that since Gα has
no quadrivalent vertex, the union of all non-wide edges of Gα forms a neat submanifold
of R2 × [0, 1], which we denote by |Gα|. To specify an orientation on |Gα|, we introduce
the following notion.
13
G α(v) = −2 α(v) = −1 α(v) = 0 α(v) = 1
Table 1.3: Replacing quadrivalent vertices
Definition 1.20. For a singular tangle-like graph G, a checkerboard coloring on the
complement of G is a mapping
χ : pi0((R2 × [0, 1]) \G)→ {black,white} ,
here pi0(–) is the set of connected components, which satisfies the following conditions:
(i) if C,C ′ ∈ pi0((R2 × [0, 1]) \ G) are adjacent across a non-wide edge, then χ(C) 6=
χ(C ′);
(ii) if C,C ′ ∈ pi0((R2× [0, 1])\G) are adjacent across a wide edge, then χ(C) = χ(C ′).
In this case, a component C ∈ pi0((R2 × [0, 1]) \ G) is said to be black (resp. white) if
χ(C) = black (resp. χ(C) = white).
Let G be a singular tangle-like graph. If a map α : V 4(G) → Z lies in the effective
range, then there is a canonical surjection pi0((R2 × [0, 1]) \Gα)→ pi0((R2 × [0, 1]) \G).
For a checkerboard coloring χ on (R2 × [0, 1]) \G, it turns out that the composition
pi0((R2 × [0, 1]) \Gα)  pi0((R2 × [0, 1]) \G) χ−→ {black,white}
is a checkerboard coloring, which we again denote by χ by abuse of notation. In this
case, the submanifold |Gα| ⊂ R2 × [0, 1] coincides with the boundary of the union of
the black components. We hence endow |Gα| with the orientation induced from this
identification and denote by |Gα|χ the resulting oriented manifold. Specifically, since
the oriented 0-dimensional submanifold ∂|Gα|χ ⊂ R2 × {0, 1} does not depend on α; we
write
∂−|G|χ := |G0|χ ∩ (R2 × {0}) , ∂+|G|χ := |G0|χ ∩ (R2 × {1}) .
Then, we think of |Gα|χ as an object of the category kCob2(∂−|G|χ, ∂+|G|χ) and
hence of Cob`2(∂−|G|χ, ∂+|G|χ). From this point of view, we also write |Gα|χ = 0 ∈
Cob`2(∂−|G|χ, ∂+|G|χ) for the maps α : V 4(G)→ Z that lie outside the effective range.
14
Remark 1.21. Every singular tangle-like graph has exactly two checkerboard colorings.
Namely, if χ is one, then the other is obtained by swapping all the values of χ, which we
denote by −χ. The oriented manifold |Gα|−χ is identified with |Gα|χ with the reversed
orientation.
We introduce three morphisms in Cob`2(∂−|G|χ, ∂+|G|χ) as the last ingredients.
Definition 1.22. Let H and H ′ be singular tangle-like graphs without quadrivalent
vertices which differ only on a small region in R2 × [0, 1] where we have
H = , H ′ = .
For any checkerboard coloring χ on (R2 × [0, 1]) \ H, we may think of it also as a
checkerboard coloring on (R2 × [0, 1]) \ H ′. In this case, we define morphisms δ− :
|H|χ → |H ′|χ, δ+ : |H ′|χ → |H|χ, and Φ : |H ′|χ → |H ′|χ in Cob`2(∂−|H|χ, ∂+|H|χ) as
follows:
δ− := :
∣∣∣∣∣
∣∣∣∣∣
χ
→
∣∣∣∣∣
∣∣∣∣∣
χ
, (1.8)
δ+ := :
∣∣∣∣∣
∣∣∣∣∣
χ
→
∣∣∣∣∣
∣∣∣∣∣
χ
, (1.9)
Φ := − :
∣∣∣∣∣
∣∣∣∣∣
χ
→
∣∣∣∣∣
∣∣∣∣∣
χ
. (1.10)
Lemma 1.23. In the situation in Definition 1.22, the compositions δ+Φ and Φδ− are
zero.
Proof. The result immediately follows from the diffeomorphisms
∼= , ∼= .
Remark 1.24. Although the oriented manifold |H ′|χ does not depend on the orientations
on the edges, the morphism Φ does. Indeed, if H ′ is the singular tangle-like graph
obtained by reversing the edges of H ′, then the morphism Φ = ΦH′ is given by
ΦH′ = − :
∣∣∣∣∣
∣∣∣∣∣
χ
→
∣∣∣∣∣
∣∣∣∣∣
χ
.
One can however see ΦH′ = −ΦH′ by virtue of the relation (4Tu).
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For a singular tangle-like graph G and a checkerboard coloring on the complement, we
now define a V 4(G)-fold complex Sm(Gχ)• in Cob`2(∂−|G|χ, ∂+|G|χ) by Sm(Gχ)α := |Gα|χ
for each α : V 4(G)→ Z and the differentials {dv : |Gα|χ → |Gα+v|χ} defined so that, for
each v ∈ V 4(G),
• if v is a double point, dv is given by
· · · → 0→
α(v)=−2∣∣∣∣∣
∣∣∣∣∣
χ
−δ−−−→
α(v)=−1∣∣∣∣∣
∣∣∣∣∣
χ
Φ−→
α(v)=0∣∣∣∣∣
∣∣∣∣∣
χ
−δ+−−→
α(v)=1∣∣∣∣∣
∣∣∣∣∣
χ
→ 0→ · · · ;
• if v is a negative crossing, dv is given by
· · · → 0→
α(v)=−1∣∣∣∣∣
∣∣∣∣∣
χ
δ−−→
α(v)=0∣∣∣∣∣
∣∣∣∣∣
χ
→ 0→ · · · ;
• if v is a positive crossing, dv is given by
· · · → 0→
α(v)=0∣∣∣∣∣
∣∣∣∣∣
χ
−δ+−−→
α(v)=1∣∣∣∣∣
∣∣∣∣∣
χ
→ 0→ · · · .
In view of Lemma 1.23, the family {Sm(Gχ)α, dv} actually forms a V 4(G)-fold complex.
Definition 1.25. For a singular tangle-like graph G with a checkerboard coloring χ on
the complement, we set
[[Gχ]] := Tot(Sm(Gχ)•)
and call it the universal Khovanov complex of G with respect to χ.
Remark 1.26. The checkerboard coloring χ is often omitted from the notation of the
universal Khovanov complex when its choice is not essential in discussion.
In [7], the author and Ito discussed a modified version of Bar-Natan’s complex of cobor-
disms for tangle diagrams, which was called the universal Khovanov complex. Namely, if
D is an ordinary tangle diagram (i.e. with no double point) seen as a (singular) tangle-
like graph, then the complex [[Dχ]] is exactly the one. Furthermore, they showed that
the morphism Φ defined in (1.10) induces a morphism of chain complexes
Φ̂ :
[ ]
→
[ ]
(1.11)
which is invariant under the moves of singular tangle diagrams [7, Section 4]. Using this
fact, they extend the universal Khovanov complex to singular tangle diagrams by taking
iterated mapping cones for double points.
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Notation. For a singular tangle-like graph G, we say a connected component C of the
complement (R× [0, 1])\G is negatively unbounded if C∩((−∞, 0]× [0, 1]) is unbounded.
It turns out that the negatively unbounded component is always unique and that a
checkerboard coloring on the complement (R × [0, 1]) \ G is determined by its value at
it.
Theorem 1.27. Let D be a singular tangle diagram, and let χw be the checkerboard
coloring on the complement which has negatively unbounded white component. Then the
complex [[Dχw ]] given in Definition 1.25 is isomorphic to the one given in [7, Defini-
tion 5.2].
Corollary 1.28. The assignment D 7→ [[Dw]] defines an invariant of singular tangles up
to chain homotopies.
We prove Theorem 1.27 in the next section.
Remark 1.29. The morphisms δ± and Φ are homogeneous of degree −1 and −2 respec-
tively with respect to the Euler grading (see Remark 1.18). Hence, if Zh,t : Cob
`
2(∅,∅)→
Modk is an Euler-graded TQFT in the sense of Remark 1.18, the chain complex Zh,t[[Gχ]]
has an additional grading, sometimes referred to as the quantum degree, given by
Zh,t([[Gχ]])i,j :=
⊕
|α|=i
Zh,t(|Gα|χ)j−q(α)−w˜(G) ⊂ Zh,t([[Gχ]]i) ,
where we set
• q(α) := ∑v αq(v) to be the sum with
αq(v) :=
{
α(v)− 1 if v is a double point and α(v) < 0,
α(v) otherwise;
• w˜(G) := n× + n+ − n− with n×, n+, and n− being the numbers of double points,
positive crossings, and negative crossings respectively.
Specifically, if G is an ordinary link diagram, then q(α) = |α| and w˜(G) equals the writhe
of G. Thanks to Theorem 1.27, it turns out that, for each i, j ∈ Z, the k-module
H i
(
Zh,t[[Gχ]]•,j
)
defines a singular link invariant. For instance, Khi,j(Gχ; k) := H i
(
Z0,0[[Gχ]]•,j
)
is exactly
the Khovanov homology of G [6].
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1.5 Mapping cones
Multi-fold complexes have intrinsic relationship to mapping cones. To discuss it, we
introduce several operations.
Definition 1.30. Let A be an additive category, and let X• = {Xα, dαa}α,a be an S-fold
complex in A for a finite set S. For a map α0 : S → Z, we define an S-fold complex
X[α0]• = {X[α0]α, (d[α0])αa}α,a by X[α0]α := Xα−α0 with the differential
(d[α0])αa := (−1)α0(a)dα−α0a
and call it the shift of X• by α0.
Notation. Following the convention in Section 1.1, we regard each element of S as a map
S → Z; hence, for each a0 ∈ S and r ∈ Z, we may write X[r · a0]• the shift by r · a0. In
particular, if S is a singleton, we simply write X[r] instead, which is consistent with the
shift of ordinary chain complexes.
Note that there is an isomorphism
Tot(X[α0]•) ∼= Tot(X•)[|α0|] ,
which is, however, not the identity because of the sign convention in the shift.
Definition 1.31. Let A be an additive category, and let X• = {Xα, dαa}α,a be an S-fold
complex in A for a finite set S. For each a0 ∈ S and r ∈ Z, we define an S-fold complex
σ≥ra0 X
• = {σ≥ra0 Xα, (d≥r)αa}α,a by
σ≥ra0 X
α :=
{
0 α(a0) < r ,
Xα α(a0) ≥ r ,
(d≥r)αa :=
{
0 α(a0) < r ,
dαa α(a0) ≥ r .
Similarly, we define σ≤ra0 X• = {σ≤ra0 Xα, (d≤r)αa}α,a by
σ≤ra0 X
α :=
{
Xα α(a0) ≤ r ,
0 α(a0) ≤ r ,
(d≤r)αa :=
{
dαa0 α(a0) < r ,
0 α(a0) ≥ r .
These are sometimes called stupid truncations of X•.
Recall that, if f : X → Y be a morphism of chain complexes in an additive categoryA,
then the mapping cone of f is the chain complex Cone(f) with Cone(f)n := Y n⊕Xn+1
and the differential
dnCone(f) :=
(
dnY f
n+1
0 −dn+1X
)
Y n ⊕Xn+1 → Y n+1 ⊕Xn+2 .
The following result is fundamental.
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Lemma 1.32. Let A be an additive category, and let S be a finite set with an element
a0 ∈ S. For an S-fold complex X• = {Xα, dαa}, and for an integer r ∈ Z, the following
hold.
(1) Define ϕα : (σ≤r−1a0 X)[a0]α → σ≥ra0 Xα by
ϕα :=
{
dα−a0a0 α(a0) = r,
0 α(a0) 6= r.
Then the family ϕ = {ϕαr }α forms a morphism (σ≤r−1a0 X)[a0]• → σ≥ra0 X• of S-fold
complexes.
(2) We denote by ϕ̂ : Tot((σ≤r−1a0 X)[a0]•)→ Tot(σ≥ra0 X•) the morphism of chain com-
plexes induced by the morphism ϕ in (1). Then, there is an isomorphism
Tot(X•) ∼= Cone(ϕ̂)
of chain complexes in A.
Proof. For each α : S → Z with α(a0) = 0, we have the following commutative diagram:
· · · Xα+(r−2)a0 Xα+(r−1)a0 0 · · ·
· · · 0 Xα+ra0 Xα+(r+1)a0 · · ·
da0
da0
da0 da0
.
It clearly defines the morphism ϕ : (σ≤r−1a0 X)[a0]• → σ≥ra0 X• of S-fold complexes as in
(1).
To verify (2), note that we have an isomorphism
Tot(X•)n =
( ⊕
|α|=n
α(a0)≥r
Xα ⊗ Eα
)
⊕
( ⊕
|α|=n
α(a0)≤r−1
Xα ⊗ Eα
)
( id 0
0 id⊗ρa0
)
−−−−−−−→
( ⊕
|α|=n
α(a0)≥r
Xα ⊗ Eα
)
⊕
( ⊕
|α′|=n+1
α(a0)≤r
Xα
′−a0 ⊗ Eα′
)
= Tot(σ≥ra0 X
•)n ⊕ Tot((σ≤r−1a0 X)[a0]•)n+1
= Cone
(
Tot((σ≤r−1a0 X)[a0]
•) ϕ∗−→ Tot(σ≥ra0 X•)
)n
.
(1.12)
With respect to the first decomposition in (1.12), the differential on Tot(X•)n is written
as
dnTot(X•) =
∑
|α|=n
α(a0)≤r−1
∑
a∈S\{a0}
dαa ⊗ ρa +
∑
|α|=n
α(a0)<r−1
dαa0 ⊗ ρa0
+
∑
|α|=n
α(a0)=r−1
dαa0 ⊗ ρa0 +
∑
|α|=n
α(a0)≥r
∑
a∈S
dαa ⊗ ρa .
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G× G− G+ GH GV
Table 1.4: Local pictures in skein relations
By Lemma 1.1, we have
(id⊗ ρa0) ◦
( ∑
|α|=n
α(a0)≤r−1
∑
a∈S\{a0}
dαa ⊗ ρa +
∑
|α|=n
α(a0)<r−1
dαa0 ⊗ ρa0
)
=
(
−
∑
|α|=n
α(a0)≤r−1
∑
a∈S\{a0}
dαa ⊗ ρa +
∑
|α|=n
α(a0)<r−1
dαa0 ⊗ ρa0
)
◦ (id⊗ ρa0)
=
(
−
∑
|α′|=n+1
∑
a∈S
(d≤r−1[a0] )
α
a ⊗ ρa
)
◦ (id⊗ ρa0)
(1.13)
and ∑
|α|=n
α(a0)=r−1
dαa0 ⊗ ρa0 =
( ∑
|α|=n+1
ϕα ⊗ id
)
◦ (id⊗ ρa0) , (1.14)
∑
|α|=n
α(a0)≥r
∑
a∈S
dαa ⊗ ρa =
∑
|α|=n
∑
a∈S
(d≥r)αa ⊗ ρa . (1.15)
Adding (1.13), (1.14), and (1.15), one can see that (1.12) is actually an isomorphism of
chain complexes. This completes the proof.
Using Lemma 1.32, we obtain several important isomorphisms.
Proposition 1.33. Let G×, G−, G+, GH, and GV be singular tangle-like graphs which
are identical except on a local part where they are of the form as in Table 1.4. Then, for
a checkerboard coloring χ, the morphisms (1.8), (1.9), and (1.10) respectively induces
morphisms of chain complexes
δ̂− : [[GχH]]→ [[GχV]] , δ̂+ : [[GχV]]→ [[GχH]] , Φ̂ : [[Gχ−]]→ [[Gχ+]]
such that there are isomorphisms of chain complexes below:
[[Gχ−]] ∼= Cone(δ̂−) , [[Gχ+]] ∼= Cone(δ̂+)[1] , [[Gχ×]] ∼= Cone(Φ̂) .
Proof. Let us denote by v× ∈ V 4(G×), v− ∈ V 4(G−), and v+ ∈ V 4(G+) the quadrivalent
vertices in Table 1.4. By direct computations, one obtains isomorphisms
Tot(σ≤−1v− Sm(G
χ
−)[v−]•) ∼= [[GχH]] , Tot(σ≥0v− Sm(Gχ−)•) ∼= [[GχV]] ,
Tot((σ≤0v+ Sm(G
χ
+))[v+]•) ∼= [[GχV]][1] , Tot(σ≥1v+ Sm(Gχ+)•) ∼= [[GχH]][1] ,
Tot((σ≤−1v× Sm(G
χ
×))[v×]•) ∼= [[Gχ−]] , Tot(σ≥0v× Sm(Gχ×)•) ∼= [[Gχ+]] .
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The result hence follows from Lemma 1.32.
The isomorphisms in Proposition 1.33 are categorified analogues of the Kauffman skein
relation and the Vassiliev skein relation.
Proof of Theorem 1.27. We prove the statement by induction on the number of double
points. As for ordinary tangle diagrams, there is nothing to prove. Suppose the state-
ment is true for diagrams with double point less than n, and let D be a singular tangle
diagram with n double point. For a double point v ∈ c](D), let us denote by D− and D+
the diagrams obtained by resolving v into negative and positive crossings respectively.
Hence, Proposition 1.33 yields an isomorphism
[Dχw ] ∼= Cone
(
[Dχw− ]
Φ̂−→ [Dχw+ ]
)
.
By induction hypothesis, the complexes [[Dχw− ]] and [[DχW+ ]] are isomorphic to the ones
defined in [7, Definition 5.2]. In addition, unwinding the construction of the morphism Φ̂,
one can verify that the morphism Φ̂ defined in Proposition 1.33 agrees with the morphism
(1.11) (see [7, Section 3]). Thus, in view of [7, Corollary 5.3] and Proposition 1.33, we
conclude that [[Dχw ]] is also isomorphic to the complex constructed in [7, Definition 5.2].
This completes the induction and hence the proof.
2 Absolute exact sequences
Throughout the section, we fix a base ring k and a k-linear category A.
2.1 Exactness and chain contractions
In the discussion of chain complexes in an arbitrary k-linear category, one major problem
is that images and kernels may not exist. In particular, the notion of exactness no longer
make sense. We hence consider the absolute version instead.
Definition 2.1. A sequence
· · · fn−2−−−→ Xn−1 fn−1−−−→ Xn fn−→ Xn+1 fn+1−−−→ · · · (2.1)
in A is said to be absolutely exact if every k-linear functor F : A → B with B abelian
carries (2.1) into an exact sequence.
Proposition 2.2. A sequence (2.1) is absolutely exact if and only if it satisfies the
following conditions:
(i) for each n ∈ Z, fn+1fn = 0;
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(ii) the sequence is contractible as a chain complex; more precisely, there is a family
of morphisms θn : Xn → Xn−1 such that
fn−1θn + θn+1fn = idXn (2.2)
for each n ∈ Z.
The proof is essentially a recursive use of the following lemma.
Lemma 2.3. Suppose a sequence (2.1) is absolutely exact. Given a morphism θn : Xn →
Xn−1 satisfying the equation fn−1θnfn−1 = fn−1, there are morphisms θn+1 : Xn+1 →
Xn and θn−1 : Xn−1 → Xn−2 such that
θn+1fn + fn−1θn = idXn , θnfn−1 + fn−2θn−1 = idXn−1 .
Proof. Since (2.1) is absolutely exact, we obtain the following exact sequence of k-
modules:
A(Xn+1, Xn) (f
n)∗−−−→ A(Xn, Xn) (f
n−1)∗−−−−→ A(Xn−1, Xn) .
The assumption on θn implies that the element idXn − fn−1θn ∈ A(Xn, Xn) belongs to
the kernel of the map (fn−1)∗. It follows that there is an element θn+1 ∈ A(Xn+1, Xn)
with (fn)∗(θn+1) = idXn − fn−1θn; in other words,
θn+1fn + fn−1θn = idXn .
Thus, θn+1 is one of the required morphisms in the statement. By the dual argument,
one can also construct a morphism θn−1 : Xn−1 → Xn−2, which completes the proof.
Proof of Proposition 2.2. The “if” part follows from the fact that, in an abelian category,
a chain complex is exact if and only if all the homology groups vanish. Conversely,
suppose (2.1) is absolutely exact. First, for each n ∈ Z, we have the following exact
sequence of k-modules:
A(Xn, Xn) f
n∗−→ A(Xn, Xn+1) f
n+1∗−−−→ A(Xn, Xn+2) .
By chasing the images of the identity, we obtain fn+1fn = 0, so the property (i) follows.
On the other hand, in order to prove the property (ii), it suffices to construct a morphism
θ1 : X1 → X0 with f 0θ1f 0 = f 0. Indeed, if such a morphism is given, one can inductively
construct θn for every n ∈ Z by using Lemma 2.3.
To construct θ1, we define a functor If0 : Aop → Modk so that, for each W ∈ A,
If0(W ) is the image of the k-homomorphism
f 0∗ : A(W,X0)→ A(W,X1)
and that the inclusion If0(W ) ↪→ A(W,X1) defines a natural transformation. Since
(2.1) is absolutely exact, it induces the following exact sequence of k-modules:
If0(X1)
(f0)∗−−−→ If0(X0) (f
−1)∗−−−−→ If0(X−1) .
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Note that f 0 ∈ A(X0, X1) lies in the submodule If0(X0) and that the property (i) implies
(f−1)∗(f 0) = 0. It follows that there is an element β ∈ If0(X1) with (f 0)∗(β) = f 0.
Furthermore, by definition of If0 , the element β can be written in the form β = f 0θ1
for an element θ1 ∈ A(X1, X0). Finally, we obtain the equation f 0θ1f 0 = f 0, so θ1 is a
required morphism. As discussed above, the property (ii) hence follows, which completes
the proof.
We mainly use absolute exactness in the form of Proposition 2.2. The following lemma
is convenient.
Lemma 2.4. Suppose we are given an absolutely exact sequence (2.1) in an additive
category A. Then, there is a family of morphisms θn : Xn → Xn−1 such that
fn−1θn + θn+1fn = idXn , θn−1θn = 0
for each n ∈ Z.
Proof. In view of Proposition 2.2, there is a family of morphisms ζn : Xn → Xn−1 such
that fn−1ζn+ζn+1fn = id. Notice that, in this case, the endomorphisms fn−1ζn, ζn+1fn :
Xn → Xn are idempotent; indeed, we have
fn−1ζnfn−1ζn = fn−1(id− fn−2ζn−1)ζn = fn−1ζn ,
ζn+1fnζn+1fn = ζn+1(id− ζn+2fn+1)fn = ζn+1fn . (2.3)
Now, we set θn := ζnfn−1ζn. Then, the equation (2.3) implies
fn−1θn + θn+1fn = fn−1ζn + ζn+1fn = id .
We in addition have
θn−1θn = ζn−1fn−2ζn−1ζnfn−1ζn
= ζn−1(id− ζnfn−1)(id− fn−2ζn−1)ζn
= ζn−1(id− (fn−2ζn−1 + ζnfn−1) + ζnfn−1fn−2ζn−1)ζn
= 0 .
Hence, the result follows.
2.2 Some exact sequences of cobordisms
We give several examples of absolutely exact sequences. Namely, we discuss sequences
in the k-linear category Cob`2(−,−) involved with the Reidemeister move of type I and
the FI relation.
We first fix notations. We denote by I ∈ Cob`2(−,−) and S1 ∈ Cob`2(∅,∅) the 1-
dimensional cobordisms diffeomorphic to the unit interval and the circle respectively.
Hence, we have
I = = , I ⊗ S1 = .
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The circle S1 has a canonical structure of a Frobenius monoid object in Cob`2(∅,∅);
namely, the multiplication µ : S1⊗ S1 → S1 and the comultiplication ∆ : S1 → S1⊗ S1
consist of the saddles, the unit η : ∅ → S1 given by the “cup”, and the counit ε :
S1 → ∅ given by the “cap.” On the other hand, we consider the following morphisms
in Cob`2(−,−) defined by the saddles:
µ := : → , ∆ := : → . (2.4)
Writing I ∈ Cob`2(−,−) the interval, one can regard these morphisms as µ : I ⊗ S1 → I
and ∆ : I → I ⊗ S1.
The following is essentially due to Bar-Natan [1].
Proposition 2.5. The sequence below is absolutely exact in Cob`2(−,−):
0→ ∆−µ∆⊗η−−−−−→ µ−→ → 0 . (2.5)
More precisely, the following defines a chain contraction:
idI ⊗ η : → , idI ⊗ ε : → . (2.6)
Proof. We clearly have µ(idI⊗η) = idI . Also, the S-relation implies (idI⊗ε)(∆−µ∆⊗
η) = idI . Furthermore, by 4Tu relation, we obtain
(∆− µ∆⊗ η)(idI ⊗ ε) + (idI ⊗ η)µ
= − +
= = idI⊗S1 .
This completes the proof.
The dual argument shows the following.
Proposition 2.6. The sequence below is absolutely exact in Cob`2(−,−):
0→ ∆−→ µ−µ∆⊗ε−−−−−→ → 0 . (2.7)
More precisely, the morphisms (2.6) also defines a chain contraction for (2.7).
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The exact sequences Proposition 2.5 and Proposition 2.6 compose to yield a longer
exact sequence. Namely, by the 4Tu relations, we have
(∆− µ∆⊗ η)(µ− µ∆⊗ ε)
= − − +
= − = Φ ,
here the last term is the morphism given in (1.10).
Proposition 2.7. The solid part of the following sequence is absolutely exact in Cob`2(−,−):
0 0
∆ Φ
idI⊗ε
µ
idI⊗ηε idI⊗η
, (2.8)
where the dashed arrows give a chain contraction.
Note that the sequence (2.8) equals (a shift of) the universal Khovanov complex  . (2.9)
It follows that (2.9) is contractible, which is exactly the FI relation of the universal
Khovanov complex ([7, Main Theorem C]).
2.3 Long exact sequences on homologies
Let A be an additive category. By a 2-fold complex, we mean a {V,H}-fold complex for
formal symbols V and H. If X• is a 2-fold complex, we write
X i,j := X iH+jV ;
hence the differentials are written as di,jH : X i,j → X i+1,j and di,jV : X i,j → X i,j+1, which
we call horizontal and vertical differentials respectively. For each integer i ∈ Z, we
write X i,• = {X i,j, di,jV }j the restricted chain complex. In this point of view, the family
diH = {di,jH }j defines a morphism of chain complexes diH : X i,• → X i+1,•, where we often
drop indices. Consequently, the 2-fold complex X• can be seen as a sequence
· · · dH−→ X i−1,• dH−→ X i,• dH−→ X i+1,• ···−→ (2.10)
of morphisms of complexes in A with d2H = 0.
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Remark 2.8. Some authors use the word “bicomplex” (or even “double complex”) for
our 2-fold complex though they sometimes refer to a family {X i,j} with differential
dH : X i,j → X i+1,j and dV : X i,j → X i,j+1 such that dHdV + dVdH = 0 instead of
dHdV = dVdH. For this reason, we avoid these terminologies in this paper.
Especially, we are interested in the case where (2.10) is absolutely exact in each degree;
in this case, we see that it gives rise to long exact sequences. More precisely, the goal of
the subsection is to prove the following result.
Proposition 2.9. Let X• = {X i,j, dH, dV} be a 2-fold complex in a k-linear category
A such that the sequence (2.10) is absolutely exact in each degree. Then, for every
pair of integers p, q ∈ Z with q − p > 1, there is a morphism of chain complexes Ξ :
Tot(σ≥qH X•)→ Tot(σ≤pH X•)[1] together with an isomorphism
Tot(σ≥p+1H σ
≤q−1
H X
•) ∼= Cone (Ξ) .
Remark 2.10. In view of Corollary 1.3, for a bounded 2-fold complexX• = {X i,j, di,jH , di,jV },
we realize its total complex as
Tot(X•)n =
⊕
i+j=n
X i,j
with differential d : Tot(X•)n → Tot(X•)n+1 given by
di,jH + (−1)idi,jV : X i,j → X i+1,j ⊕X i,j+1 .
In order to prove Proposition 2.9, we construct a morphism Ξ in the statement.
Definition 2.11. Let {X i,j, di,jV , di,jH }i,j be a 2-fold complex in A such that the sequence
(2.10) is absolutely exact in each degree; i.e. for each j ∈ Z, there is a family of morphisms
θjH = {θi,jH : X i,j → X i−1,j}i such that
di−1,jH θ
i,j
H + θ
i+1,j
H d
i,j
H = idXi,j , (2.11)
θi−1,jH θ
i,j
H = 0 , (2.12)
for each i, j ∈ H (see Lemma 2.4). In this case, for each positive integer r ∈ Z, we define
a morphism Θi,jr : X i,j → X i−r,j+r−1 inductively by
Θi,j1 := θ
i,j
H , Θ
i,j
r+1 := θHdHΘi,jr . (2.13)
Remark 2.12. Even if the sequence (2.10) is absolutely exact in each degree, it is not
necessarily an absolute exact sequence inCh(A). Indeed, the family θjH in Definition 2.11
is not a morphism of chain complexes in general.
Lemma 2.13. Let {X i,j, di,jV , di,jH } be as in Definition 2.11. Then, for each i, j ∈ Z, we
have
dHΘr+1 − dVΘr = (−1)r+1(Θr+1dH −ΘrdV) (2.14)
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Proof. We prove the statement by induction on r. For the base case r = 1, we have
dHΘ2 − dVθH = dHθHdVθH − (dHθH + θHdH)dVθH
= −θHdVdHθH = θHdVθHdH − θHdV = Θ2dH − θHdV .
Hence, the equation (2.14) holds for r = 1. On each induction step for r ≥ 2, notice
that the induction hypothesis implies
dHΘr = dVΘr−1 + (−1)r (ΘrdH −Θr−1dV) .
Thus, we obtain
dHΘr+1 − dVΘr = dHθHdVΘr − (dHθH + θHdH)dVΘr
= −θHdVdHΘr
= (−1)r+1 (θHdVΘrdH − θHdVΘr−1dV)
= (−1)r+1 (Θr+1dH −ΘrdV) ,
which completes the induction.
Remark 2.14. In the following arguments, it is convenient to consider a normalized
version
Θ˜i,jr := (−1)
1
2 (r+1)(r+2i)Θi,jr : X i,j → X i−r,j+r−1 (2.15)
instead of Θr itself. In terms of this, the equation (2.14) is equivalent to the following:
dHΘ˜i,jr+1 + (−1)i−rdVΘ˜i,jr = −Θ˜i+1,jr+1 dH − (−1)iΘ˜i,j+1r dV . (2.16)
Now, let p and q be integers with q − p > 1. For a bounded 2-fold complex X• =
{X i,j, dH, dV}, we define a morphism Ξn : Tot(σ≥qH X•)n → Tot(σ≤pH X•)n−1 by
−
∞∑
r=i−p
Θ˜i,jr : X i,j →
⊕
i+j=n−1
i≤p
X i,j .
Lemma 2.15. In the situation above, the family Ξ = {Ξn}n forms a morphism of chain
complexes Ξ : Tot(σ≥qH X•)→ Tot(σ≤pV X•)[1].
Proof. For each i, j ∈ Z with i ≥ q, we have
d[1] ◦ Ξ|Xi,j =
∞∑
r=i−p+1
dH ◦ Θ˜r
∞∑
r=i−p
(−1)i−rdV ◦ Θ˜r
=
∞∑
r=i−p
(
dHΘ˜r+1 + (−1)i−rdVΘ˜r
)
.
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On the other hand, we also have
Ξ ◦ d|Xi,j = −
∞∑
r=i−p+1
Θ˜r ◦ dH −
∞∑
r=i−p
Θ˜r ◦ (−1)idV
= −
∞∑
r=i−p
(
Θr+1dH + (−1)iΘ˜rdV
)
.
Thus, the result follows from (2.16).
As a consequence of Lemma 2.15, we can consider the mapping cone Cone(Ξ) as a
complex in A. More explicitly, for each n ∈ Z, we have
Cone(Ξ)n = Tot(σ≤pH X)[1]n ⊕ Tot(σ≥qH X)n+1
∼=
⊕
i+j=n−1
i≤p
X i,j ⊕
⊕
i+j=n+1
i≥q
X i,j . (2.17)
Specifically, it comes equipped with the following exact sequence of morphisms of chain
complexes in A:
0→ Tot(σ≤pH X)[1] ι−→ Cone(Ξ) pi−→ Tot(σ≥qH X)[−1]→ 0 . (2.18)
On the other hand, in view of Lemma 1.32, we also have morphisms of chain complexes
below:
ϕ̂(p) : Tot(σ≤pH X)[1]→ Tot(σ≥p+1H σ≤q−1H X) ,
ϕ̂(q) : Tot(σ≥p+1H σ
≤q−1
H X)→ Tot(σ≥qH X)[−1] .
(2.19)
These morphisms together with the morphism Θr defined in Equation (2.13) (or Θ˜r in
Equation (2.15)) are the main ingredients of the chain homotopy equivalences stated in
Proposition 2.9.
Lemma 2.16. In the situation above, for each n ∈ Z, we define a morphism αn :
Cone(Ξ)n → Tot(σ≥p+1H σ≤q−1H X)n in A by
αn|Xi,j :=

ϕ̂(p) on Tot(σ≤pH X)n−1,
i−p−1∑
r=i−q+1
Θ˜i,jr on X i,j with i ≥ q.
Then, it defines a morphism of chain complexes Cone(Ξ)→ Tot(σ≥p+1H σ≤q−1H X).
Proof. Since α is a morphism of chain complexes on the subcomplex Tot(σ≤pX)[1] ⊂
Cone(Ξ), it will be enough to show that it commutes with the differentials on each X i,j
28
with i ≥ q. In this case, we have
d ◦ α|Xi,j =
i−p−1∑
r=i−q+2
dHΘ˜i,jr +
i−p−1∑
r=i−q+1
(−1)i−rdVΘ˜i,jr
=
i−p−2∑
r=i−q+1
(
dHΘ˜i,jr+1 + (−1)i−rdVΘ˜i,jr
)
+ (−1)p+1dVΘ˜i,ji−p−1 .
(2.20)
On the other hand,
α ◦ d|Xi,j = α ◦
(
−dH − (−1)idV −
∞∑
r=i−p
Θ˜i,jr
)
= −
i−p∑
r=i−q+2
Θ˜i+1,jr dH − (−1)i
i−p−1∑
r=i−q+1
Θ˜i,jr dV − dHΘ˜i,ji−p
= −
i−p−1∑
r=i−q+1
(
Θ˜i+1,jr+1 dH + (−1)iΘ˜i,jr dV
)− dHΘ˜i,ji−p
(2.21)
By virtue of the equation (2.16), the comparison of (2.20) with (2.21) shows that α
commutes with the differentials, which completes the proof.
Lemma 2.17. In the situation above, for each n ∈ Z, we define a morphism βn :
Tot(σ≥p+1H σ
≤q−1
H X)n → Cone(Ξ)n as follows: for p+ 1 ≤ i ≤ q − 1 with i+ j = n,
βn|Xi,j :=
∞∑
r=i−p
Θ˜i,jr + ϕ̂(q) : X i,j →
⊕
i+j=n−1
i≤p
X i,j ⊕ Tot(σ≥qH X)n+1 . (2.22)
Then, it defines a morphism of chain complexes Tot(σ≥p+1H σ
≤q−1
H X)→ Cone(Ξ).
Proof. We show that β commutes with the differentials on eachX i,j with p+1 ≤ i ≤ q−1.
First, for i = q − 1, then, by (2.16), we have
d ◦ β|Xq−1,j
= −
∞∑
r=q−p
dHΘ˜q−1,jr −
∞∑
r=q−p−1
(−1)q−r−1dVΘ˜q−1,jr − (−1)qdVdH −
∞∑
r=q−p˜
Θq,jr dH
= −
∞∑
r=q−p−1
(
dHΘ˜q−1,jr+1 + (−1)q−r−1dVΘ˜q−1,jr + Θ˜q,jr+1dH
)
− (−1)qdq,jV dq−1,jH
=
∞∑
r=q−p−1
(−1)q−1Θ˜q−1,j+1r dV + (−1)q−1dq−1,j+1H dq−1,jV
= β ◦ d|Xq−1,j .
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Next, if p+ 1 ≤ i ≤ q − 2, the similar computation shows
d ◦ β|Xi,j = −
∞∑
r=i−p
(
dHΘ˜i,jr+1 + (−1)i−rdVΘ˜i,jr
)
. (2.23)
On the other hand, using the equation ϕ̂(q) ◦ dH = 0, we also have
β ◦ d|Xi,j =
∞∑
r=i−p+1
Θ˜i+1,jr dH +
∞∑
r=i−p
(−1)iΘ˜i,j+1r dV
=
∞∑
r=i−p
(
Θ˜i+1,jr+1 dH + (−1)iΘ˜i,j+1r dV
)
.
(2.24)
Comparing (2.23) and (2.24), one obtains dβ = βd on X i,j with p + 1 ≤ i ≤ q − 2 by
(2.16). This together with the first case proves that β is a morphism of chain complexes,
as required.
Proof of Proposition 2.9. As a result of the arguments above, we now have a pair of
morphisms of complexes below:
α : Cone(Ξ)  Tot(σ≥p+1H σ
≤q−1
H X) : −β .
Hence, it suffices to show that these morphisms are mutually chain homotopy inverses.
We first show that −αβ is chain homotopic to the identity. Notice that, for each
p+ 1 ≤ i ≤ q − 1, we have
α ◦ β|Xi,j =

dHΘ˜i,ji−p p+ 1 ≤ i ≤ q − 2 ,
dHΘ˜i,jq−p−1 +
q−p−1∑
r=1
Θ˜q,jr dH i = q − 1 .
(2.25)
We define a morphism Ψn : Tot(σ≥p+1H σ
≤q−1
H X)n → Tot(σ≥p+1H σ≤q−1H X)n+1 so that, for
each p+ 1 ≤ i ≤ q − 1 with i+ j = n,
Ψn|Xi,j =
i−p−1∑
r=1
Θ˜i,jr : X i,j →
⊕
i+j=n+1
X i,j .
For p+ 1 ≤ i ≤ q − 1, we have
(dΨn + Ψn+1d)
∣∣
Xi,j
+ αβ|Xi,j
=
i−p−1∑
r=1
(dH + (−1)i−rdV)Θ˜i,jr +
i−p∑
r=1
Θ˜i+1,jr dH +
i−p−1∑
r=1
(−1)iΘ˜i,j+1r dV + dHΘ˜i,ji−p
=
i−p−1∑
r=1
(
dHΘ˜i,jr+1 + (−1)i−rdVΘ˜i,jr + Θ˜i+1,jr+1 dH + (−1)iΘ˜i,j+1r dV
)
+ dHΘ˜i,j1 + Θ˜
i+1,j
1 dH .
(2.26)
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Since Θ˜1 = −θ, by virtue of (2.11), (2.16), and (2.25), the equations (2.26) yield the
equation dΨ + Ψd = −αβ− Id; in other words, Ψ is a chain homotopy from the identity
to −αβ.
It remains to show that −βα is also chain homotopic to the identity. For r, s ≥ 1, the
equation (2.12) yields ΘsΘr = 0. Hence, we obtain
β ◦ α|Xi,j =

0 i < p ,
∞∑
r=1
Θ̂p+1,jr dH i = p ,
dHΘ˜i,ji−q+1 i ≥ q .
(2.27)
We define a morphism Φn : Cone(Ξ)n → Cone(Ξ)n−1 by
Φn|Xi,j :=

i−q∑
r=1
Θ˜i,jr i ≥ q and i+ j = n+ 1 ,
∞∑
r=1
Θ˜i,jr i ≤ p and i+ j = n− 1 .
We show that the family Φ = {Φn} forms a chain homotopy from the identity to −βα.
Notice that, by the equation (2.12), the compositions ΞΦ and ΦΞ both vanish. Hence,
for i ≤ p, we obtain
(dΦ + Φd)|Xi,j + βα|Xi,j
=
∞∑
r=1
(dH + (−1)i−r)Θ˜i,jr +
∞∑
r=1
Θ˜i+1,jr dH +
∞∑
r=1
(−1)iΘ˜i,j+1r dV
=
∞∑
r=1
(
dHΘ˜i,jr+1 + (−1)i−rΘ˜i,jr + Θ˜i+1,jr+1 dH + (−1)iΘ˜i,j+1r dV
)
+ dHΘ˜i,j1 + Θ˜
i+1,j
1 dH
(2.28)
On the other hand, for i ≥ q, we obtain
(dΦ + Φd)|Xi,j + βα|Xi,j
=
i−q∑
r=1
(dH + (−1)i−r)Θ˜i,jr +
i−q+1∑
r=1
Θ˜i+1,jr dH +
i−q∑
r=1
(−1)iΘ˜i,j+1r dV + dHΘ˜i,ji−q+1
=
i−q∑
r=1
(
dHΘ˜i,jr+1 + (−1)i−rΘ˜i,jr + Θ˜i+1,jr+1 dH + (−1)iΘ˜i,j+1r dV
)
+ dHΘ˜i,j1 + Θ˜
i+1,j
1 dH
(2.29)
Hence, by (2.11), (2.16), and (2.25), we obtain dΦ + Φd = −βα− Id. This implies −βα
is chain homotopic to the identity, which completes the proof.
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3 The first Vassiliev derivative
In this section, we compute the universal Khovanov homology for links with single double
points. Note that it can be seen as the first Vassiliev derivative of the universal Khovanov
homology from the viewpoint that the last isomorphism in Proposition 1.33 categorifies
the Vassiliev skein relation.
3.1 Twisted S1-modules
We introduce “twisted” action and coaction of S1 on the interval I. To be more precise,
we note that, in terms of the functor (1.6), we have a k-linear functor
(–)⊗ S1 : Cob`2(Y0, Y1)→ Cob`2(Y0, Y1) (3.1)
for every oriented 0-manifold Y0 and Y1. As S1 is a Frobenius monoid object in Cob
`
2(∅,∅)
in the canonical way, we say an object W ∈ Cob`2(Y0, Y1) is an S1-module (resp. S1-
comodule) if it is equipped with morphisms µW : W⊗S1 → W (resp. ∆W : W → W⊗S1)
which makes the diagrams below commute:
W ⊗ S1 ⊗ S1 W ⊗ S1
W ⊗ S1 W
µW⊗S1
W⊗µ µW
µW
,
W
W ⊗ S1 W
W⊗η
µW
(
resp.
W W ⊗ S1
W ⊗ S1 W ⊗ S1 ⊗ S1
∆W
∆W ∆W⊗S1
W⊗S1
,
W W ⊗ S1
W
∆W
W⊗ε
)
.
Actually, on every object W ∈ Cob`2(Y0, Y1), S1-module structures and S1-comodule
structures correspond in one-to-one. Indeed, the functor (3.1) is self-adjoint; namely, for
cobordisms W,W ′ : Y0 → Y1, we have the following bijection:
Cob`2(Y0, Y1)(W0 ⊗ S1,W1) → Cob`2(Y0, Y1)(W0,W1 ⊗ S1)
S 7→ (S ⊗ S1)(W0 ⊗∆η)
. (3.2)
As easily verified, this adjunction associates an S1-module structure µW : W ⊗S1 → W
with an S1-comodule structure ∆W : W → W ⊗ S1.
Remark 3.1. The correspondence above can be generalized to the one between algebras
and coalgebras over an arbitrary Frobenius monad (see [20] for details).
Definition 3.2. For an object W ∈ Cob`2(Y0, Y1), we say that an S1-module structure
and an S1-comodule structure on W are compatible if they correspond with each other
in the sense above.
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The compatibility implies not only that two structures correspond in a special way
but that a variant of the Frobenius relation holds.
Lemma 3.3. Let W ∈ Cob`2(Y0, Y1) be an object equipped with an S1-module structure
µW : W ⊗ S1 → W and an S1-comodule structure ∆W : W → W ⊗ S1 which are
compatible with each other. Then, the following equations hold:
(µW ⊗ S1)(W ⊗∆) = ∆WµW = (W ⊗ µ)(∆W ⊗ S1) : W ⊗ S1 → W ⊗ S1 .
Proof. It suffices to show that the three morphisms are identified by the map (3.2). Using
the Frobenius relation on S1 and the compatibility of µW and ∆W , one can see that the
first and the third morphisms are mapped to the morphism (W ⊗∆)(∆W ⊗ S1) while
the second to (∆W ⊗S1)(W ⊗∆). Therefore, the result follows from the co-associativity
of ∆ and ∆W .
For example, the morphisms (2.4) exhibit the interval I ∈ Cob`2(−,−) simultaneously
as an S1-module and an S1-comodule. One can easily verify that these structures are
compatible in the sense of Definition 3.2. We further introduce “twisted” versions of
these structures.
Definition 3.4. Define morphisms
µ˜ := µ− µ∆⊗ ε : → ,
∆˜ := ∆− µ∆⊗ η : → .
Lemma 3.5. The morphisms in Definition 3.4 define structures of an S1-module and
an S1-comodule on I which are compatible with each other.
Proof. We have
(µ˜⊗ S1) ◦ (I ⊗∆η) = (µ⊗ S1) ◦ (I ⊗∆η)− (µ∆⊗ ε⊗ S1) ◦ (I ⊗∆η)
= ∆− µ∆⊗ η = ∆˜ .
Hence, it suffices to show that µ˜ is an S1-module structure on I. By the relation (S),
we have
µ˜ ◦ (I ⊗ η) = idI .
On the other hand, by the relation (4Tu), we also have
µ˜ ◦ (µ˜⊗ S1) = µ ◦ (µ⊗ S1)− µ ◦ (µ∆⊗ ε⊗ S1)− (µ∆⊗ ε) ◦ (µ⊗ S1)
+ (µ∆⊗ ε) ◦ (µ∆⊗ ε⊗ S1)
= µ ◦ (I ⊗ µ)− (µ∆⊗ ε) ◦ (I ⊗ µ)
= µ˜ ◦ (I ⊗ µ) .
They respectively imply the unitality and the associativity of the action µ˜, so the result
follows.
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Gb0
|Gα|χcrx
α-smoothing
Figure 3.1: The twisted arc in a smoothing (depicted in blue)
3.2 The crux complex
To concentrate on links, among tangles, by singular link-like graphs, we mean a singular
tangle-like graph G with no univalent vertices. Throughout this subsection, we fix a
singular link-like graph G with a unique double point, say c](G) = {b0}. We also write
c(G) := V 4(G) \ c](G). The goal of the subsection is to construct a c(G)-fold complex
Crx(Gχ).
Notation. In the situation above, we regard a map α : c(G)→ Z as a map out of V 4(G)
with α(b0) = 0. This enables us to consider the α-smoothing Gα of G provided α lies
in the effective range in the sense of Section 1.3. In particular, Gα resolves the double
point b0 into two smooth edges (see Table 1.3).
Definition 3.6. A map α : c(G)→ Z is called a G-crux map if it satisfies the following
conditions:
(i) it lies in the effective range;
(ii) the two edges in Gα involved in the double point resolution belong to the same
connected component of the 1-manifold |Gα|.
For a checkerboard coloring χ on the complement of G, we define an object |Gα|χcrx ∈
Cob`2(∅,∅) by
|Gα|χcrx :=
{
|Gα|χ if α is a G-crux map,
0 otherwise.
If α : c(G)→ Z is a G-crux map, then we specify a subarc of the closed 1-manifold |Gα|χcrx
as depicted as the blue line in Figure 3.1, which we call the twisted arc. We also say an
edge of Gα is twisted if it lies in the twisted arc, and, in what follows, we depict them as
blue arrows in pictures. Hence, on a neighborhood of each crossing of G, Gα is depicted
as in Table 3.1, where Gα and Gα±v are put in the same row provided both α and α±v are
G-crux maps. Fix a checkerboard coloring χ on the complement of G, and let v ∈ c(G)
be a crossing of G and α : c(G)→ Z a G-crux map with α(v) = 0. If v is negative and
α− v is a G-crux map, we define a morphism δtwv : |Gα−v|χcrx → |Gα|χcrx ∈ Cob`2(∅,∅) so
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G Gα (α(v) = 0) Gα (α(v) = ±1)
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v
or
or
Table 3.1: Smoothings respecting twisted edges.
that it is depicted as follows on a neighborhood of v:
δtwv :=

δv :
∣∣∣∣∣
∣∣∣∣∣
χ
→
∣∣∣∣∣
∣∣∣∣∣
χ
,
µ˜ :
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
χ
→
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
χ
or
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
χ
→
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
χ
,
∆˜ :
∣∣∣∣∣∣
∣∣∣∣∣∣
χ
→
∣∣∣∣∣∣
∣∣∣∣∣∣
χ
or
∣∣∣∣∣∣
∣∣∣∣∣∣
χ
→
∣∣∣∣∣∣
∣∣∣∣∣∣
χ
,
here we consider the twisted S1-module structure on the twisted arc discussed in Sec-
tion 3.1. Similarly, if v is a positive crossing with α + v being a G-crux map, then we
define δtwv : |Gα|χcrx → |Gα+v|χcrx by
δtwv :=

δv :
∣∣∣∣∣
∣∣∣∣∣
χ
→
∣∣∣∣∣
∣∣∣∣∣
χ
,
µ˜ :
∣∣∣∣∣∣
∣∣∣∣∣∣
χ
→
∣∣∣∣∣∣
∣∣∣∣∣∣
χ
or
∣∣∣∣∣∣
∣∣∣∣∣∣
χ
→
∣∣∣∣∣∣
∣∣∣∣∣∣
χ
,
∆˜ :
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
χ
→
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
χ
or
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
χ
→
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
χ
.
For a general map α : c(G)→ Z, and for each crossing v ∈ c(G), we define a morphism
dv : |Gα|χ → |Gα+v|χ ∈ Cob`2(∅,∅) by dv := δtwv if it is defined and dv := 0 otherwise.
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Lemma 3.7. Let G and χ be as above, and suppose α : c(G)→ Z is a map. Then, for
two distinct crossings v, w ∈ c(G), the diagram in Cob`2(∅,∅) below commutes:
|Gα|χcrx |Gα+v|χcrx
|Gα+w|χcrx |Gα+v+w|χcrx
dv
dw dw
dw
. (3.3)
Proof. In the case where |Gα|χcrx, |Gα+v|χcrx, |Gα+w|χcrx, and |Gα+v+w|χcrx are all non-zero,
the result follows from Lemma 3.5 and Lemma 3.3. It remains to show that the diagrams
below commute:
0
∆
µ˜ ,
0
∆˜
µ .
They immediately follow from Proposition 2.5 and Proposition 2.6.
Definition 3.8. Let G be a singular link-like graph with a unique double point, and let
χ be a checkerboard coloring of the complement of G. We define a c(G)-fold complex
Crx(Gχ)• in Cob`2(∅,∅) by Crx(Gχ)α := |Gα|χcrx with the differential dv defined above.
We call it the crux complex of G.
3.3 Long exact sequence
Let G be a singular link-like graph with a unique double point. We compute the Kho-
vanov homology of G in terms of the crux complex of G. For this purpose, we need to
know the relation of crux complexes and Khovanov complexes. We denote by GH and
GV a link-like graph obtained from G by replacing the double point with a wide edge
and by resolving it respectively; i.e.
G = , GH = , GV = .
Under the identification
MChbV 4(G)
(
Cob`2(∅,∅)
) ∼= Chb (MChc(G)(Cob`2(∅,∅)))
mentioned in Example 1.9, the V 4(G)-fold complex Sm(Gχ)• defined in Section 1.4 can
be regarded as the following chain complex in the additive categoryMChc(G)(Cob
`
2(∅,∅)):
Sm(GχH)•
−δ−−−→ Sm(GχV)• Φ−→ Sm(GχV)•
−δ+−−→ Sm(GχH)• . (3.4)
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On the other hand, we define morphisms ι : Crx(Gχ)• → Sm(GχH)• and pi : Sm(GχH)• →
Crux(Gχ)• as follows: notice first that, if α : c(G)→ Z is a G-crux map, with regard to
the connected components involved with the unique double point of G, we can depict
|Gα|χcrx and |GH,α|χ as
|Gα|χcrx = , |GH,α|χ = .
In this case, we set ι and pi to be the morphisms
ι := ∆˜ : → , pi := µ˜ : → , (3.5)
where ∆˜ and µ˜ are the twisted coaction and action of the top circle on the bottom. For
the other maps α : c(G)→ Z, we set ι and pi to be zero.
Lemma 3.9. In the situation above, ι and pi define morphisms of c(G)-fold complexes.
Proof. We define two singular link-like graphs H− and H+ by replacing the double point
of G with the following pictures:
G = , H− =
w−, H+ =
w+ .
Hence, we may regard V 4(H±) = V 4(G) ∪ {w±} and c(H±) = c(G) ∪ {w±}. For a map
α : c(G) → Z, we think of it a map α : c(H±) → Z with α(w±) = 0. In this case, we
have canonical identifications
Crx(Hχ−)α = Crx(Hχ+)α = Crx(Gχ)α ,
Crx(Hχ−)α−w− = Crx(Hχ+)α+w+ = Sm(GχH)α .
Under these identifications, the morphisms ι and pi are identified with the differentials
dw− and dw+ on Crx(H
χ
−)• and Crx(Hχ+)• respectively. Thus, the result follows from
Lemma 3.7.
Proposition 3.10. Let G, GH, and GV be as above, and let χ be a checkerboard coloring
on the complement of G. Then, the following sequence is absolutely exact in Cob`2(∅,∅)
for each α : c(G)→ Z:
0 Crx(Gχ)α Sm(GχH)α Sm(G
χ
V)α
Sm(GχV)α Sm(G
χ
H)α Crx(Gχ)α 0
ι −δ− Φ
−δ+ pi
. (3.6)
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Proof. Unwinding the definition of the morphisms in (3.6), we are reduced to prove the
following sequences are both absolutely exact:
0→ −δ−−−→ Φ−→ −δ+−−→ → 0 , (3.7)
0
0
∆˜ −δ− Φ
−δ+ µ˜
. (3.8)
Notice that, in the sequence (3.8), the morphism Φ vanishes. Therefore, the result
follows from Proposition 2.5, Proposition 2.6, and Proposition 2.7.
It is finally revealed that the Khovanov homology of G is computed in terms of the
crux complex. We denote by [[Gχ]]crx the total complex of the crux complex Crx(Gχ)•.
Theorem 3.11. Let G be a singular link-like graph with a unique double point. Then,
there is a morphism of chain complexes
Ξ : [[Gχ]]crx[2]→ [[Gχ]]crx[−2]
in the k-linear category Cob`2(∅,∅) together with a chain homotopy equivalence
[[Gχ]] ' Cone(Ξ) .
Furthermore, in each cohomological degree i ∈ Z, the morphism Ξi : [[Gχ]]i−2crx → [[Gχ]]i+2crx
is homogeneous in Euler grading 2.
Proof. Taking the total complexes in each term of the sequence (3.6), we obtain the
2-fold complex
· · · 0 [[Gχ]]crx [[GχH]] [[GχV]]
[[GχV]] [[G
χ
H]] [[Gχ]]crx 0 · · ·
ι −δ− Φ
−δ+ pi
, (3.9)
which we denote by X• = {X i,j} with the horizontal degrees so that X−3,• = X2,• =
[[Gχ]]crx. We hence obtain a canonical isomorphisms
σ≤−3H X
• ∼= [[Gχ]]crx[−3] , σ≥−2H σ≤1H X• ∼= [[Gχ]] , σ≥2H X• ∼= [[Gχ]]crx[2] .
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On the other hand, by virtue of Proposition 3.10, the sequence (3.9) is absolutely exact in
each vertical degree. Therefore, the first statement directly follows from Proposition 2.9.
To verify the last statement, note that a chain contraction on the sequence Equa-
tion (3.9) is explicitly given in Proposition 2.5, Proposition 2.6, Proposition 2.7. Thus,
one can describe Ξ explicitly as in the proof of Proposition 2.9. The last statement then
follows from the direct computation.
Consequently, Theorem 3.11 yields a long exact sequence on variants of Khovanov
homology.
Corollary 3.12. Let G and χ be as in Theorem 3.11. For every k-linear functor Z :
Cob`2(∅,∅)→Modk, there is a long exact sequence
· · · → H i−2Zh,t[[Gχ]]crx Ξ∗−→ H i+2Zh,t[[Gχ]]crx → H iZh,t[[Gχ]]→ H i−1Zh,t[[Gχ]]crx Ξ∗−→ · · · .
(3.10)
Corollary 3.12 is mainly applied in the case Z = Zh,t : Cob
`
2(∅,∅) → Modk in
Definition 1.17. Specifically, in Euler-graded case in the sense of Remark 1.18, we have
a further refinement. Indeed, in this case, we endow the chain complex Zh,t[[Gχ]]crx with
a grading in the same manner as in Remark 1.29.
Corollary 3.13. Let G and χ be as in Theorem 3.11. If the functor Zh,t defined in
Definition 1.17 is Euler-graded, then for each j ∈ Z, there is a long exact sequence as
below:
· · · H i−2Zh,t ([[Gχ]]crx)•,j−2 H i+2Zh,t ([[Gχ]]crx)•,j+4 H iZh,t ([[Gχ]])•,j
H i−1Zh,t ([[Gχ]]crx)
•,j−2 · · ·
Ξ∗
Ξ∗
.
(3.11)
In the case h = t = 0, the sequence (3.11) in particular induces a long exact sequence
containing Khovanov homology of G (see Remark 1.29). Hence, taking Euler charac-
teristics, we obtain an identity on Jones polynomials. In the next result, we denote by
V (L) the Jones polynomial for a link L.
Corollary 3.14. Suppose D is a singular link diagram with a unique double point,
and set L+ and L− to be the links associated with the diagrams obtained from D by
resolving the double point into positive and negative crossings. Then, for every field k,
the following identity holds:
(V (L+)− V (L−))|√t=−q =
q2 − q−4
q + q−1
∑
i,j
(−1)iqj dimkH iZ0,0 ([[Dχ]]crx)•,j (3.12)
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b
Figure 4.1: A twist knot with a single double point
Proof. Taking the Euler characteristics in (3.11), we obtain∑
i,j
(−1)iqj dimk Khi,j(D; k) = (q2 − q−4) dimkH iZ0,0 ([[Dχ]]crx)•,j . (3.13)
On the other hand, by Proposition 1.33, we also have∑
i,j
(−1)iqj dimk Khi,j(D; k)
=
∑
i,j
(−1)iqj dimk Khi,j(L+; k)−
∑
i,j
(−1)iqj dimk Khi,j(L−; k) . (3.14)
Since the graded Euler characteristic of Khovanov homology is exactly the unnormalized
Jones polynomial [10], we hence obtain the result by combining (3.13) and (3.14).
Remark 3.15. It is known that, if ζ3 := e2pi
√−1/3 is the primitive cubic root of the unity,
for every link L, we have VL(ζ3) = (−1)#pi0(L)−1 (e.g. see[16, Table 16.3]). Actually,
this identity also follows from Corollary 3.14. Indeed, the equation (3.12) implies that
any crossing change is trivial on Jones polynomial modulo the ideal generated by 1− t3.
Specifically, VL(t) equals the Jones polynomial of the trivial link with the same number of
components as L, which is (−1)#pi0(L)−1. Therefore, the identity VL(ζ3) = (−1)#pi0(L)−1
follows.
4 Applications
In this last section, we make use of the crux complex to compute the Khovanov homology
of several links with single double points. As they are homotopy cofibers of the crossing-
change operation Φ̂ in Proposition 1.33, the results can be used to investigate Φ̂ itself.
4.1 Khovanov homology of twist knots
First, we give an example of Khovanov homology for which the crux complex drastically
reduces the computation. Namely, for a non-negative integer r, let G(r) be the singular
knot diagram depicted in Figure 4.1. We write
c(G(r)) = {a, b, c1, . . . , cr}
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as in the figure; hence, the crossings a and b are both positive (if r is even) or negative
(if r is odd) while c1, . . . , cr are always all negative crossings.
Notation. Throughout this subsection, we fix a checkerboard coloring for G(r) and drop
it from the notations.
In the situation above, one can easily verify the following.
Lemma 4.1. For the diagram G(r) given above, a map α : c(G(r))→ Z is a G(r)-crux
map precisely if α(c1) = · · · = α(cr) = −1 and either of the following hold:
• r is even and
(α(a), α(b)) = (−1,−1), (−1, 0), (0,−1) ;
• r is odd and
(α(a), α(b)) = (0, 0), (0, 1), (1, 0) .
It follows that the complex [[G(r)]]crx is isomorphic to the total complex of the following
double complex in Cob`2(∅,∅) (up to degree shifts):
0
µ
µ˜ .
Note that the morphism µ˜ : S1 ⊗ S1 → S1 is a split epimorphism in Cob`2(∅,∅) with
kernel ∆ : S1 → S1 ⊗ S1, one obtains the following result.
Lemma 4.2. In the situation above, the complex [[G(r)]]crx is chain-homotopy equivalent
to the complex
· · · → 0→ S1 µ∆−−→ S1 → 0→ · · · (4.1)
in Cob`2(∅,∅) concentrated in the degrees −r − (−1)r − 1 and −r − (−1)r.
Proposition 4.3. The complex [[G(r)]] is chain homotopic to the following complex in
Cob`2(∅,∅):
−r−(−1)r−3 −r−(−1)r−2 −r−(−1)r −r−(−1)r+1
· · · → 0 S1 S1 0 S1 S1 0→ · · ·µ∆ µ∆
, (4.2)
where the labels above indicate the cohomological degrees.
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Figure 4.2: The unknot with two-fold positive twists
Proof. By Theorem 3.11, [[G(r)]] is chain homotopic to the mapping cone of the morphism
Ξ : [[G(r)]]crx[2]→ [[G(r)]]crx[−2], which is null-homotopic for degree reason. This implies
that there is a chain homotopy equivalence
[[G(r)]] ' [[G(r)]]crx[−2]⊕ [[G(r)]]crx[1] . (4.3)
The result hence follows from Lemma 4.2.
Example 4.4. Let Ch,t be the Frobenius algebra over k defined in Definition 1.15. Ap-
plying the associated TQFT Zh,t : Cob
`
2(∅,∅)→Modk to the complex (4.2), we obtain
H iZh,t[[G(r)]] ∼=

AnnCh,t(2x− h) i = −r − (−1)r − 3, −r − (−1)r,
Ch,t/(2x− h) i = −r − (−1)r − 2, −r − (−1)r + 1,
0 otherwise,
where AnnCh,t(2x− h) is the annihilator of the element 2x− h ∈ Ch,t. Note that 2x− h
is invertible in Ch,t if and only if h2 + 4t is invertible in the coefficient ring k, and, in
this case, the homology H∗Z[[G(r)]] vanishes. Specifically, it vanishes for Lee homology
[15] with 12 ∈ k and Bar-Natan homology [1].
We use the result of Proposition 4.3 to determine the homology of twist knots. Let us
denote by G(r)+ and G(r)− the diagrams obtained from G(r) by resolving the double
point v into positive and negative crossings respectively. Specifically, G(r)− is a diagram
for the twist knot with r+1 half twists, so we also write D(r+1) := G(r)−. In addition,
we write D(0) the diagram in Figure 4.2. Note that the diagram G(r+ 1)+ is equivalent
to D(r) via the Reidemeister move of type II.
Proposition 4.5. For every non-negative integer r, there is a chain homotopy equiva-
lence in the category Cob`2(∅,∅):
[[D(r)]] '

[[unknot]]⊕
r/2⊕
i=1
[[G(2i− 1)]][1] if r is even,
[[trefoil]]⊕
(r−1)/2⊕
i=1
[[G(2i)]][1] if r is odd.
(4.4)
In order to prove Proposition 4.5, we compute the sequence
[[G(r)]][1]  [[G(r)−]] Φ̂−→ [[G(r)+]] ↪→ [[G(r)]] , (4.5)
which forms a distinguished triangle in the homotopy category of Chb(Cob`2(∅,∅)).
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Lemma 4.6. For every non-negative integer r ≥ 0, the inclusion [[G(r)+]] ↪→ [[G(r)]] is
null-homotopic. Consequently, the sequence (4.5) splits in the homotopy category.
Proof. By virtue of the homotopy equivalence (4.3), it suffices to show that the compo-
sition below is null homotopic:
[[G(r)+]] ↪→ [[G(r)]] ' [[G(r)]]crx[−2]⊕ [[G(r)]]crx[1] . (4.6)
We denote by G(r)H and G(r)V the diagrams obtained from G(r) by reducing and
replacing the double point as in Section 3.3. Hence, by Proposition 1.33, we have
G(r)+ ∼= Cone
(
[[G(r)V]][1]
δ̂+[1]−−−→ [[G(r)H]][1]
)
.
Using this isomorphism, we represent the morphism (4.6) by the following matrix:[
Θ˜4 Θ˜3
pi[1] 0
]
: [[G(r)H]][1]⊕ [[G(r)V]]→ [[G(r)]]crx[−2]⊕ [[G(r)]]crx[1] ,
where Θ˜i is the morphisms defined in (2.15) and pi : [[G(r)H]]→ [[G(r)]]crx is the one given
in (3.5). Notice that, for degree reasons, both Θ˜4 and Θ˜3 are zero. Therefore, it suffices
to verify that pi is null-homotopic.
To describe the morphism pi, we define a map α0 : c(G(r))→ Z by
α0(v) =
{
0 if r is odd and v = a, b,
−1 otherwise. .
By Lemma 4.1, a map α : c(G(r))→ Z is a G(r)-crux map precisely if it is of the form
α = α0 + ia+ jb+
∑
s kscs for i, j, ks ∈ {0, 1}. Specifically, we write
E(i, j, k) := Ec(G(r))(α0 + ia+ jb+ kc1) .
Using this notation, we can describe pi componentwisely as follows:
⊗ E(0, 0, 0) µ˜⊗id−−−→ ⊗ E(0, 0, 0) ,
⊗ E(1, 0, 0) µ˜⊗id−−−→ ⊗ E(1, 0, 0) ,
⊗ E(0, 1, 0) µ˜⊗id−−−→ ⊗ E(0, 1, 0) ,
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the others −−−→ 0 .
We consider the subcomplex C of [[G(r)H]] consisting of the components associated to
the map α : c(G(r))→ Z with
α(a) ≥ α0(a) + 1 , α(b) ≥ α0(b) + 1 ,
α(c1) ≥ α(c1) , . . . , α(cr) ≥ α(cr) .
Clearly, the morphism pi : [[G(r)H]] → [[G(r)]]crx vanishes on the subcomplex C. Since
the quotient complex Q := [[G(r)H]]/C exists in the category Cob
`
2(∅,∅), it follows that
the morphism pi factors through a morphism pi : Q→ [[G(r)]]crx. Note that the complex
Q is isomorphic to a shift of the universal Khovanov complex of the graph depicted in
Figure 4.2. Thus, the two-fold Reidemeister moves of type I yield a chain homotopy
equivalence between Q and the following complex Q˜:
Q˜ :=
{
· · · → 0→
−r−(−1)r−1
S1 → 0→ · · ·
}
. (4.7)
By virtue of the description in [1, Section 4.3], the chain homotopy equivalence Q˜ '−→ Q
is given by the sum of cobordisms
− : →
in degree −r − (−1)r − 1 and zero in the other degrees. It then turns out that the
composition Q˜ '−→ Q pi−→ [[G(r)]]crx factors through µ˜∆ : S1 → S1, which is zero by
Proposition 2.6. This implies that pi is null-homotopic. Consequently, pi is also null-
homotopic, and this completes the proof.
Proof of Proposition 4.5. We prove the result by induction on r. Since D(0) and D(1)
are diagrams for the unknot and the trefoil respectively, the chain homotopy equiva-
lence (4.4) is obvious in the cases r = 0 and r = 1. On the other hand, if r ≥ 2, by
virtue of Lemma 4.6, the sequence (4.5) homotopically splits; in other words, there is a
chain homotopy equivalence
[[G(r − 1)−]] ' [[G(r − 1)+]]⊕ [[G(r − 1)]][1] .
Since we have [[G(r − 1)−]] = [[D(r)]] and [[G(r − 1)+]] ' [[D(r − 2)]], we obtain
[[D(r)]] ' [[D(r − 2)]]⊕ [[G(r − 1)]][1] ,
which completes the induction step.
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Finally, Main Theorem B directly follows from Proposition 4.5 and Proposition 4.3.
Remark 4.7. Shumakovitch [19] showed that Khovanov homology groups of a non-
splitting alternating link L is determined by its Jones polynomial and its signature
in the cases where the coefficient ring is either the rational number field Q [15], the
field of characteristic 2 [18], or the ring of integers Z. Since twist knots are prime,
Proposition 4.5 is also checked by his result for the functor Z = Z0,0 with the above
coefficients.
4.2 Homologically trivial crossing changes
In this last section, we see some typical examples for which the genus-one morphism
induces an isomorphism on homology groups. More precisely, we will give some pairs of
link diagrams D− and D+ which differ only by the sign of a common crossing c0 such
that the map
Φ̂∗ : H∗Z[[D−]]→ H∗Z[[D+]] (4.8)
induced by the genus-one morphism at c0 is an isomorphism for a functor Z : Cob
`
2(∅,∅)→
Modk. Notice that, if we denote by D× the singular link diagram obtained by replac-
ing c0 with a double point, then the above statement is equivalent to saying that the
homology group H∗Z[[D×]]crx vanishes by virtue of Proposition 1.33 and Corollary 3.12.
The first one is regarding “homologically trivial” links.
Proposition 4.8. Let D− and D+ be link diagrams which differ only by the sign of a
common crossing c0, where D− and D+ are negative and positive respectively. Suppose
Z : Cob`2(∅,∅)→Modk is a functor such that H iZ[[D−]] = H iZ[[D+]] = 0 for all integer
i except a single degree i = i0 ∈ Z. Then, the morphism (4.8) is an isomorphism.
Proof. Let D× be as above. Then, by the argument above, it suffices to show that
H iZ[[D×]]crx = 0 for every i ∈ Z. Note that, in view of Proposition 1.33, we have an
exact sequence
H iZ[[D+]]→ H iZ[[D×]]→ H i+1Z[[D−]] .
Thus, the assumption on H∗Z[[D−]] and H∗Z[[D+]] implies H iZ[[D×]] = 0 for i ≤ i0 − 2
and i ≥ i0 + 1. On the other hand, by Corollary 3.12, we also have an exact sequence
H i−1Z[[D×]]→ H i−2Z[[D×]]crx Ξ∗−→ H i+2Z[[D×]]crx → H iZ[[D×]] .
It follows that the morphism Ξ∗ above is isomorphism for i ≤ i0 − 2 and i ≥ i0 + 2.
Since the homology group H∗Z[[D×]]crx is bounded, this implies that H iZ[[D×]]crx = 0
for every integer i ∈ Z. Therefore, The result follows.
Example 4.9. Lee [15] showed that her homology group is concentrated in degree 0 for
knots. Hence, by Proposition 4.8, the genus-one morphism on knot diagrams always
induces isomorphisms on Lee homology.
We next discuss crossing change at a reducible crossing; i.e. crossings c0 in Figure 4.3.
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D− = D′ D′′
c0
, D+ = D′ D′′
c0
Figure 4.3: Reducible crossings
Theorem 4.10. Let D− and D+ be diagrams as in Figure 4.3. Then, the genus-one
morphism
Φ̂∗ : [[D−]]→ [[D+]]
at the crossing c0 is a chain homotopy equivalence.
Proof. We denote by D× the singular link diagram obtained from D− by replacing c0 to
a double point. Then, it is easily seen that there is no D×-crux map, so [[D×]]crx = 0 by
definition. Hence, by Theorem 3.11, [[D×]] is null-homotopic. In view of Proposition 1.33,
this implies that Φ̂ is a chain homotopy equivalence.
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