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Preface:  
 
Robotix Academy Conference for Industrial Robotics (RACIR) is held at the University of 
Luxembourg during June 04-05, 2018. The venue for RACIR 2018 is the Campus Kirchberg in 
Luxembourg. 
The University of Luxembourg aspires to be one of Europe’s most highly regarded universities 
with a distinctly international, multilingual and interdisciplinary character. It fosters the cross-
fertilisation of research and teaching, is relevant to its country, known worldwide for its research 
and teaching in targeted areas, and becomes an innovative model for contemporary European 
Higher Education. Today, after over ten years of intense developments, the University has an 
internationally relevant research University with students originating from 115 countries, 
academic staff from 20 countries as well as 78 partner universities around the globe 
  
The topics concerned by RACIR are: robot design, robot kinematics/dynamics/control, system 
integration, sensor/actuator networks, distributed and cloud robotics, bio-inspired systems, 
service robots, robotics in automation, biomedical applications, autonomous vehicles (land, sea, 
and air), robot perception, manipulation with multifinger hands, micro/nano systems, sensor 
information,robot vision, multimodal interface and human-robot interaction. 
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Abstract— The design of automated assembly processes is 
facing significant challenges due to shortened product 
lifecycles, increased product variances, highly customized 
products and fluctuating markets. The current assembly 
systems are unable to handle the increased requirements for 
mass customization, so they need to be optimized with new 
technologies. Human-robot collaboration has evolved as a 
solution to overcome these difficulties and create adaptable 
and customizable automation processes. To simplify the 
configuration of adaptable, automated processes, the 
integration of these processes into the assembly line and to 
expand the range of applications, a concept for these tasks is 
introduced. This paper presents a modular concept for 
configuration and reconfiguration of adaptable automated 
processes, based on a modular control concept. This will 
enhance the flexibility and adaptability of assembly systems. 
Keywords— Adaptable Automation, Assembly, Assembly 
system design, Adaptability, Configuration, Flexibility, Human-
robot-cooperation, Industry 4.0, Production planning and 
control, Process configuration and reconfiguration, 
Reconfiguration 
I. INTRODUCTION 
Caused by the global rising demand for products of different 
characteristics, highly individualized products become more 
and more important [1]. This leads to a complex and 
dynamic production environment due to a high rate of 
innovation, shortened development cycles und risen demands 
for performance and quality features of future products [2]. 
To stay competitive under these circumstances, todays 
manufacturers need to react to these challenges. Terms like 
the mentioned demand for quality, fluctuation of quantity 
and a change in demand can be summarised under the term 
conversion driver. Concepts like flexibility and adaptability 
play a major role in accomplishing these tasks. The 
flexibility of a process plant describes the possibilities of 
reacting to changes that are already known at the time of 
planning. Based on high dynamics that dominate the market, 
pure flexibility is not sufficient enough to be able to produce 
economically. A plant also needs to be able to react 
spontaneously to unforeseen changes. The term of 
adaptability describes this fact [3]. 
Producers must work on their flexibility and adaptability by 
improving the reusability of existing solutions [4]. One 
possibility to enhance a company’s adaptability on a 
technical level is to use reconfigurable machines that 
simplify the reconfiguration by combining different modules 
providing their functionalities [2]. In this context and with 
regard to an ever increasing digitalization, the conclusion are 
adaptable and modular production systems. These systems 
provide a high adaptability to the given situation [5]. The 
modular concept exists in form of modular assembly systems 
for mass production on production line level. Individual 
process stations and single processes are still handled as 
completed modules [6]. A further approach to reduce the 
complexity is seen in the reduction of the programming 
effort for control software [7]. In addition to these 
approaches, the human robot cooperation (HRC) is 
mentioned as a key technology for increasing the efficiency 
and productivity of highly automated and manually 
performed assembly processes [8]. 
This paper delivers an approach for a methodology to easily 
implement adaptable automated systems for assembly 
processes and to configure and reconfigure these processes. 
Besides that, the configuration without programming plays a 
major role. A graphical user interface for the tasks mentioned 
before, based on a modular control concept is presented and 
an example process will be configured using the developed 
concept. 
II. STATE OF THE ART 
A. Control of mechatronic systems 
To influence mechatronic systems, software-based controls 
are usually used. Mostly, automated process plants are 
controlled by programmable logic controllers (PLC), 
whereby productions systems are built specifically for one 
task. The software design and implementation of such a 
PLC is standardized in IEC 61131-3. PLC process their 
stored programs cyclically according to the IPO-model. 
Different programming languages exist to program a PLC. 
Graphical languages as function block diagram (FBD) and 
ladder diagram (LD) can be distinguished to structured text-
based languages as instruction list (IL) and text-based high-
level languages. On this occasion program blocks, function 
blocks and functional modules are used. This procedure 
makes reusability and maintainability difficult to ensure [9]. 
Evolving to an even greater functional and modular 
complexity, also the control systems develop towards more 
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complex systems. To cope with these systems, new 
approaches have been developed, as the centralised control 
approach is reaching its limits in terms of flexibility and 
adaptability [10]. 
In these approaches the main idea is a semi-automatically 
adapting program code, that either is generated modularly 
based on templates or is generated parameter-based [9]. 
To realise these approaches, special software architectures 
are required. Service-oriented architectures or multi-agent 
systems are mainly used here [11]. 
B. New approaches for the control of mechatronic systems 
1) Service-oriented architectures 
Service-oriented architectures (SOA) are software 
architectures for distributed systems [12]. The basic 
components are so called services that offer different 
functions to the system and have corresponding interfaces. 
A service is a software functionality that is available at any 
time [2]. To obtain the desired functionality from a set of all 
available services of a system, services must be composed. 
In the sense of automation technology individual 
mechatronic function units offer their functionalities in form 
of services via uniform interfaces throughout the system. 
The composition of services is characterized thereby by a 
loose coupling, which describes an independent processing 
of services. Hence a high degree of modularity is 
guaranteed, to considerably simplify the modularity and 
adaptability of process stations [13]. Due to the high number 
of different elements and their integration using standards, 
functions and protocols, service-oriented architectures can 
become very complex [11]. 
2) Broker-based systems 
The process of switching from one service provider to 
another in SOA results in time consuming and complicated 
matching methods. To overcome this problem, broker-based 
systems have been developed. Broker are specialized 
software parts that are responsible for referring service 
providers to service consumers [14]. They provide leading 
functions in the handling and build-up of the architecture-
integrated infrastructure and communication between 
different services. Brokers hide the details of networks and 
the addresses of the individual objects in the system [15]. 
This procedure increases the architectures lose coupling 
[16]. 
3) Mutli-agent systems 
A similar approach as service-oriented architectures is 
provided by an architecture named multi-agent systems 
(MAS). In this approach, agents are autonomous acting 
software programs that interact with their environment using 
other agents. Following this procedure, agent-based systems 
as a technical solution are most of all appropriate for parallel 
processes that are characterized by high dynamics and 
decentralized controls [2], [17]. An agent-based system is 
composed of different distributed units, where a single agent 
can control one or more physical components [10]. Agents 
have different solution strategies, which depend on 
environmental factors. These solution strategies map the 
capabilities of an agent. Due to this flexible possibility of 
solving problems, MAS are seen as a technology that can 
implement flexible and reconfigurable systems [10], [18]. 
Agents are very easy to migrate into existing systems [19]. 
C. Modularisation and modeling of mechatronic systems 
Production systems consist of mechanical, electrical and 
software parts which are closely connected and are 
classified as mechatronic systems [20]. 
The commissioning of mechatronic systems is very 
procedural and requires the knowledge of trained staff. In 
addition to the development and commissioning of systems, 
the complexity of the system is a limiting factor for 
development speed and the ability to implement systems. In 
order to master these challenges, the abstraction of 
processes and their relations by using a standardized 
methodology is effective [9], [13]. 
Models are used to abstract such complex facts and 
problems [21]. 
There are various procedures for modeling systems. 
1) Object-orientation 
The object-oriented modeling method (OOM) designed for 
software development leads to system architectures that are 
very similar to modular products. The object-oriented 
approach supports the structuring and development of 
reconfigurable production systems [6]. The principle of the 
OOM enables abstract modeling using cooperating objects 
as design tools [2], [22]. The OOM is based on the unified, 
encapsulated handling of data and on methods processing 
these data [16]. Objects modeled with the object orientation 
have attributes and methods that represent properties and 
functionalities. Objects are instantiated by classes that 
describe the properties of an object and thus serve as a kind 
of template [2]. In the OOM it is possible to derive classes 
from other classes. This principle is called inheritance [16]. 
2) Ontologies 
Another approach to depict the dependencies and relations 
between different terms as generalization of objects are 
ontologies. 
The term ontology names the discipline of describing real-
world conditions. In the field of engineering, ontologies are 
used as conceptual possibility that uses sematic structures to 
depict implicit conditions [23], [24]. Ontologies have a 
concrete benefit in the mapping and processing of 
knowledge in the form of the description and representation 
of subject areas. Especially with regard to the ever 
increasing digitalization and the processing of tasks by 
computers, they are used more and more often. In order to 
be controllable for humans, ontologies must be brought into 
a readable form. The basis for this are directed graphs with 
nodes and edges. This representation allows it to depict 
complex information, which can be hidden by its abundance 
behind such a network. A kind of representation with such 
networks is called semantic networks [25]. In semantic nets, 
characteristic properties that all objects of a category have 
are also displayed, but this does not correspond to a 
complete description of an object. Such properties are 
necessary in order to be able to assign objects to a certain 
category at all. It is quickly recognizable that in semantic 
networks based on ontologies, an assignment to sub and 
super categories, similar to the object-oriented principle, is 
possible and not only categories and properties, but also 
concrete objects can be mapped in a semantic network [24], 
[25]. 
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III. METHODOLOGY FOR A MODULAR CONFIGURATION UND 
RECONFIGURATION CONCEPT 
The methodology presented in the following chapter was 
developed to overcome the outlined challenges in the 
configuration, reconfiguration and commissioning of 
process stations as mechatronic systems that need to be 
flexible and adaptable. In order to achieve this goal, an 
approach for the (re)configuration of process stations is 
described. This approach allows a (re)configuration based 
on the requirements defined by the process. Therefore tasks 
are matched with suitable means of production and a 
software-supported commissioning can be done. 
A. Approach 
As pointed out in chapter I and II, process stations as 
mechatronic systems are very complex and therefore only 
highly trained and skilled persons are able to design such 
systems and put them into operation. 
Different approaches that seek to control these complex 
systems in the future, often mention the terms adaptability, 
flexibility and reconfigurability. These concepts are based 
on principles like distributed systems and modularity. 
Starting from the depicted challenges, the methodology in 
paragraph B aims to deal with the tasks of configuration, 
reconfiguration and putting process stations into operation. 
The main goal is to enable a configuration and 
reconfiguration of process stations with reduced 
programming effort. By that, adaptable, modular systems 
using a corresponding control environment become 
configurable and reconfigurable even for personnel not 
specialized in programming. 
The main questions in this paper are: 
 How can processes and tasks easily be configured 
in an adaptable control environment? 
 How can the needed means of production be 
assigned to the configured processes increasing the 
reusability? 
 In which way can a configuration of a process 
station be integrated into a control structure 
without programming? 
To address these questions, a methodology is presented that 
increases the adaptability and reconfigurability of process 
stations by offering a standardized configuration concept. 
B. Methodology for the adaptable configuration and 
reconfiguration of processes in HRC 
The beginning of a configuration and reconfiguration 
process is based on a specific product. In a first step an 
analysis is performed. The product analysis provides 
requirements for the system design. This first step and the 
following methodology, which is based on [26], are pointed 
out in Fig. 1. 
Development of a technical solution
Product analysis
System concept
Analysis and definition 
of requirements
Process design & task description
Planning a process-based work instruction
Worklist
Module 
specification
Required
module classes
Configuration
IntegrationIntegration into a
control environment
 
Fig. 1. Methodology for the adaptable configuration and 
reconfiguratiguration 
With the requirements provided by the product analysis, a 
system concept can be created. This system concept consists 
of a process design and a task description. These two 
components have to be further defined in order to reach a 
modular and adaptable process. Based on the designed task 
description, called worklist, a technical solution has to be 
developed. Technical solution means the specific allocation 
of means of production to the process. Therefore, worklists 
are divided into specific tasks, called jobs. Each individual 
job has a capability that has to be provided by an individual 
mean of production. The capability describes the process 
capacity of jobs and specific means of production further 
named modules. Via this attribute a preselection of all the 
means of production can be made. Therefore, suitable means 
of production are classified in classes, following the object-
oriented approach. All means of production that encompass 
the same capability are organized in one class. This means 
that each mean of production is modeled as an object, 
consisting of different methods and attributes. To obtain an 
individual mean of production of a class, parameters are 
used to describe the specific technical characteristics of one 
module. 
Once the correct module class that provides the needed 
capability is found, all modules of the class are considered 
for an assignment. To reach the desired functionality of the 
process, the specific suitable mean of production is chosen 
with respect to the corresponding technical parameters. 
When the means of production that are needed to fulfil the 
process requirements are chosen, this chosen equipment and 
the defined worklists have to be configured. In this 
configuration, parameters for the executability in a control 
environment are determined.  
Finally an integration of the worklists and the used 
equipment into a suitable control environment has to be 
done. To overcome this challenge, standardized data 
components are created. These data components are then 
loaded into a control environment and can be executed to 
allow a process operation. A reconfiguration can be done 
after the commissioning to provide the required adaptability. 
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C. Modular configuration and reconfiguration concept 
Following the methodology of paragraph B, the task of the 
modular configuration and reconfiguration can be 
subdivided into four main tasks. As depicted in Fig. 2 these 
four tasks are the preparation of a worklist, the matching of 
the suitable means of production, the definition of 
parameters for the technical integration and the integration 
into a control environment. After the integration, the whole 
system has to be put to operation. All these steps should be 
performed with a reduced effort in programming and under 
the aspects of guaranteeing a high degree of adaptability, 
reusability and modularity. 
Creating a composition of individual jobs to 
fulfill the main task
Choosing suitable means of production to 
match the technical boundaries
Defining parameters for the execution in a 
controller
Reconfiguration and commissioning of 
worklists and means of production
Translation of the defined data into data 
components and integration into a controller
Worklist composition
Parameter 
determination
Module configuration
Commissioning & 
Reconfiguration
Integration into 
controller
 
Fig. 2. Tasks of the modular configuration and reconfiguration 
The first part of a modular configuration is the composition 
of a worklist. This worklist represents the main task of the 
process. Here, individual jobs are composed to describe the 
main task. In a first step individual jobs have to be added 
from a list of available jobs to the worklist. If a job is 
inserted into a worklist, its configuration must be adaptable. 
Therefore, the specific parameters of the jobs have to be 
adjusted. Parameters of a job represent different data, i.e. 
data for a movement of a robot. 
With a completed composition of a worklist the step of 
module configuration can be accomplished. The module 
configuration includes the matching of the suitable means of 
production to the determined order of jobs in a worklist. As 
pointed out before, this matching is necessary, to enable the 
configured system to perform the complete worklist. Using 
the attribute capability of jobs and means of production, a 
large number of suitable means of production for one single 
job can be available. Also besides the capability for the 
suitable matching of means of production and jobs, the 
technical feasibility must be taken into account. To simplify 
the matching and with respect of the technical feasibility, 
means of production need to be filtered. To distinguish the 
different means of production in one module class, the 
technical parameters are used. Therefore, these parameters 
are realized by an ontology-inspired description. The 
concept of matching a specific module to a job is depicted in 
Fig. 3. 
Equipment 
Database
Module specification
Capability
Method
Technical parameters
Job
Capability
Service
Technical parameters
Module class
Available capability
 
Fig. 3. Matching of specific modules to jobs 
Having a pre-matching done by module classes and a final 
assignment of specific module to an individual job, 
parameters for the execution need to be determined. These 
parameters are important for controlling the means of 
production and executing the jobs. In a last step for the 
module configuration these parameters have to be defined 
for a specific setup of the process station. 
After this step, the fourth conceptual part is conducted. As 
soon as the stage of an executable system is reached, the 
configured worklist with its jobs and modules has to be 
integrated into a suitable controller. This part is called 
integration. 
The concept of the integration is shown in Fig. 4. 
Configuration
Worklist Module
specification
Using suitable 
templates
Creating data 
components
Integration into 
programming 
portal
Compiling to 
the PLC
 
Fig. 4. Integration of the determined structures 
In order to ensure an executability, all configured modules 
and worklists need to be transferred to a standardized 
description, to be readable by an industrial controller. 
Therefore, these elements are translated into data 
components. To make this step fail-safe and to avoid the 
risk of false user input, templates for the data structures are 
used. 
By filling in these templates, the previously data defined by 
the user is processed. If data is missing, it has to be replaced 
with initial values, if data input is incorrect, standard values 
have to be used instead. This procedure guarantees an 
executability in the chosen control environment. 
After generating data components from templates, the 
worklists with its jobs and the matched means of production, 
the data components have to be integrated into a suitable 
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control concept. For this task, the data components are 
transferred into a programming portal. From the 
programming portal, the data components are compiled and 
loaded into a PLC. This integration can be done 
automatically, once the generated data components are 
available. 
After the integration, all configured and integrated parts 
must be taken into operation. As stated before, this part is 
one of the most time and cost consuming parts in the design 
of a system. Also this step is usually done by high skilled 
personnel, as sometimes a reprogramming needs to be done. 
To achieve a commissioning without programming and 
under safe conditions the commissioning should be done 
with software assistance. Thereby individual jobs can be 
tested as self-contained modules and single worklists can be 
executed. By handling functions like this, a simple 
execution of single functionalities is possible without direct 
interaction with a control and programming. This procedure 
allows a commissioning of the process station without the 
knowledge and skills of the typical needed programming 
personnel. 
The reconfiguration is divided into two subtasks. When 
parameters of individual jobs are changed, the edited 
worklists are transmitted via direct communication into the 
control environment. This guarantees a short downtime 
within the reconfiguration. If equipment is changed or new 
worklists are generated, new data components are created in 
the same way as the configuration. From there, the data 
components have to be integrated into the control 
environment. 
IV. IMPLEMENTATION 
For the validation of the developed concept, the 
implementation in form of a graphical user interface is 
described first. With this user interface then a simple 
process will be configured, integrated, reconfigured and 
finally put into operation. 
A. User interface 
To realise the concept based on the developed methodology, 
the Configuration and Reconfiguration User Interface 
(CoRe-UI) was implemented as a web service for the 
decentralized use by multiple users. This interface is split 
into four sections, based on the different tasks described in 
chapter III. The main screen showing the tasks of the CoRe-
UI is shown in Fig. 6. 
 
Fig. 5. Main functions of the CoRe-UI 
 Worklist planning: 
This function provides the functionality described in 
paragraph III.C as composition of a worklist. In this first 
part, the user is able to create and edit worklists. For the 
composition, jobs can be added from a database, deleted and 
moved, as well as the properties of each job can be edited. 
 Module configuration: 
Once the editing of worklists is done, means of production 
in form of modules can be assigned the individual jobs. 
Therefor modules to be matched are filtered out of a 
database containing available modules. The user can select 
which module should be assigned to the job and for that 
apply different filters in a search function. The use of a 
database containing available means of production enhances 
reusability. 
 Maintenance and reconfiguration: 
The task of maintenance and reconfiguration also contains 
the functionality of commissioning. In this part of the 
interface, each individual function configured into the 
process station can be tested. In addition, single worklists 
can be started and a teach-in function can be used to get 
movement data from the process. 
 Process monitoring: 
The last functionality of the CoRe-UI is a process monitor. 
Using this screen, a user can start a defined process and 
view the status of i.e. the last and actual job. Also the 
possibility of interaction is given. Messages for the user can 
be displayed and can be confirmed. 
In addition to these four main tasks, the integration of the 
generated data components is done semi-automatically. The 
CoRe-UI generates data components on demand and offers 
the components as download for the user, as a fully 
automatic loading of these components into a PLC is not 
possible due to the used hardware. 
To ensure a degree of safety, different user logins were 
realized. It is possible to login as admin, to have the full set 
of rights. The second class of users is the class of the 
process planner. With this class the functions of planning 
and module configuration are unlocked. Users as workers in 
the process line can login as worker and only have the rights 
to start and keep a watch on a given process. 
B. SOA-based control concept 
To enhance a process station of a modular and adaptable 
control, specific control architectures must be used. In this 
case, a standard Siemens S7-1500 PLC is running a self-
developed service-oriented architecture. To connect the 
CoRe-UI to this control concept, different implementations 
on the backend of the CoRe-UI had to be made. An 
interface, as well as data blocks had to be standardized, in 
order to ensure a communication with the cyclically 
processing PLC. Communication functions were 
implemented as services in the SOA for a direct 
communication of the PLC to the server providing the 
CoRe-UI to the user. 
In the control architecture, jobs were implemented as 
services that could be run by the configured means of 
production as these are the corresponding service providers. 
2nd Robotix-Academy Conference for Industrial Robotics (RACIR) 2018, University of Luxembourg, Luxembourg, 04-05 June 2018 
 
6 
 
V. VALIDATION: CONFIGURATION OF AN EXAMPLE PROCESS 
USING THE CORE-UI 
For a practical validation of the created Configuration and 
Reconfiguration User Interface, a simple model process with 
the required means of production has been configured and 
reconfigured. For demonstration, the task of this model 
process is the illumination and movement of the source of 
light. For this purpose a worklist was configured, handling 
the main task. This main task is performed by five jobs 
executing an illumination and a movement. The configured 
worklist is shown in Fig. 6 in the left column. 
UR10
HRC capable
move
UR5
HRC capable
move
Apas
HRC capable
move
UR3
HRC capable
move
LBR iiwa
HRC capable
move
 
Fig. 6. Configured Worklist and matching modules 
As described, the worklist consists of tasks for the 
movement and the illumination. Therefore, the capabilities 
move and LED can be found. 
In this worklist, suitable means of production were matched 
to jobs. In the picture all matching means of production for 
the chosen job of a relative movement and the capability 
move can be seen in the right column. As depicted, for the 
chosen job, a module has been assigned. The job is marked 
in green. Jobs with no assigned means of production are 
marked in red. Yellow jobs are jobs with a fulfilled 
capability but no definite assigned mean of production. 
From the configured worklist in Fig. 6 the the worklist and 
the means of production were integrated into the control 
environment. Fig.7 shows the configured worklist for the 
task in the CoRe-UI. 
Relative movement
 
Fig. 7. Reconfiguration of a parameters 
In the depicted maintenance and reconfiguration screen, the 
worklist with the individual jobs can be seen on the left, 
properties of the selected job are shown in the right section. 
In this example, the fourth job is selected. In the right 
section therefore the parameters for the relative movement 
can be seen and edited. 
Fig. 8 shows the commissioning screen. Here the job for 
turning off the illumination can be started, as well as the 
worklist named “DemoList” that can be started for testing 
here. 
Name: LEDoff
Capability: LED
Description: moves to definite height
 
Fig. 8. Commissioning screen 
Different equipment like a robot and a LED-ring were used 
to fulfil the tasks that were necessary for the execution of 
the worklist. After this step, the data components of the 
configuration were integrated and tested in a process station. 
With being able to configure, reconfigure and integrate the 
station into the control environment without programming 
and to take different equipment into operation, the technical 
feasibility was shown. Also more complex processes have 
been implemented using the concept and can be seen at 
ZeMA research factory. 
VI. CONCLUSION AND OUTLOOK 
The key challenge is how processes in HRC can be 
configured and integrated into the process environment 
while granting adaptable and flexible processes. To solve 
this problem a newly developed configuration and 
reconfiguration methodology was presented. The 
Configuration and Reconfiguration User Interface (CoRe-
UI) was implemented, which enables the user to configure 
and reconfigure process stations and also to take these 
stations into operation without the skill of programming or 
being trained in commissioning. The user interface 
implementing the presented concept ensures a configuration 
with pre-developed and safety approved modules. The use 
of such modules also enriches the design process of 
reusability and thus making it more adaptable. 
The validation of the presented concept and hence the 
according user interface was done in configuring and 
executing a model process. 
The presented methodology and the implemented user 
interface along with the used control structure can be further 
extended by developing the user interface towards a more 
controller independent implementation for the use with 
different control architectures. Also the topic of safety needs 
to be further integrated. This implementation will follow in 
the future and will be presented as a result of additional 
research. 
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FLEXCAP – Cost competitive flexible 
process for highly aesthetic closures 
manufacturing 
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Abstract -  Flexibility is one of the main pillars in the 
Industry 4.0 era.  More specifically, flexible automation 
can give the ability, robots or systems to handle different 
kind of jobs or to treat different kind of articles every 
time. This adding feature can improve the quality of the 
products, the production costs and to eliminate safety 
issues in the plant. 
In case of assembly, flexible automation can be used in 
production lines of different kind of products, regarding 
the dimensions but with similar shapes. This will give the 
ability to the plants, under industry 4.0 flow 
management standards, to keep one or more flexible 
lines busy instead having multiple lines under-operating. 
 
Keywords – Industry 4.0, flexible automation, Robotic 
Pick and Place. 
I. INTRODUCTION 
To design a flexible assembly line is necessary to 
investigate where we can apply smart solutions. The feeding 
systems are one candidate and smart tooling in the main 
assembly is the other. The closures industry for spirits and 
wines has been selected for this study. Closures consisting 
of three articles (plastic over-cap, glue, cork) will be the 
products to be assembled. 
 
    
Fig. 1: An Overview of the Articles 
 
Therefore, in this paper we are introducing an overview of a 
flexible feeding system that leads the plastic over-cap to the 
position for assembly. 
The general process flow of the solution proposed can be 
divided in three tasks: 1. Identification of the parts and 
check of the orientation on the conveyor 2. Pick and Place 
from a 4 Axis Robot 3. Treatment and refeeding of the not 
well oriented parts. 
 
Fig. 2: Description of the Feeding System 
 
In fig.2 the feeding system is described. A feeding escalator 
moves the parts to a circular conveyor. A 2D vision System 
inspects the orientation and then the well oriented parts are 
being picked from a robot and placed in a buffer ready to 
move in the assembly line. The not well oriented parts 
continue in the circular conveyor, where after some tricks 
are getting the desired orientation and re-fed. 
II. REQUIREMENTS 
The production line to be cost effective should produce 1 
part per second, a very important prerequisite. Additionally, 
the plastic over cap should be oriented in a way that it needs 
no more reorientation at the assembly line. This means that 
it must be upside down while it is being presented at the 
pick position. Furthermore, as the objects are high 
aesthetical caps, they must be treated very carefully as the 
material is very delicate. Moreover, the gripping must be 
able to hold an object between  10gr and 90gr. 
III. AUTOMATIZATION ROADMAP 
The automatization roadmap is being described in the 
following flow diagram. It has been divided at three 
separated steps. The mechanical, the control and the process 
solution. 
In the mechanical solution three elements must be 
investigated. The image recognition system, the robot and 
the gripper selection, respecting the above requirements. 
2nd Robotix-Academy Conference for Industrial Robotics (RACIR) 2018, University of Luxembourg, Luxembourg, 04-05 June 2018 
 
9 
 
 
 
Fig.3: Automatization Roadmap 
A. MECHANICAL SOLUTION 
1. IMAGE RECOGNITION SYSTEM SELECTION 
To achieve flexibility in the feeding line, it is needed not to  
change anything in terms of adjustments on the vision 
system while we are using the same settings and the same 
program for every single object. As the main goal is the 
camera to recognize the orientation of the cap and not 
shapes, a 2D camera is enough for our application. Given 
these requirements a few tests where being done  
under that perspective and the results are following:  
 
 
 
 
 
 
 
Fig 3.1: Cap 1 Identified by 2D Visioning System 
 
 
 
 
 
 
 
Fig 3.2: Cap 1 Identified by 2D Visioning System 
 
 
 
 
 
 
 
Fig 3.3: Cap 1 Identified by 2D Visioning System 
 
 
 
 
 
 
 
 
Fig 3.3: Cap 1 Identified by 2D Visioning System 
 
As we can see in figures 3.1-4, all the plastic closures are 
being identifying from the same 2D visioning system, under 
the same settings and adjustments. 
The camera used was a Cognex Insight 2000 with the 
following characteristics: 
2. ROBOT SELECTION 
For the Pick and Place System, a robotic arm is needed, fast 
enough to perform 1 part per second. As the object arrives 
to the pick position already oriented we don’t need to grab it 
from an angle but we can perform horizontal and vertical 
movements, thus a 4 axis robot should be sufficient for our 
application. In that case, two families of robots are being 
considered as options, SCARA and DELTA. 
SCARA robots are having good levels of precision and 
repeatability, are cost competitive and very easy in 
programming. The disadvantages are that they are limited in 
tool orientation. 
DELTA robots are having outstanding levels of precision 
and repeatability. The big disadvantages are that they are 
limited in carrying heavy loads and they are not cost 
competitive comparing to the SCARA. 
1. GRIPPER SELECTION 
For the gripping system we must take account of the 
fragility of the products. Therefore, we need a gripper that 
can not harm the objects in any way. Therefore, we can 
consider only two families: the vacuum and the 
centric/mechanical grippers. 
The centric/mechanical grippers can handle heavy loads and 
grab different kind of shapes. The main disadvantage is that 
maybe they will be harmful for the closures and also they 
are not cost competitive. 
The vacuum grippers can not handle heavy loads, but they 
are covering our requirements. They are not harmful at all 
and they are cost competitive. 
 
 
Image Mode 800X600(2x magnification) 
Lighting Standard 
Maximum Acquisition 
Speed 
75 fps 
Relative Processing Speed 2x 
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IV. CONCLUSION AND FUTURE WORK 
This paper is an introduction to an industrial project, giving 
possible solution to the main topic of flexibility in industry 
4.0. From the first approach and the comparison between 
different kind of solutions on our project it seems that a 2D 
camera, with a SCARA robot and a vacuum gripper should 
be the right solution. But to come up with a safe conclusion 
we need to go deeper in each technology separately and to 
build the correct arguments. 
As a future work we need to get deeper in the literature, to 
investigate any other possible solution and to test them. 
Using the equipment of the laboratory, we need to 
investigate this different solution in pick and place in order 
to offer a robust, cost competitive and innovative system at 
the end. 
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 
Abstract— One key to successful and fluent human-robot 
collaboration in disassembly processes is equipping the robot 
systems with greater autonomy and intelligence. In this paper, we 
present our progress in developing such an intelligent robot 
assistant system. We present the multi-agent control architecture 
we developed and describe its technical implementation. Our 
control approach relies on two types of knowledge models: 
product and process models. The product model describes the 
structure of the product to be dismantled through a description 
of the parts involved and the connections between them. A 
connection type-related process model describes which agents 
and objects participate in the disassembly process and which 
methods of human-robot cooperation or collaboration are most 
useful. When supplied with a product model and a goal 
definition, our robotic assistant can automatically generate a 
partially ordered disassembly task sequence. For each 
disassembly task, the user can choose one of the divisions of labor 
defined in the process model. Using the process model, through 
perception and deliberation, the control system can both execute 
actions and coordinate and synchronize the actions of human and 
machine. This approach allows the system to be more 
autonomous when providing assistance to human coworkers in 
complex and one-piece disassembly processes. 
I. INTRODUCTION 
The advent of safe, small and affordable robots in the 
industrial domain has led to a shift away from enclosed robot 
cells toward mobile robot assistants in recent years. Boosted by 
the vision of Industry 4.0, which considers mobile platforms 
and safe robot arms as the key end-of-line components within 
smart factories, most attention has been focused on the safety 
of such robotic systems. Therefore, the published standards [1] 
and technical specifications [2] now provide guidance. 
However, as increasing numbers of mobile robotic systems 
implemented in smart factories, they will bring new challenges. 
We will need to control these systems on multiple levels, 
including logistics, processing and assisting in production 
tasks. In the last case, a system will be interacting with a human 
coworker, which is a drastically different scenario than that 
found in classical automation. In classical automation, 
machines followed clear instructions and could be 
synchronized by means of efficient communication. This kind 
of communication is not possible between humans and 
machines. We are likely to encounter application areas in 
which we cannot provide an exact sequence of instructions to 
the machines due to economic factors (for example, when 
manufacturing small lot sizes or individual products). Other 
application areas, such as corrective maintenance, recycling or 
the remanufacturing domain, present even greater challenges 
for automation because the product condition can vary 
 
Peter Plapper is with the University of Luxembourg, Luxembourg, 
Luxembourg (e-mail: peter.plapper@uni.lu).  
Wolfgang Gerke is with the Trier University of Applied Sciences, 
Birkenfeld, Germany (e-mail: w.gerke@umwelt-campus.de). 
drastically, and fully automated disassembly processes will 
fail. 
In these not yet automated domains, we can expect the 
greatest gain in synergy through human and robot cooperation 
or collaboration [3]. However, today’s industrial robots do not 
have any domain knowledge of these application areas, nor do 
they know how to work with humans; thus, they cannot serve 
as valuable assistants.  
In this work, we explain how we addressed these 
challenges. First, we introduce the reader to our developed 
agent-based control system architecture in Chapter II. 
Thereafter, we explain different topics in more detail, with the 
product model being discussed in Chapter III and the process 
model in Chapter V. Chapter IV explains how the product 
model is used for disassembly (task) planning and explains the 
algorithms that were employed. We examine task initialization 
in Chapter VI and describe the process state monitoring module 
in Chapter VII. In Chapter VIII, we address the topic of 
coordination through action planning, in which we determine 
workflow at the level of single human and machine actions. 
Thereafter, Chapter IX explores how we execute and 
synchronize the actions of human and machine. Before we 
conclude this work, we provide insights into our demonstration 
application and its technical implementation in Chapter X. 
II. THE OVERALL ARCHITECTURE OF THE INTELLIGENT 
ASSISTANT SYSTEM 
In robotics research, three robot control paradigms for 
achieving intelligent behavior exist: reactive, deliberative and 
hybrid architectures [4]. Alternative approaches stem from the 
field of artificial intelligence, in which two well-known 
designs for intelligent behavior include agents [5] and 
cognitive systems [6]. Our control system architecture was 
inspired by a goal-oriented agent and was gradually extended 
to meet our challenges. We ended up with a multi-agent 
system containing two types of agents: device-controlling 
agents and an intelligent disassembly assistant agent (Figure 1 
 
A. Device-controlling Agents 
As the name suggests, a device-controlling agent (DCA) 
controls a device. Therefore, a DCA provides device-specific 
communication on one side and a unified communication 
interface on the other, which in our case is the Internet of 
Things (IoT) communication protocol Message Queuing 
Telemetry Transport (MQTT). Depending on the controlled 
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device and its purpose, we perform further computation within 
the DCA. 
For example, a DCA in our application controls an 
electrically actuated two-finger gripper. Incoming commands 
from the unified communication interface are translated into 
device commands and executed through device-specific 
communication. Simultaneously, the DCA monitors the 
gripper status (for example, if the gripper is open, closed or in 
an in-between state) and publishes status changes on the 
unified communication interface. 
In our approach, each device is integrated into our 
architecture through such a DCA. Within our architecture, we 
employ a centralized control approach to coordinate the 
actions of man and machine in a goal-oriented manner, but we 
also allow decentralized control within the agents. For 
example, a DCA that serves as a voice interface can send 
commands to both the robot and the gripper. 
 
Kuka iiwa
DCA*
Robotiq gripper 
DCA*
Vaccum gripper
DCA*
Cordless 
screwdriver
DCA*
Intelligent Boxes
DCA*
Alexa Echo Dot
DCA*
Microsoft Kinect
DCA*
Intelligent
 Disassembly
 Assistant
 Agent (IDAA)
Intelligent 
Tooltrays
DCA*
*Device Controlling Agent  
Figure 1. The multi-agent system. 
B. Intelligent Disassembly Assistant Agent (IDAA) 
An IDAA serves as the centralized control in our 
architecture; its current shape is depicted in Figure 2. This 
IDAA is directly connected to the manufacturing execution 
system. The blue rectangle on the left side represents the 
developed tool chain, which supports the creation and 
extension of the product and process models. On the right side 
of the IDAA, we illustrate its interaction with its environment. 
In the environment, we unite the human coworker, physical 
objects (such as tools, boxes or parts and assemblies), and the 
DCAs. The individual modules that comprise the IDAA are 
briefly explained in the following section. 
 
The knowledge base consists of two types of models: the 
product model and the process model. We represent the 
product structure by describing the kinds of parts in the 
assembly and the types of connections between them. The 
product model is created using a Siemens NX CAD 
(computer-aided design) plugin and exported as an Extensible 
Markup Language (XML) file. A process model contains a 
model of the disassembly process related to a specific 
connection type, such as the loosening of a screw joint or the 
removal of a circlip. In the process model, we declare the 
agents  
Manufacturing Execution System (MES)
 Intelligent Disassembly Assistant Agent (IDAA)
Knowledge Base: 
 Product model
 Process models
Disassembly Task 
Planning
Action Execution and 
Synchronization
Process 
Monitoring
GUI
Goal description
Product and process models Connection-specific
process model
D
is
a
ss
e
m
b
ly
 
Ta
sk
 S
e
q
u
e
n
ce
Manual plan adaption
def. of labor distribution
DCA 
state
 changes
So
ft
w
ar
e 
to
o
ls
 t
o
 c
re
at
e
m
o
d
el
s 
fo
r 
ID
A
A
s 
K
n
o
w
le
d
ge
 B
as
e
P
ro
d
u
ct
- 
an
d
 p
ro
ce
ss
 m
o
d
el
s
En
viro
n
m
en
t
 (U
se
r, D
e
vice
 C
o
ntro
llin
g A
ge
nts (D
C
A
) an
d
 p
hysical o
bjects) 
Action and process state sequence
User
Process state update 
Initial
 process
 state
Coordination 
through
 Action Planning
Process state space
User commands
Action commands
Task Initialization
Process action space 
and target process state
 
Figure 2. IDAA’s embedding and internal architecture. 
that participate in this activity and the objects involved. 
Furthermore, various useful distributions of labor are defined 
in the process model. Through the process model editor, we 
can also create new process models or extend existing ones. 
We also use XML format for importing and exporting the 
process model. Both models are discussed in detail in Chapters 
III and IV. 
 
Depending on the loaded product model and goal definition, 
the disassembly task-planning module determines the 
necessary sequence of disassembly tasks. The result is a 
disassembly plan that consists of a sequence of steps, each of 
which features at least one disassembly task. In each task, we 
store the type of connection and the related part that needs to 
be removed. The steps and tasks can be manually rearranged 
by the user, and a suitable labor distribution for each task can 
be selected via the graphical user interface (GUI) to meet the 
user’s workflow expectations. In Chapter V, we explain the 
module in more depth. 
 
In the task initialization module, the agents and objects 
defined in the process model are linked with the physically 
occurring objects and agents associated with the task. The 
(dynamic) parameters defined in the process model are 
initialized with the values from the corresponding physical 
objects or agents. Therefore, the goods of production, such as 
manual tools, non-controllable robot effectors and transport 
boxes, are pre-determined. The initial and target process states 
are created by merging together the objects and agents’ initial 
or target states as defined in the process model. The initial 
process state is transferred to the process monitoring module, 
and the target process state is transferred to the action planning 
module along with the parametrized actions from the agents. 
 
The initial process state is updated by the process 
monitoring module to set the current process state. The 
current process state is then transmitted to the action planning 
module. The process monitoring module also updates the 
process state of the action execution module. 
 
The action planning module examines the current process 
state and selects the sequence of actions needed to reach the 
target process state from the received action set. To determine 
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this action sequence, we employ a search strategy that we 
explain in Chapter VII. The output of the action planning 
module is a sequence of actions that must be executed and a 
sequence of process states that must be met to fulfill the 
disassembly activity. 
 
The action execution and synchronization module 
executes and synchronizes the determined actions by sending 
commands to the DCAs. After sending a command, the 
module waits until the predicted process state matches the 
current perceived process state delivered from the process 
monitoring module. While the sequence of predicted process 
states matches the states delivered by the process monitoring 
module, the action execution module continues action 
execution. If deviations are detected between predicted and 
perceived process states, the action planning module can be 
restarted to resolve the issue. 
 
The above section provided brief descriptions of each of the 
IDAA’s modules. Chapters III through IX describe the 
modules in further detail, beginning with the product model in 
the knowledge base. 
 
III. THE PRODUCT MODEL 
The aim of the product model is to represent a product 
structure in a machine-readable way in order to allow for 
automated (dis)assembly planning. For this reason, a number 
of different representations exist in academic research. In the 
reviewed literature, most approaches represent product 
structure using undirected and directed (liaison) graphs, as well 
as hypergraphs [7]. Other approaches use petri nets [8], 
Planning Domain Definition Language (PDDL) models and 
object-oriented models [9]. More recent approaches are based 
on ontologies [10]. It is important to note at this point that 
knowledge representation is closely connected to knowledge 
processing. The reviewed literature focused on representing the 
product structure for automated (dis)assembly planning. In this 
work, we extend this approach to encompass disassembly task 
planning in highly flexible and collaborative human-robot 
workstations. We also use the product model to store necessary 
information concerning the disassembly process. In this way, 
we build a custom, object-oriented product model that can also 
be used as a knowledge base for the disassembly process. As 
noted previously, we describe different classes of parts and 
connections in the product model. We then create instances 
from both classes and define relations between the part and 
connection instances to represent the product structure. 
A. The Part Classes 
We group parts into different classes depending on the 
information they are required to provide in the disassembly 
process. For a simple part such as a cover plate, some common 
information about the object suffices. Examples of the type of 
information required include the object’s grasping position and 
orientation with reference to the main assembly coordinate 
system, a unique identifier (ID) or the robot tool used to grasp 
the part. Other parts, which might be closely associated with a 
connection type (for instance, a screw with a screw 
connection), need to store more information. For example, to 
loosen a screw connection, we need information about the 
driver style. We therefore create a new class called “screw,” 
derived from the part class, to hold this information. The driver 
style may vary for different screws in the assembly, so we store 
this information in each instance of a screw class. Using this 
approach, we can provide the information required for the 
disassembly process in the part instances. In some cases, we 
cannot strip down an assembly piece by piece because a 
subassembly must be removed as one. Therefore, we also need 
to represent subassemblies. A subassembly is initially treated 
like any other part in the assembly, but, once it is removed from 
the main assembly, it is itself treated as an assembly to be taken 
apart. 
B. Connection Classes 
As with part classes, we define connection classes for 
different connection types. The representation of the 
connections in the semantic model is a key element in process 
planning. A connection is defined such that loosening or 
establishing a connection describes a formal, representable 
process—that is, a process that consists of a sequence of 
actions that are performed by one or more agents on objects 
within the task. If we can determine the connections that must 
be removed to disassemble a product, we can coarsely 
determine the related process. We provide a step-by-step 
explanation of the disassembly process in the following 
chapters, but, for now, we continue with the explanation of the 
product model, using an example. 
The object-oriented product model can be transformed into 
a directed graph, which is useful for further planning. In such a 
graph, each node represents a part instance, and all edges in the 
graph belong to a connection instance. An edge direction is 
defined from the “connection-establishing part” to the 
“connection-constrained part”. If we consider the bolted joint 
of the four hex-head screws (Numbers 1.1–1.4 in Figure 3) that 
link the cover plate (2), the sealing (3) and the drive body (15), 
the four screws are all instances of the “screw” part class, while 
the sealing, the cover plate and the drive body are instances of 
the “component” part class. The bolted joint is symbolically 
described by only one instance from the “screw joint” 
connection class because the screws are identical, and they link 
the same parts. In the screw connection instance, we define the 
screws as the “connection-establishing part” and the other 
components as constrained parts. This screw connection is 
represented in Figure 3 with sixteen edges, each screw has an 
edge to any of the other three connected parts. The next 
connection we need to specify is the cover plate, which lies on 
the sealing. We represent it using an instance of the “lyingOn” 
connection class. This connection is represented by one edge 
from the cover plate to the sealing. An instance of the 
“covered” connection class is used to describe a situation in 
which one part prevents access to another part without any 
physical interaction between them. This case applies to the 
cover plate and the cylinder head screw (5). The “covered” 
instance is also illustrated on the graph in Figure 4 by an edge 
pointing from the cover plate to the screw. 
2nd Robotix-Academy Conference for Industrial Robotics (RACIR) 2018, University of Luxembourg, Luxembourg, 04-05 June 2018 
 
14 
 
 
 
Figure 3. Cross-sectional view of an mechatronic drive with numbered 
parts. 
To create these product models, we developed and 
integrated a CAD plugin within the Siemens PLM NX 
software. With the help of this CAD plugin, we can create 
product models with a few clicks. We can also gather some 
part information directly from the CAD environment, such as 
the position of the part with reference to the main assembly 
coordinate system, the material that the part is made from and 
its weight and weight distribution. The CAD plugin exports 
the product model as an XML file that can be loaded into the 
IDAA. 
IV. DISASSEMBLY PLANNING 
To create a valuable assistant, we must drastically reduce 
the programming effort involved, with the goal that no manual 
programming should be necessary. Therefore, the disassembly 
planning module automatically determines the sequence of 
disassembly tasks based on the product model and a given goal 
definition. The goal definition could be the removal of a 
certain part or parts or the complete stripdown of the assembly. 
To remove a single part from the assembly, the user selects the 
corresponding part. The algorithm searches for the node 
representing this part in the product graph, and it then 
produces a subgraph by following the ingoing edges of the 
node and adding their connected nodes to the subgraph in a 
breadth-first manner until no nodes or edges are available. The 
subgraph describes which parts and connections must be 
removed to reach the desired part. Next, we use topological 
sorting to determine the disassembly task sequence. In this 
way, we iteratively create new disassembly steps containing 
disassembly tasks. In each step, we select the nodes from the 
subgraph without ingoing edges. We define a task for each 
determined node/part with the connection type defined by the 
edge and the related part. After a task is created, we delete the 
node and its outgoing edges from the subgraph. 
 
Figure 4. Product graph of the mechatronic drive (see Figure 3). 
If all nodes without ingoing edges are threaten in a step, we 
create a new step. This procedure is repeated until no nodes or 
arcs are available in the subgraph. The result is a partially 
ordered list of disassembly steps with at least one disassembly 
task per step. Each task stands for the loosening of a 
connection type and the removal of a part from the assembly. 
Because the disassembly sequence is only partially defined, 
the sequence may not match the user’s intentions and the user 
may rearrange it as he or she wishes via the GUI. Furthermore, 
the user can select the best suitable labor distribution from the 
corresponding process model. The human coworker is thus 
able to adapt the process according to the current situation or 
condition of the product. The disassembly sequence (see 
Figure 5) is then transmitted to the next (task initialization) 
module. Before discussing the task initialization module, 
however, we must first introduce the process model. 
V. THE PROCESS MODEL 
The purpose of the process model is to describe the process 
of loosening a specific connection type in a machine-
understandable way. The intention is to use the model to 
coordinate the actions of man and machine. To formally 
describe a disassembly process, we must define the actions 
that take place in a disassembly task. One method of 
describing human actions that is commonly used to analyze 
manual assembly processes is methods-time measurement 
(MTM). In MTM, human activities are modularized (for 
example, “reach,” “grasp” and “move”), and a task is 
described in detail through the sequence of these activities. 
A similar method for describing robot actions is robot time 
and motion (RTM). The adapted MTM model mentioned in 
[11] was also proposed as process logic for cognitive 
automated assembly. 
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Figure 5. The IDAA’s disassembly planning view. On the left sidem a part 
list from the product model is displayed, and, on the lower left, the encoder 
module has been selected. In the middle, the generated disassembly 
sequence can be seen. On the right, there is a graph representing the 
disassembly sequence. 
Furthermore, an extended MTM version that combines 
MTM with RTM was introduced for designing work systems 
featuring human-robot interaction [12]. These methods are 
based on manually created—and thus fixed—action 
sequences, which are further evaluated to optimize particular 
(primarily ergonomic) metrics. However, relying on a fixed 
sequence of action is not a recommended approach because 
process deviation may occur, which would require adaptions 
to be made. To be adaptable, the system must choose its 
actions based on accurate perceptions of the current situation. 
Therefore, we need to represent the current situation in some 
fashion and describe what actions are applicable, when they 
are applicable and how they will change the situation. With a 
defined goal situation, the system would then be able to 
determine the necessary actions automatically. 
 
One approach involves the use of description languages 
such as STRIPS, ADL, PDDL or derivatives of PDDL [13]. In 
one part of the PDDL model, called the domain, a hierarchy 
of object types, predicates and actions are defined. In another 
part, the object instances and constraints and the initial and 
goal states of the world are defined. The latter part is called 
the problem. Both models are fed into a solver to determine a 
feasible sequence of actions to reach the target state. These 
languages are powerful but complex, and it thus is difficult to 
create accurate representations thereof or to extend them. 
Furthermore, we had six specific goals that we wished to 
achieve, which were best accomplished by designing our own 
process model. 
The first goal of our model was to reduce complexity by 
splitting the overall domain into simpler connection type-
related, task-level process models. Each process model is fully 
independent from the other process models within the domain. 
We define a set of process models T, in which each process 
model t is related to one connection type. 
A. The Process Model 
Within a process model, we describe all involved DCAs in 
a set Dt (e.g. robot, gripper, user, etc.) and objects in a set Ot 
(e.g. tool, part, box, etc.). We distinguish between agents and 
objects in that agents can execute actions. The second goal of 
our model was to provide the user with different options for 
selectable labor distributions, or workflows, to adapt to 
different situations (e.g., product conditions). Therefore, we 
describe different forms of workflows within the process 
model in a set Bt. When the user selects a workflow, he or she 
can expect a certain behavior, and this produces greater trust 
in the system. In conclusion, a process model is defined as t = 
(Ot, Dt, Bt). 
B. Defining a Workflow 
A workflow, which is a certain kind of labor distribution 
between man and machine, can take the form of coexistence, 
cooperation or collaboration. A workflow bt is related to a 
process model and contains a number of actions Ab. The 
actions within a workflow are the minimum needed to perform 
the task under perfect circumstances. The actions in the 
workflow are not necessarily ordered; we only mention that 
these actions are part of the workflow. Furthermore, we can 
define a specific goal process state gb for each workflow. This 
is necessary because the goal process state can change with 
different workflows. A workflow is therefore defined as bt = 
(Ab, gb). 
C. Describing Objects within the Process Model 
The third goal of our model was to represent each physical 
object in the task as an abstract object ot within the process 
model t. An abstract object ot can represent physical objects, 
such as the parts mentioned in the product model, as well as 
other objects, such as transport boxes, manual tools or non-
controllable robot effectors. An abstract object in our process 
model consists of three parts - a unique name n, a parameter 
set P and a set of states S - and can be represented as ot =(n, P, 
S). 
D. Describing Agents Within the Process Model 
The fourth goal was to represent the agents that are 
involved. An agent dt owns a name n, a parameter set P and a 
set of states S. Furthermore, we need to represent the actions 
that an agent provides (our fifth goal) through an action set A. 
An agent is thus defined as dt = (n, P, S, A). In the next section, 
we explain the meaning of a parameter p within the set P. 
E. Parameters 
Most actions defined within an agent require parameters for 
execution. For example, if a robot needs to move to an object’s 
location, the object location is the parameter of a move action. 
A parameter stores the unique name n of the object or agent to 
which it’s belongs. Furthermore, we distinguish between static 
and dynamic parameters. A static parameter has a parameter 
name pn and a constant parameter value pv. A dynamic 
parameter additionally defines a reference prc to a known 
physical object class, such as a screw class or transport box 
class, and a reference prp to a property of that class. In the 
task initialization module, the value of a dynamic parameter is 
set to the property value of the current instance. Implementing 
these dynamic parameters was our sixth goal. They allow us 
to link information via an abstract object or agent defined in 
the process model to real physical objects or agents as these 
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change with each task. A dynamic parameter is thus defined 
as p = (n, pn, pv, prc, prp). 
Next, we explain the meaning of a state within the set S. 
F. States 
We had two options for representing the process state 
within the process model: directly defining the overall process 
state or creating the process state by merging the objects and 
agents’ states. We chose the latter option because it is better 
suited to changing conditions. 
To characterize each condition of an object or agent that is 
important for process control, we use a state s. A state holds 
the name n of the object or agent to which it belongs. Next, a 
state s defines a state name sn and a state value sv, which 
represents the current condition. A state can also define an 
initial state value svi, a target state value svt, or both. All 
values for sv, svi and svt are elements of the set of possible 
state values Svp. These values are unique strings, each of 
which represents a specific condition of the object or agent. In 
addition, to define a “connected” state (our sixth goal), we can 
assign an MQTT topic st to the state. Through the MQTT 
topic, a state can be automatically coupled with a DCA that 
perceives this condition and updates its state value. A state is 
thus defined as s = (n, sn, sv, svi, svt, Svp, st). For example, 
to represent the conditions of a gripper, we can define two 
states named “DeviceStatus” and “FingerStatus.” For the 
“DeviceStatus” state, we define the possible state values as 
{“Unknown”, “Off”, “On”, “Initializing”, “Ready”} and set 
the initial state value to “Unknown.” For the “FingerStatus” 
state, we define the possible values as {“Unknown”, “Open”, 
“Closed”, “ObjectGripped”} and set the initial state value to 
“Unknown.” To link these two states directly to the gripper 
DCA, we assign them the MQTT topic to which the gripper 
DCA publishes its status. The possible object or agent state 
space can then be computed by the Cartesian product of each 
state’s set of possible state values Svp. 
G. Actions 
An action also stores the name n of the agent to which it 
belongs and has an action name an, as well as three sets of 
state spaces. The precondition state set SP describes the 
condition of the process state required to execute an action, the 
transition state set ST describes the intermediate condition of 
the activity and the effect state set SE describes the final 
condition after successful execution of the action. With the 
help of the process model editor, these action state sets are 
configured using drag-and-drop states from the state sets 
defined in the process model for objects or agents. For 
example, the grasp action of the gripper agent would define 
the SP, ST and SE state sets listed in Table 1. Furthermore, an 
action defines a parameter set P, which contains the necessary 
action parameters for its execution. With the process model 
editor, the parameter set of an action can be configured using 
drag-and-drop parameters from other objects or agents in the 
model. To execute an action, we must send a command and its 
parameters to the DCA to which the action belongs. Therefore, 
we define in the action a command word cm, indicating the 
action, and an MQTT topic cto, from which the DCA receives 
its commands. Furthermore, we assign cost to each action ac. 
An action is completely defined as a = (n, an, SP, ST, SE, P, 
cm, cto, ac). 
 
Table 1. The state sets SP, ST, SE of the grasp action 
Precondition Transition Postcondition 
Robot.DeviceStatus.isIdle Gripper.Finger.Moving Part.Position.atGripper 
Robot.Effector.Gripper  Gripper.Finger.ObjectGripped 
Robot.Position.atPartLocation   
Part.Position.atAssemblyLocatio
n 
  
Gripper.DeviceStatus.Ready   
Gripper.Finger.Open   
 
VI. TASK INITIALIZATION 
In this module, we work through the disassembly sequence 
step by step and task by task. Only one task at a time is handled 
by the task initialization, interaction planning and action 
execution modules. Depending on the current connection type, 
as defined in the task from the disassembly sequence, we load 
the related process model from the knowledge base. Next, we 
determine the goods of production based on the part-type 
instance defined in the task. In this process, we use the 
information stored in the part instance to determine a suitable 
transport box and the appropriate robot effector and manual 
tool. We then initialize all of the dynamic parameter values 
defined in the objects, agents and actions. Thereafter, the 
process state is generated by merging the objects and agents’ 
states with the initial state values. This process state is then 
transmitted to the process monitoring module. Since we 
defined more than one workflow in a process model, the user 
must select the desired one at this point. This selection causes 
the actions defined in the workflow to be assigned with zero 
costs. The selection of the workflow will also affect the target 
process state. If no target process state is defined in the 
workflow, it is generated by combining the target states from 
the objects or agents. Finally, the target process state and all 
actions of the agents are transmitted to the interaction planning 
module. 
VII. TASK MONITORING 
Before we can use the interaction planning module to 
determine the necessary sequence of actions, we need to 
perceive the real process state through the process monitoring 
module. Upon the initial process state, we can find all states 
that define MQTT topics that update their state values. When 
we subscribe to these MQTT topics, we receive the last valid 
state value because all status messages are published with the 
“retained message” feature. In other words, the MQTT broker 
will store the last status message for each topic and 
automatically send this status message to an MQTT client 
when it subscribes to the topic. To obtain a complete new 
process state, we wait until all states that are connected to 
MQTT topics have been updated once. Using the MQTT “last 
will and testament” feature, we can define a state message for 
a topic that will be published if communication with the agent 
is lost. We also use the “quality of service level 2” feature to 
ensure that messages are received exactly once. The perceived 
process state is then transmitted to the interaction planning 
module. 
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VIII. ACTION PLANNING 
In this module, we attempt to find a sequence of actions that 
produces the goal process state and matches the workflow 
desired by the user. A state transfer system using an 
uninformed branch-and-bound search algorithm is employed 
for this purpose. The first and most important advantage of this 
approach is that no programming is necessary. The second 
advantage is that we do not have to rely on fixed action 
sequences and can produce adaptive action sequences based on 
the current situation. Thus, necessary additional actions that 
were not defined in the workflow can be included, or actions 
that are defined in the workflow but are not required can be 
removed. This approach can also adapt if the team composition 
changes (e.g., if an agent joins or leaves the process) or if the 
selected workflow is not feasible. The search process is 
straightforward: First, we create the first search node, which 
contains both the perceived process and a unique id. This 
search node is added to a queue. Thereafter, the following steps 
will continue until the target process state is reached. 
The first search node is popped from the queue and added 
to a list of extended nodes. We then compute the actions that 
are applicable to this search node. This is done by comparing 
the states values from the precondition states of an action with 
the state values defined in the process state of the search node. 
If the state values match, the action is added to the applicable 
action set. We then apply all determined actions to the search 
node. When an action is applied to a search node, it creates a 
new search node with its own unique ID, as well as the search 
node ID of the parent. Furthermore, the state values in the 
stored process state change as described in the effect state set 
of the applied action. The action also adds its costs to the new 
search node. As the creator of the search node, the action will 
also be stored in the new search node. All search nodes thus 
created are added to the queue, except if a new search node 
contains a process state that is equal to a process state of a 
search node that exists in the extended node list. The elements 
in the queue are sorted such that the node with the lowest cost 
is placed on the top. After checking whether one of the search 
nodes contains the target process state, we continue with the 
next search step. 
By repeating this process until a target process state is 
found, we create a tree-like structure of possible action 
sequences, as illustrated in Figure 6. The branch and bound 
algorithm thereby finds either an optimal solution or no 
solution for the given target process state. If a goal search node 
is reached, we can determine the sequence of parent search 
nodes, as well as the sequence of actions. Because of the lower 
cost assigned to the actions in the specified workflow, these 
actions are preferred in the search process. The solution is a 
sequence of actions that need to be executed and a sequence of 
process states that must be met to loosen the connection and 
separate the part from the assembly. Both sequences are 
transmitted to the action execution module. 
IX. ACTION EXECUTION AND SYNCHRONIZATION 
This module works from the determined action sequence. 
The module executes an action by instructing the 
corresponding DCA (which is the provider of the action) to 
execute it. This is done by sending the command word via the 
assigned command MQTT topic, followed by the comma-
separated parameters from the action parameter set. This is 
done for all agents, with the exception of the human user. To 
advise/inform the user, we use a GUI displayed on a touch 
screen monitor. While different agents are working together, 
we need to synchronize their actions. This is done using the 
sequence of predicted process states delivered by the action 
planning module. The controller can observe the action 
execution by comparing the predicted, transition and effect 
process states with the perceived process state that is 
permanently updated by the process monitoring module. If an 
action is successfully executed, the controller moves on to the 
next action in the sequence. If the action sequence is finished, 
we select the next task in the disassembly sequence and jump 
back to the task initialization module. This procedure continues 
until all tasks are done. In the event that the predicted process 
state does not match the current process state, we can force a 
re-planning in the action planning module. 
 
 
Figure 6. The figure portrays a tree structure generated by the action 
planning module. The blue diamond is the initial and the red diamond the 
target process state. The action sequence is illustrated by the arrows on the 
green path and the predicted process states by the green dots. 
Because some objects (e.g., screws) do not have 
microprocessors and sensors attached that can determine their 
states and send state descriptions to the process monitoring 
module, we need to perceive those objects states using other 
DCAs. Another approach is to consider actions as deterministic 
in the following sense: If an agent whose state we can perceive 
successfully executes an action on an object that we cannot 
perceive, then we believe that the object state has changed as 
described in the action effect state set. In our application, we 
also rely on the human participant and his or her ability to 
intervene in the process. If an action does not have the intended 
effect, the user must engage and resolve the issue. With 
experience, the user will then be able to anticipate the success 
of actions depending on the overall situation and choose the 
workflow accordingly. Furthermore, the user’s feedback 
concerning unsuccessful actions could provide valuable data 
for the implementation of more advanced planning technics. 
For example, machine learning could be used to predict the 
desired workflow based on the user’s preferences. Learning is 
a key element in assistance systems, but, before learning can 
occur, we need to provide basic functionality that enables the 
system to work with humans. Learning will then assure the 
improvement of the system’s performance over time. 
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X. THE DEMONSTRATION APPLICATION 
In this chapter, we illustrate our demonstration application, the 
hardware used and how we interconnect all of the devices 
involved. 
A. Introduction 
In our demonstration application, we explore the robot-
assisted non-destructive disassembly of mechatronic drives. 
The broader goal is to boost the economic fitness of 
remanufacturing processes by reducing or supporting the 
heavy and costly manual labor of disassembling. The drives 
we focus on come in three performance/size classes, each of 
which could be equipped with mechatronic elements such as 
brakes and electronics such as sensors, communication 
modules or built-in frequency converters. When variations in 
size, gear ratio and attachments are taken into consideration, 
there are many distinct parts in the drive assembly. We also 
need to consider product design changes caused by product 
optimization. All in all, the number of variants exceed one 
million, hence the need for product model-based disassembly 
planning. The dominant connection technics are screw joints, 
press fittings, inserted parts and subassemblies, circlips and 
electrical connectors. To loosen these connection technics, we 
developed tools, fixtures and processes to determine the 
required disassembly knowledge that is represented through 
the product and process models. 
B. Hardware 
Our demonstrator consists of two robots, a Kuka KR 125 
and a Kuka iiwa 14 R820. The Kuka KR 125 is equipped with 
a manual tool change system and a fixture to hold the 25-kg 
electrical drive in an appropriate work position. With the use 
of the measurement plate on the drive fixture, we can 
determine the transformation from the Kuka iiwa to the main 
drive assembly coordinate system. To teach the reference 
frame, the user hand-guides the robot’s calibration tool into 
the three measurement holes with a ball tip. The Kuka iiwa is 
mounted on a mobile platform. Inside the platform, the robot 
controller, additional electronics (e.g., bus coupler, 
input/output terminals, etc.), pneumatic valves, a network 
router and a control PC are integrated. We installed a 
pneumatic-actuated tool change system with electrical and 
pneumatic feed-through to automatically mount different tools 
on the Kuka iiwa’s flange. We designed and manufactured 
three robot effectors: the calibration ball tip tool, a ratchet with 
a universal wrench socket to loosen screw joints and a gear set 
holding plate to remove the complete gear assembly at once. 
A Robotiq two-finger gripper was also made mountable on the 
tool change system. 
C. Software 
We decided to use a distributed software approach that 
couples the IDAA with the DCAs over the MQTT protocol in 
a loose manner. Figure 7 provides an overview of the 
implemented DCAs and their interconnectedness. We 
integrated a DCA as an interface for the Kuka iiwa, which 
receives commands via the MQTT protocol and routes them 
through a TCP/IP connection to a robot program running on 
the robot controller. A thread running parallel to the robot 
program listens for those command messages on the TCP/IP 
socket. Receipt of a command message triggers the execution 
of the corresponding action or skill in the main robot program. 
 
Figure 7. This figure illustrates the communication between the different 
devices and software in our demonstrator application. 
While executing an action or skill, we change the robot status 
accordingly. If the robot status changes, we transmit the new 
status through the second TCP/IP connection back to the Kuka 
iiwa’s DCA. The Kuka iiwa’s DCA then publishes the 
received message on the MQTT status topic. In our 
application, we also use the Kuka iiwa as a human-robot 
communication interface for action synchronization. The user 
has two options to confirm his or her action execution to the 
system. The first is a haptic interaction in which the user 
pushes or pulls on the robot structure, and the second is 
pushing a button located at the robot flange to confirm action 
execution. 
Because this form of human-robot communication is very 
limited and the robot might not within reach of the user arm to 
confirm action execution, we investigated further 
communication modalities. The first approach was a voice 
recognition agent which uses the speech recognition libraries 
available in .NET Framework. To improve speech 
recognition, we also connected an Amazon Alexa to our 
application through an Amazon Echo Dot. Our Alexa skill 
uses Amazon’s Alexa Voice Service, Lambda and IoT Web 
Service, as well as a Raspberry Pi 3 functioning as an IoT 
device, to connect our robot assistant with Amazon’s Alexa 
digital assistant. The improved voice recognition and 
additional assistive functions contributed by the Alexa device 
provide an example of a promising application of cloud 
computing in robotics. When the disassembly process 
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continuously varies, natural language human-robot 
communication is essential for the specification, coordination 
and synchronization of tasks, workflows or actions. 
We also designed a DCA to control the Robotiq gripper. The 
DCA establishes device-specific communication using 
Modbus RTU to communicate with the gripper hardware. 
While Modbus RTU communication is based on reading and 
writing bits, the gripper DCA must map commands to its bits 
representation and bits representation to a gripper status. 
The openness of the MQTT protocol also allows for the 
integration of small IoT devices such as “intelligent” storage 
boxes or tool trays (e.g., equipped with an ESP8266 Wi-Fi 
module). In our application, these boxes and tool trays register 
with the storage manager agent upon activation. The storage 
manager agent therefore knows which boxes and box sizes are 
available, as well as which tools are in the tool tray. When, for 
example, a tool tray is registered, the storage manager agent 
prompts the robot and the user to teach its tray coordinate 
system so that the stock manager agent can directly determine 
the grasping position of a tool. 
The Kinect DCA is an ongoing project in which we are 
working on user tracking via the Kinect v2 sensor. Our goal is 
to track the user and his or her hands in order to automatically 
monitor and update the user’s status description. With the use 
of virtual areas around meaningful locations, such as the box 
or part position, we plan to recognize the moment when the 
user’s hand enters or leaves the area of interest. This should 
also contribute to the improvement of action synchronization. 
D. Task and Workflows 
We address four different tasks: the removal of simply 
stacked parts, loosening of screw connections, the removal of 
the gear set and the assisted dismantling of press-fitted gear 
wheels and bearings. In the following section, we describe the 
possible removal procedures (defined through the workflows 
in the process model) for simply stacked parts as an example.  
 
 In the first specified workflow, the user solves the task 
manually, without support from the system. The 
assistant therefore waits until a push, a button press or 
a signal from the voice recognition agent indicates the 
completion of the task. The waiting condition of the 
robot is visualized by a strip of green lights at the robot 
flange. 
 In the second workflow, the robot grasps a matching 
transport box and holds it near the working area. The 
user places the part in the box and confirms the action, 
and the robot returns the box to its dock. Before 
moving, the robot sets its light strip to red, indicating 
that it will start moving in one second. 
 The third workflow describes a collaborative approach 
to carrying out the task. The robot is set to a hand-
guided mode and signals its condition with a blue light 
strip. The user then leads the robot to a grasping 
position, and, after confirmation, the robot grasps the 
part and places it in the corresponding box. A benefit 
of this workflow is that the robot remembers the 
grasping position for the next time (i.e., it learns). This 
learning is accomplished through changing the part 
grasp position in the product model. 
 The last workflow describes non-human actions only: 
the robot approaches the grasp position, grasps the 
part, moves it to the drop position over the box and 
releases the part. 
Please note that the grasp action is carried out by the gripper 
agent in the above description. 
XI. CONCLUSION 
Through the multi-agent system architecture and the 
implementation of the device-controlling software agents, we 
gained the ability to integrate a wide variety of device. 
Through the unified, lose coupled communication between the 
agents we can use both centralized and decentral control 
approaches. Furthermore, we built the base level of an 
intelligent assistant (IDAA) that is capable, upon explanation 
of the product model, of automatically determining the 
sequence of disassembly tasks required to reach a specified 
goal. Furthermore, we introduced the process model, which 
stores object and agent models that describe a connection-
related disassembly process with different forms of 
workflows. Through action planning, the system can 
determine the necessary actions of man and machine upon the 
current process state. The system is also able to synchronize 
the actions of man and machine during execution using 
process monitoring and human-robot communication. 
Derivation between the process state and the foreseen process 
state after action execution are detected and used to force an 
action re-planning. We developed a demonstrator application 
and used it to verify the information flow and algorithms used. 
We successfully performed tests with simple stacked objects 
to validate the human-robot interaction. However, some 
functionalities are still missing, such as the collision-free robot 
path planning, grasp planning, and the integration of vision 
systems. Moreover, learning is an important aspect of such 
assistance systems. One application of machine learning could 
be to learn the user’s preferred workflows and thus 
automatically choose the appropriate labor distribution to 
create a more fluent human-robot interaction.  
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Abstract 
Nowadays, housing building industry is 
getting used to off-site construction for its high-
quality standards, short production time and 
minimal environment impact. Panelised 
construction, as one of the different type of off-
site construction, is based on the approach to 
manufacture wood panels that constitute the 
skeleton of the house. Due to the customization 
and complexity of each housing project, existing 
manufacturing concepts, as automated 
production planning and control systems are not 
suitable for the facility production of panelised 
housing. 
The aim of this paper is to design an automated 
manufacturing plant, suitable to assemble 
modular wooden panels, using the concept of 
Industry 4.0. In the first part, an accurate 
analysis of the different wooden panels has been 
made to highlight the critical parameters that 
affect the assembly process. After a 
standardization of the product, making it more 
suitable for the calculation of production time, 
every element of the panel and the assembly 
process have been analysed and optimized to 
achieve the best compromise between quality and 
suitability for an automatic assembly process. 
With all the product requirements defined, 
possible automated assembly solutions have been 
found out and analysed. Only the most reliable 
solution has been chosen, implemented and 
optimized in the 2D layout of the facility to check 
its suitability. Therefore, the final version of the 
automatic assembly line has been 3D designed 
and simulated in order to be shown in a manual 
panelised production facility operated by Leko 
Labs, a wooden modular housing builder in 
Luxembourg. 
Keyword: Industry 4.0, Automatic Assembly, wooden 
panels 
1. Introduction 
The company Leko Labs produces wooden 
panels for panelised construction. Each panel 
consists of a combination of wooden slats with two 
types of insulation, distributed over a set of layers 
rotated by 90° each other. At this moment, the 
manufacturing assembly for these products is 
completely manual, managed by a couple of 
operators. 
Automated processes are desirable because, in most 
cases, they decrease manual labour requirements and 
increase through-put, while also maintaining a high 
level of accuracy. Leko Labs must design and 
produce a wide range of different wall panels to 
accomplish the customization and complexity of 
each housing project. Each panel is customized 
according to various design parameters such as 
length, height, number and dimensions of slats, 
windows and doors. These design parameters affect 
the assembly process time and make the process in 
need of a high level of flexibility. 
This project addresses their issue with the goal of 
designing an automated assembly line, by 
incorporating the idea of Industry 4.0, which would 
make possible the assembly of each different panel 
by meeting the annual target production requested by 
Leko Labs. This paper also concerns itself with the 
analysis and optimization of the product and the 
assembly process to make them ready for automation. 
2. State of the Art in Modular Construction 
Industry 
The most common panelised wooden 
construction like CLT (Cross Laminated Timber) or 
MHM (Massiv-Holz-Mauer) have a manufacturing 
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process spread over different assembly stations. The 
frame of the panels and both insulations and vapor 
barriers are processed in different steps, that make 
the assembly process hard to be completely 
automatized. Moreover, factories usually have three 
subcomponent lines: floor, walls and roofs. For this 
reason, the production is generally carried out in 
very extensive semi-automated factories, where 
automated machineries are just used at some 
workstations. Since, these ones, are not inter-
connected, the presence of operators is essential to 
manually load, unload and start the machines. 
Therefore, due to the specific design and assembly 
process of this kind of panels, the level of automation 
is relatively low in modular home manufacturers [1]. 
Flexibility is reduced, and significant customization 
of the product is difficult to be achieved. 
3. Methodology 
The objective of this project is to develop an 
automated assembly line, which will be 
implemented inside Leko’s facility, can easily 
assemble each typology of Leko panel, in 
accordance with budget and production rate, above 
established. As shown in Figure 1, the methodology 
used to figure out a possible solution, consists on the 
following processes: (1) analysis of product and 
assembly process; (2) the data collected is used to 
figure out a possible solution of the problem; (3) 
validation of the proposal in accordance to the 
project requirements; (4) if the draft meets all the 
project requirements, the most suitable automated 
assembly line is figured out and ready to be shown 
to the company; (5) if the solution does not fit with 
the project requirements, optimization of the product 
and the assembly process is carried out, data 
collection is updated and the loop starts again. 
4. Product and Assembly Process Analysis 
4.1 Product Analysis 
Deriving from technologies like CLT or MHM, 
Leko Labs, after years of research has developed its 
own technology based on assembly of crossing 
wooden slats thanks to a mechanism of triangular 
interlocking grooves [2]. 
As shown in figure 2, the structural element of 
Leko panel is made up by layers of wooden grooved 
slats, that are jointed together, in each intersection, 
by a combination of form fit (due to the spikes) and 
press fit (thanks to four self-tapping screws). 
 
Figure 1 – Methodology 
 
Figure 2 - Leko Panel, structural element 
Each panel can be up to 6x3 meters of surface and 
can consist of 3-5-7-9-11 layers (from 105 mm to 
377 mm thickness) depending on its application 
(internal or external wall, floor or roof). The odd 
layer number is due to keep the external and internal 
layer with the same orientation for structural reasons. 
Unlike CLT and MHM, where isolation role is 
internally made only by wood, each Leko panel layer 
is composed by both slats and insulation panel. After 
the finalisation of the structural element, vapour 
barriers are applied internally and externally to 
preserve the panel from the atmospheric agents. 
Therefore, an inner grid layer of non-machined 
wooden slats is applied internally to allow the 
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installation of wires and pipes during the 
construction on site. Externally, on the other hand, 
thicker insulation panels are added to improve global 
thermal properties. 
As shown in figure 3, each panel is composed 
essentially by five elements: Slats, Inner Grid Slats, 
Vapour Barriers, Internal Insulations and External 
Insulations. 
 
Figure 3 - Leko Panel CAD model, Complete assembly 
4.2 Product Standardization 
Due to the customization and complexity of each 
housing project, it is almost impossible to be in need 
to produce two very similar panels. Furthermore, 
inside one house project itself, the initial client 
project must be converted into wooden structure 
using Leko panel technology. This causes, even 
more probably, that two panels don’t have similar 
shape and characteristics. 
Since each panel may have or not windows or doors, 
also panels with the same number of layers and same 
surface may have a different number of elements 
(slats and insulations) and number of intersections 
(number of screws to be put in place), that make even 
more difficult the possible estimation of the 
assembly time. Therefore, critical parameters, that 
affect the product can be summarize as follow: 
 Number of elements (slats, internal and external 
insulations); 
 Number of layers; 
 Number of intersections (screws to be applied). 
Unfortunately, surface could not be considered as 
one of the critical parameters that affects the 
assembly process, since there is not a direct relation 
between panel surface and cycle time. Therefore, it 
has been found out the need to identify a reference 
product that could be used for the validation of the 
automated assembly line. A possible reference 
product has been identified in a panel with the 
following characteristics (figure 4): 
 Dimensions: 3 m x 3 m; 
 N° Layers: 3 layers (can easily be converted 
into more layer’s version thanks to the same 
surface); 
 Distance between slats: 0,6 m; 
 N° Intersections: 50 intersections (200 screws). 
 
Figure 4 - Leko Reference Panel, 7 Layers example 
4.3 Assembly Process Analysis 
The next step, after the product analysis, consists 
on going through the assembly process in order to 
finalise some possible suitable automated assembly 
lines. Each panel is a combination of layers with slats 
and internal insulation covered on both sides with 
vapour barriers, inner grid layers and external 
insulations. According to the manual production 
requirements, the assembly process can be 
summarized as follow: 
1. Positioning of the first layer of slats (n° 5 
wooden slats) on the assembly table considering 
the right distance of 600 mm between each 
other; 
2. Putting in place of the second layer of slats (n° 
5 wooden slats) rotated by 90° and fixing of 
each slat using the grooved system and 4 screws 
for each intersection; 
3. Handling and fixation of the internal insulations 
for the 2nd layer between each slat by nails; 
4. Continuing in the same way for the 3rd layer 
restarting from point 2; 
5. Vapour barrier is applied and fixed by nails on 
the 3rd layer; 
6. External insulation panels are handled and 
fixed by nails on the vapour barrier; 
7. Overturning of panel; 
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8. Handling and fixation by nails of 1st layer 
internal insulation panels; 
9. Vapour barrier is applied and fixed by nails on 
the 1st layer; 
10. Handling and fixation of the Inner Grid Layer 
on the internal side of the panel. Each Inner 
Grid slat is fixed by one screw in every point of 
contact with the 1st layer slats. 
4.4 Assembly Line Assumptions and Process 
Optimizations 
Once product and assembly process have been 
analysed in detail, the project enters in the phase 
where possible layout solutions are figured out. 
After an evaluation of all the suitable automated 
technologies (gantry crane, gantry robot and 
industrial robots), a solution with the use of 
industrial robots (figure 5) has been evaluated as the 
most affordable and suitable for the following 
reasons: 
 Floor Footprint: since the Leko’s facility has 
limited space availability, Industrial robots can 
provide the lowest footprint compared to Gantry 
Crane and Gantry Robots thanks to their missing 
of external structure; 
 Price: usually price of Industrial Robots is 
lower than other solution thanks to their mass 
production; 
 Delivery Time: Industrial Robots supplier, 
usually, have products ready to be shipped in 
warehouse. This significantly reduces the time 
of delivery after the purchase; 
 Maintenance and Customer Service: since the 
product is compact and at the state of the art, less 
maintenance will be needed during the robot life 
and easily managed by the supplier. 
 
Figure 5 - Two Industrial robots and turning table solution 
Thanks to the evaluation of the cycle time of this 
solution, it has been pointed out that the production 
rate was not sufficient to meet the requirement of the 
project.  
Also a layout with two assembly tables in parallel, to 
divide the process in two steps and then to reduce the 
cycle time, was not sufficient to satisfy the 
expectation of the company.  
Thanks to an accurate analysis of the cycle time, it 
has been pointed out that the most critical actions 
during the assembly process are the screwing 
process and the rollover of the panel for the putting 
in place of the 1st layer of insulation, internal vapour 
barrier and inner grid layer. Since screwing process 
was considered more related to the technology 
instead of the assembly process, the only action, 
which considerably affects the cycle time possible to 
optimize, was the rollover of the panel. 
Therefore, the solution was figured out into the 
design of a special assembly table (figure 6), that 
could allow the assembly of all the different kind of 
Leko panels without the overturning of the panel, 
constraining the first layer by a clamping system to 
achieve an optimum level of quality of the product. 
 
Figure 6 - New design of assembly table 
5. Proposed Solution 
5.1 Design and Validation of Final Assembly 
Line 
Thanks to the assembly process optimization 
described before, a new layout solution (figure 7) has 
been designed. 
 
Figure 7 - Layout modification with new assembly table 
As shown in figure 7, the new solution is basically a 
modification of the layout in figure 5, with the new 
concept of assembly table, able to both assemble 
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Landscape and Portrait panels. Thanks to this 
modification, cycle time of Internal and Portrait 
panels have been reduced, with the benefit of 
increasing annual productivity. Also, thanks to the 
elimination of the panel capsizing, it can 
significantly reduce the risk for the process and 
operators, due to the previous hazardous handling. 
Also, a solution with another table and two more 
industrial robots in parallel is possible to improve 
further (almost double) the productivity (figure 8). 
 
Figure 8 - Layout modification, Parallel Assembly Process 
Thanks to this configuration, two parallel and 
different assembly processes can be performed with 
a double productivity, respect the previous solution. 
The two tables shall work at a different height (table 
on the right at lower height), in order to allow the 
unload of the finished panel from the right table, 
moving the panel under the left table with a conveyor 
system. In addition, the new two robots (on the left) 
must be applied on a rack, to be able to move in the 
direction shown in the figure. In fact, it is required to 
have enough space for the unloading of Landscape 
Panels (vertical orientation on the assembly table). 
Since two assembly tables need to be fed, probably 
just one conveyor for each element will be not 
enough to fulfil the cycle time previous estimated. 
For this reason, most probably, a feed system with 
two conveyors at different height will be requested 
by the process. In this way, the lower conveyor can 
bring elements to the first assembly table and the 
second one to the second table. This aspect will have 
to be significantly analysed, also with the supplier of 
the two cutting machineries. 
Thanks to the copy-paste of the new extension of the 
layout, this configuration can provide a wide 
flexibility during the implementation. In fact, this 
solution, which produce a very higher production 
than the requirement, can be implemented inside the 
facility, also after the implementation of the Layout 
in figure, almost without any issue for the production. 
Moreover, since this will be a new technology of 
product and assembly process, a possibility to check 
the reliability of the system can be obtained with a 
lower starting investment. 
5.2 Implementation of Final Assembly Line 
in the 2D Layout Facility 
After the selection of the most suitable 
configuration in accordance with Leko’s team, the 
following step has been to implement, in the Leko 
facility layout, the technology previously evaluated, 
out of building constraints. The factory layout has 
been first designed using the CAD software 
Autodesk AutoCad 2018 and then implemented and 
optimized, as shown in figure 9. 
 
Figure 9 - Final Layout, 2D facility implementation 
As can be seen in the drawing, the implemented 
Layout differs for the original one in figure 7 for 
some aspects: 
 The position of slat and insulation conveyors 
has been switched to benefit a better 
optimization of the space; 
 The length of the conveyors has been necessary 
of a reduction to leave enough space in factory 
for the possible update of the layout and for 
supply chain and logistics reasons. In 
accordance with Leko Labs, the right part of the 
factory (where the two machines are located) 
will be used for storage of incoming raw 
materials and the left part for the outgoing 
finished products; 
 The applying of the vapour barriers will be 
managed manually by a couple of operators, 
since the particularity of the required process 
does not fit with possible automated process; 
 In accordance with Leko, the two walls located 
in the middle of the factory, shall be removed 
(or at least remodelled) to allow the crossing of 
the two conveyors. 
5.3 3D Design and Simulation of Final 
Assembly Line 
Once the layout has been optimized inside the 
Leko’s factory, a 3D design has been performed 
using the CAD software Autodesk Inventor 
Professional 2018. So far, the analysis has been more 
focused on the concept of layout and cycle time. At 
this point, instead, also some assumptions and rough 
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concepts (for example of the gripper to apply on the 
two robots), have been required. The two robots, due 
to the different material to be handled, must have a 
different concept of gripper. 
The gripper, applied to the robot in charge to clamp 
wooden slats, shall be able to clamp, thanks to a 
pneumatic or hydraulic system, each slat and at the 
same time, thanks to a screwing station applied on 
the same gripper, able to tighten four screws per each 
intersection. A very rough concept has been 3D 
modelled, to show the concept to the possible 
supplier in the future phases of this project. 
On the other hand, the “insulation” robot shall be 
able to handle and to put in place insulation panels. 
Due to a not very rigid body, insulation material is 
not suitable to be clamped by a standard mechanical 
or pneumatic gripper or vacuum system. For this 
reason, after some market research, a technology 
based on a needle system, developed by a German 
company (Schmalz) has been chosen for the 
application. In addition to this needle system, the 
gripper applied mounted on the insulation robot, 
shall be able to nail both internal and external 
insulations. Therefore, a rough concept has been 
implemented in the 3D model. 
Thanks to these assumptions, the 3D design of the 
final suitable automated assembly line has been, thus, 
finalized as shown in figure 10. 
At the same time, a simulation made also with the 
CAD software Inventor Professionals 2018 has been 
made to be shown to Leko, suppliers and possible 
client how the final solution shall work. 
 
Figure 10 - 3D CAD Design of the final assembly line 
6. Conclusions and Future work 
6.1 Conclusions 
An automated assembly line for wooden modular 
construction industry has been designed and 
virtually implemented during this project. This was 
possible only thanks to a very accurate analysis of 
products and the manufacturing process and 
subsequent optimization of both. Because of the 
non-direct correlation between the project 
productivity requirement (surface [m2]) and product 
critical parameters (n° of elements, n° of layers and 
n° of intersections), a reference panel has been 
created with the scope to be used into the evaluation 
of the cycle time and production rate of the proposed 
layout solutions. Different automated technologies 
have been analysed and evaluated in order to choose 
the most suitable one considering feasibility, 
reliability and economic aspects. Once the most 
suitable configuration has been figured out thanks to 
an accurate assessment, CAD software have been 
used both for a virtual implementation in the factory 
(to check its real feasibility) and to make video 
simulations (to show supplier and possible clients). 
The following conclusions about the proposed 
automated assembly line can be drawn from this 
work: 
 Primary objective of automation and Industry 
4.0 (improvement of productivity, quality and 
safety) has been achieved by the outcome of this 
paper. The project requirement of 150 000 m2 
of surface panels has been fulfilled thanks to the 
possible extension of the assembly line. The 
quality of the panels will be widely higher than 
manual production, thanks to specific grippers 
and assembly table. Safety of the process has 
been absolutely increased thanks to the abolition 
of the overturning of the panel, that in the 
manual production is usually done by an 
overhead crane or a fork lift; 
 The possible extension of the assembly line 
makes easier the transition for Leko Labs from 
a manual production to an automated one, 
especially in term of initial investment. This is 
double important for a start-up company like 
Leko Labs, that is currently starting the first 
manual production of panels. Furthermore, 
since the assembly line will be an innovation in 
the modular construction industry (thanks to the 
Leko panel technology), dividing into two steps 
the whole implementation, suppliers can 
improve the overall reliability of their solution 
for the second step implementation; 
 The final assembly line, with double assembly 
table, once implemented, will give to Leko Labs 
a very high level of flexibility of production. 
One project can be managed by two different 
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assembly stations (allocating a different kind of 
panel for each tables) or, eventually, also two 
different housing projects can be managed. In 
this way benefit in terms of project delivery can 
be easily achieved. 
6.2 Future Work 
Due to time constraints, this paper, just, has 
covered the part of the project until the 3D design 
and virtual implementation in the Leko’s factory of 
the most suitable automated assembly line. 
The next steps of this project will have to be the 
following: 
 With the outcome of this research, Leko Labs 
can, now, start to contact possible supplier for 
checking the feasibility of assumptions pointed 
out in this paper. Some suitable suppliers have 
been already found out during the Internship; 
 The feasibility of the use of Industrial Robots 
needs to be accurately verified with the selected 
suppliers. In fact, due to the distance from 
robot’s base to assembly table and to the 
technology to implement in the grippers, maybe 
a technology like gantry crane could be more 
appropriate; 
 In this work, cycle time has been calculated 
thanks to the standardization of the panels in 
terms of surface (3x3 m) but still considering the 
same percentage of panel typology, requested 
by the first Leko’s housing project. This method 
has been very useful to get results as much close 
as possible the reality. Unfortunately, since the 
range of Leko panel covers also different 
dimensions and versions with door or windows, 
the obtained production rate can be a bit 
different than the reality. The solution (to be 
used in the future when CAD database of the 
first project will be ready) will be to import all 
the critical parameters of each panel (surface, n° 
of elements, n° of layer and n° of intersections) 
into an XML database and evaluated for each 
panel the necessary cycle time with the same 
approach explained in this paper. In this way a 
more accurate productivity can be processed 
and estimate; 
 Another important aspect, to be considered in 
the future, is the design of each panel, mainly 
concerning the assembly on site. Currently, to 
allow a very easy assembly on site, design of 
some panel is not suitable for an automated 
production and need to be modified. Also, 
possible further optimization (for example 
number of screw in each intersection) can be 
figured out to more decrease cycle time and then 
increase productivity; 
 As final step, an important and effective 
coordination will be required with RPD 
International (supplier for cutting machineries 
and supply chain). Only in this way the final 
implementation will be successful. 
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 Abstract –  
Winding of flexible components always poses a 
special challenge in an industrial context regarding 
automation. Many winding applications have already 
been successfully realized, such as the winding of 
yarns in the wool industry or winding of electric coils. 
Serial kinematics are often the central component in 
an automated winding application. In conventional 
winding applications, the serial kinematics are 
programmed at a constant velocity or with a constant 
motion pattern. The basis for a homogeneous winding 
pattern in the conventional sense is to ensure the 
parameters of the material to be wound. The required 
constant winding velocity for programming can be 
calculated based on the parameters of the product to 
be wound and the knowledge of the parameters of the 
winding cylinder. Rubber seals are often used in the 
automotive industry to seal the chassis and the doors 
of the vehicle. The manufacturing tolerances of these 
rubber seal profiles are high and the geometry is 
complex. This makes the winding application of these 
profiles more challenging and not solvable by 
conventional systems. A homogeneous winding 
pattern characterizes a layer without gaps between 
the individual windings and low compressive forces. 
The development of sensitive winding applications 
facilitates the winding of geometrically complex 
body-side rubber seals even with high manufacturing 
tolerances. A sensitive robot winding application will 
be presented in the frame of this article. The 
cornerstone of this application is a sensitive robot 
KUKA LBR iiwa [1]. The suitability of the latter to 
the sensitive winding application will be proved.  
 
 
 Keywords: sensitive robot, winding application, 
accuracy, standard variance 
 
1.  INTRODUCTION 
Robots are generally used to increase the productivity 
and quality of the production equipment. Robotic 
systems play an important role in production and are used 
in various industries. According to the standard DIN 
8373 [13], a robot consists of the manipulator, which 
generates the movement of the robot, and the controller, 
which provides both the path planning of the 
manipulator, and communication with the environment 
through different interfaces. A robotic system includes, 
in addition to the manipulator, the end effector, with 
additional process specific devices such as sensors or 
process tools to perform the task. Additionally data 
communication interfaces are necessary for 
communication and operation with devices or sensors, as 
far as these peripherals are monitored by the robot 
controller [12]. 
 
With the knowledge of the need for a sensitive winding 
application, the cooperation between the Center for 
Mechatronics and Automation Technology (ZeMA) and 
SaarGummi Technologies International GmbH [2] was 
established. In the context of the project, ZeMA develops 
a new test winder to realize complex winding 
applications for body-side rubber seals as a flexible 
extruded endless product. To accomplish this, a variety 
of parameters must be identified. The classification and 
identification of these process parameters will be done 
for the above mentioned sensitive robot. The latter will 
be used because of its sensitive properties. The sensitive 
capabilities of the robot result from the torque sensor 
measurement at each of its joints. Thereby the force at 
the Tool-Center-Point (TCP) will be determined. The 
robot will be used as a measurement system to detect the 
force on the rubber profile and additionally it is 
employed as an actuator to the closed loop controller, for 
performing the required movement of the rubber profile 
in order to reduce the control deviation. The suitability of 
the sensitive robot as a measurement system to 
implement the sensitive winding application will be 
discussed in this article.  
 
2.  STATE OF THE ART 
In conventional winding applications, known parameters 
such as constant rotation speed, product geometries and 
moving speed provides the basis for automation [3]. With 
the help of these parameters the serial kinematic can be 
programmed to realize a conventional winding 
application.  
In order to develop a sensitive winding system and in the 
frame of the research project, ZeMA works together with 
the company SaarGummi [2]. The latter uses 
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conventional winding application to automatically wind 
the extruded door-side rubber seal (Fig.1, left). The limits 
of the conventional winding process are reached while 
attempting to adapt the conventional process to wind the 
extruded body-side rubber seal (Fig.1, right). The 
problem of winding the extruded body-side rubber seal 
results from its geometrical complexity and high 
tolerances during production. Body-side rubber seal must 
be wound up to ensure shipment to the Original 
Equipment Manufacturers (OEM's) and reduce 
packaging and logistic costs. By using a sensitive 
winding application, the process can be mastered in the 
future. The key aspects of research project are therefore: 
 
 Process development for efficient winding 
 Innovative use of handling technology 
 Design of the end effector for winding the 
endless rubber seal 
 
 
 
 
 
Fig. 1: Cross section of SaarGummi rubber seals 
 
The modularity of the system also represents a further 
goal. Modularity facilitates the ability to react to new 
product variants in the shortest time without enormous 
modification at the level of production equipment. This 
modularity is to be achieved by the ability of the 
reconfiguration of the tool.  
 
With reference to Figure 2, it is important to consider the 
process as a whole. The approach is holistic (see Fig. 2). 
The product is analyzed in the first step, after which the 
process is considered more closely. The information and 
boundary conditions resulting from the product and 
process analysis are elementary for the design and 
development of the production equipment. 
 
 
Fig. 2: Planning approach for the development of sensitive winding 
application at ZeMA 
2.1 INDUSTRIAL WINDING 
The central process element to be mastered is the 
realization of a homogeneous winding pattern. In an 
industrial context winding can be classified in two 
chapters. The first chapter is winding of flexible endless 
products, like e.g. winding of cotton or flat flexible 
endless products, like e.g. paper webs.  
The largest field of application for winding is the 
winding of electric motor coils, described as a subfield of 
assembly technology. The basis for this is DIN 8580 [3]. 
Winding of motor coils can be realized with a variety of 
winding applications, according to the required coil 
geometry.  
Winding of electrical motor coils can be classified in: 
 
 Linear winding 
 Flyer winding 
 Toroidal core winding  
 Needle winding 
 
In linear winding (Fig.3), the continuous bending of the 
wire required to form the coil is achieved by rotating the 
coil former to which the wire is fixed around its axis of 
rotation by a winding spindle. The translatory laying 
movement is carried out by a wire guide which is moved 
by a laying axis parallel to the winding axis.
 
Fig. 3: Process principle of linear winding [3] 
 
The movement of the wire guide is synchronized with the 
rotational movement of the winding spindle at a constant 
moving speed. In layer winding, the direction of the wire 
guide is reversed as soon as one winding layer is 
completely wound and the next layer is wrapped over the 
one underneath [3]. 
 
The general structure of the winding process can be 
broken down in the following form.  
 
Less complex  
door-side rubber seal  
More complex body-side 
rubber seal  
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Fig. 4: General structure of a winding process [3] 
 
The winding process (Fig.4) starts with stockpiling on 
the supply spool. The profile runs through guides and 
deflections to the wire brake.  
The wire brake represents a central element for the 
realization of homogeneous layer formation. With the 
wire brake the profile can be accelerated and braked.  
Maintaining a constant wire tensile force is an essential 
prerequisite for meeting the predefined quality 
requirements for coils and is of critical importance for 
both technological and economic reasons [4][5]. Very 
low wire tensile forces, for example, have a particularly 
negative effect on the winding structure. Faulty patterns 
are primarily loose windings, low filling levels and 
disturbances in the winding pattern [3]. Excessive 
braking forces can cause the profile to tear. The second 
area of application is the active profile feed by 
implementing the wire brake with the aid of a stepper 
motor [8]. The active profile feed is required to insert the 
profile into the clamping opening of the winding coil at 
the beginning of the winding process. The suitability of 
the above mentioned sensitivity for implementing the 
winding task will be discussed in the next chapters. 
 
3.  PROCESS DEVELOPMENT 
 
 
Fig. 5: Structure and components of a sensitive robot system [14] 
 
One part of a sensitive robot system is a safety concept, 
e.g. light barriers, to avoid collision with a human. A 
suitable user concept is necessary to control and manage 
the process. An appropriate measurement concept is 
required to determine and monitor the required process 
parameters, characteristics of quality assurance and 
documentation. The process tool realizes the process-
specific operations, which will be discussed further in the 
next chapter. The manipulator describes the used robot 
system with its special capabilities, such as the torque 
sensors and an additional seventh redundant axis. With 
the help of torque sensors integrated into each joint of the 
robot, the latter is able to determine the 6D force and 
torque vector acting on the TCP coordinate frame. The 
accuracy of the force detection, the workspace and the 
degree of the robot are essential requirements that are 
examined in the frame of this work. The control system 
manages the flow of data and parameters between the 
different elements, e.g. the robot, the winding cylinder 
and the laser line sensor. The configuration describes the 
level of interaction between human and robot in the 
winding process. In an autarkic operation, simultaneous 
processing by humans and robots is made possible by 
spatial separation. This is ensured by a local separation 
of the used workspaces. In the synchronized mode of 
procedure, the workstation is divided by temporal 
separation. Only one interaction partner can function in 
the common used space. A cooperative operation is 
segmented with an active and a passive interaction 
partner. With the removal of the temporal and spatial 
separation of tasks for humans and robots, a smooth 
transition from cooperation to collaboration is created, 
where humans and robots are actively working together 
on common tasks. While the robot should perform the 
winding process autonomously, is classified as an 
autarkic configuration. Anyways, the integration of a 
Human-Robot-Cooperation certified robot allows 
cooperative scenarios in the future. Figure 6 describes the 
general structure of a sensitive robot system for 
implementing a sensitive winding application.  
 
3.1 WINDING TOOL 
All components of the general structure of the winding 
process are to be realized at the SaarGummi 
demonstrator that is build up at ZeMA (Fig.6).  
 
 
Fig. 6: Setup of the SaarGummi demonstrator 
 
At capital letter A the stockpiling on the supply spool 
takes place (Fig. 6). The profile is inserted into the 
winding tool. At capital letter C (Fig. 6) the profile is 
wound on the winding cylinder in a linear way, derived 
from the linear winding shown in Figure 3. 
The tool (Fig.7) contains all components to realize the 
winding on the winding cylinder, such as the wire brake, 
A B 
C 
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the guides and deflections, as well as the compensation 
element.  
 
 
Fig. 7: Structure and components of the manipulator - Layer 
measurement 
Two step motors are flange mounted, one for the active 
infeed, the acceleration and brake of the profile as an 
active element, the second motor, to adjust the clamping 
forces at the profile. The clamping force generates a 
prestress (Fig. 8) and the prestress describes a tensile 
force against the flow direction of the rubber seal. 
 
 
Fig. 8: Developing of pre-stress 
 
A laser line sensor detects the topography of the different 
layers (Fig. 9), monitors the quality parameters and 
calibrates the winding cylinder with respect to the robot 
base coordinate frame. The quality parameters are the 
gaps between two rubber profiles and the topography of 
the different layers. A homogenous winding layout 
describes the central quality aspect of the process.  
 
 
Fig. 9: Rubber seal detection 
 
3.2 WORKSPACE ANALYSIS 
The workspace analysis (Fig.10) serves as a feasibility 
study of the winding process. Before the application can 
be planned and implemented, the robot workspace must 
be analyzed with reference to the process workspace. 
Issues such as collision risks must be considered as well 
as the intersection between the robot and the process 
workspace.  
 
 
 
Fig. 10: Workspace analysis 
 
Figure 10 clearly shows the overlapping space between 
robot and winding element. It should be noted that the 
entire process workspace is located in the robot 
workspace of the KUKA LBR iiwa 14 R820. Thus, no 
linear axis is needed to extend the working space of the 
robot. 
 
4. IMPLEMENTATION STRATEGY 
The determination of the correct process parameters 
depends on a clearly structured procedure. Figure 11 
describes the flowchart of the measurement process 
strategy.  
The rubber seal must be inserted in a hole in the winding 
cylinder. This hole is determined with the help of the 
laser line sensor. The rubber profile will be threaded into 
the winding cylinder by the tool via the active element by 
the step motor. After completion of the measurement 
process the developed strategy of proceeding the winding 
process can be implemented. Figure 12 shows the 
development of the winding process. 
 
 
Fig. 11: Measurement process 
The measurement of the tool provides the kinematic and 
dynamic parameters. The above mentioned sensitivity of 
the robot can determine the dynamic parameters with the 
help of its torque sensors after implementing different 
motions around its local axis. Thus, the position of the 
center of gravity of the tool with respect to the robot 
flange will be determined. A method is developed at 
ZeMA to determine the dynamic parameter of the tool in 
the static state in order to improve the accuracy of the 
identified parameters. This will be published in future 
works. The position of the TCP of a robot tool is 
calibrated using the 4-point method [10], where the TCP 
is moved to meet predefined positions four times with 
different orientations. 
The calibration of the laser line sensor offers information 
about the position and orientation of the sensor frame 
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with respect to the robot flange frame. This is done by 
using the method developed at ZeMA [7].  
The winding cylinder can be measured by using the laser 
line sensor, after detecting a minimum of three points at 
the periphery of the winding cylinder. A higher number 
of measured points can increase the accuracy of the 
measurement and a best fit method is essential to find the 
position and orientation of the winding cylinder 
coordinate frame with respect to the coordinate frame of 
the robot base.  
 
 
Fig. 12: Development of the winding process 
 
In order to identify the existing process parameters, such 
as forces, poses and torques, these parameters are saved 
during a manual winding application, where the robot 
TCP is adjusted manually during the rotation of the 
winding cylinder. The robot is controlled by the user via 
the robots’ SmartPad. 
The captured parameters are analyzed in order to identify 
the process parameters (Fig. 12). The discretization of the 
winding sector provides the possibility of modelling the 
different winding layers and identifying their process 
parameters. 
Based on this data, the process parameters can be 
determined, and the robot can be programmed to the 
desired switching conditions. The accuracy of the robot 
for detection of the desired forces is studied.  
The automated winding process is then implemented and 
followed by process monitoring. For this purpose, the 
individual winding layers are measured by means of the 
laser line sensor to determine possible defects of the 
winding layers. This covers the process monitoring and 
documentation module. 
5.  VALIDATION   
As a result of the manual winding test the absolute 
detected process force is in the range of 3 N. The detected 
force is measured in minus Y-direction of the robot 
flange frame.  
The central element of the analysis was the simulation of 
horizontal forces. The response force (FResp.) of 3 N is set 
as the target value at which the robot executes a 
movement task as soon as the force value is reached. 
Figure 13 shows a model of the used measurement 
scenario.  
 
Fig. 13: Measurement scenario 
An adaptive mass is applied to the robot by means of a 
deflection roller, which is attached to the frame of the 
winding cylinder. The deflection roller is positioned in 
such a way that the mass introduces a constant load via 
gravity in –Y-direction of the flange coordinate system. 
To apply a force of 3 N (Fig. 14) in the Y-direction, a 
mass of 0.306 kg multiplied by the gravity of 9,81 m/s² 
must be attached. 
 
 
Fig. 14: Direction and amount of simulated load 
 
During the measuring process, the applied forces are 
measured and saved over a period of several seconds. 
This measurement cycle is repeated several times. 
 
 
Fig. 15: Measured values per cycle 
 
Figure 15 shows the force over time. The upper graph 
describes the load curve with no additional mass and the 
lower graph the load curve with an additional mass of 
2.96 N.  
 
The inaccuracy of the measured values is the result of the 
manipulator's geometric errors and the torque sensors' 
measurement accuracy of the above mentioned sensitive 
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robot. When comparing the mean values, between the 
measurement with and without additive load, the external 
force would be determined. The dispersion of the 
measured value is the major value to be studied.  
The statement about the accuracy becomes more 
representative if the calculation takes place over the 
thirty measuring cycles (Fig.16). 
 
 
Fig. 16: Mean values of the several measuring cycles over  
number of measured values  
 
The mean values form the calculation basis for the 
accuracy analysis.  
The accuracy (ACC) is calculated from: 
 
𝐴𝐶𝐶 = |(𝑆𝑒𝑡 𝑣𝑎𝑙𝑢𝑒 − 𝑀𝑒𝑎𝑛)| 
 
With:  
𝑆𝑒𝑡 𝑣𝑎𝑙𝑢𝑒 = 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 𝑛𝑜𝑚𝑖𝑛𝑎𝑙 𝑣𝑎𝑙𝑢𝑒 = −2.963 𝑁 
𝑀𝑒𝑎𝑛 = 𝑚𝑒𝑎𝑛 𝑜𝑓 𝑡ℎ𝑒 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑚𝑒𝑎𝑛 𝑣𝑎𝑙𝑢𝑒𝑠
= −2.477 𝑁 
 
The accuracy of detecting the force is 0.486 N. In the 
practice the deviation of the measured value from the set 
value can be eliminated by programming a fixed offset. 
  
In addition to the accuracy analysis, the calculation of the 
standard variance provides a more relevant value for the 
process. The standard variance describes, as a value, how 
far the robot is able to detect the load. In the graph it is to 
be understood as noise around the measured mean value. 
The standard variance (𝜎𝑔) is calculated from [11]: 
 
?̂? = √
1
𝑛
∑(𝑥𝑖 − ?̅?𝑖)²
𝑛
𝑖=1
 
 
With: 
𝑛 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑣𝑎𝑙𝑢𝑒𝑠 
𝑥𝑖 = 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 
?̅?𝑖 = 𝑚𝑒𝑎𝑛 𝑜𝑓 𝑡ℎ𝑒 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑣𝑎𝑙𝑢𝑒𝑠 = −2.477𝑁 
 
Derived from the measurement values shown in Figure 
16, the standard variance can be calculated according to 
the above mentioned equation as 0.104 N. 
The robot is force-controlled, which means that a 
tolerance field must be defined within the control value 
must lie. The force field shown in Figure 17 is defined as 
the tolerance range. This means that the robot moves in 
the negative Y-direction when the measured forced on 
TCP is smaller than -4 N and moves in the positive Y-
direction when it’s higher than -2 N. If the measured 
value is between -2 and -4 N the robot stays on its static 
state. 
 
 
Fig. 17: Tolerance range of the control 
 
The tolerance width is defined with a value of 2 N in 
relation to its desired of 3 N. This results in a control 
value of 3 ± 1 N.  The standard variance is 0.1 N and is 
much smaller than the predefined tolerance. On the other 
side the pose-accuracy and repeatability of the robot are 
essential by measuring the winding cylinder. The pose 
accuracy of the sensitive robot lies in the millimeter 
range and its repeatability is in the tenth of a millimeter 
range and is therefore sufficiently accurate [12]. The 
smallest movement increment of the robot lies in the 
tenth of a millimeter range in order to adjust the air gap 
between two rubber profiles to the appropriate 
dimension. 
 
6.  SUMMERY AND OUTLOOK  
With its integrated torque sensors, the above mentioned 
sensitive robot can detect the process-specific loads and 
forces and perform the desired operation via an 
implemented force control system. The dispersion of the 
measured force values (0.1 N) by the robot is in the range 
of ± 0.1 N with a desired load of 3 N. A comparison 
between the required tolerance (± 1 N) and the standard 
variance (± 0.1 N) shows that the above mentioned 
sensitive robot is suitable for winding task.  
 
Implementation of the measurement technology via the 
laser line sensor is one of the further fields of 
investigation (Fig. 18). The next steps will be to 
implement layer detection and document it throughout 
the entire winding process. Afterwards, the data should 
be evaluated in order to be able to make a statement about 
the quality of the individual layers. Concretely, how 
homogeneous the air gap between the individual layers 
(Fig.9) 
 
Tolerance range of the cascade control
-4N -2N
 2𝑁
−3𝑁 1N
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Fig. 18: Detected rubber seal geometry using a laser triangulation 
sensor 
 
The parameters that are responsible for the executed 
compressive force for each individual layer must also be 
detected. Each individual layer must be examined and its 
relevant parameters must be identified. Currently, the 
winding of the first layer is done. Considerations based 
on the use of a Fuji film [6] (Fig.19) will be implemented 
to validate the results in more detail. The latter makes it 
possible to use an imaging method for compressive force 
detection, which is strongly related to the prestress of the 
rubber seal (Fig.8). 
 
 
Fig. 19: Fuji-Film – Imaging method for visualization of forces [9] 
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 
Abstract—Virtual assistants such as Alexa, Siri, Cortana and 
Google Assistant increasingly find ways to enter our homes and 
everyday lives, where they serve as powerful human-machine 
interfaces to control devices through natural language. In this 
work, we explore the use of virtual assistants to control single 
components within an intelligent industrial robot assistant 
system for disassembly applications. Following a short 
introduction and an overview of commercially available virtual 
assistants, we present our system architecture, which integrates 
Amazon's Alexa through an Echo Dot device. Utilizing the Alexa 
Skill Kit, we build a voice user interface that contains dialogs to 
control various device functions and assistive system behaviors. 
By connecting Alexa Voice Service with Amazon’s Lambda and 
IoT web services, we can parametrize machine commands 
depending on the user's voice input and, through a Raspberry Pi, 
which routes messages between the internet and decoupled 
machine network, send them to the devices within the intelligent 
robot assistance system. With the reversed communication flow, 
we can update and store the current state of the devices in the 
Amazon Web Services IoT Shadow. Utilizing the IoT Shadow, we 
are able to inform the user upon request about the current state 
of the devices by synthesize speech with the Alexa Voice Services 
and vocalize it through the Echo Dot. One implemented assistive 
system behavior and the related dialog to activate the behavior is 
further explained in this work. In the conclusion, we address our 
gathered positive and negative experience to date. 
I. INTRODUCTION 
With recent progress in building intelligent robotic assistant 
systems [1] that cooperate or collaborate with humans in non-
destructive disassembly processes, we encounter the problem 
of human-machine communication. In assistive robotic 
systems, communication is necessary to coordinate the actions 
of man and machine [2]. Coordination means (not exclusive) 
to define a common goal, assign tasks and actions as well as 
to synchronize them. From our performed experiments [3], we 
know that a graphical user interface with keyboard and mouse 
leads to flow-breaking, human-robot communication and, 
through that, to an insufficient human-robot interaction. To 
improve the human-robot communication, we have sought 
other communication modalities. Using a sensitive robot 
equipped with torque sensors on each axis, we can create a 
haptic communication interface, which can detect forces 
applied to the robot structure, such as a person pushing or 
pulling at its flange. This interface is currently used to 
synchronize the actions of man and machine. For example, 
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while the user is executing his actions, the robot is waiting 
until the user pushes against the robot arm with the intention 
to confirm that the actions have been executed. Upon 
confirmation, the robot can begin to perform its actions. Since 
this approach is not always feasible, for example, when the 
robot structure is out of range of the user’s arm, and the haptic 
information throughput is very limited, we engage alternative 
communication modalities such as natural language. In first 
experiments, an interface based on the .NET Speech 
Reconnection Library was used; tests revealed low speech 
recognition quality, especially in noisy environments. An 
alternative approach, the use of a virtual assistant (VA) as a 
voice user interface (VUI), was proposed, further investigated 
and implemented as a prototype. The technical 
implementation and first results are contend of this paper.  
The further structure of this work is as follows: Chapter II 
defines a VA and provides a brief overview of commercially 
available VAs. Subsequently, Chapter III introduces the 
software architecture and explains the information flow 
through the single components. Thereafter, in Chapter IV we 
demonstrate the design of the dialogs upon the concrete 
assistive behaviors that we implemented. In conclusion, our 
experience is summarized in Chapter V. 
II. COMMERCIALLY AVAILABLE VIRTUAL ASSISTANTS 
VAs are described as the following: 
 
A virtual assistant (VA) is a conversational, computer-
generated character that simulates a conversation to deliver 
voice- or text-based information to a user via a Web, kiosk or 
mobile interface. A VA incorporates natural-language 
processing, dialogue control, domain knowledge and a visual 
appearance that changes according to the content and 
context of the dialogue.[4] 
 
One of the first commercial VAs was Siri (Apple), which 
was released in 2011 and is preinstalled on all Apple 
smartphones. Other widely used assistants are Google 
Assistant, Amazon Alexa and Microsoft Cortana. These come 
preinstalled on a set of different devices: Cortana with the 
Windows operating system, Google Assistant on Android 
smartphones and Amazon Alexa with smart speakers.  
The primary objective of a VA is to simplify human-computer 
communication and make human-device interaction more 
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intuitive. All described VAs function similarly. When a 
request is performed on an assistant, it is packed as an audio 
file and sent to a server, where sophisticated algorithms for 
speech recognition and natural language understanding are 
embedded. The servers analyze the input and compute the 
probabilities that the input matches to each of the defined 
dialogs (i.e., utterances and words). Using a probability 
threshold, a decision of one correspondence is made and the 
defined related actions occur.  
To control a device through a VA, three steps must be 
performed. First, the VUI with the objective’s related dialogs 
(e.g., voice commands) must be created. The second step is to 
connect the device with the VA. In the last step, to control the 
device, the various user voice commands must be mapped to 
device actions. These three steps are performed in the system 
architecture as explained below. 
III. SOFTWARE AND SYSTEM ARCHITECTURE 
A. Architecture Overview 
Within our application, we use Amazon Alexa embedded in 
the Amazon Echo Dot device. As mentioned above, the Echo 
Dot requires an active internet connection to connect to the 
Alexa Voice Service (AVS) [5] running on the Amazon Web 
Services (AWS) [6] ecosystem, shown in Figure 1. Within the 
AWS ecosystem, we further connect the AVS with the 
Amazon Lambda service (ALS) [7] and the ALS with 
Amazon’s Internet of Things (IoT) [8] service. Furthermore, a 
microcomputer (Raspberry Pi) is used to route messages from 
the IoT cloud to a local network. Through the local network, 
the single devices of the intelligent robotic assistance system 
can be accessed to control or update the devices’ state in the 
cloud.   
Based on the information flow shown in Figure 1, we 
describe the various subjects in further detail.  
 
B. Alexa Voice Service 
The AVS combines several functionalities. First, it allows 
the user to develop, build, test and publish applications, called 
Alexa skills, by using the Alexa Skill Kit Developer (SDK) 
Console, a browser-based interface that is used to define the 
VUI of an Alexa skill. In the VUI, we define the voice 
commands (intents), and each intent is defined through 
different sentences (utterances), which activate the intents 
when spoken (i.e., the voice command is recognized). 
Furthermore, an utterance can contain placeholders for 
variables, called slots. Within a slot, we can define a fixed set 
of values that the variable can assume. We further explain the 
design of such skills in Chapter IV. The second purpose of the 
AVS is the functionality for speech recognition and natural 
language understanding, as well as access to these capabilities 
through APIs (i.e., the Alexa Skill Kit SDK). Based on the 
SDK, we developed a program to define the further actions 
that should occur when a specific intent is recognized. The 
developed program is written in Node.js and runs entirely 
within the cloud-based ALS.  
 
 Figure 1: Architecture overview 
 
C. Amazon’s Lambda Service 
The ALS is a serverless data processing service. This type 
of service dynamically adapts to the server workload by 
(de )allocating more of a server’s machine resources. This 
increases the scalability of the service regardless of the number 
of Alexa devices that send requests to the Alexa skill; the AWS 
cloud automatically scales performance, ensuring that the 
service is always reachable. Within the program, we run on the 
ALS, and we respond to user voice commands recognized by 
AVS. In the program, each intent is assigned to a machine 
command whose parameters are the slot variables. To send the 
machine command to the device, we use another service within 
AWS, the IoT service.  
D. Amazon’s Internet of Things Service 
The IoT service allows for the integration of devices, so 
called IoT-things, with the AWS ecosystem. Amazon’s IoT 
Device Management makes it possible to securely deploy, 
organize and monitor thousands of IoT devices. We use a 
Raspberry Pi as an IoT-thing to connect our system with the 
AWS. The Raspberry Pi is a single-board computer, developed 
by the British Raspberry Pi Foundation [9], which is a nearly 
complete computer the size of a credit card. In our work, we 
use the Raspbian operation system, a Debian-Linux 
distribution specially prepared and configured for the 
Raspberry Pi. Amazon provides an IoT device SDK for the 
Raspberry Pi that is necessary to communicate with the IoT. 
The Raspberry Pi runs a Node-Red [10] service, which is a 
programming tool that is used to wire together hardware 
devices, APIs and online services. It provides a browser-based 
flow editor to define the flow and manipulation of information 
between nodes (see Figure 2). With the IoT device SDK, 
custom nodes are implemented in Node-Red to use AWS. 
Through an encrypted virtual private network, we then send 
messages (using the MQTT protocol [11]) from the IoT service 
to our Node-Red service on the Raspberry Pi. Within Node-
Red, we re-route the messages to the local network and the 
corresponding devices. Furthermore, we send messages about 
the system state back to the IoT service. The system state 
messages communicate the state of the devices and check 
whether the devices are connected. The state of the system is 
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stored in the IoT service (within the so-called shadow) and 
called by the code in the ALS if the user requests the system 
state. 
 
Figure 2: A Node-Red flow with two MQTT subscriber 
nodes (left) connected to Amazon's IoT service, two 
MQTT publisher nodes (lower right) connected with the 
DCAs via the local network MQTT broker and one debug 
node that logs all messages 
 
E. The Intelligent Industrial Robot Assistant System 
We choose a distributed and multi-agent-based system 
design to establish our intelligent assistant system. Our system 
contains two types of agents: the device controlling agents 
(DCA) and an intelligent disassembly assistant agent (IDAA), 
shown in Figure 3. Within this architecture, we combine 
decentralized and centralized control approaches. Through the 
decentralized approach, each DCA can control another agent, 
and vice versa. The centralized control, through the IDAA, is 
necessary to coordinate and synchronize the actions of man 
and machine. As the name suggests, a DCA is a software that 
controls a device. Therefore, the DCA provides the device-
specific communication and a unified communication 
interface, which is, in our case, the MQTT communication 
protocol. Depending on the controlled device and its purpose, 
we conduct further computation within the program.  
In our application, one DCA controls an electric actuated 
two-finger gripper. Incoming machine commands from the 
unified communication interface are translated into the device 
commands and executed through the device-specific 
communication, shown in Figure 4. Simultaneously, the DCA 
monitors the gripper state (e.g., whether the gripper is open or 
closed) and publishes state changes on the unified 
communication interface. 
 Another DCA in our application controls an industrial 
robot (Kuka iiwa). This DCA receives commands via the 
unified commination interface and routes them through a 
TCP/IP connection to a robot program running on the robot 
controller. On the robot controller, a background-thread is 
listening for command messages on the in-going TCP/IP 
socket. 
Kuka iiwa
DCA*
Robotiq 
gripper DCA*
Vaccum 
gripper
DCA*
Cordless 
screwdriver
DCA*
Intelligent 
Boxes
DCA* Alexa Echo Dot
DCA*
Microsoft 
Kinect
DCA*
Intelligent
 Disassembly
 Assistant
 Agent (IDAA)
Intelligent 
Tooltrays
DCA*
*Device Controlling Agent  Figure 3: The multi-agent system design 
 
When a command message is received, the corresponding 
subprogram is executed in the main robot program. While 
executing a subprogram, we change the robot state 
accordingly. Through robot state changes, we transmit the new 
state through the second TCP/IP connection back to the DCA 
and publish the state on the unified communication interface. 
Robot (Sunrice) Controller
Robot Program
Kuka iiwa
EtherCat
Ethernet
Ethernet
Gripper DCAKuka iiwa DCA
IDAA
TCP/IP
Robotiq 
Gripper
MQTT Broker
TCP/IP
USB/RS485
MODBUS RTU
MQTT MQTT
MQTT
Router
Control 
PC
Raspberry PI 3
Ethernet
Internet 
Alexa 
Echo Dot
Internet
MQTT
 Figure 4: The technical implementation of the intelligent 
industrial robot assistant system (only the related gripper 
and robot DCAs are shown) 
 
The second agent type is the IDAA, which creates a fluent 
and goal-orientated human-machine interaction that 
coordinates, controls and synchronizes the actions of the 
DCAs with human activities. The IDAA is capable of 
automatically determining the sequence of disassembly tasks 
upon a given goal description and a model of the product 
structure. Furthermore, the system provides different task-
specific designed process models, which include different 
2nd Robotix-Academy Conference for Industrial Robotics (RACIR) 2018, University of Luxembourg, Luxembourg, 04-05 June 2018 
 
38 
 
workflows. A workflow defines a specific distribution of labor 
between man and machine to complete a task. Upon the user-
selected workflow and the current situation, the system can 
determine the necessary sequence of actions to perform the 
task as well as synchronize the action execution between the 
user and devices. Connecting the IDAA with the VUI is our 
next objective.  
IV. THE VOICE USER INTERFACE 
Within an interdisciplinary team, composed of computer 
scientists and experts from the field, the VUI was designed, 
implemented and tested. To structure the project, we relied on 
the design thinking process and focused on six tasks that the 
VUI should implement, shown in Table 1. 
 
Table 1: Tasks for the VUI 
1. Move the robot to its home position. 
2. Move the robot to a position with a specific name.  
3. Activate a specific waiting-mode on the robot.
4. Open and close the gripper. 
5. The robot hands over a wrench of a certain size. 
6. Get the current state of the assistance system. 
 
For each of the six tasks, we designed intents with the 
browser-based AVS editor. Here, we explain the creation of 
one intent in more detail, describing the task of the robot 
handing over a user-requested wrench of a certain size. We 
named the intent HandWrench and defined the utterances from 
Table 2 to provide different sentences to recognize the related 
intent. If an utterance is recognized, the corresponding intent 
is activated. It is crucial to carefully consider what these 
utterances should be, since the VUI can only be used 
convincingly and intuitively if the sentences are well chosen 
and enough variants have been deposited. 
 
Table 2: Utterances for the HandWrench intent 
Give me the wrench, please. 
Hand me the wrench. 
Please hand me over the wrench size {wrenchSize}. 
Give the wrench {wrenchSize}. 
Give me the wrench size {wrechSize}. 
 
Within some utterances in Table 2, the curly brackets ({ }) 
denote a slot. Within the slots, we can define the variable 
wrenchSize, which can assume different values. In our case, 
the wrenchSize variable can assume an integer value between 
6 and 19, according to the available wrench sizes in our 
application. Because the wrench size is relevant information 
for executing the action, we define in the VUI intent that the 
wrenchSize value must be recognized. 
The dialog shown in Figure 5 further explains the VUI. 
First, Alexa must be activated by means of a hot word: in this 
case, “Hey Alexa,” (Step 1 in Figure 5). The selection of the 
skill follows (Step 2); our skill name is “robot.” Next, the 
appropriate skill is started, and the user is greeted with the 
welcome message (Step 3). Subsequently, an intent can be 
executed; therefore, an utterance from the corresponding 
intent must be spoken (Step 4). Steps 1, 2 and 4 can also occur 
in one sentence, such as “Hey Alexa, ask Robot to give me the 
wrench.” Note that at this time, the necessary variable 
wrenchSize is not defined. This possibility is intercepted 
within our program running in the ALS. If the variable is not 
defined, we ask the user to specify the variable (Step 5). If the 
variable is set by the user (Step 6), the intent is completed 
(Step 7).  
In our Lambda function, we now build up a command 
string, such as “HandWrench,Size12,” and send this over the 
IoT service to our Node-Red service running on the Raspberry 
Pi. Within Node-Red, we re-route the message to the 
corresponding DCA.   
 
 Figure 5: The complete dialog for starting our Alexa skill 
“robot” and the intent in which the robot hands over a 
wrench with a specific size 
 
In this case, the corresponding DCA controls the robot and the 
corresponding robot subprogram HandWrench is executed. 
First, the robot commands the gripper DCA to move its fingers 
to a predefined position (to be open for the grasp action). 
Then, the robot moves first above and then exactly to the 
corresponding location of the size 12 wrench in the tool tray. 
Because the location of the wrench is fixed to the tool tray 
reference coordinate system, we must only teach the robot 
each wrench size’s position in the tool tray reference system 
once. If the tool tray is moved to a certain position, we must 
only determine the transformation from the robot reference 
system to the tool tray reference system. If the robot stands at 
the grasp position, the gripper DCA receives a command to 
grasp the wrench. Then, the robot re-tracks and moves to a 
predefined wrench handover position. At the handover 
position, the robot is waiting for a force applied to the robot 
structure. When the user pulls on the wrench, the robot 
recognizes the force and sends an “open” command to the 
gripper DCA. A video of this assistive behavior can be found 
in the “project of the month” video [12]. 
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V. CONCLUSION 
With the help of AVS, we were able to create a VUI with 
little effort; further, the voice recognition has proven its 
robustness, even in noisy environments. However, at some 
point of noisiness, the smart speakers will reach their limit and 
the use of headsets will be necessary. We have determined 
how useful this communication modality is in everyday (lab) 
work, and as human-robot communication and interaction 
become more natural, public visitors are increasingly likely to 
interact with the system. Further, we observe that visitors with 
industrial backgrounds enter deep thought after the 
demonstration and return with at least one possible application 
within their production. This suggests that applications exist 
in industrial environments. Getting a VUI into production was 
not feasible because industrial robots were not safe. But, with 
today’s (possibly) safe cobots (collaborative robots), this 
becomes feasible. However, disadvantages also exist. 
Sometimes Alexa misinterprets a sentence and begins 
unrelated speech, sometimes without any user request. This 
resembles speaking to a person on the phone. Without visual 
contact, a communication partner cannot always anticipate the 
cessation of speech and begins talking prematurely. Other 
disadvantages include that a steady internet connection to 
AWS is necessary and that the design of more complex dialogs 
is not yet supported.  
With the usage of the ALS, we can run our code completely 
in the cloud and do not need to operate a dedicated server. 
However, developers must acknowledge the short lifespan of 
a Lambda function and that data cannot be stored in this 
service. The Alexa Skill Kit SDK used in our code greatly 
supports and leads to a moderate programming effort for our 
skill. However, debugging of such applications requires more 
effort than usual. 
The usage of Amazon’s IoT service, especially the 
configuration and management of the connected devices, was 
the most time-consuming part of our work, but though the 
sophisticated rights and device management, we have a secure 
encrypted virtual private network to communicate with our 
Raspberry Pi. The only identified drawback is that the MQTT 
quality of service Level 2 is not supported; it is not possible to 
ensure that a message is delivered or received exactly once. 
Thus, it is possible that a device receives an action command 
multiple times if no further checks are implemented.  
Further work will be related to connecting the voice 
interface with the IDAA to the control task as well as action 
specification, assignment, execution and synchronization. 
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Abstract—Human-Robot-Interaction technologies in industry
4.0 and modern manufacturing are more and more growing.
Using off-line robot programming methods such as Augmented
Reality (AR) could gain time and money as well as improve
programming and repair tasks. This paper is a study of the use
of AR in smart factories.
Index Terms—Augmented reality, robotics, Industry 4.0
I. INTRODUCTION
Nowadays, the industrial landscape is being transformed its
fourth revolution thanks to the rise of the internet of things,
collaborative/autonomous robots, cyber-physical systems, in-
ternet of services,... This transformation also known as the
Industry 4.0 is the new area where the internet of things inter-
connects with cyber-physical systems. It makes a mixture of
software, sensor, processor and communication technologies
plays a huge role in making objects able to feed information
into the network and eventually adds value to manufacturing
processes. Industry 4.0 ultimately aims to construct an open
and smart manufacturing platform for industrial-networked
information applications based on a range of technologies cited
in the Figure [1]. This concept is best described as ”smart
factory” which aims to merge virtual and real worlds together
[2].
Industrial robots play an important role in the Industry 4.0.
They have been involved considerably in the last decades.
They are becoming more collaborative, productive, flexible,
safer, and versatile and they have a huge capability to interact
with each other and work safely side by side with humans.
Programming industrial robots in large manufacturing as well
as small and medium sized enterprises needs months of work
[3]. Thus, a new method of programming industrial robots that
came out with this revolution is Augmented Reality. AR is a
way of overlaying digital information onto a picture or a video
and has been used in industrial contexts for more than 20 years
[4], e.g. it can be used only for visualization of information or
even for interaction. With the last few years, AR was involved
widely in different fields and activities.
Fig. 1. Technologies related to industry 4.0 [1].
Notably, it is being involved in education by enhancing
the student’s motivation to learn [5] and training teachers to
become more effective [6]. It also boosts the digitization of
the health-care industry in order to make people aware of the
disease or to assists doctors in surgical telementoring [7][8].
II. TRADITIONAL ROBOT PROGRAMMING METHODS
Programming an industrial robot could be by using one of
two approaches: either an on-line or an off-line programming
method [9].
A. Online programming
Online programming is allowing the execution of the move-
ments on the real robot at the same time of the simulation.
1) Teach-pendant:
A teach pendant is a control box for programming the motions
of a robot. It is used to teach the robot specific points, locations
and path sequences when it is set to teaching mode. Teach
pendants are typically hand-held devices and may be wired or
wireless.
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Fig. 2. Different teach pendants.
This method is suited for point to point control applications
and the trajectories are determined only by the controller.
Although it has a lot of limits: it is not practical for all kind
of robots, high accuracy, straight-line movements as well as
some geometrical trajectories are difficult to achieve and it
is also difficult to connect with external devices, sensors or
other machines. Furthermore, it is time consuming because
during the programming process the robot cannot be used for
production activities.
2) Programming by demonstration:
Programming by Demonstration (PbD), known also as ”imita-
tion learning”, is a recent Online robot programming method
where the robot can learn new skills from human guidance.
This method enables non-experts to teach robots without any
professional background in software programming [10].
Fig. 3. Programming by demonstration.
It is easy to teach a robot by PbD but in a limit way. It is
still difficult to use it to teach a robot complex collaborative
tasks. In addition, that may not be that easy since teaching
robots could be time consuming job.
B. Offline programming
Offline programming or simulation is based on designing
the robot’s movement by using dedicated programming and
simulation software. It aims to ensure that advanced control
algorithms are operating correctly before moving them onto
a real robot [11]. Offline programming can operate complex
tasks and connect the robot with external sensors and other
machines. It also reduces the downtime of the robot but it
take long time to develop the simulation and test it on the
robot.
III. USAGE OF AUGMENTED REALITY IN INDUSTRY
Augmented Reality (AR) is the integration of virtual objects
in the real world. Therefore, AR enhances the user experience
by integrating virtual and real objects in the same space [12].
Professor Paul Milgrams was the first who introduced the
notion of the reality-virtuality more than two decades ago.
Mixed Reality Continuum, shown in the Figure below, is
a one-dimensional array from the Real Environment to the
Virtual Environment [13]. However this can be extended along
a second dimension.
Fig. 4. Milgrams Mixed Reality Continuum [13].
Then in the year 1994, Mann [14] constructed, as a com-
pliment of Milgrams Mixed Reality, the concept of Mediated
Reality presented in the Figure 4 for filtering or modifying the
view of the real world, rather than just adding to it was done
with Augmented Reality.
Fig. 5. Manns Mediated Reality [14].
All along the appearance of industry 4.0, digitalization
and smart factories, many manufacturers start exploring the
benefits that augmented reality can offer in a smart industrial
environment. The Figure below illustrates the activities where
AR is being implemented. These are: maintenance, visual-
ization, assistance and robot programming. Nevertheless, the
frequency of this usage varies from one activity to another.
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Fig. 6. General overview of the usage of AR in Industry 4.0.
A. Maintenance
Maintenance counts around 60 to 70 % of the core activity
in the production life-cycle [15]. Several research projects as
well as industries are using AR as an enabling technology for
dealing with the increasingly complex maintenance procedures
and applications.
Unexpected machine breakdown could be time-consuming
and this can directly influence the productivity. Riccardo
Palmarini [16] distinguished in his systematic literature review
of AR in maintenance applications the main fields showed in
Figure 7.
Figure 7 represents the fields of application for maintenance
where AR is implemented throughout 30 studies. Dini also
came with the same results in [17]. He said that the aviation,
automotive and industrial plant are the most fields that used
AR in maintenance.
The mechanical field is the highest area of application
as mentioned in Figure 7 and it includes the maintenance
activities in different sectors such as aviation, automotive
and military... In the same Systemmatic Literature Review
(SLR), Palmarini has mentioned also the percentage of the
maintenance operations which are: 33% of disassemly and
assembly operations, 26% repair activities, 26% inspection and
diagnosis and 15% training operations.
Fig. 7. Fields of application of AR for maintenance reported by Riccardo
Palmarini [16].
Azuma [18] said that 3D animated models help much
more in assembly operations then using only traditional user
manuals. Webel [19] defined training as the process that aims
to transfer maintenance skills to technicians. He developed
a novel method for multimodal AR-based training of mainte-
nance skills. In aerospace industry, De Crescenzio et al. proved
in [20] how much maintenance tasks could be improved by
using AR. Mourtzis [21] proposed a Product-Service System
PSS platform for tele-maintenance support using AR. This
platform enables technicians and manufacturer experts to
communicate maintenance instructions and exchange data and
feedback reports. Figure 8 details the proposed architecture of
this solution. It is composed by three steps that are executed
every time. These are: (i) malfunction report composition,
(ii) diagnosis and AR maintenance instruction generation and
(iii) maintenance and evaluation. First, the system registers a
report of the set of features for a scheduled maintenance or
unexpected malfunction and then sends it to the maintenance
support provider. After reviewing the report, he creates an
enhanced failure report containing a cloud-based feedback
mechanism to be sent to the manufacturer in short time. If
needed, the expert assists the technicians by giving them AR
instructions. The hardware design of their system uses three
main devices: a set of optical see-through AR goggles [22], a
laptop and a mobile device [23].
Fig. 8. Architecture of the developed solution proposed by Mourtzis [21].
For a hand-free vision system, they use as an AR goggles
the Vuzix Star 1200XL device. The computer is the element
responsible for executing the AR application and the com-
munication handler. The third element is the mobile device
that consider the interface of communication between the op-
erator and the AR application. This PSS maintenance service
was implemented and tested as an AR remote maintenance
platform. It proved the increase in efficiency of the procedure
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and the automation level by reducing the expertise required
and actions to create the service sequence instructions which
can be effortlessly perceived by less experienced technicians
assisted by this platform. As a conclusion, this approach
successfully helps to reduce the required maintenance time
and cost. Another efficient AR maintenance approach was
proposed in [24]. Lofvendah works together with ABB [25]
to build a Windows tablet application that visualizes an ABB
industrial robots SafeMove [26] coordinates using AR. It is
designed to be able to help maintenance engineers as well as
helping them verify that the SafeMove settings are correctly
adjusted. First, the user enters the coordinates in SafeMove
that will create an area and then create a virtual model of it.
Then, they need to track the robot in order to place the virtual
model of the safety zone. They placed several fiducial markers
around the real robot to know were to place the model. A
function was added to allow the adjustment of the safety zone.
Next, a calibration is required to integrate the virtual model
with the real one. Finally, a last communication between the
robot and the application is needed. To use the application,
user have to hold a tablet and point it towards a robot then he
will see on the screen the picture augmented with the virtual
safety zone displaying the possible movements area of the
robot.
At the end, they tested their application with ABB employ-
ees. The problem faced with this system was that holding the
device (tablet) all the time was tiresome as shown in the Figure
below. Thus one solution could be to replace the tablet by a
wearable device such as head-mounted AR technology.
Fig. 9. User holding the tablet [24].
By avoiding the mobility of expert engineers for mainte-
nance tasks, this approach reduced the costs of the mainte-
nance tasks from around 1370 e to 150 e and decreased the
required process time from 9 to 2 hours.
B. Design and Visualization
AR-based human-robot interaction interfaces help users to
visualize virtual elements and some enhancements in addition
to the real environment [27]. The visualized information makes
robot programming, tele-operations as well as tasks planning
easier and more intuitive [28][29]. Olwal et al. [30] used
AR optical visualization techniques to visualize the process
of a CNC machine to the operator. Then as well, in [31]
Zhou et. al. used projection techniques combined with Head
Mounted Device to improve automotive production. Various
AR techniques have been used in visualization environments
for computational simulation steering., e.g in [32] for visu-
alization of air flow in car and airplane cabins using CFD
simulations. Schmalsteig et al. in [33] used AR for visualiza-
tion in pre-computed simulation data in order to couple AR
and online simulations. In the same context, Unitah/SCIRun
[33] provides integration of interactive visualization into the
simulation workflow. Chardonnet presents in [34] an approach
of using AR in the context of manufacturing with computer
numerical control (CNC) machine tools. The user first selects
the machine tool he wants to use in the database then he places
the AR device in front of the machine window. When starting
a machining process, the user can see through the device the
machine window with information from the machine tool as
shown in the Figure below.
Fig. 10. AR system in operation (on the left: using a tablet PC; on the right:
using AR glasses with a zoom on displayed information) [34].
In order to demonstrate how rapid prototyping with a hybrid
prototype, simulation data of water flow characteristics and
an optical AR tool can be realized. Griesser and Niebling
present an AR application with a model size water turbine
as shown in the Figure below [35]. Their model size water
turbine shows that the superimposition of virtual simulation
data with a real prototype helps to understand and interpret
complex relationships. They integrate interactive simulation, a
tangible user interface and several interaction concepts for 3D
CFD.
Fig. 11. (a) Decomposition of the computational mesh into four parts. (b)
Post-processed simulation results in an AR environment. [35].
Due to the intuitive and automated workflow as well as
seamless process iterations, they successfully proved, as well
as a lot of other industrial application and scientific projects,
how much AR could make prototyping easy to use by employ-
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ees without the need of having expertise knowledge in parallel
simulations area.
C. Remote Assistance
Frequently referred to as the see-what-I-see remote as-
sistance, this solution is the new preferred way to have
specialized expertise on-site anytime, anywhere. Whenever
a new or complex problem arises, field service technicians
can now connect with experts to get a faster diagnose and
solution, decreasing repair downtime, saving time and money.
HC Fang presented in [36] a Human-Robot Interaction (HRI)
AR-based interface that aims to assist users when interacting
with a virtual robot in a real work environment. He adopted for
that an AR Tool Kit-based handheld device tracking method
which was a marker-cube attached with a probe, and virtual
robot registration. It allows the users to interact with spatial
information of the working environment. It can be used to
guide the virtual robot to intervene in the path planning and
EE orientation planning processes. The actual working envi-
ronment, the virtual robot model, the trajectory information
as well as the interaction processes are visualized through
a monitor-based display. In [37], Zaeh and Vogl proposed a
laser-projection-based model that allows the user to manually
modify or plan trajectories projected on a real environment.
ThyssenKrupp, a German engineering company, makes it
possible for their service technicians to visualize and identify
problems with elevators ahead of a job. When a higher level
of expertise is needed, the system allows remote specialists
to interact with technicians to provide detailed advice while
seeing the same augmented reality [38]. Another important
purpose for using AR when working in factories with robots
when they are in collaboration with humans. Several safety
risks such as clamping or collision may be identified. Taking
an example the scientific approach of Michalos in [39]. It aims
to provide support through the visualization of different types
of information, originating from the different organizational
levels shown in the Figure below, and main functionalities such
as: assembly process information provision, robot motion and
workspace visualization, visual alerts and production data. All
of research and industrial experience of this technology proved
clearly its efficiency for gaining repair downtime as well as
time and money needed to hire/call experts.
Fig. 12. Basic functionalities of the art of the AR support system [39].
D. Robot programming
AR also provides great opportunities for HRI and has been
widely used in tele-robotics: as a matter of fact that AR
allows the operator to work as if he is present in the remote
working environment [40]. It could be very beneficial for
programming industrial robots as well, whether it is remote
or local. Zengxi Pan [41] detailed in his review the different
programming methods for industrial robots. He discussed two
of traditional programming methods: Online robot program-
ming and offline robot programming (OLP). During an online
programming, the robot operator moves the robot manually
to execute simple tasks. It is an efficient method but over-
time it could not handle complex programs. OLP generates
the programs using 3D CAD models. The operator can check
and simulate the program before downloading it to the real
robot such as safety zones, reachability and movements...
it is even possible to use additional sensors in OLP. This
method is more complex then the on-line programming, thus it
requires more qualified engineers and more time. Furthermore,
commercial OLP softwares such as RobotStudio from ABB
[25] are not accessible and expensive. One of the proposed
projects for human-robot interaction and robot programming
is Fang’s RPAR-II system [42]. The RPAR-II system provides
an interface for human-robot interaction between a user and
the robot in order to operate a pick and place task. Fang in his
system used for this a virtual robot replicate of the real one
to perform and simulate the task planning process shown in
the Figure below. The user can interact with the virtual robot
during the robot programming process thanks to an interaction
device. Furthermore, diverse cameras in addition to a marker-
cube enable the operators to manipulate the virtual robot that
is augmented on the remote site to carry out the planning tasks.
RPAR-II can be used to assist the operator in the selection of
an optimal location of a robot prior to its final installation and
to determine a suitable robot configuration among a number
of available robots.
Fig. 13. Architecture of the RPAR-II system [42].
In order to accomplish such projects, the system must
contains necessary elements. Trajectory planner and object
44
2nd Robotix-Academy Conference for Industrial Robotics (RACIR) 2018, University of Luxembourg, Luxembourg, 04-05 June 2018
detection are required for a concrete robot task execution (e.g
a simple pick and place).
a) Object detection:
Detect an object means identify it by training its model. This
field still have a lot of limitations such as: the speed of the
movement, the material/motion of the object... Results from
research and experiences outcomes that cameras and sensors
cannot achieve results regarding object recognition such as the
human eye can do. So object tracking and detection still one
of the major problems of AR. In 2004, Silva [43] suggested
an object recognition method for AR applications using
a Bayesian Network and markers. First, he populated the
network model with features of the objects of interest. Then,
by detecting facets in the image using segment detection, he
extracted the necessary features to make the correspondence
between the 2D and 3D points as detailed in the Figure 14.
The problem of this feature that it cannot establish the 3D
registration in real time in addition to the difficulty of dealing
with more complex 3D objects.
Fig. 14. The front faced box is the target object. (a) the original frame and
(b) the targets extraction. (c)-(d) show feature detection in different frames
[43].
Bobeshko [44] suggests to combine Vuforia [45] with
OpenCV [46]. Vuforia recognizes and detects physical objects
and OpenCV conveys further processing on the detected
image. Recently, Ameema Zainab [47] proposed an object
detection scalable model based on Deep Neural Networks
and TensorFlow [48] in order to track people/object from a
real-time camera. She implemented her model as an android
application. In the same context, another similar proposition
was cited in [49]. It’s a 6DoF Object Tracking system based on
3D scans of objects, covering object registration, initialization
and frame to frame tracking. A 3D model is used as an input
for the system that analyses it and extracts from it the most
salient points on its surface. They used a renderer camera
around the object to generate a high number of random poses
with a distance automatically adjusted so that the object keeps
a given size in the image.
Figure 15 shows several examples of their generated images.
The renderer provides a depth image which provides for each
pixel the distance of the object to the camera. With the off-
screen renderer as a tool, they collect the points that have
statistically the highest probability to be found by a point
detector by using an accumulator.
This approach successfully validates that the tracker is able
to estimate a correct pose even under heavy occlusion of
the target object. Indeed it relies on keypoints instead of
employing a full model optimization procedure. The tracking
quality is demonstrated in both qualitative and quantitative
experimental results.
Fig. 15. Rendering of the 3D object model from different poses with marked
detected anchor points.
1) Path and trajectory planning:
Industrial robot applications require a very high level
of accuracy and precision as well as very sophisticated
software tools for trajectory planning[3]. So tele-operation
is one of the most difficult problem when programming an
industrial robot using AR and planning the robot path [12].
Furthermore, most of existing robot path planning are time-
consuming. Chih-Hsing Chu [50] chose to use AR in robot
path planning for programming robots by demonstration. In
his proposed system he tries to let user interact with virtual
objects in the real environment. He made it move its probe
around the virtual object in the system where it tracks the tip
movement. To do this, first he used a color tracking method
to capture the color and depth information of the environment
and digitize it into certain format. Then, he combined those
data with his virtual objects. Finally, the system delivered
real-time feedbacks. H. C. Fang [36] suggested his method
which consists of an AR hand-held monitor-based display
device. It aims to allow the user interact with spatial
information of the working environment and guide a virtual
robot to intervene in the path planning and end effector (EE)
orientation planning processes. Figures 17 and 16 illustrate
the use of the Collision-free-volume generation (CFV) method
in the suggested approach.
Fig. 16. Fang is suggested AR-based path following operation [36].
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Fig. 17. Fang’s AR-based human-virtual robot interaction in path following
operation [36].
This method consists in generating a virtual sphere with
a defined radius that records the position of the tip while
the interaction device is moved around the space relative
to the task to be planned [51]. Furthermore, his proposed
system extends to obtain collision-free paths CFV for the
whole kinematic chain of the robot. Given the robot model
and the obstacle models, detection can be carried out between
the EE and other parts of the robot and the obstacles. All
path and trajectory planning approaches used either in research
or industrial environment are not yet benefiting from all the
features of AR in real-time 3D object recognition and tracking.
IV. CONCLUSION
This paper starts by presenting the traditional robot pro-
gramming methods and came out to the limits of most of them
especially when handling a human-robot collaboration tasks.
Thus, it came the idea of using AR for robot programming. So
later it presents a state of the art of the usage of AR in industry.
Throughout all mentioned projects and previous works we
can list the advancement according to the way of use of this
technology. Since 1968 AR was only used for visualization of
information or data. When industry 4.0 appeared, it used AR
as one of its main elements for visualization of information
replacing paper, documents or booklets as well as simulation.
Later, it was applied to help employees in maintenance tasks
in order to request external expensive and time consuming
expertise. Nowadays, AR is evolving much quicker and being
more proactive in smart factories alongside the increasing of
industrial robots. From here came the idea of the use of AR to
program industrial robots and make this task easier and more
intuitive.
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Abstract – The measurement of the operator motions can lead to innovation in the field of human-
robot collaboration. Motion capture data can be used for robot programming by demonstration as 
well as controlling and adapting robot trajectories. To measure motion, Inertial Measurement Units 
(IMUs) represent an interesting alternative compared to other sensing technologies such as vision. 
This paper presents strategy to compute the wrist trajectory with IMUs in a robotic environment and 
allowing to easily communicate with a robot. The IMU orientation measurement method only 
involves accelerometers and gyroscopes but no magnetometer so that robustness to electromagnetic 
disturbances can be ensured. In order to illustrate this strategy, a demonstrator has been created to 
command a robot by human motion. Two IMU-sensors modules are set on the human arm and 
forearm. The orientation of the module is computed with respect to a frame based on the gravity 
vector and an initial orientation. This information coupled with a simple human arm kinematic model 
enables to estimate the wrist trajectory.  
 
INTRODUCTION  
 
 Human-robot interaction is an interesting paradigm which aims at combining the 
complementarity skills of a human operator and an industrial robot. One aspect of current robots is 
the difficulty to program them. In their survey [1], Biggs and MacDonald put forward manual 
programming against automatic programming. Manual programming is already available on current 
industrial robots. The operator has to modify the program of the robot by himself. On the other side, 
automatic programming involves systems that modify their program by themselves. This field 
includes among others programming by demonstration. Some robot can be controlled by natural 
speech [2], other can be commanded by kinesthetic demonstrations [3]. Observing the human-human 
interactions, human arm motion appears as a meaningful way of communication. In [4], [5] or [6] the 
human motion measurement is used to teach new motions or improve the dynamic behavior of a 
humanoid robot.  
 In such a field, one of the first question is to measure human motion. In opto-electronic 
systems, the advantages are a great accuracy, a direct 3D position and orientation measurement with 
respect to a global frame so that the human motion can easily be mapped to the robot-base frame. 
However, those systems are usually expensive, light or dust sensitive which makes them not suitable 
for some robotic applications. Measuring human motion can also be done by exoskeletons. Besides 
the invasive aspect of such device, exoskeletons enable only to measure human joint parameters 
which makes it difficult to map the human motion to the robot frame. Some systems, usually used for 
medical applications, are based on an artificially created magnetic field and magnetic sensors. 
However, this technology is not appropriate for an industrial environment due to magnetic 
disturbances. Inertial Measurement Units (IMUs) appear as an interesting alternative. This 
technology has the advantages to be light and wireless which makes it suitable for wearable device. 
However, IMUs provide velocity and acceleration data and not a direct measurement of the position 
and attitude of the human limbs.  
There are actually many different ways to compute human motion from IMUs data. All of them 
require the evaluation of the orientation of the sensor which can be done in 3 different ways: 
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 - Gyro free IMU: Lee and Ha [8] measure human motion only using accelerometer data. This 
method is based on gravity measurement and is applicable only when the sensor is not accelerated. 
To overcome this issue, they use two sensors on each link and the distance and orientation between 
the two sensors has to be perfectly known. Similarly, 2 accelerometers at the opposite corner of a 
cube are used in [10]. These 2 sensors cannot be to close from each other. This approach does not 
present a high precision and it is too bulky for a wearable device.  
 - MARG (Magnetic, Angular Rate and Gravity) sensor: Algorithms based on these sensors 
are the most accurate way to compute the orientation. Furthermore, the orientation of the sensor is 
given with respect to an inertial Earth-based frame. This is a huge advantage to map the trajectory of 
the wrist to the robot base-frame. This approach has been used in a previous work [9]. However, it 
has been shown that electromagnetic disturbances in an industrial environment may jeopardize the 
measurement of the Earth magnetic field.  
 - Accelerometer & gyroscope: This method seems an interesting option for a robotic 
application as it is less sensitive to electromagnetic disturbances. However 1 degree of freedom (DoF) 
around the gravity axis is not measured. 
The main novelty of this paper is to implement an algorithm that is not based on magnetometer. First, 
this paper describes the equipment used for this work. Secondly, two approaches to measure the 
human motion are presented one of them is selected. Then, the algorithm used to measure the human 
wrist trajectory is detailed. Finally, some considerations about results are given.  
 
1 – EQUIPMENT 
 
 a – Sensors 
 The sensor modules used in this work have been developed by the Microsys lab from the 
University of Liège [1]. These wireless platforms are composed of a 3-axis IMU from Bosch 
(BMI160) and a 3-axis magnetometer also from Bosch (BMM150). The module measures 3 data sets 
with respect to local sensor frame (noted 𝐿𝐹):    
 - The acceleration in g-unit:  
𝐴𝐶𝐶⃗⃗⃗⃗ ⃗⃗ ⃗⃗  = 𝑎 + 𝑔 = [
𝑎𝑥 + 𝑔𝑥
𝑎𝑦 + 𝑔𝑦
𝑎𝑧 + 𝑔𝑧
]
𝐿𝐹
 (1) 
with 𝑎  representing the acceleration of the sensor and 𝑔  the Earth gravity field.  
 - The angular velocity in degree per second:  
?⃗? = [
𝜔𝑥
𝜔𝑦
𝜔𝑧
]
𝐿𝐹
 
- The local magnetic 𝑀𝐴𝐺⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ field which is composed of the earth magnetic field 𝐵𝐸⃗⃗ ⃗⃗   and the 
magnetic field due to the environment 𝐵𝑑⃗⃗ ⃗⃗  . 
 
 b – Acquisition device and Robot 
 The complete set up is illustrated by the figure 1. The data are transmitted to a Raspberry Pie 
3 and read at the frequency of 100 Hz. They are transmitted by packets of 5 data every 0.05 seconds. 
The Raspberry Pie 3 board is linked via Ethernet wire to a robot and transmit data through socket 
connection. The robot used in this work is an IRB 120 from ABB company. 
 
2 – TRAJECTORY COMPUTATION 
 
 The problem addressed in this work is to measure the human motion in a robotic application. 
In order to simplify the approach in a first step, the given objective is to compute the trajectory of the 
wrist with respect to the shoulder. Two different approaches can be used for that purpose. One is 
based on the joint angle measurement (elbow and shoulder) and the other one on an absolute 
orientation of the arm and forearm.  
2nd Robotix-Academy Conference for Industrial Robotics (RACIR) 2018, University of Luxembourg, Luxembourg, 04-05 June 2018 
50 
 
 
 
  - The joint angle approach:  
 This approach, illustrated in figure 2, compares the orientation measurement of 2 sensors: one 
before the joint and one after. In this way, the difference between the 2 orientations gives the 3D 
rotation corresponding to the joint parameter. Applying this approach to a human arm model enables 
to compute the wrist trajectory using direct kinematic model.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  - The absolute segment orientation approach:  
 This approach consists in computing directly the orientation of each segment of the arm (arm 
and forearm) with respect to an inertial frame. Each sensor can be set up on the human arm in a way 
that we know how to express each arm segment vector with respect to the local frame associated, so 
𝐴𝐵1⃗⃗ ⃗⃗ ⃗⃗  ⃗and 𝐵𝐶2⃗⃗ ⃗⃗ ⃗⃗  ⃗(cf. Figure 3) are known and invariant during the trajectory. In order to simplify the 
notation the local frames LF1 and LF2 respectively associated to the arm and forearm sensors are 
noted 1 and 2. The inertial lab frame is noted 0. The sensors enable to compute the rotation𝑅1
0and𝑅2
0. 
Thus, the trajectory 𝐴𝐶0⃗⃗ ⃗⃗ ⃗⃗  ⃗(𝑡) can be computed as:  
𝐴𝐶0⃗⃗ ⃗⃗ ⃗⃗  ⃗(𝑡) = 𝑅1
0(𝑡)𝐴𝐵1⃗⃗ ⃗⃗ ⃗⃗  ⃗ + 𝑅2
0(𝑡)𝐵𝐶2⃗⃗ ⃗⃗ ⃗⃗  ⃗ 
Figure 1: Set up description  
 
Figure 2: Joint angle based approach 
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 Both approaches require a human arm model. In a first step, a simple model is chosen. The 
shoulder and the elbow are considered as spherical joints with 3 DoF. Both arm and forearm are 
considered as rigid bodies. The length of each segment has been measured on a human operator and 
the approximated value of 300 mm for both is used. These parameters will be refined with the human 
arm model in a future work.  
 An important difference between these 2 approaches is about the frame used to specify the 
trajectory. For the first approach, this frame is the local sensor frame LF1 which is fixed on the 
operator shoulder. It means that neither the orientation nor the translation of the shoulder would be 
measured. On the opposite, the second approach enables to compute the trajectory in a global frame 
centered on the shoulder (A). It will be seen later that this frame is kept aligned with the gravity. Even 
if the translation of the shoulder is not measured either, a change of orientation of the full trunk would 
be detected. Hence, this second approach is a better candidate to measure the trajectory of the wrist 
with respect to the robot frame and is detailed in the next section.  
  
 3 – ORIENTATION COMPUTATION BASED ON ACCELEROMETER AND 
GYROSCOPE DATA 
 
 This algorithm is based on an incremental computation. At every time step n+1, the rotation 
from local frame 𝐿𝐹𝑛  at the time n to the local frame 𝐿𝐹𝑛+1  is computed. This rotation can be 
computed by two different methods explained below: one based on gyroscope data and the other one 
based on accelerometer data. These two methods have differents advantages and drawbacks making 
them complementary. A filter is used to merge them. Following this incremental algorithm, the first 
orientation directly influences the inertial frame where the trajectory is described. This is discussed 
later in this part.  
 As an improvement from the previous work [9], a quaternion-based formulation is proposed. 
The advantage of such formulation is to avoid singularities that can be seen with Euler angles and 
easier and faster manipulation than with rotational matrix.  
 
 a – Rotation from 𝐿𝐹𝑛 to 𝐿𝐹𝑛+1 
The rotation from 𝐿𝐹𝑛 to 𝐿𝐹𝑛+1 is computed from the quaternion integration of rotational rate. 
?˙?𝑛+1 =
1
2
𝑞𝑛 ⊗ 𝜔𝑞𝑛+1 
with 𝑞𝑛: the quaternion representation of the orientation of the sensor at the previous time step n with 
respect to the first orientation 𝑞0 . 𝜔𝑞𝑛+1  is the quaternion representation of the angular velocity 
between the time step n and n+1. 
The new orientation 𝑞𝑛+1 is obtained by the following equation: 
 
Figure 3: Absolute segment orientation approach 
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𝑞𝑛+1 = 𝑞𝑛 + ?˙?𝑛+1 × ℎ 
with h the time step value.  
The angular velocity quaternion 𝜔𝑞𝑛+1 is extracted either from the accelerometer or the gyroscope 
data. Finally the quaternion 𝑞𝑛+1 is normalized. 
  
 b - From gyroscope data 
 As 𝜔𝑞𝑛+1 is the quaternion representation of the angular velocity, it is directly the gyroscope 
measurement:  
𝜔𝑞𝑛+1 = (  
0
𝑔𝑦𝑟𝑜𝑥
𝑔𝑦𝑟𝑜𝑦
𝑔𝑦𝑟𝑜𝑧
)    
with 𝑔𝑦𝑟𝑜⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ = (  
𝑔𝑦𝑟𝑜𝑥
𝑔𝑦𝑟𝑜𝑦
𝑔𝑦𝑟𝑜𝑧
)   the measure from the gyroscope.  
This method boils down to a direct quaternion based integration of the angular velocity. Due to this 
integration, the drawback of this method is a drift over time. An illustration of the drift is shown in 
the figure 6 and discussed later.  
 
 c - From accelerometer data 
 In this method, the angular velocity is estimated from the gravity measurement from the 
accelerometer. In this case the linear acceleration𝑎 is assumed to be negligible compared to the gravity 
measurement𝑔 in equation (1). This method is used only when the sensor is not undergoing a 
significant acceleration.  
In order to compute 𝜔𝑛+1, the gravity estimation 𝑔 𝐿𝐹𝑛 at the time step n with respect to the local 
sensor frame LF, is compared to the gravity measurement at the time step n+1. It can be expressed 
as follow:  
𝑔 𝐿𝐹𝑛 = 𝑅1
0
𝑛
× 𝑔0⃗⃗⃗⃗ = (  
−(2𝑞2𝑞4 + 2𝑞3𝑞1)
−(2𝑞3𝑞4 − 2𝑞2𝑞1)
−(1 − 2𝑞2
2 − 2𝑞3
2)
)    
with 𝑅1
0
𝑛
the rotational matrix from the local frame at the time step n to the inertial frame and it is 
computed from the quaternion 𝑞𝑛. 𝑔 0 is the gravity vector with respect to the inertial frame: 𝑔 𝑅𝐹 =
[0  0 -1] in g-unit.  
At the time step n+1, the accelerometer measures the gravity vector 𝑔𝐿𝐹⃗⃗ ⃗⃗ ⃗⃗  𝑛+1. The angular velocity can 
be approximated with the 2 vectors 𝑔𝑆𝐹⃗⃗ ⃗⃗ ⃗⃗  𝑛+1 and 𝑔𝑆𝐹𝑛⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ as follows:  
𝜔𝑛+1 =
1
ℎ
(𝑔𝑆𝐹⃗⃗ ⃗⃗ ⃗⃗  𝑛 ∧ 𝑔𝑆𝐹⃗⃗ ⃗⃗ ⃗⃗  𝑛+1) 
and 
 𝜔𝑞𝑛+1 = (  
0
𝜔𝑛+1𝑥
𝜔𝑛+1𝑦
𝜔𝑛+1𝑧
)    
Besides the limitation of this method to motion with negligible acceleration, this method also misses 
one rotation around the vectors 𝑔𝑆𝐹⃗⃗ ⃗⃗ ⃗⃗  𝑛+1 and 𝑔𝑆𝐹𝑛⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗. The figure 4 represents an example showing this 
limit. In the case a), the rotation from the frame 𝐿𝐹𝑛 to the frame 𝐿𝐹𝑛+1 is represented by the green 
vector. In the case b), the rotation from 𝐿𝐹𝑛  to 𝐿𝐹𝑛+1  is around the vector 𝑔 𝐿𝐹𝑛 . After the 
rotation,𝑔 𝐿𝐹𝑛+1is still aligned with𝑔 𝐿𝐹𝑛. Thus the cross product𝑔𝑆𝐹⃗⃗ ⃗⃗ ⃗⃗  𝑛 ∧ 𝑔𝑆𝐹⃗⃗ ⃗⃗ ⃗⃗  𝑛+1is null, the rotation 
cannot be measured. Globaly any composition of the 𝐿𝐹𝑛  to 𝐿𝐹𝑛+1  rotation which is around 
the𝑔𝐿𝐹𝑛⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  or𝑔 𝐿𝐹𝑛+1vectors cannot be measured.  
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 d – The fusion of the 2 complementary methods 
 The method based on accelerometer data and the one based on gyroscope data are 
complementary. In order to visualize that, one sensor has been placed on a robotic arm which 
describes a 90° rotation around its y-axis. The length of the robot link is 400 mm. The figure 5 shows 
the set-up of this measurement.   
 
On the figure 6, during the movement, the trajectory computed from the gyroscope data fits better the 
reference trajectory than the one from the accelerometer. After the motion, the trajectory from 
gyroscope data is still drifting even if the sensor is not moving. On the opposite, the trajectory 
computed from the accelerometer data is acceptable even after stabilization. 
 
 In order to merge the accelerometer and gyroscope data three main approaches can be 
distinguished in the literature:  
 - The Kalman filter is an efficient filter widely used with IMUs. However, it might involve 
important computation which is an issue for a real time application. 
 - The Madwick Filter is presented as a compromised between the Kalman filter and the 
complementary filter. But the filter is designed for AHRS application which require magnetometer 
data. 
 - The Complementarity Filter is also widely used in applications using IMUs and has the 
benefit to be simpler. This filter is based on a low-pass and high-pass filter on data all along the 
trajectory to distinguish whenever the gyroscope-based or the accelerometer-based method can be 
used. However, in a real time application, the complete trajectory is not known. The filter has been 
adapted and only uses the norm of the measurement to do the distinction. If the acceleration norm is 
Figure 4: Limit of the acceleration-based method 
Figure 5: Set up for the quarter circle trajectory: 
a) initial pose, b) final pose  
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around 1 g-unit (0,9 < ‖𝐴𝑐𝑐⃗⃗⃗⃗⃗⃗  ⃗‖ < 1,1) and the norm of the gyroscope close to 0 °/s (‖𝐺𝑦𝑟𝑜⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ‖ < 0,1) 
then the sensor is considered not undergoing a linear acceleration: the accelerometer-based method 
should give more accurate result. Figure 6 shows the efficiency of such a filter.  
 This algorithm still presents a default. Since the orientation at any time step is incrementally 
computed, the error from the drift due to gyroscope signal integration or from the noise of the 
accelerometer due to linear acceleration is never caught up. This explains the gap from the reference 
trajectory in figure 6 for both methods. A solution based on gravity measurement is under 
development and will be presented in a future work.  
 
 e – The first orientation 
 As the orientation all along the path is computed by recurrence, the first orientation determines 
the frame where the trajectory is described. So far two methods have been tried.  
 The first method uses the magnetometer and the accelerometer to compute the orientation of 
the sensor module with respect to the inertial frame (the z-axis along the gravity vector and the x-axis 
pointing to the magnetic north pole). This is the usual AHRS method. The orientation is completely 
described with respect to the Earth-based frame and can then be easily mapped to the robot frame. 
However, the magnetometer can still be disturbed which could lead to error.  
 The second method only based on the gravity measurement, is an adaptation of the 
accelerometer-based method described above. The first orientation 𝑞𝑖𝑛𝑖𝑡  is initialized by 𝑞𝑖𝑛𝑖𝑡 =
[1000] . Then this value is corrected with the gravitiy measurement. The gravity 𝑔𝑖𝑛𝑖𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   vector is 
computed from 𝑞𝑖𝑛𝑖𝑡. A corrective quaternion can be expressed as follow: 
 𝑞𝑐𝑜𝑟𝑟 =
1
2
. ℎ. 𝑞𝑖𝑛𝑖𝑡 ⊗ (
0
𝐴𝑐𝑐⃗⃗⃗⃗⃗⃗  ⃗ ∧ 𝑔𝑖𝑛𝑖𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
) 
with h the sample period and𝐴𝑐𝑐⃗⃗⃗⃗⃗⃗  ⃗the first accelerometer measurement.  
Finally, the initial quaternion is corrected as follow: 
𝑞𝑖𝑛𝑖𝑡 = 𝑞𝑖𝑛𝑖𝑡 + 𝑞𝑐𝑜𝑟𝑟 
 These 2 steps are applied until 𝑞𝑖𝑛𝑖𝑡 converges.  
 
 As we described before, one degree of freedom is not taken in account with this second method 
because it is only based on the gravity measurement.  
However, due to the model for the human arm, each x-axis of the local frames 𝐿𝐹𝑛 and 𝐿𝐹𝑛+1 are 
considered aligned with the direction of the segment. Still due to the arm model, when the operator 
has its arm out straight, the 2 segments are aligned and consequently the local sensor frames x-axis 
are aligned too as shown in figure 7. The 𝑞𝑖𝑛𝑖𝑡 orientation value is, at first,𝑞𝑖𝑛𝑖𝑡 = [1000]for both 
sensors. This value does not involve any rotation between each sensor. The iterative computation, 
described above, finds the rotation to align the z-axis of each local sensor frame with the gravity 
Figure 6: Z-component of a quarter circle trajectory 
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direction. In this way, the direction of the arm at the beginning of the measurement imposes the x-
axis direction of the global frame where the trajectory will be computed.  
 
 
 This procedure enables to define the complete inertial frame. In reality, the x-axis of each 
sensor frame are not aligned due to the shape of the arm and forearm. A calibration step may be 
implemented in a future work in order to manage this issue.  
 
4 – RESULTS 
  
 Once the algorithm implemented, its accuracy can be quantified. To do so a reference 
trajectory is required. We used the trajectory of the robot computed by its controller from its encoders 
measurement. The trajectory of the tool-center-point (TCP) is obtained with respect to the robot-base 
frame. The precision of the ABB IRB 120 robot, according to the constructor, is 0,1mm. The sensors 
positions on the arm and the motion of the robot are made in such a way to imitate a human arm 
movement. The figure 8 describes the set up. Only the axes 1, 2 and 3 of the robot are activated. The 
axes 1 and 2 imitate the human shoulder and the axis 3 the elbow. The x-axis of the sensor 1 is aligned 
to the common perpendicular of the axis 3 and 2 of the robot. The x-axis of the sensor 2 is parallel to 
the direction from the center of the axis 3 to the TCP of the robot. 
  
 
As shown in figure 9, the trajectory computed from the sensors is consistent but not accurate. 
The next steps would be to analyze the inaccuracy of the trajectory as well as the computed orientation 
of a sensor in order to improve the system. 
Figure 7: First orientation & inertial 
frame 
 
Figure 8: Set up to compare robot trajectory from IMU trajectory 
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CONCLUSION 
 
 IMUs appear as an interesting way to measure human motion in order to program, command, 
control and work with a robot. Many methods exist to compute trajectory from IMU sensors. An 
overview of different techniques enable to choose an appropriate method for robotic application. 
However the accuracy of the measured trajectory is not yet sufficient. The future work will consist in 
measuring the accuracy of the raw data from the sensors, then the orientation computation and finally 
the complete trajectory in order to control and improve it. In a second time, the same work will be 
done to improve the human arm model. Using the optoelectronic device Codamotion as gold standard, 
the error in the human arm motion can be measured.  
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Abstract—This paper presents the influence of payload and
platform dimensions on the static equilibrium workspace of an
under-constrained cable-driven robot with four cables taking
into account the forces and the moments due to the forces
acting on the moving platform. The problem is formulated
as a non-linear optimization problem with maintaining static
equilibrium as the objective function. The simulations are done in
MATLAB. The maximum force on the cables, the payload acting
on the platform and the dimensions of the moving platform are
varied and their corresponding effects on the static equilibrium
is studied. The obtained results are analyzed to finalize the
design of the collaborative cable-driven robot to be installed in
existing production lines for the agile handling of parts in a
manufacturing industry.
Index Terms—Static Equilibrium, non-linear optimization,
cable-driven parallel robot.
I. INTRODUCTION
Cable-Driven Parallel Robots (CDPRs) belong to the class
of parallel manipulators in which the rigid links of the robot is
replaced by a set of cables driving a platform with the help of
a winch consisting of a tensioning motor and spool or a linear
actuator moving a pulley system [1]. The position and orienta-
tion of the moving platform are controlled by the coordinated
retraction and extension of the cables. CDPRs are very well
suited for a number of applications like large-scale material
handling and manufacturing process, building construction,
rescue operations, aerial cameras, high-speed assembly and
pick and place operations and so on [2] because of a number
of desirable features such as such as simple structure, large
load capacity, high payload-to-weight ratio, and low inertia,
compared to serial-link and other parallel type robots [3].
Several classifications of CDPRs are available in the literature
We would like to thank the Robotix Academy for funding this work as a
part of the project funded by INTERREG V-A Grand Region program.
[3]. According to the classification suggested by Cone [4] and
Verhoeven [3] there are mainly three types of CDPRs namely
over-constrained, fully-constrained and under-constrained. A
cable robot with m-cables and n-degrees of freedom is said to
be completely restrained or fully-constrained if it has one cable
more than the number of degrees of freedom, i.e. m = n+1.
In such a type of arrangement, all degrees of freedom can be
controlled through the cables. An over-constrained CDPR has
the condition m ≥ n+1. An incompletely restrained or under-
constrained cable robot is one in which the number of cables
is less than or equal to the number of degrees of freedom,
i.e. m ≤ n. Such systems have one feasible solution for cable
tensions and mostly rely on gravity for keeping the cables taut.
In order to decrease complexity, cost, set-up time, likelihood
of cable interference etc., it is advantageous to use CDPRs
with a limited number of cables in several industrial appli-
cations in which the task to be performed requires a limited
number of controlled freedoms or a limitation of dexterity
is acceptable [5]. Several studies are available on under-
constrained CDPRs [6]–[8]. Some important results on the
stability analysis and kinematics of under-constrained parallel
robots have been discussed by Merlet and Daney [9], Carricato
and Merlet [10].
The major objective of the project is to design a collabora-
tive cable-driven parallel robot to be installed in the existing
lines of a manufacturing industry where available space is
reduced by already installed machines. Hence, a cable-driven
parallel robot with 4 cables is proposed as a solution. The
number of cables is restricted to 4 for the ease of installation
with simple anchor points in the environment and also to
reduce the complexity of cable collision with the equipment
installed on the shop floor. It is desired to have the actuators
on the moving platform, unlike other designs in which the
Influence of payload and p latform d imensions on 
the static workspace of a 4-cable driven parallel 
robot
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motors are placed in the base or fixed structure.
This paper presents the preliminary studies carried out to
help the user in fixing the dimensions of the moving platform
and the limits on the cable tension and the platform orientation
by analyzing the available static equilibrium workspace for
various configurations. The results from this study will help
the designer in selecting the appropriate motor and its corre-
sponding elements, the arrangement of cables according to the
cable tensions, and the weight of the platform according to the
payload. It will also give the an idea about the various regions
where the robot performance is satisfactory and acceptable.
Earlier works with such CDPRs take into account only the
forces acting on the moving platform (point-mass). However,
this work takes into account both the forces and the moments
due to the forces acting on the moving platform with a given
dimension. The results obtained from this study indicate that
it is possible to achieve satisfactory results with 4 cables and
the results obtained can be used in finalizing the parameters
for the design of the CDPR.
II. KINEMATIC AND GEOMETRIC MODELING
The unilateral constraints imposed by the cables prevents the
application of the modeling and analysis methods developed
for conventional rigid link parallel manipulators to the cable-
driven robots. The equations used in the modeling of CDPR
are presented in this section [2]. A general cable-driven
parallel robot with m-cables is shown in fig. 1.
Fig. 1. A simple arrangement of a CDPR
The following assumptions are made to reduce the complex-
ity of computation 1) The mass of the cables is negligible and
the cables are non-elastic. 2) The moving platform is assumed
to be a rigid body defined by its mass and inertia matrix. 3) The
cable is assumed to be taut between points and is considered
to be a straight segment.
As seen in fig. 2, a fixed reference frame also known
as the base frame is attached to the base of a CDPR. A
moving reference frame is attached to the moving platform
and contains the point P to be positioned by the mechanism.
The orientation of the moving frame with respect to the base
frame is given by the rotation matrix Q. Also, from fig. 2,
ai and bi are respectively defined as the vector connecting
point O to point Ai and the vector connecting point P of the
Fig. 2. Kinematic model of a CDPR
platform to the point Bi, both vectors being expressed in the
base frame. The position p of the mobile platform is given by−→
OP.
The loop closure equations are first developed for each chain
of the CDPR to identify the kinematic relationship between
the cable space and body space for a CDPR. The length of
the cable can be calculated by using the vector loop equation
given by −→
di =
−→ai −−→bi −−→p (1)
where,
−→
di is the vector along cable i pointing from Bi to Ai
and (i = 1, 2, ., .m). The length of the cable is calculated
using
ρi = ‖−→di‖2 (2)
Also using eq. 2, the unit vector can be calculated by
dˆi = (
−→ai −−→bi −−→p )/ρi (3)
This basic model has been established in the early works
on CDPRs and is purely based on the geometric analysis. This
equation( eq. 3), however, does not take into account the ability
of the mechanism to maintain the tensions in the cables. In
order to address this issue, the concept of wrench matrix was
introduced where statics of CDPR is considered.
When a tension ti is applied, the cable i exerts at point
Bi, a pure force tidˆi on the mobile platform. This pure force
generates a moment
−→
bi ? tidˆi at the reference point P of the
mobile platform and the wrench (force/moment pair) applied
at P by the ith cable is tiwi with the wrench wi defined as
wi =
[
dˆi−→
bi ? tidˆi
]
(4)
If wp is the total wrench applied at point P by the m-cables
then the relationship between the tensions in the cables and
the wrench is written in matrix form as
W
−→
t = wp (5)
where,
−→
t is the vector of cable tensions and W is the 6 ∗m
pose dependent wrench matrix.
59
2nd Robotix-Academy Conference for Industrial Robotics (RACIR) 2018, University of Luxembourg, Luxembourg, 04-05 June 2018
Most of the analytical results proposed in the literature
are based on this equation. By properly defining the vector
wp, different solutions can be obtained to understand the
workspace of CDPRs.
III. WORKSPACE ANALYSIS
The workspace analysis of cable driven robots is done taking
into account the statics of the manipulator along with the
change in cable lengths. There are many definitions available
for workspace. The workspace of a CDPR is the set of
position and orientation in which [11] 1) The end-effector is
controllable, 2) The tensions in the cables are positive, 3) The
force values lie between a minimum and a maximum in order
to avoid the cables break or become slack, 4) The end-effector
is far from singularities, and 5) Cable wrapping is avoided.
Different types of workspaces have been defined and ad-
dressed in the literature. The current work however presents
the static equilibrium workspace of the cable robot to be
designed. The static equilibrium workspace (SEW) is defined
as the set of postures (position and orientation of the end-
effector) that the end-effector can attain statically (only taking
gravity into account). It is important to have a good knowledge
about SEW as it will help in the appropriate determination of
the design parameters (motor speed, platform dimensions etc.).
In order to calculate the SEW of the CDPR, the static
equilibrium condition of the cable robot is used to find the
force on each cable. In other words, the equations given below
which indicate the sum of forces (
∑
Fi, i = x, y, z) acting on
the moving platform along the x, y, z direction and the sum of
moments (
∑
Mi, i = x, y, z) acting on the moving platform
along the x, y, z direction respectively, needs to be satisfied
to achieve static equilibrium.∑
Fx = 0,
∑
Fy = 0,
∑
Fz = mg (6)∑
Mx = 0,
∑
My = 0,
∑
Mz = 0 (7)
The only external force acting on the platform is the
gravitational force (along with the mass of the platform and
payload acting at the center of mass of the moving platform)
and all other external forces and moments will not be discussed
in this paper. The equations described above are formulated as
a nonlinear optimization problem and is solved using fsolve
in MATLAB with static equilibrium condition as the objective
function.
IV. RESULTS AND DISCUSSION
The results of the simulation carried out in MATLAB are
presented in this section. The SEW of the CDPR inside
a room of dimension 5m ∗ 5m ∗ 3m is presented in the
figures below. The constraints on the angle of inclination
of the moving platform about x − axis and y − axis were
fixed at ±30◦. The center of mass (CoM) of the moving
platform was considered to be at a height of 0.2m below
the cable attachment points while the CoM of the payload
was considered at a height of 0.4m below the CoM of the
platform. The step size was fixed along x and y axis to 0.1.
The search for possible workspace value was fixed reduced to
the region of (0.3 < x < 4.7, 0.3 < y < 4.7, 0 < z < 2.5).
The points were checked to see if they were belong to in the
SEW by fixing various limits for the cable tension and payload
of the platform as explained below. The dimensions of the
platform were first varied and the corresponding percentage
of SEW is presented in table I. The maximum tension on the
cables for this study was set to be at 500N while the minimum
tension was 1N . Since the final design includes the actuating
motors on the moving platform, a dimension of 0.5m ∗ 0.5m
is considered to be a good compromise.
TABLE I
% OF SEW FOR PLATFORM WITH DIFFERENT DIMENSIONS
Platform dimensions(m) 0.5 ∗ 0.5 0.75 ∗ 0.75 0.6 ∗ 0.4 0.8 ∗ 0.6
SEW% 58 48 58 46
Since a 4 cable-driven spatial parallel robot has 4 degrees
of freedom (the position x, y, z and one angle) that can be
controlled by the cables, it is important to have an idea about
how the platform orientation behaves as the simulation is done
for static equilibrium condition.
Fig. 3. Tension distribution (N) in 4 cables for z=1.5m for a payload of 30kg
(20kg mass of platform + 10kg mass of the payload material)
Fig. 4. Variation of angle (in degrees) about x-axis for z=1.5m
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Fig. 5. Variation of angle (in degrees) about y-axis for z=1.5m
The variation of cable tensions and the corresponding
changes in the value of the angles about x-axis and y-axis
when the moving platform is moving in a plane at the center of
the room (z=1.5m) is shown in the figure below for a payload
of 30kg (20 kg mass of the platform+10kg payload of the
material) [12]. It can be seen that the change in angles about
x-axis and y-axis is symmetrical under the consideration that
the moving platform has equal length and width. The plot of
cable tensions also exhibits symmetrical behavior with respect
to x and y axis.
Following this, the weight of the platform was varied from
20kg, 25kg and 30kg respectively. The simulation was carried
out to observe the SEW for two maximum cable tensions
namely 500N and 300N respectively. The simulation results
are presented in the figures below. It can be seen from the
figures that for a platform weight of 20kg, the available
SEW is higher than the ones obtained for the other platform
weight (25kg and 30kg). The main objective is to give further
information to designer in selecting the components for the
design.
Fig. 6. SEW of the CDPR for a payload of 30kg (20kg platform+ 10kg
payload) acting on the platform for a maximum force of 500N (a) 3-D
representation and (b) XZ view of the workspace
Fig. 7. SEW of the CDPR for a payload of 35kg (25kg platform+ 10kg
payload) acting on the platform for a maximum force of 500N (a) 3-D
representation and (b) XZ view of the workspace
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Fig. 8. SEW of the CDPR for a payload of 40kg (30kg platform+ 10kg
payload) acting on the platform for a maximum force of 500N (a) 3-D
representation and (b) XZ view of the workspace
Fig. 9. SEW of the CDPR for a payload of 30kg (20kg platform+ 10kg
payload) acting on the platform for a maximum force of 300N (a) 3-D
representation and (b) XZ view of the workspace
Fig. 10. SEW of the CDPR for a payload of 35kg (25kg platform+ 10kg
payload) acting on the platform for a maximum force of 300N (a) 3-D
representation and (b) XZ view of the workspace
Fig. 11. SEW of the CDPR for a payload of 40kg (30kg platform+ 10kg
payload) acting on the platform for a maximum force of 300N (a) 3-D
representation and (b) XZ view of the workspace
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Following this, the CoM of the platform was varied from
0.2mto0.4m and the corresponding results obtained are shown
in table II . It can be seen from the table that the SEW of the
CDPR increases as the CoM of the platform is moved away
from the cable attachment points. However, for the design to be
done, the CoM is chosen to be 0.2m from the cable attachment
points as the practical application of the other points will
restrict the use of the CDPR for various heights.
TABLE II
% OF SEW FOR DIFFERENT CENTRE OF MASS FOR A PLATFORM OF
DIMENSION 0.5m ∗ 0.5m
Centre of Mass (CoM) in m 0.2 0.25 0.3 0.4
SEW% 58 65 72 73
V. CONCLUSION
The work presents the preliminary studies carried out in the
design of a 4 cable-driven parallel robot. The static equilibrium
workspace of the robot is calculated by varying the platform
dimensions, payload and the corresponding tension limits
for the cables. It can be seen that it is possible to have a
sufficiently large workspace for such robots by limiting the
orientation of the platform within a certain range and by
making the appropriate choice of the dimension and payload.
Future work will include the development of the dynamic
model for the robot and implementation of the control law. The
end final product of the current work is to have a prototype
of the robot considered, in the agile handling of parts in a
manufacturing environment.
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