A Preliminary Test Estimator is introduced based on Principal Component Regression Estimator defined in the linear regression model when the stochastic restrictions are available in addition to the sample information, and when the explanatory variables are multicollinear. It is further developed as a large sample preliminary test estimator by using Wald (WA), Likelihood Ratio (LR), and Lagrangian Multiplier (LM) tests. Stochastic properties of this estimator based on F test as well as WA, LR, and LM tests are derived, and the performance of the estimator is compared using WA, LR, and LM tests with respect to Mean Square Error Matrix (MSEM). A Monte Carlo simulation is carried out to illustrate the theoretical findings.
Introduction
Instead of using the Ordinary Least Square Estimator (OLSE), some biased estimation procedures were developed in the literature to combat the multicollinearity problem in the linear regression model. Some of these are namely the Principal Component Regression Estimator (PCRE) (Massy, 1965) , Ridge Estimator (RE) (Hoerl & Kennard, 1970) and Liu Estimator (LE) (Liu, 1993) . Another way of solving the multicollinearity problem is to consider parameter estimation with some additional information on the unknown parameters such as the exact or stochastic restrictions. By adding exact restrictions to a sample model, the resulting Restricted Least Squares Estimator (RLSE) might again be better in the mean square error sense than the OLSE. By grafting the ridge regression philosophy into the RLSE, the Restricted Ridge
Model Specification and Estimation
Consider the multiple linear model   2 ,~0, y X N I
where y is an n × 1 observable random vector, X is an n × p known design matrix of rank p, β is a p × 1 vector of unknown parameters and ε is an n × 1 vector of disturbances. The Ordinary Least Squares Estimator (OLSE) for the model (1) Xu and Yang (2011) showed that the PCRE estimator could be rewritten as follows.
The RE was proposed by Hoerl and Kennard (1970) 
In addition to sample model (1), suppose some prior information was given about β in the form of a set of m independent stochastic linear restrictions as follows;
where r is an m × 1 stochastic known vector, R is a m × p of full row rank m ≤ p with known elements, δ is non zero m × 1 unknown vector, υ is an m × 1 random vector of disturbances, and Ω is assumed to be known and positive definite.
Further it is assumed that υ is stochastically independent of ε i.e.   0
The Ordinary Least Squares Estimator (OLSE) for the model (1) and the Mixed Estimator (ME) (Theil & Goldberger, 1961) Hubert and Wijekoon (2006) , and is given by
By using the similar idea used by Hubert and Wijekoon (2006) and Li and Yang (2010) are derived by Wijekoon (1990) are given below:
When different estimators are available for the same parameter vector β in the linear regression model, one must solve the problem of their comparison. Usually as a simultaneous measure of covariance and bias, the mean square error matrix is used, and is defined by 
The Proposed Estimator
Now it is possible to propose the Preliminary Test Principal Component Regression Estimator (PTPCRE) as
Then the PTPCRE can be rewritten as follows.
When k = p, L k becomes I p and consequently
Using equations given in (19) and (20), we can now obtain the expectation vector, bias vector, dispersion matrix and mean square error matrix as
respectively.
The Proposed Estimator Based on WA, LR and LM Tests
In general, the finite sample tests such as t or F were used to define the preliminary test estimator. Judge and Bock (1978) have rewritten the model given in (1) and (9) to obtain the F statistics for testing the hypothesis in (14) . Using the rewritten model we can derive the test statistics for the WA, the LR and the LM tests which are well employed for testing the hypothesis (14), and are given by 
respectively (Evans & Savin, 1982) .
It's known that under the null hypothesis H 0 , the three test statistics have the same asymptotic chi-square distribution with m degrees of freedom (Evans & Savin, 1982) . When the exact distribution is approximated by the asymptotic chisquare distribution, the critical value for an α level test of H 0 is approximated by the central chi-square critical value   2 m  for large sample tests. Further Berndt and Savin (1977) showed that a symmetric numerical inequality ε WA ≥ ε LR ≥ ε LM exists between these three tests. This asymptotic chi-square distribution has wide applications in the field of Econometrics.
Based on the above tests, the PTPCRE takes the form (26), (27), (28) and (29) we can obtain the stochastic properties of PTPCRE based on WA, LR and LM tests as follows. 
Mean Square Error Matrix Comparisons
The performance of PTPCRE will be compared using WA, LR and LM tests with respect to Mean Square Error Matrix (MSEM) sense for the two cases in which the stochastic restrictions are correct, and not correct. Now we consider the following dispersion matrix differences. 
Write the following mean square error matrices differences.
Based on the mean square error matrix differences the following theorems can be stated. 
Proof:
Consider the mean square error matrix difference (36) between WA and LR.
When the stochastic restrictions are true (i.e. δ = 0), then the MSE matrix difference in (36) reduces to 2 1 kk L GL   which is clearly a nonnegative definite matrix since ψ 1 ≥ 0, G ≥ 0 and L k > 0. When the stochastic restrictions are not correct (i.e. δ ≠ 0), then
is a nonnegative matrix. To apply lemma 3 (Appendix) we have to show that D 1 is a nonnegative definite matrix. We rewrite 1 
To apply lemma 3 (Appendix), the Moore Penrose inverse of D 1 is obtained by using lemma 2 (Appendix), and is given by
After some straightforward calculations we can show that
Using (43) and (44) 
where z ij is an independent standard normal pseudo random number, and ρ is specified so that the theoretical correlation between any two explanatory variables is given by ρ 2 . A dependent variable is generated by using the equation.
1 1 2 2 3 3 4 4 , 1, 2, , ,
where ε i is a normal pseudo random number with mean zero and variance σ 2 i . Newhouse and Oman (1971) have noted that if the MSE is a function of σ 2 and β, and if the explanatory variables are fixed, then subject to the constraint   = 1, the MSE is minimized when β is the normalized eigenvector corresponding to the largest eigenvalue of the XX  matrix. In this study we choose the normalized eigenvector corresponding to the largest eigenvalue of XX  as the coefficient vector β, n = 50, p = 4 and 2 1 i   . Three different sets of correlations are considered by selecting the values as ρ = 0.7, 0.8 and 0.9, and two various significance levels are taken as α = 0.01 and 0.05. Further R, r and υ in equation (9) are taken as R = (0, 1, 3, 1), r = 0 and   2 0, N    , where 2   is estimated by using equation (18). The eigenvalues of the matrix S for ρ = 0.7, 0.8 and 0.9 are given in Table 1. The first three principal components account for 91.29% and 93.65% of the total variance when ρ = 0.7 and 0.8 respectively, and also the first two principal components account for 91.8% of the total variance when ρ = 0.9. Therefore we choose the number of the principal components k = 3 when ρ = 0.7 and 0.8, and k = 2 when ρ = 0.9. Table 2 , Table 3 and Table 4 show the scalar mean square errors (SMSE) obtained by using equation (35). Based on Table 2 , there are no big differences in the SMSE among the estimators when ρ = 0.7. Based on the Table 3 , the PTPCRE based on WA test has the smallest SMSE. From Table 4 , notice that when ρ = 0.9 and α = 0.01, the PTPCRE based on WA test has the smallest SMSE. Then the LM test has the smallest SMSE when ρ = 0.9 and α = 0.05.
Conclusion
A new Preliminary Test Estimator based on Principal Component Regression Estimator defined in the linear regression model when the stochastic restrictions are available in addition to the sample information, and when the explanatory variables are multicollinear. Based on the simulation study, we can conclude that the PTPCRE based on WA test has the smallest SMSE when ρ = 0.9 and α = 0.01. The PTPCRE based on LM test has smallest SMSE when ρ = 0.9 and α = 0.05.
