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Given any two quantum states ρ and σ in Hilbert spaces of equal dimension satisfying the ma-
jorization condition ρ ≻ σ, it is always possible to transform ρ 7→ σ by a unital quantum map. In
fact, any such transformation can be achieved just by means of noisy operations, i.e., by access to
maximally mixed ancillary states and unitary transformations that act jointly in the system-ancilla
space. Here, we investigate the possible transitions between states (i.e., the induced preorder of
states) when one restricts the unitary control to the quantum system alone and replaces the maxi-
mally mixed ancillas with a Markovian master equation, represented by a unital Lindbladian. As a
main result, we find necessary and sufficient conditions for the Lindbladian dissipation to have the
same converting power as that of noisy operations, i.e., any transformation ρ 7→ σ is possible if and
only if ρ ≻ σ.
I. INTRODUCTION
With the advent of quantum technologies, the need
to characterize the properties of quantum systems and
learn how to control their dynamics becomes increas-
ingly pressing. One of the natural frameworks within
that general program is that of resource theories [1]. In
it, one defines a certain restriction on a class of operations
which, motivated by physical considerations, are deemed
as “easy” or “free”. For instance, in entanglement theory
[2], the operations are local quantum maps and classical
communication (LOCC), which appear under the natural
assumption that establishing quantum channels between
distant parties poses a fundamental difficulty. Starting
from there, one finds a way to systematically analyze
which states are more entangled than others: if ρ can be
transformed to σ with LOCC operations, it is reasonable
to conclude that ρ is “more entangled” than σ. These
relations between states (ρ 7→ σ via “easy” operations)
induce a particular preorder [3] in the space of quantum
states.
The mixedness or uniformity of quantum states (that
is, how far they are from being in a pure state, as op-
posed to a statistical ensemble) is another property that
can be characterized in this way. In order to do that,
the natural restrictions one imposes to the “easy” opera-
tions are that they shall include (i) access to fully random
quantum states or noise and (ii) access to arbitrary re-
versible maps, i.e., unitaries. Neither of these should be
able to decrease any reasonable notion of mixedness. The
resource theory defined this way goes under the name of
non-uniformity or Noisy Operations (NO) [4], and in-
cludes all maps of the form
ρ 7→ TrE
[
U
(
ρ⊗ IE
dE
)
U †
]
, (1)
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where U is any unitary and the environment is a maxi-
mally mixed state of any dimension dE [5]. If there exists
such a map with which the transition ρ 7→ σ is possible,
we are confident in stating that “σ is more mixed than ρ”.
As an example, the state Id/d is the only state that is left
unchanged by this set of maps, which is consistent with
it being the most mixed. The mathematical framework
that characterizes the preorder induced by state transi-
tions under NO is that of majorization of the probability
distributions of the quantum state eigenvalues.
The theory of non-uniformity is part of the larger land-
scape of thermodynamic resource theories [6–9], which
are used to formalize the out of equilibrium physics of
small quantum systems from a quantum-informational
perspective. The aim of this general framework is to un-
derstand the different roles that energy, coherence and
purity play in statistical and thermodynamical phenom-
ena. One of the potential limitations is that the set of
“easy” or allowed operations may still be too large, as it
may include a large number of processes that are still in-
feasible in practice, such as arbitrarily strong interactions
with a very large environment.
Given that, it is not always clear how much physi-
cal content one should assign to the preorders of states.
To address this limitation, one can ask the question: In
which meaningful ways can we modify the set of opera-
tions without affecting the preorder generated by them?
This has been addressed in various ways both in the con-
text of the resource theory of NO, as well as thermal
operations (TO). The restrictions include constraints on
the size of the environment [9–12] or on the interactions
allowed [13–16].
In this paper, we focus on a different physically-
motivated modification of the set of “free” operations:
we assume that the environment is a single Markovian
source of noise for the system and that thus the system
only undergoes combinations of coherent control and uni-
tal Markovian dissipation [17]. This choice is far from ar-
bitrary: small systems are very often weakly coupled to
a very large environment that is out of the reach for the
2experimentalist. The information that is leaked to such
environments tends to dissipate very fast, in which case
the noise induced in the system is well approximated by
a Markovian master equation.
As a main result, we characterize the set of Marko-
vian master equations which allow for the preservation
of the majorization preorder between states. That is,
the individual master equations that, together with co-
herent control, allow for the same state transformations
as the whole set of maps of the form (1). With this, we
show that majorization captures the notion of mixedness
for this class of open system dynamics. This result dif-
fers from what happens in the resource theory of TO,
where restricting to Markovian semigroups already nar-
rows quite heavily the set of state transitions allowed on
a qubit [15]. We also briefly explore how other master
equations affect the preorder, and speculate on the effect
of different restrictions on the coherent control.
The power of dissipation with coherent control has al-
ready been explored in a number of previous works, with
more restricted settings (see for instance [18–26]). While
in most of the literature the main tools employed are Lie-
algebraic, here we exploit basic results from the theory
of majorization.
The paper is organized as follows. We begin in
section II with the relevant preliminary background.
Then, in section III we define the state convertibility
problem and introduce the basic tools used later for its
analysis. Section IV contains the main results and their
derivations. We summarize and further discuss them in
section V.
II. PRELIMINARIES
A. The majorization preorder of probability
distributions
The notion of how mixed different distributions are
is well captured by the theory of majorization. Let
p = (p1, p2, . . . , pd) be a vector representing a discrete
probability distribution of d possible outcomes. One can
pick two components pi and pj of p and combine them,
producing two new components p′i and p
′
j , using the mix-
ing rule (
p′i
p′j
)
=
(
1− s s
s 1− s
)(
pi
pj
)
(2)
for some s ∈ [0, 1]. The resulting probability vector is
p′ =
(
p1, p2, . . . , p
′
i, . . . , p
′
j, . . . , pd
)
. This mixing of two
levels is known as T-transform. One can apply a sequence
of transformations of the form (2), possibly between a dif-
ferent pairs of components each time. After each round,
the probability distribution becomes increasingly mixed.
One can also think of more general d × d stochas-
tic matrices (Mij with non-negative entries such that∑
iMij = 1 for all j), i.e., matrices that map proba-
bility vectors to probability vectors. The relevant subset
of stochastic matrices are called bistochastic (or doubly-
stochastic), which are those whose matrix elements sat-
isfy the additional condition
∑
j(M)ij = 1 for all i. This
is equivalent to having the maximally mixed probability
vector 1d (1, 1, . . . , 1) as a fixed point. For d > 2, the
set of sequences of T-transforms is a strict subset of bis-
tochastic matrices, while for d = 2 is coincides with it.
Even though one is a subset of the other, the possible
transitions between probability distributions that they
allow for are, in fact, the same. This is summarized in the
following theorem, central to the theory of majorization:
Theorem. Let p = (p1, . . . , pd) and p
′ = (p′1, . . . , p
′
d)
be probability distributions. The following statements are
equivalent:
(i) Let (p↓1, . . . , p
↓
d) be a permutation of p such that p
↓
i ≥
p↓i+1, and similarly for p
′. Then, for every k ∈
{1, . . . , d},
k∑
i=1
p↓i ≥
k∑
i=1
p′↓i . (3)
(ii) There exists a bistochastic matrix M such that p′ =
Mp.
(iii) There exists a sequence of at most (d − 1) T-
transforms Ti such that p
′ = (
∏
i Ti)p
If p and p′ are such that these conditions hold, we say
that p majorizes p′, which we denote by p ≻ p′. It is
reasonable to conclude that p′ being “more mixed” than
p is precisely captured by the statement “p ≻ p′”. For
more details on the theory of majorization and for a proof
of the theorem above, we refer the reader to [27, 28].
B. Mixing of quantum states
In the quantum formalism states are represented by
density matrices, which are positive semidefinite matrices
with unit trace, so their eigenvalues form a probability
distribution. A quantum state is “more mixed” the more
uniform the probability distribution of its eigenvalues is.
We denote ρ ≻ σ to indicate the majorization of the
corresponding probability distributions of the spectra.
The meaning of “more mixed” is justified by thinking
back at the definition of NO in Eq. (1). The central result
of the theory is that there exists a NO taking ρ
NO7−−→ σ if
and only if the eigenvalues of ρ majorize the eigenvalues
of σ. In other words,
ρ
NO7−−→ σ ⇐⇒ ρ ≻ σ . (4)
In fact, it can be shown that for any Completely Pos-
itive Trace Preserving (CPTP) map that has the maxi-
mally mixed state as a fixed point E(Id/d) = Id/d (i.e.
3unital maps), the following holds for all quantum states
ρ:
E(ρ) = σ =⇒ ρ ≻ σ . (5)
As NO are also unital maps, the converse also holds: two
quantum states ρ and σ with σ more mixed than ρ, are
always connected with a unital quantum channel:
ρ ≻ σ =⇒ ∃ E unital CPTP with σ = E(ρ) (6)
In fact, the two sets of maps coincide for Hilbert space
dimensions d = 2, where unitary interaction with a four-
dimensional maximally mixed environment is sufficient
[29, 30]. On the other hand, for d = 3 not all unital
quantum maps are noisy operators [31].
An alternative way for quantifying the mixedness of
quantum states is though their Re`nyi entropies. These
are defined as Sα(ρ) :=
1
1−α logTr(ρ
α) with α ≥ 0, such
that α → 1 reduces to the usual von Neumann entropy
S1(ρ) = −Tr(ρ log(ρ)), while S2(ρ) = − logTr(ρ2) is di-
rectly related to the purity. We note, however, that
these entropies provide a weaker notion of mixedness
than majorization does, and do not fully capture the mix-
ing power of NO. Although it is straigthforward to show
that [4]
ρ ≻ σ =⇒ Sα(ρ) ≤ Sα(σ) ∀α , (7)
the converse statement is not true, Sα(ρ) ≤ Sα(σ) ∀α 6⇒
ρ ≻ σ. For counter-examples see [32].
C. Classical and quantum Markovian mixing
Markovian processes continuous in time give rise to
one-parameter families of stochastic matrices that obey
the semigroup property
M(t1 + t2) =M(t1)M(t2) (8)
M(0) = I (9)
for any t1, t2 ≥ 0. Such families emerge as solutions to the
equation ddtM(t) = QM(t) for some time-independent
generating matrix Q. The solution M(t) = exp (tQ) is
a 1-parameter family of stochastic matrices for all t ≥ 0
if and only if the generator Q satisfies the following two
conditions:
(Q)ij ≥ 0 for i 6= j (10a)∑
i
(Q)ij = 0 for every j . (10b)
One can impose extra conditions on the generator Q
in order to guarantee that the family M(t) is not just
stochastic, but also bistochastic. This translates to the
additional condition∑
j
(Q)ij = 0 for every i . (10c)
As a result, if conditions (10) simultaneously hold for the
generator Q then the resulting semigroupM(t) describes
a mixing processes. For example, the matrix
Q =
(−γ γ
γ −γ
)
(11)
for γ > 0 generates a family of T-transforms [see Eq. (2)]
with parameter s(t) = 12
(
1 + e−2γt
)
.
Here we consider quantum Markovian master equa-
tions, also called dynamical semigroups [33]. These give
rise to 1-parameter families of CPTP maps which again
obey the semigroup property
E(t1 + t2) = E(t1)E(t2) (12)
E(0) = I (13)
for t1, t2 ≥ 0. The corresponding differential equation
is ddtE(t) = LE(t) with solution E(t) = exp (tL). The
solution is a CPTP map for all t ≥ 0 if and only if the
generator L (referred to as Lindbladian) can be cast into
the Lindblad diagonal form:
L(X) = −i [H,X ]
+
∑
α
[
LαXL
†
α −
1
2
(
L†αLαX +XL
†
αLα
)]
, (14)
for some Hermitian operator H (the effective Hamilto-
nian) and a family of operators {Lα}α (the Lindblad
operators), which we assume to be time-independent.
Given a particular master equation and an initial state,
the set of quantum states that can be reached are only
those that belong to the trajectory Et(ρ) which is spanned
by a single parameter.
For our considerations, we impose that the dynamics
is unital, i.e., E(t) (I) = I for all t ≥ 0 which is equivalent
to L (I) = 0 or ∑
α
L†αLα =
∑
α
LαL
†
α . (15)
This includes a large amount of dissipative processes
found in nature, such as dephasing processes, or ther-
malizations with an environment in the high temperature
limit.
D. Coherent control
In order to enlarge the set of states that can be reached
under the present noise models, we also include in the set
of operations an arbitrary amount of coherent control.
More specifically, we assume that the implementable
Hamiltonians H(t) span the su(n) algebra. For our
purposes, it will be sufficient to consider H(t) =∑d2−1
i=1 ci(t)Hi with continuous control functions ci(t)
that are unbounded ({Hi}i is a basis of the su(n) alge-
bra). We suppose that these control pulses are of frequen-
cies high enough that they do not induce a time depen-
dence on the Lindblad operators of the master equation.
4III. CONVERSION OF STATES UNDER
MARKOVIAN DISSIPATION AND COHERENT
CONTROL
A. Setting of the problem
We are now ready to define the state conversion prob-
lem. We say that the state ρ can be converted to the
target state σ under unitary control and dissipation L0,
if there exist a 1-parameter family of Hamiltonian op-
erators H(t) such that the time evolution of the state
dρ
dt = −i [H(t), ρ] + L0(ρ) can approximate σ arbitrarily
well. We shall denote this as
ρ
L0+CC7−−−−−→ σ (16)
(CC above stands for “Coherent Control”).
Without loss of generality, L0 above can be assumed
to have a vanishing Hamiltonian part as far as state con-
vertibility is concerned. Furthermore, notice that a state
ρ is considered convertible to σ even if the conversion pro-
cess requires infinite time or unbounded pulse strength.
This limit, as we will argue now, drastically simplifies the
analysis.
The strength of the external control fields ‖H(t)‖ is un-
bounded and hence allows for ideal (Dirac delta) pulses
to be arbitrarily well approximated. On the other hand,
the strength of the dissipation is necessarily bounded,
since we are considering time independent Lindbladians
L0 in finite dimensions. Physically, this means that the
rate of noise (or the strength of the interaction with the
environment) is much smaller than the speed of the co-
herent control. This separation of time scales simplifies
the convertibility problem, effectively transforming it to
a property of the spectra of the initial and target states
(as multisets, i.e., counting multiplicity of eigenvalues).
This follows from the fact that the convertibility
ρ
L0+CC7−−−−−→ σ also implies that the conversion Uρ L0+CC7−−−−−→
Vσ is possible, where U ,V are any unitary superopera-
tors. This is because there exists (by assumption) a se-
quence of Hamiltonian protocols H(t) such that the time
evolution of ρ, i.e., E(ρ) := [T exp (∫ dtL(t))] ρ approx-
imates σ arbitrarily well. One can construct a modified
protocol by prepending and appending two extra pulses
of duration δt that generate U† and V , respectively. How-
ever, in the limit of ideal pulses δt→ 0 the time evolution
becomes E ′ = VEU† [34].
In addition, if ρ1
L0+CC7−−−−−→ ρ2 and ρ2 L0+CC7−−−−−→ ρ3 hold
true, then we can deduce ρ1
L0+CC7−−−−−→ ρ3 (by concatenat-
ing the two protocols), i.e., transitivity holds. Thus, our
set of operations induces again a preorder in the set of
quantum states.
For any unital Lindbladian L0 we clearly have
ρ
L0+CC7−−−−−→ σ =⇒ ρ ≻ σ , (17)
since the time evolution is unital. However, given any
two states such that one is more mixed that the other, is
it possible to guarantee that
ρ ≻ σ ?==⇒ ρ L0+CC7−−−−−→ σ , (18)
for all such states? That is, is the preorder induced by
L0 also the majorization preorder as in NO?
B. Evolution equation for the spectrum
We now seek a differential equation that describes the
time evolution of the spectrum of a state under Marko-
vian dynamics, by examining the time evolution of ρ from
an orthonormal eigenbasis {|i(t)〉}i. Let us assume for
now that the choice is such that the eigenvectors are dif-
ferentiable with respect to time. This assumption might
fail in general at points where the spectrum of ρ is de-
generate, but this poses no problem for our construction.
Let ρ˙(t) = −i [H(t), ρ(t)] + L0 be the evolution equa-
tion for the state ρ(t), under some Hamiltonian protocol
H(t). Then, the corresponding evolution equation for the
eigenvalues λi(ρ) := 〈i(t)|ρ(t)|i(t)〉 is
λ˙i =
∑
j
[Q(t)]ij λj , (19)
where
[Q(X)]ij := Xij − δij
∑
k
Xkj , (20a)
Xij :=
∑
α
X
(α)
ij , (20b)
X
(α)
ij =
∣∣∣〈i(t)|L(α)|j(t)〉∣∣∣2 . (20c)
This can be shown as follows. We have λ˙i = 〈i|ρ˙|i〉
(since 〈i|i〉 = 1). By inserting the Lindblad form
[Eq. (14)] for the dissipative part L0 and using the spec-
tral decomposition of ρ we get, as desired,
λ˙i =
∑
α

∑
j
X
(α)
ij λj −
∑
k
X
(α)
ki λi


=
∑
j
(∑
α
[
X
(α)
ij −
∑
k
X
(α)
kj δij
])
λj
=
∑
j
Qijλj .
By construction, the matrix Q is a generator of
stochastic matrices, namely Equations (10a) and (10b)
are satisfied for all Q matrices arising as in equations
(20), for any set of Lindblad operators. If L0 is in addi-
tion unital, Equation (10c) is also satisfied, as it can be
easily checked directly invoking Eq. (15). Notice that Q
depends jointly on the dissipative and the Hamiltonian
part of L. The dissipative part L0 directly determines
the Q matrix through the set of operators {L(α)}α, while
5the Hamiltonian part influences the time evolution of the
eigenbasis {|i(t)〉}i.
Equation (19) describes the evolution of the eigenval-
ues of ρ(t) under Lindblad evolution. Perfect coherent
control of the quantum system allows steering the eigen-
basis of ρ(t) (arbitrarily close) to any desired instanta-
neous orthonormal eigenbasis. Hence, the eigenbasis can
be regarded as the control parameter of the system, in
which case Eq. (19) describes the corresponding evolution
of the eigenvalues.
More specifically, for any choice of a piecewise differen-
tiable orthonormal basis B = {|i(t)〉} with a finite num-
ber of discontinuities, there exists a Hamiltonian proto-
col H(t) such that the eigenbasis of ρ(t), evolving under
L = KH(t) + L0 (where KH(X) := −i [H,X ]), arbitrar-
ily well approximate the prescribed basis B [35]. This
fact was proven by Rooney et al. in Ref. [26], where an
explicit expression for H(t) (as a function of B and L0)
was given. We will invoke this fact later on by specifying
as input to specific evolutions the eigenbasis B instead
of the Hamiltonian control protocol. Notice that for any
such prescribed eigenbasisB the corresponding evolution
equation of the eigenvalues of ρ(t) is given by Eq. (19),
where the input regardingB is incorporated in Eq. (20c).
Before proceeding, we comment on a relevant technical
point. The eigenbasis of a non-degenerate density opera-
tor is uniquely defined, but the same cannot be said when
degeneracy is present. Differentiability of ρ(t) (automat-
ically satisfied by Markovian evolutions) guarantees that
its eigenbasis {|i(t)〉} is differentiable at regions of non-
degeneracy. However, differentiability of ρ(t) alone does
not guarantee the existence of a differentiable eigenba-
sis at points (or regions) where degeneracy is present.
Hence, one might worry that the evolution equation (19)
might not apply directly in such cases. Furthermore, it
is unclear what is the relevant eigenbasis for Eq. (20c).
Let us, nevertheless, note the following. (i) The eigen-
values of the density operator can always be chosen to be
differentiable in any interval if ρ(t) is itself continuously
differentiable (i.e., it’s derivative exists and is continu-
ous) [36], which is true in our case. Furthermore, (ii) the
set of degenerate states is a zero-measure set in the state
space. This implies that, given a degenerate state ρ, one
can always consider a non-degenerate counterpart ρ˜ that
is as close as desired to the original ρ. Then, by conti-
nuity arguments, the evolutions of ρ and ρ˜ under some
common L(t) are in practice indistinguishable. On more
physical grounds, states in the laboratory are never ex-
actly degenerate.
This suggests that nothing exceptional happens with
the evolution of degenerate states, but the possible non-
differentiability of the eigenvectors at crossing points is
an artifact of our choice to work with one-dimensional
projectors, instead with the total projector in the degen-
erate subspace (which is differentiable).
C. A first example: Depolarizing noise
Let us show a simple example of a Master equation
with which transitions are very limited. This also demon-
strates how certain kinds of Markovian noise heavily re-
strict the preorder of states. Consider the depolarizing
Lindbladian in d dimensions
L0(X) = Id
d
Tr (X)−X . (21)
L0 is unital and the corresponding Lindblad operators
{Lα}α can all be chosen to be unitary [37].
In absence of any control fields, the time evolution due
to the Lindbladian above has the simple form
ρ(t) = e−tρ(0) +
(
1− e−t) I
d
. (22)
Thus the spectrum of the noised state is a mixing between
the original probability distribution and the maximally
mixed one, namely
λi(t) = e
−tλi(0) +
(
1− e−t) 1
d
. (23)
The highly symmetric form of the depolarizing Lind-
bladian has the additional property that the evolution
of the eigenvalues is independent of any external coher-
ent control. In other words, ρ
L0+CC7−−−−−→ σ for depolarizing
noise if and only if
λ(σ) = sλ(ρ) + (1− s)λ(Id/d) (24)
for some s ∈ [0, 1]. This is because the depolarizing Lind-
bladian L0 commutes with any Hamiltonian part
[L0,KH ] = 0 , (25)
which follows from L0KH = −KH and KHL0 = −KH .
As a result, for any protocol H(t) (t ∈ [0, T ]) the propa-
gator can be split as
T exp
(∫ T
0
dt
[KH(t) + L0]
)
= U exp (TL0) , (26)
with U = T exp
(∫ T
0 dtKH(t)
)
. However, the action of U
on the a state does not affect its eigenvalues, hence the
eigenvalue evolution equation is identical to Eq. (23) as
in the original system (with the absence of control).
The above demonstrates the limited value of depolar-
izing noise for mixing tasks in d > 2. For qubits, the pre-
order is specified by a single parameter, thus any mixing
evolution of the eigenvalues is of the form (24), so in fact
any kind of unital noise is sufficient for Eq. (18) to hold
[38].
6IV. LINDBLADIANS WITH OPTIMAL MIXING
PROPERTIES
We now characterize the set of Markovian master
equations that allow us to recover the majorization
preorder. The relevant definition is as follows:
A unital Lindbladian L0 is optimal if and only if
ρ
L0+CC7−−−−−→ σ for any pair of states satisfying ρ ≻ σ.
First, we provide the general statement that char-
acterizes the whole set of optimal Lindbladians. Then,
we focus on a physically relevant subset of such oper-
ations, namely the class of dephasing maps. For the
dephasing case we give an alternative construction that
demonstrates their optimality, based on the Schur-Horn
theorem [39].
A. Optimal Lindbladians can mix exactly two
levels at a time
We now show the following:
A unital lindbladian L0 6= 0 is optimal if and only
if there exists an ordered orthonormal basis B′ in which
all the corresponding Lindblad operators {Lα}α admit a
matrix representation of the form
Lα = Mα ⊕Dα ∀ α , (27)
where each Mα ∈ M2(C) is a 2 × 2 block and
Dα ∈ Md−2(C) is a diagonal matrix.
Let us consider a pair of states satisfying ρ ≻ σ. By
the majorization assumption, it follows that there exists
a bistochastic matrix Bij and a series of T -transforms
such that
λi(σ) =
∑
j
Bijλj(ρ) (28)
B = T(ikjk)(sk) · T(ik−1jk−1)(sk−1) · . . . · T(i1j1)(s1) ,
(29)
with k ≤ d− 1. Each T -transform is of the form
T(ij)(s) = (1− s)I + sP(ij) , (30)
where P(ij) is the transposition of the (ij) levels and s ∈
[0, 1]. For reasons that will become clear, we want to
restrict s ∈ [0, 1/2], for which we utilize the relation
T(ij)(1− s) = P(ij)T(ij)(s) (31)
and alter all T-transforms with s > 1/2, at the expense
of inserting the required transposition matrices in the
decomposition of B. The occurring permutation matri-
ces can be brought to the rightmost of B by using the
relations
P(ij)T(ik) = T(jk)P(ij) , i, j 6= k . (32)
This results in a decomposition of B similar to that of
Eq. (29) but with si ∈ [0, 1/2] and possibly some permu-
tation matrix on the rightmost side, which we will not
write explicitly as it will turn out to be unimportant.
The next step is to break the conversion problem into
k pieces, each of them corresponding to one of the T-
transforms in the decomposition of B. We have al-
ready argued that (i) the convertibility (or impossibility
thereof) is a property of the eigenvalues of the initial and
target states (since one can implement fast unitaries at
the beginning and in the end), and that (ii) the state
conversion is transitive, i.e., we can break the total con-
version into intermediate steps (if each of them is possible
then the total transformation is also possible). It hence
follows that all conversions ρ
L0+CC7−−−−−→ σ (with ρ ≻ σ)
are possible if the family of T-transforms T(ij)(s) with
s ∈ [0, 1/2] (for all pairs (ij)) are implementable.
Notice, however, that if a transformation T(ij)(s) is
implementable then also any other T(i′j′)(s) is, just by
exchanging the populations i ↔ i′, j ↔ j′ (which is
a unitary transformation), implementing T(ij)(s) and fi-
nally exchanging them back. In addition, the permu-
tation matrix from the decomposition of B mentioned
earlier can be considered as part of a initial unitary that
is potentially needed in the beginning of the protocol.
It remains to show that the transformations T(ij)(s)
(for all s ≤ 1/2 and for some pair of levels (ij)) are
implementable. For that, we are going to invoke Eq. (19)
together with the main assumption that the Lindblad
operators can be cast into the form (27). We will treat
the case s = 1/2 separately, so we assume s < 1/2 for
now.
For convenience, and without loss of generality, we con-
sider an initial state ρ1 and an (intermediate) target state
ρ2, with λ(ρ2) = T(ij)(s)λ(ρ1), which are both diago-
nal in the B′ basis. Let us specify the eigenbasis B in
Eq. (20c) (which we treat as the control parameter, as
explained earlier), for which we will distinguish two dif-
ferent cases: (i) at least one Mα is non-diagonal in B
′,
(ii) all Mα’s are diagonal in B
′.
(i) We choose a basis B coinciding with B′ such that
the levels (ij) correspond to the 2×2 blocksMα. Now we
invoke Eq. (19) to read what will be the time evolution
of the eigenvalues. The corresponding matrix Q has the
form
Q = Q(ij) ⊕ 0 (33)
where Q(ij) acts on the (ij) levels. By the unitality as-
sumption of L0, the matrix Q is a valid generator of bis-
tochastic matrices, so it automatically satisfies all con-
straints given by Eqs. (10). Hence Q(ij) is necessarily of
the form (11), i.e.,
Q(ij) =
(−γ γ
γ −γ
)
.
7In addition, at least one Mα is non-diagonal by assump-
tion, so from Eqs. (20) we get γ =
∑
α |(Mα)12|2 > 0.
By maintaining the prescribed B constant in time, the
T-transform is
exp (Qt) = T(ij)[s(t)] (34a)
s(t) =
1
2
(
1− e−2γt) , (34b)
hence the desired family of T-transforms can be imple-
mented.
(ii) First, notice that the previous choice of coinciding
basesB andB′ is not adequate to generate T-transforms,
since now γ = 0. Nevertheless, a slightly different choice
of the driving basis B can fix this problem.
The assumption of non-vanishing dissipation L0 6= 0
implies that there exist at least two diagonal elements
(ij) in the representation (27) such that
(
L(α)
)
ii
6=(
L(α)
)
jj
for some α. Indeed, Lα ∝ I for all α implies
L0 = 0, which is excluded. Therefore we consider B that
coincides with B′ except on the (ij) levels that the two
bases are connected via a Hadamard unitary rotation,
namely U = UH ⊕ I, where
UH :=
1√
2
(
1 1
1 −1
)
. (35)
Proceeding like in the previous case, we can calculate
the corresponding Q matrix. By use of Eqs. (20),
we again get Q = Q(ij) ⊕ 0, where now γ =
(1/4)
∑
α
∣∣∣(L(α))ii − (L(α))jj
∣∣∣2. The exponential of Q
has again the desired form (34). As we argued, there
always exist levels such that γ > 0. Hence, we again con-
clude T-transform for s ∈ [0, 1/2) can be implemented.
It remains to comment on the s = 1/2 case. Although
the above construction would require an infinite time to
achieve s = 1/2, this poses no problem since by allowing
larger and larger total time t for the protocol we can
approximate the s = 1/2 T-transform arbitrarily well.
Now we proceed to show the necessity of the form
(27). We consider a system with Hilbert space dimen-
sion d ≥ 3, otherwise the aforementioned form is always
attained. Let us assume that the form (27) is not ad-
mittable (in any orthonormal basis). The non-existence
of an orthonormal basis such that the Lindblad opera-
tors can be all brought to a form of Eq. (27) implies that
the Q matrix (Eqs. (20)) is always mixing at least three
levels at all times. If we consider an initial state ρ and
a target state σ, with ρ ≻ σ, such that the spectrum
of σ differs solely by a two-level mixing, it is clear that
approximating σ arbitrarily well is impossible.
Notice that, although the driving basis B above was
chosen (in both cases (i) and (ii)) to be time-independent
during the implementation of a single T-transform, in
general this does not imply that coherent manipulations
are absent during that time interval.
B. All Dephasing Lindbladians are optimal
We now focus on a particular physically relevant case
of the above: dephasing master equations. We say that
a time-independent Lindbladian L 6= 0 dephases if
lim
t→∞
exp (Lt) =
∑
i
Πi (·)Πi (36)
for some complete family of orthogonal projectors {Πi}
(not necessarily rank-1). Dephasing Lindbladians admit
a representation in Lindblad operators such that all L(α)
are simultaneously diagonalizable. As a result, Mα in
Eq. (27) are also diagonal for all α. Notice that dephas-
ing Lindbladians are unital. Hence we have the following:
Any dephasing Lindbladian is optimal.
This can also be shown by using the Schur-Horn
theorem [27], which provides an alternative protocol for
state conversion.
Assume ρ ≻ σ. Then, the Schur-Horn theorem guar-
antees the existence of a unitary transformation U such
that λ(σ) = λ(D (UρU †)), where D(X) := ∑di=1 PiXPi
is any dephasing channel with {Pi := |i〉 〈i|}i a complete
family of rank-1 projectors. In the case that all Πi’s from
Eq.(36) are rank-1, it suffices to unitarily rotate the state
ρ and then allow the Markovian dissipation to completely
dephase the rotated state (without any additional coher-
ent control). The resulting state is unitarily equivalent
to σ. Thus ρ
L0+CC7−−−−−→ σ is achievable.
If any of the Πi’s have rank greater than one, the re-
sulting state is block-diagonal with respect to the {Πi}i
decomposition and is not unitarily equivalent to the state
σ. Nevertheless, by the Schur-Horn theorem, there ex-
ists a basis such that the eigenvalues of σ lie in the di-
agonal of the dephased state. The off-diagonal elements
surviving after the initial dephasing process can be elim-
inated by exchanging the populations between different
blocks and then dephasing again. By repeating this pro-
cess one arrives to a diagonal state, unitarily equivalent
to σ. In equations, for any |k〉 〈l| (k 6= l) such that
Πi (|k〉 〈l|)Πi = |k〉 〈l| there exists a permutation pi ∈ Sd
such that Πi (|pi(k)〉 〈pi(l)|)Πi = 0. Notice that the values
of the diagonal elements remain unchanged during this
process.
V. DISCUSSION AND OUTLOOK
We have characterized the set of Markovian master
equations which are optimal for noisy state transforma-
tions: dephasing Lindbladians have optimal converting
properties, but not all such optimal Lindbladians are de-
phasing. Together with unitary control of the system
alone, they have a converting power which is equivalent
to the one of Noisy Operations (NO).
8Recently, Boes et al. in [12] have explored another
physical restriction similar in spirit: they show that the
smallest possible environment one can have in the re-
source theory of NO such that the majorization preorder
is preserved is of dimension ⌈d1/2⌉. That is, in the re-
source theory of NO one can interact with an arbitrarily
large environment, but the state transitions allowed are
the same when there is access to one with the aforemen-
tioned size.
The existence of individual master equations that al-
low for the full preorder of NO to be preserved is very
much in contrast to what happens in thermal operations
(TO). This set includes arbitrary energy-preserving in-
teractions with a finite-temperature bath of any size and
Hamiltonian. In that case, the relevant preorder is given
by thermomajorization [40], which can be understood
as a “finite temperature” equivalent of majorization in
which the Gibbs distribution plays the role of the max-
imally mixed distribution. It can be shown [15] that in
that context, Markovian master equations with thermal
states as steady states are far from enough to achieve the
preorder of TO, already for single qubits. This is still the
case when one allows for full unitary control, as can be
seen in [41]. There, it is shown that non-Markovian in-
teractions with the environment are necessary for certain
TO that are optimal in the task of heat-bath algorithmic
cooling of individual qubits.
When exploring the physical meaning of resource-
theoretic constraints, a natural, complementary question
arises: Given a set of further physical restrictions on the
operations, what is the preorder induced on the space of
states? Previous work has studied this by placing restric-
tions on the size [11] or homogeneity [42] of the environ-
ment, or on the system-environment interactions allowed
[14, 15]. While this has not been the focus of the present
work we note that, for NO, limited coherent control may
be another such relevant restriction.
Regarding that limitation, the discussion in Sec. III A
above shows that, at the very least, there are be some
states in the orbit U(ρ) that are out of reach, so the ma-
jorization preorder breaks down and the eigenvalues of
the state cease to give sufficient information. Thus, in
general, the set of states that can be reached will depend
non-trivially on the eigenbasis of the initial state, and on
the particular relation between the noise model and the
amount of control, as well as their relative strengths. We
do not expect that there exists a simple answer to this
general problem in quantum control theory (for particu-
lar settings see, for example, [43, 44]).
Understanding how different sets of maps act on quan-
tum states is in itself a question of controllability of quan-
tum systems, and can thus find a number of practical ap-
plications. For instance, dephasing noise has been found
to enhance transport in disordered systems. In [45, 46]
this fact is derived assuming that coherent control is lim-
ited to the free evolution of a disordered Hamiltonian,
and in [47] a similar effect is found to occur when one al-
lows for larger coherent control. On top of that, Marko-
vian noise appears as a resource in certain models of com-
putation/quantum simulation [48] and its control is the
key ingredient of dissipative engineering [49–51]. These
illustrate how in certain situations noise can indeed be
seen as an aid rather than a drawback. We hope that
the present work will contribute to the solution of the
very practical problem of understanding how to utilize
noise in quantum settings.
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