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Abstract—Information that is efficient, effective, right on 
target and can be trusted, is a powerful instrument to be the basis 
for policy making. This has become an important aspect in 
supporting problem-solving strategies, one of which is poverty. 
Problems that become global and national issues. The purpose of 
this research is to develop a framework that applies the CRISP- 
DM methodology and the Agglomerative Hierarchical Clustering 
technique using several variations of distance measurements, in 
producing regional cluster analysis based on poverty levels in the 
East Kalimantan region. 
 
Abstrak—Informasi yang efisien, efektif, tepat sasaran dan 
dapat dipercaya, merupakan instrument tangguh untuk menjadi 
dasar dalam pengambilan kebijakan. Hal ini menjadi aspek 
penting dalam mendukung strategi penanggulangan masalah, 
salah satunya masalah kemiskinan. Masalah yang menjadi isu 
global maupun nasional. Tujuan dari penelitian ini adalah 
membangun kerangka kerja yang menerapkan metodologi 
CRISP-DM dan teknik Agglomerative Hierarchical Clustering 
menggunakan beberapa variasi pengukuran jarak, dalam 
menghasilkan analisis klaster wilayah berdasarkan tingkat 
kemiskinan di daerah Kalimantan Timur.  
 
Keywords—Agglomerative Hierarchical Clustering, CRISP- 
DM, Distance Measure 
I. PENDAHULUAN 
Di Indonesia, masalah kemiskinan menjadi prioritas 
pembangunan. Masalah ini merupakan masalah yang 
kompleks dan bersifat multidimensional sehingga program- 
program pembangunan terus digerakan untuk meningkatkan 
kesejahteraan masyarakat. 
Aspek penting dalam mendukung strategi 
penanggulangan kemiskinan adalah tersedianya data 
kemiskinan yang akurat. Badan pusat Statistik (BPS) terus 
melakukan perhitungan jumlah dan persentase penduduk 
miskin di Indonesia. Pengukuran kemiskinan yang dapat 
dipercaya mampu menjadi instrumen tangguh bagi 
pengambilan kebijakan sehingga upaya penanggulangan 
kemiskinan dapat berjalan lebih efisien, efektif, dan tepat 
sasaran [1]. 
Clustering adalah teknik dari data mining dimana data 
yang dinilai serupa ditempatkan ke dalam kelompok yang 
terkait atau homogen tanpa harus memiliki pengetahuan 
tentang definisi dari kelompok tersebut [14]. Dengan 
mengelompokan objek yang memiliki kemiripan maksimum 
atau kemiripan minimum dengan grup objek lain, pendekatan 
ini dapat berguna untuk mengekplorasi data dalam dataset 
yang tidak memiliki laber secara objektif dan menjadi 
ringkasan untuk tugas-tugas data mining pada permasalahan 
yang kompleks [15].Untuk mendapatkan informasi yang lebih 
efisien, efektif dan tepat sasaran untuk mendukung strategi 
penanggulangan kemiskinan ini, penulis mencoba membuat 
kerangka kerja dengan menerapkan metodologi Cross-
Industry Standard Process for Data Mining (CRISP-DM)[2-
3] dan metode Agglomerative Hierarchical Clustering (AHC). 
Dalam pengukuran klaster ini, juga diterapkan beberapa 
variasi pengukuran, untuk mendapatkan klaster yang paling 
tepat untuk data yang dipakai. 
Penelitian terdahulu [12], menerapkan Complate Linkage 
dan metode Hierarchical Clustering Multiscale Bootstrap, 
untuk menentukan jumlah klaster menggunakan data 
kemiskinan di Kalimantan Timur Tahun 2016. Penelitian lain 
[17], melakukan perbandiangan hasil klaster menggunakan 
single linkage dan metode C-Means. Perbedaan penelitian 
yang dilakukan adalah dari segi penggunaan metode dan 
metodologi yang dipakai. 
 
II. TINJAUAN PUSTAKA 
A. Kemiskinan 
Kemiskinan adalah kondisi kehidupan yang serba 
kekurangan yang dirasakan oleh seorang atau rumah tangga 
sehingga tidak mampu memenuhi kebutuhan primer atau 
yang layak bagi kebutuhan. Aspek-aspek yang menyangkut 
kemiskinan adalah aspek ekonomi, politik, dan sosial- 
psikologi[5]. 
Kemiskinan berarti kondisi dimana orang atau kelompok 
orang memiliki peluang lebih besar terhadap resiko dan 
tekanan penyakit dan kenaikan harga-harga bahan makanan 
dan uang sekolah secara tiba-tiba [16]. 
 
B. Agglomerative Hierarchical Clustering 
Pengelompokan klaster menggunakan model hirarki, 
dapat dilakukan dengan dua arah, menggabungkan titik-titik 
individual ke klaster pada tingkat paling tinggi atau 
membaginya dari klaster paling atas ke objek yang paling 
kecil. Agglomerative Hierarchical Clustering (AHC) adalah 
pendekatan yang melakukan proses dari objek paling bawah 
hingga membentuk klaster teratas [6]. AHC akan menyajikan 
hasil dalam bentuk dendrogram yang memrepresentasikan 
pengempokan pola dan tingkat kesamaan pengelompokan. 
Teknik algoritma untuk mengukur jarak klaster yang 
biasanya digunakan pada AHC adalah Single Linkage, 
Complate Linkage, dan Average Linkage. Single Linkage 
melihat jarak antara 2 anggota klaster terdekat, Complate 
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Linkage melihat jarak antara 2 anggota klaster terjauh, dan 
Average Linkage melihat jarak rata antara masing-masing 
anggota. 
 
C. Pengukuran Jarak 
Fungsi yang digunakan untuk mengidentifikasi kesamaan 
antara dua data menjadi kunci penting dari proses 
pengelompokan. Data dapat bervariasi dimana dapat dibentuk 
sebagai nilai mentah dengan panjang yang sama atau tidak, 
atau dibentuk sebagai vektor [11]. 
Misalkan 𝑥! dan 𝑣! dalam sebuah dimensi vektor P, maka 
untuk Euclidean Distance (ED) [6-8], Manhattan Distance 
(MD) [8], Minkowski Distance (MKD) [9-10] masing- 
masing akan diukur seperti : 
konstruksi atribut baru, dan transformasi data untuk 
permodelan nantinya. 
D. Modeling 
Pada fase ini, berbagai teknik permodelan akan dipilih dan 
diterapkan. Beberapa teknik dapat digunakan untuk jenis 
masalah data yang sama. Namun beberapa teknik 
memerlukan bentuk format data yang tertentu. 
E. Evaluation 
Pada tahap ini, model yang terbangun memiliki kualitas 
yang baik dari prespektif analisis data. Tujuan utama pada 
tahap ini adalah untuk menentukan apakah ada beberapa 
masalah bisnis yang belum dipertimbangkan sebelumnya. 
Tahapan ini juga harus menunjukan hasil data mining yang 
diingikan. 
F. Deployment 
Pengetahuan yang diperoleh masih perlu untuk diatur dan 
disajikan sedemikian rupa agar dapat digunakan. Penting 
𝑑!" = 
 
 
 
 
𝑑!"  = 
(1) 
 
 
 
 
(2) 
untuk memahami dari awal, kegiatan yang akan dilakukan 
agar dapat benar-benar memanfaatkan model yang dibuat. 
 
 
IV. HASIL DAN PEMBAHASAN 
Dengan menerapkan CRISP-DM, alur model dapat 
digambarkan seperti Gambar 1. Namun pada penelitian ini, 
pekerjaan dilakukan mulai dari Business Understanding 
hingga Modeling. 
 
 
𝑑!"#  = (3) 
 
 
Dalam persamaan di atas, q adalah bilangan bulat positif. 
Versi yang dinormalisasi dapat didefinisikan jika nilai yang 
diukur dinormalisasi melalui pembagian dengan nilai 
maksimum dalam urutan. 
 
III. METODOLOGI PENELITIAN 
Penelitian ini menggunakan metodologi Cross-Industry 
Standard Process for Data Mining (CRISP-DM) [2-3]. Alur 
kerja dari CRISP-DM meliputi Business Understanding, 
Data Understanding, Data Preparation, Modeling, 
Evaluation, Deployment. 
A. Business Understanding 
Fase awal ini difokuskan untuk memahami tujuan dan 
persyaratan dan kemudian mengubah pengetahuan menjadi 
definisi masalah pada datamining, serta merancang rencana 
untuk mencapai tujuan. 
B. Data Understanding 
Tahapan dimana memulai untuk memahami data dan 
melakukan pengumpulan data awal, untuk mengidentifikasi 
masalah dari kualitas data, menemukan wawasan awal, dan 
mendeteksi hipotesis dari informasi yang tersembunyi. 
C. Data Preparation 
Fase ini mencakup semua kegiatan untuk menyusun 
dataset akhir dari data mentah. Data yang dihasilkan dapat  
 
 
 
 
 
 
 
Gambar. 1. Keseluruhan Alur Model CRISP-DM 
 
Data yang digunakan pada penelitian ini adalah data yang 
dipublis oleh Badan Pusat Statistik Kalimatan Timur yang 
ditebitkan 2017 [4]. Untuk lebih spesifik, data yang 
digunakan adalah data tentang kemiskinan di daerah 
Kalimatan Timur. Mengikuti penelitian sebelumnya [12], 
objek pengamatan yang digunakan pada penelitian ini, 
sebagai berikut : 
 Kota Balikpapan ( Objek 1 ). 
 Kabupaten Kutai Kartanegara ( Objek 2 ). 
 Kota Samarinda ( Objek 3 ). 
 Kabupaten Penajam Paser Utara ( Objek 4 ). 
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 Kabupaten Paser ( Objek 5 ). 
 Kabupaten Kutai Barat ( Objek 6). 
 Kabupaten Kutai Timur ( Objek 7). 
 Kabupaten Berau ( Objek 8 ). 
 Kota Bontang ( Objek 9 ). 
 Kabupaten Mahakam Ulu ( Objek 10 ). 
 
 
Sedangkan fitur yang digunakan adalah : 
 Persentase jumlah penduduk miskin usia 15 
tahun ke atas yang tidak bekerja (satuan dalam 
%) ( Fitur A ). 
 Persentase jumlah rumah tangga yang pernah 
membeli beras raskin(satuan dalam %) ( Fitur 
B). 
 Persentase jumlah pengeluaran perkapita untuk 
non makanan (satuan dalam %) ( Fitur C ). 
 Persentase jumlah penduduk miskin usia 15 
tahun ke atas yang tidak tamat SD (satuan dalam 
%) ( Fitur D ). 
 Persentase angka Melek huruf penduduk miskin 
usia 15-55 tahun (satuan dalam %) ( Fitur E ). 
 Persentase jumlah pengguna alat KB di rumah 
tangga miskin (satuan dalam %) ( Fitur F ) 
 Persentase jumlah rumah tangga miskin dengan 
luas lantai perkapita ≤ 8 m2 (satuan dalam %) ( 
Fitur G ). 
 Persentase jumlah rumah tangga miskin yang 
menggunakan air bersih.(satuan dalam %) ( Fitur 
H ). 
 Persentase jumlah rumah tangga miskin yang 
mendapatkan pelayanan jaminan kesehatan 
(satuan dalam %) ( Fitur I ). 
 Persentase rumah tangga miskin yang 
menggunakan jamban sendiri/bersama (satuan 
dalam %) ( Fitur J ). 
Untuk pengelompokan klaster, penelitian ini 
menggunakan model hirarki, Agglomerative Hierarchical 
Clustering (AHC). Pada model AHC akan diterapkan 
Complate Linkage dengan tiga pengukuran jarak termasuk 
Euclidean Distance (ED) [6-8], Manhattan Distance (MD) 
[8] dan Minkowski Distance (MKD) [9-10]. Hasil dari tiga 
pengukuran jarak yang berbeda ini, digunakan sebagai 
pembanding dalam menganalisis klaster. 
V. KESIMPULAN 
Dengan menerapkan metodologi CRISP-DM, tahapan- 
tahapan yang akan dijalani untuk menganalisis kluster 
wilayah berdasarkan tingkat kemiskinan ini, menjadi lebih 
jelas dan terstruktur. Menggunakan sepuluh objek dan 
sepuluh fitur sebagai data pengukuran kemiskinan di 
Kalimantan Timur. Penerapan AHC dan berbagai 
pengukuran jarak, memberikan gambaran model untuk 
menganalisis klaster wilayah berdasarkan tingkat kemiskinan 
di Kalimantan Timur. Tahapan evaluation dan deployment 
menjadi target pada penelitian selanjutnya. 
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