A graph is 2K 2 -partitionable if its vertex set can be partitioned into four nonempty parts A, B, C , D such that each vertex of A is adjacent to each vertex of B, and each vertex of C is adjacent to each vertex of D. Determining whether an arbitrary graph is 2K 2 -partitionable is the only vertex-set partition problem into four nonempty parts according to external constraints whose computational complexity is open. We establish that the 2K 2 -partition problem parameterized by minimum degree is fixed-parameter tractable. We also show that for C 4 -free graphs, circular-arc graphs, spiders, P 4 -sparse graphs, and bipartite graphs the 2K 2 -partition problem can be solved in polynomial time.
Introduction
The problem of partitioning the vertex set of a graph subject to a given set of constraints on adjacencies between vertices in two distinct parts, or among vertices within a part, is a fundamental problem in algorithmic graph theory. For example, k-colorability and finding a skew-partition, clique cutset, stable cutset, or homogeneous set. A partition decision problem asks if a given graph admits a specific partition.
A skew-partition is a partition of the vertex set of a graph into four nonempty parts A, B, C , D such that each vertex of A is adjacent to each vertex of B, and each vertex of C is nonadjacent to each vertex of D. The skew-partition problem was defined in the context of perfect graphs and plays a key role in the celebrated proof of the Strong Perfect Graph Conjecture by Chudnovsky et al. [3] .
A 2K 2 -partition is a partition of the vertex set of a graph into four nonempty parts A, B, C , D such that each vertex of A is adjacent to each vertex of B, and each vertex of C is adjacent to each vertex of D. A 2K 2 -partition can be viewed as a generalization of a partition of the vertex set into two cliques; however, it is not a partition into two sets where each set induces a complete bipartite subgraph as the parts are not constrained to be independent sets (Fig. 1 ).
For a given symmetric k × k matrix M over {0, 1, * }, an M-partition [9] is a partition of the vertex set of a graph into k parts (empty parts are permitted), corresponding to the rows and columns of M, such that: for i = j, if M[i, j] = 0 (resp., 1, ), $ Partially supported by Brazilian agencies CNPq and FAPERJ. then 'no edges' (resp., 'all edges', 'no restriction') are required between vertices in part i and vertices in part j; if M[i, i] = 0 (resp., 1, ), then part i is required to induce a stable set (resp., clique, arbitrary subgraph). Thus, for any specific matrix M, we have an M-partition decision problem. In a list M-partition problem, in addition, the input includes for each vertex Problems skew-partition and 2K 2 -partition are examples of problems that can be formulated as M-partition problems with the additional requirement that all four parts are nonempty. The matrices are defined in Figs. 2(a) and (b).
Every list M-partition problem with M of dimension 4 was classified by Feder et al. [9] as either solvable in quasipolynomial time or NP-complete. Here, quasi-polynomial time is complexity of O(n c log t n ), where t and c are positive constants and n is the number of vertices in the input graph. In particular: list M-partition, where M is the 2K 2 -partition matrix, was classified as NP-complete [6] ; list M-partition, where M is the skew-partition matrix, was classified as quasipolynomial-time solvable. The first polynomial-time algorithm for list M-partition, where M is the skew-partition matrix, (and hence, also skew-partition) was developed by de Figueiredo et al. [5] and recently Kennedy and Reed announced a more efficient algorithm [14] . Cameron et al. [1] showed that all the quasi-polynomial-time cases of the Feder et al. [9] quasidichotomy result are actually polynomial-time solvable, with the sole exception of the stubborn problem (see Fig. 2(c) ) and its complement.
Dantas et al. [4] studied H-partitions, where the matrix M has dimension 4 and only * s on the main diagonal (i.e., no internal constraints are imposed) and all parts must be nonempty. All the H-partition problems have been shown to be polynomial-time solvable [1, 4, 9, 5] , except 2K 2 -partition.
The nonempty-part list 2K 2 -partition problem takes as input a graph G and four vertices x a , x b , x c , x d ∈ V (G), and asks whether G admits a 2K 2 -partition such that x a ∈ A, x b ∈ B, x c ∈ C and x d ∈ D. This is a case of list M-partition where M is the 2K 2 -partition matrix and the input lists have restricted form:
This problem is polynomially equivalent to the H homomorphism retraction problem for H = 2K 2 ; retraction problems were studied by Feder and Vardi in [11] . Feder and Hell [6] show that for every graph H, the retraction problem for H is polynomially equivalent to the one-or-all list homomorphism problem for H, in which input lists are restricted to be either a single vertex of H or V (H). The NP-completeness of the retraction problem for 2K 2 (via its complement, the reflexive four-cycle) was proved first in [6] . Another proof was given by Campos et al. [2] . Therefore, a polynomial-time algorithm for 2K 2 -partition is not immediately obtained by solving O(n 4 ) instances of list M-partition. Feder et al. [8] have shown that all list M-partition problems on cographs admit polynomial-time algorithms. Further recent work on list M-partitions of chordal graphs [10] and perfect graphs [7] leaves the complexity of list M-partition, where M is the 2K 2 -partition matrix, open for these special classes.
We establish that 2K 2 -partition parameterized by minimum degree is fixed-parameter tractable. We also solve 2K 2 -partition efficiently for the following graph classes: C 4 -free, spiders, P 4 -sparse (which properly contain cographs), circular arc, and bipartite.
Universal pairs
We consider graphs G = (V , E) that are simple. If the answer to 2K 2 -partition on input G is Yes, we say that G is 2K 2 -partitionable. A universal vertex u is such that every vertex in V − {u} is adjacent to u. An edge universal vertex u is such that every edge in E is incident to u. Note. From here on, we assume the input graph G = (V , E) satisfies |V | ≥ 4; |E| ≥ 2; G has no isolated vertex; G has no universal vertex. The given algorithms first test for these conditions and apply Observation 2.1 accordingly.
A universal pair is pair of vertices u and v such that N(u) ∪ N(v) ⊇ V − {u, v} and there exist distinct vertices u and v in V −{u, v} such that u is adjacent to u and v is adjacent to v . Here,
We invoke Lemma 2.2 implicitly for the ''if'' direction of several proofs. We also use the following fact.
Observation 2.3. Let G be a graph. If G has a 2K 2 -partition containing a part that is a clique, then G has a 2K 2 -partition where this is a singleton part.
The existence of a universal pair is a special case of 2K 2 -partitionability. In the sequel, we establish for several classes of graphs that the Yes answer to 2K 2 -partition is equivalent to the existence of a universal pair. Consequently, 2K 2 -partition is polynomial-time solvable for these classes of graphs. In addition, we establish the polynomial-time solvability of 2K 2 -partition for bipartite graphs, for which this equivalence does not hold.
Parameter minimum degree
The following theorem establishes our first class of graphs for which the Yes answer to 2K 2 -partition is equivalent to the existence of a universal pair. Proof. Let xu, yv ∈ E and suppose G has a 2K 2 -partition. Without loss of generality, assume vertex x is in part A. Then, B must be a singleton part containing u. Since y is adjacent to only v, y must be in C or D; suppose y is in D (the case y ∈ C is symmetric). Then, C must be a singleton part containing v. Now each remaining vertex must be in A or D; hence, each remaining vertex is adjacent to u or v. Thus, {u, v} is a universal pair.
The following theorem establishes that 2K 2 -partition is fixed-parameter tractable for parameter minimum degree. Thus, for input graphs with small minimum degree the 2K 2 -partition problem can be solved efficiently. For these graphs with general structure the answer may be Yes when there is no universal pair. Recall Observation 2.1 deals with case minimum degree zero. (ii) Z is empty and N is not empty and not a stable set. Test all subsets L.
Spiders and P 4 -sparse graphs
A graph is P 4 -sparse if every set of five vertices induces at most one P 4 [12] . This class strictly contains the class of cographs (graphs that do not contain a P 4 ). A characterization of P 4 -sparse graphs is given in [13] and it is based on a special graph class, the spiders. A graph G is a spider if V admits a partition into sets S, K and R such that: S is a stable set, K is a clique and |S| = |K | ≥ 2; each vertex in R is adjacent to each vertex in K and nonadjacent to each vertex in S; and there exists a bijection f between S and K such that for all x ∈ S, either N(x) = {f (x)} (thin spider) or N(x) = K − {f (x)} (thick spider).
In a thin spider every vertex of K has exactly one private (with respect to K ) neighbor in S, and in a thick spider every vertex of K has exactly one private (with respect to K ) non-neighbor in S. A spider with |S| = |K | = 2, is considered to be thick.
Denote by G the complement of a graph G, and say that G is complement disconnected if G is disconnected.
Theorem 4.1 ([13]). A graph G is P 4 -sparse if and only if for every induced subgraph H of G with at least two vertices, exactly one of the following conditions is satisfied:(i) H is disconnected;(ii) H is complement disconnected; or (iii) H is isomorphic to a spider.

Observation 4.2. Let G be a disconnected graph. G admits a 2K 2 -partition if and only if G has exactly two connected components and each component of G is complement disconnected.
In this case, it is possible that G admits a 2K 2 -partition and there is no universal pair; for example, take each connected component of G to be a C 4 .
Theorem 4.3. Let G be a complement disconnected graph. G admits a 2K 2 -partition if and only if G has a universal pair.
Proof. When G is disconnected, G is 2K 2 -partitionable if and only if G contains no edge universal vertex. If G contains no edge universal vertex, two vertices from distinct components of G form a universal pair.
Theorem 4.4. Let G be a spider. G admits a 2K 2 -partition if and only if G is a thick spider.
Proof. If G is a thick spider, any two vertices in K form a universal pair. Suppose G is a thin spider. By Lemma 3.1, G admits a 2K 2 -partition if and only if G has a universal pair in K . Since |S| ≥ 3, G does not have a universal pair.
Corollary 4.5. Let G be a spider. G admits a 2K 2 -partition if and only if G has a universal pair.
It is easy to distinguish thin and thick spiders and find K in a thick spider by examining vertex degrees.
Corollary 4.6. Given a P 4 -sparse graph G, it can be decided in polynomial time whether G has a 2K 2 -partition. If the answer is
Yes, the partition can also be found in polynomial time.
Proof.
Consider the three possible conditions given by Theorem 4.1 for G. Case G disconnected follows from the condition given by Observation 4.2. Otherwise, by Theorem 4.3 and Corollary 4.5, it is enough to test for the existence of a universal pair. In the case that G disconnected, alternately, one can test for the existence of an edge universal vertex.
C 4 -free graphs and circular-arc graphs
In this section, we consider two classes that contain the well-studied class of interval graphs: C 4 -free graphs and circulararc graphs. We also remark that the class of C 4 -free graphs contains the class of chordal graphs (graphs containing no induced cycle C n , n ≥ 4).
Theorem 5.1. Let G be a C 4 -free graph. G admits a 2K 2 -partition if and only if G has a universal pair.
Proof. For any 2K 2 -partition of G one part of each pair {A, B} and {C, D} is a clique, else G contains an induced C 4 . Thus, G has a universal pair.
A graph G is a circular-arc graph if the vertices of G can be mapped to arcs on a circle so that two vertices are adjacent if and only if the corresponding arcs have a nonempty intersection. Such a collection of arcs is called a (circular-arc) model for G. A circular-arc graph is a proper circular-arc graph if it has a circular-arc model in which no arc properly contains another arc.
Theorem 5.2. Let G be a circular-arc graph. G admits a 2K 2 -partition if and only if G has a universal pair.
Proof. We shall prove by induction that if G is a 2K 2 -partitionable circular-arc graph, then G has a universal pair. Let G be a circular-arc graph and assume a fixed 2K 2 -partition P of G. We have the following base cases:
Case 1: G is a proper circular-arc graph and C 4 -free. In this case, G has a universal pair by Theorem 5.1.
Case 2: G is a proper circular-arc graph and not C 4 -free. We may assume a model for G in which no arc is contained in another arc. It is easy to see that any pair of nonadjacent vertices in a C 4 of G form a universal pair.
Case 3: The 2K 2 -partition P of G has a singleton part. This is the case for any graph with 4 ≤ |V | ≤ 7. Without loss of generality, suppose part A = {v}. If part C or D is a clique, then G has a universal pair. If neither C nor D is a clique, then G has a C 4 with two vertices in D and two vertices in C . One vertex w of this C 4 must see v; place w in part B. Repeat until either C or D is a clique. Then, G has a universal pair. Now suppose |V | ≥ 8 and none of Cases 1, 2, and 3 apply to G and the given 2K 2 -partition P . That is, we may assume that the 2K 2 -partition of G has at least two vertices in each part and G is not a proper circular-arc graph. In this case, in any circular-arc model for G there is an arc v that properly contains an arc u. The graph G − v has a 2K 2 -partition formed by removing v from P . Thus, by the induction hypothesis, G−v has a universal pair. This pair is a universal pair in G as well.
Bipartite graphs
Two edges of a graph G are separable if they induce a 2K 2 in G. Proof. When G is disconnected we refer to Observation 4.2. So, assume a connected bipartite graph G where each of X and Y have at least two vertices (else, G has an edge universal vertex). A stable set meets at most two parts of a 2K 2 -partition and a part cannot meet both X and Y . Thus, we are looking for a bipartition of X into nonempty parts A, D and a bipartition of Y into nonempty parts B, C . If G is complete bipartite, then any such bipartition of X and of Y is a 2K 2 -partition for G. Now assume G is not complete bipartite.
Case 1: G does not contain a separable pair of edges (i.e., G is a chain graph [15] ). In this case, for any pair of vertices Note that a bipartite graph G may be 2K 2 -partitionable and there is no universal pair; for example, the case where G is composed by two C 4 graphs joined by a single edge.
Further remarks
The present paper considers the external constraint, four nonempty parts, partition problem whose complexity is not known. 2K 2 -partition is polynomial-time solvable for C 4 -free graphs, circular-arc graphs, spiders, P 4 -sparse graphs, and bipartite graphs. list 2K 2 -partition is NP-complete, so we conclude by considering its complexity when restricted to these graph classes. We were able to find a class that separates 2K 2 -partition from list 2K 2 -partition with respect to complexity. A 2K 2 -partitionable graph has at most two components. In the case that the input for the list problem contains a disconnected graph with two components C 1 and C 2 a polynomial-time reduction to 2-satisfiability is obtained by setting C 1 ⊆ A ∪ B, or C 1 ⊆ C ∪ D, according to the input lists. Similarly, a polynomial-time reduction to 2-satisfiability is obtained for a connected bipartite graph G = (X, Y , E) by setting X ⊆ A ∪ D, or X ⊆ B ∪ C , according to the input lists. On the other hand, list 2K 2 -partition remains NP-complete even when restricted to a complement disconnected input G, since G admits a list 2K 2 -partition if and only if each component of its complement admits a list 2K 2 -partition.
