N o n lin e a r P e ie rls -B o ltz m a n n E q u a tio n f o r P h o n o n s : S t r u c t u r e a n d S ta b ility o f S o lu tio n s
Introduction
In two recently published papers 2 (henceforth referred to as I, II) it was shown that a kind of transport phase transition may occur in a simple non-translationally invariant model system. In par ticular a phonon system has been considered which is coupled to some additional local degrees of free dom. The presuppositions for such a process are 1) nonlinearities in the kinetic equations, i. e. in our case in the Peierls-Boltzmann equations; 2) that the systems are open (external stimulation) ; 3) that stable states far away from thermal equilibrium exist. These three conditions are necessary, but not sufficient for the existence of transport phase tran sitions 3. In our previous work it has turned out as a rule that there are only two types of steady state solutions: Threshold and hysteretic behaviour. No other types appear, although a great variety of dif ferent models (different orders of perturbation ex pansions, different coupling structures) has been considered. Both the hysteresis and the threshold so lution show analogies to the phase transitions in thermal equilibrium. The first one may be viewed as a first order phase transition, the other one as a second order type 4. In this study we will show that the stated rule can be proven for arbitrary processes and for arbitrary interactions. The only assumption is that the interaction energy is much smaller than the total energy of the local system. Then on the one hand one can expand the interaction itself and on Reprint requests to Fr. Kaiser, Institute of Theoretical Physics, University of Stuttgart, Pfaffenwaldring 57, D-7000 Stuttgart 80, Germany. the other hand apply perturbation theoretical ex pansions. This was done in some detail in paper I.
It is further shown that the steady state solutions remain nearly unchanged for different choices of factorization procedures which are used to close a subhierarchy. Finally we reformulate the stability conditions for the steady state solutions in such a way that they are applicable to a broad class of processes.
Our starting point is the modified Peierls-Boltz mann equations for phonons which were derived in I and extended in II. We discuss in some detail the allowed forms of the function F (x, y) which repre sents the nonlinearity in our kinetic equations and the characteristic polynomial for the steady state solutions. We then apply different factorization pro cedures. Stability is studied by means of Ljapunov's first method 6. It turns out that only nonoscillating stable steady state solutions are possible.
Finally we investigate a more complicated situa tion, where the interaction Hamiltonian is a superposition of terms of different order. In this case the above statements remain valid, and, more over, a special type of hysteresis solution appears which one may view as an "envelope hysteresis".
Structure of the Nonlinearity in the Peierls-Boltzmann Equation for Phonons and Factorization Procedures
We start with a set of kinetic equations which is restricted to the two variable form [vid. Eqs. (11,9,10)]: 806 3 t y -& y and x represent the averaged excitation of the phonon mode in the transporting system Sj and the local mode in the nontransporting system S2, re spectively. 0 stands for the averaged phonon flux. This flux describes the coupling of the system to the external heat baths of different temperature in a rather simplified way (vid. I). It has to be kept in mind that this external stimulation must be con sistent with the steady state solutions of Eqs. (1) and (2) . The coupling strength, the result of the summations over the different modes and all factors and parameters are contained in a and ß of Equa tions (1), (2) .
The nonlinear function F (x,y) is determined both by the order of perturbation theoretical ex pansions of the transition probability JVuv{t) and by the coupling strength between and S2. In II we have defined an arbitrary process P{/u, v; n, m) which is given by the following set of operators (ak+ akY (bs+ bs) " a kl.. . akn (bs+)m + h.c. .
The underlying overall process is one where m local modes are created by n phonon modes, i.e. a process with n cok « m ojs , m < n . Here ak+ and ak are the phonon creation and annihilation operators, whereas bs+ and bs represent the local mode. The operator combination (3) is either directly contained in the interaction Hamiltonian Hi = Ä V, and then describes energy conserving processes via the Fermi Golden Rule, or it is an indirect combination of parts of Hi and becomes effective in Higher Golden Rules in a cumulative manner. For both cases the resulting nonlinear function F(x,y) in the Boltzmann equa tion of the collision term reads
We want to study the function F (x ,y ) without specifically performing the averaging and factoriza tion procedure at this place. We apply a certain type of adiabatic elimination of the stable variable y. The steady state solution for Eq. (1) reads ys = 0 r k -ß r k F (x,ys) .
Now, in II it has been stressed that the only physi cal relevant case is that one for which 0 5^S < 1, with 5 given by S = ßx k-( a r s) _1.
The difference in the steady state excitation {xs) between 5 = 0 and 5 = 1 is less than 1% in the whole region where the transition occurs. Therefore the second part on the r.h.s. of Eq. (6) may be neglected without any appreciable changes in the steady state behaviour of our system: 9? = @-rk .
(5 a)
Restricting ourselves to the steady state solutions, from Eqs. (2), (4) and (5) Equation (8) is only solvable if we perform the averaging and factorization procedure, symbolically abbreviated by (xs2-u + m). This means that one should factorize the powers in a way which has to be specified and then take the steady state value.
Nearly nothing is known about the appropriate choice of a factorization procedure. However, the thermal equilibrium must remain the solution for vanishing flux. We have applied four different types:
a method which makes use of the formal introduc tion of an eigentemperature Ts for the local system, (ETF), i. e.
(xn) =
(1 -e -^x) ,ß s = ( k BTs)~l ; X an averaging with the aid of a Poisson distribution, (PD F); a cumulant expansion, (CE).
Quite generally, for any of the four methods one will find {xn) = a n(x)n + an. 1(x)n~1 + an_2{x)n~2
where the an depend on the specific factorization procedure. From Eqs. (8), (9) The sequences {öj}, {&;}, etc. are respectively de termined by the factorization used [vid. Equation (9)]. In principle, a term of power n (i.e. (xs)n) gets contributions from all higher powers, i. e. from terms (xsm) with m > n. The order of the poly nomial G(xa,cp) = 0 is the same for all four stated factorization procedures. However, the magnitude of the coefficients at , etc. is not the same for the different procedures. But one can show that they are all positive or zero. We will point out this fact. In appendix B we will demonstrate this fact for one of the four procedures, but it can be similarly done for the others. It is also shown there that the negative contribution from the highest power cannot change the sign of the coefficients in any of the lower terms. This again is true for all factorization procedures considered. If we restrict ourselves to the DF, there are no contributions from higher terms of Equation (8). We replace (arsw) by (xs)n in Equation (8) 
i. e. only one or three changes of sign are possible. For we always will find this situation, i. e. the hysteresis type of solution with one or three positive steady states. The special case r = 2 yields the scheme -± + (12 a) and corresponds to the threshold behaviour, i. e. one positive and one negative root.
The upper and lower signs in the last but one term of Eqs. (12), (12a) belong to R > ( a r s)~1 and i ? < ( a r s) _1, respectively; R strongly depends on 0 . If /?> ( a t g) _1, which is true in the upper flux region, the external stimulation in Si overcompensates the damping in system S2 . In this case there only exists the highly excited branch.
We also have calculated the slope of the steady slate solutions, i.e. dfP(xs). It exhibits the precise characteristics either for the threshold or the hys teresis type of solution. The same behaviour remains valid for the other types of factorization, which can be seen if an analogous study is performed. There again one has scheme (12), but R must be placed by R, with R = R -A a 1 + B b 1 + Cc1 + . . .
which follows from Equation (10). These considerations then prove that only the hysteresis and the threshold type of solutions are inherent in Eq. (8), if we remain within the restric tions of the four indicated factorization techniques, i. e. DF, ETF, PDF and CE.
A more detailed analysis further shows that the width of the hysteresis (i. e. J = # c u -# c i) differs in the four cases. This is shown in Figure 1 . The changes in the marginal points of the hysteresis follow from Eq. (13) ; i.e. i ? > ( a r s) _1 must be replaced by ( a r s) _1. Yet in the threshold case the position of nearly remains unchanged. It turns out that DF has the largest width parameter A. A<XS> $c $eu Fig. 1 . Excitation of a local mode coupled to a one-dimen sional phonon system. Hysteresis and threshold case, (Xs) is the occupation deviation from thermal equilibrium, < 2 > the average phonon flux. a rs is fixed. Two different factorization procedures are applied: -------direct factorization proce dure; ------factorization via the introduction of an eigentemperature for the local system. for the ETF and similar expressions for the DF, PDF and CE.
Stability of Steady States
With the transformation y = + x = xs + w, Eqs. (1) and (2) 
where we have expanded the nonlinear function F(x,y) around its steady state value. We restrict ourselves again to the physically relevant situation S -> 0, i.e. ys = ( P x^ . xs is calculated from Eq. 
The first term on the r.h.s. of Eq. (26) yields (2 V + n) (<? + \ ) 2v + n + n + + -(2 v + n) (<^ + l ) 2v + w-1 + (2v + n )^' +" " 1> 0 .
From Eqs. (27), (28) and (29) 
Thus, a positive slope in the (:rs)9?-diagram cor responds to an asymptotically stable steady state, whereas a negative slope displays an absolutely unstable behaviour (vid. Figure 3) . No bifurcation to an oscillating solution is pos sible, since the necessary conditions for the existence of a limit cycle are not fulfilled 5' 6. The only situa tion, where a limit cycle type of oscillation might A < *s> occur is shown in Figure 4 . Here the phonon flux 0 is restricted to feu (34) i, j i, j e. g.
(35) where Ak = ak + a t k ; Bs = bs + bs+.
We have studied Hy1^ rather exhaustively. If we restrict ourselves to a special process, i. e. ws ä; wk + wk' + wk" and if we apply the same kind of approximations as in our previous cases, each part (H\)ij of H\[l) leads to a hysteresis type of steady state solutions. The combined interactions exhibit a behaviour that may be viewed as an "envelope hysteresis" (vid. Figure 5) . Details of these calculations are omitted since they are quite long but very simple.
It is astonishing that the lengthy investigation of Hi leads to the result that the qualitative results of Chapter 2 and 3 remain valid. Again there are only two types of solutions, the threshold and the hys teresis type. 
Summary
In this paper and two previous ones 2 we have applied a re-formulated and modified Peierls-Boltz mann transport equation for phonons to a simple model system, i. e. a linear chain coupled to some local degrees of freedom. In the present study we have proved that only two types of steady state so lutions can exist, a threshold and a hysteresis type. This property holds irrespective of the order of the interaction Hamiltonian Hi and of the order of the perturbation theoretical expansion. In addition, we have shown that the above two steady state solutions remain nearly unchanged for different factorization procedures.
The dependence of the steady state solutions from the parameters of the system, above all the damping constants and xs and the coupling strength, ex hibits a similar behaviour for all types of processes and interactions.
From these results one may conclude that our modified Peierls-Boltzmann transport equations show a remarkable structural stability. We have made the following presuppositions: a) the coupling of a nontransporting system to a transporting one, i. e. an open system, b) the inclusion of nonlinearities in the collision term and c) the validity of a perturbation theoretical expan sion for both the interaction Hamiltonian and the transition probabilities.
In addition we have restricted ourselves to energy conserving overall transitions via energy non con serving intermediate states. From our result we thus conclude that neither small changes of the parame ters nor changes in the nonlinearities lead to any other steady state solutions than hysteresis or threshold. The same conclusions hold with respect to the stability of the solutions.
The stated threshold and hysteresis type of steady state solutions seem to be the dominating types of transport phase transitions not only in physics, but also in chemistry, engineering, biology and related topics. This is valid as far as no time and/or space periodic solutions can occur. If these solutions are also possible, limit cycles, pattern formation and traveling waves must be taken into account.
Appendix A
We start from Equation (4). For simplicity and for physical reasons we restrict ourselves to S ->0. The general case 0 S < 1 can be handled in the same way and does not lead to any relevant changes. Equation ( Appendix B
We will give here a brief scheme from which one can derive the contributions in each order if one factorizes a term of power n. As an example we choose the ETF-procedure (ETF = eigentemperature factorization).
The n-th moment is given by {xn) = 2 * ne~ßsW X ( 2 e -^wx) _1. 
The coefficients a,, bt, etc. are all positive, the same is valied for B, C, .. ., R [vid. Eq. (10) and appendix A ]. Since the coefficient A is of order fp2v + n-1 an(j ajj 0ther coefficients start with (p2v + n, the negative contribution from the highest power (i.e. (xs2/* + m)) cannot change the sign of the total coefficients in Equation (10). We want to show this fact at a simple example. We choose the process P {\, 0; 3, 1). From Eqs. The negative contribution from the term (Xs3) is not significant, since the highest power of the flux (i.e. 9?3) dominates for (p^> 1. The latter situation is always valied in the marginal region. This can be shown quite generally for DF, ETF, PDF and CE.
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