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En este apítulo iniial primero se dene el problema al que nos queremos
enfrentar y a ontinuaión se muestran las dos perspetivas bajo las que puede
abordarse, la software y la hardware. Después se exponen la motivaión y
los objetivos onretos del proyeto, y se naliza on una desripión de la
organizaión de esta memoria.
1.1. El memory gap y la jerarquía de memoria
La diferenia de veloidad entre el proesador y la memoria ha supuesto un
freno importante al rendimiento de los omputadores prátiamente desde sus
iniios. Para superar este obstáulo, los diseñadores han propuesto un sinfín
de ténias a lo largo de las últimas uatro déadas, de entre las uales, la
más destaada es, sin duda alguna, la organizaión jerárquia de la memoria,
empleando diferentes niveles de memorias ahe. Sin embargo, a medida que
los transistores disminuían de tamaño, fruto de la evoluión tenológia, esta
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diferenia no ha esado de inrementarse, haiendo neesarias soluiones más
efetivas.
Esta diferenia de veloidad, a la que se suele denominar on el término
anglosajón de memory gap, ha ontribuido en gran medida al ambio radial
que han sufrido los proesadores en los últimos tiempos, y que ha onduido
a los atuales diseños multi-núleo. Hasta hae poo, la mayor apaidad de
integraión, proporionada por ada nueva tenología, se solía aprovehar para
inrementar la freuenia de reloj y dotar al proesador de meanismos más
sostiados de extraión de paralelismo a nivel de instruión (ILP). Sin
embargo, se ha llegado a un punto en el ual el elevado onsumo de energía,
unido al esaso ILP de la mayoría de los programas, ha heho tambalear la
apliaión de la ley de Moore al rendimiento, originando un punto de inexión
en el diseño de proesadores. Como es de omún onoimiento, en el ontexto
atual, es más eiente inorporar varios proesadores dentro del hip (inluso
más senillos) antes que elevar la freuenia o ompliar el diseño.
La responsabilidad del memory gap en este ambio tiene que ver on la
merma del paralelismo a nivel de instruión que supone la elevada latenia de
los aesos a los niveles más bajos de la jerarquía de memoria (los más alejados
del proesador). Cuando uno de estos aesos se produe, el proesador tan
solo puede ontinuar su ejeuión hasta agotar sus reursos de planiaión
(ventana de instruiones) y posteriormente se para hasta que el aeso termi-
na. Cuanto mayor sea la latenia, mayor número de ilos tendrá que aguardar
y menor será el ILP efetivo. Una soluión obvia a este problema onsiste en
inrementar dihos reursos de planiaión de instruiones. No obstante, a
pesar de los esfuerzos de muhos investigadores por aumentar el tamaño de
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la ventana de instruiones de manera efetiva, esta soluión no suele ser su-
iente por sí sola. Para aumentar el paralelismo a nivel de instruión y por
ende el rendimiento, resulta impresindible mejorar la jerarquía de memoria,
bien reduiendo las ourrenias de tales aesos, bien mermando su latenia.
1.2. Hardware vs Software
El problema del memory gap puede ser ataado desde dos perspetivas dis-
tintas, la hardware y la software. Como se ha itado previamente, la soluión
más notable a este problema ha sido la jerarquizaión de la memoria, que es
una soluión puramente hardware. No obstante, una inadeuada planiaión
de los aesos por parte del ompilador/programador puede entorpeer el tra-
bajo de ésta, hasta el punto de onvertirla en un obstáulo para el rendimiento
del omputador. Aunque existen soluiones omplementarias que permiten, en
ierta medida, ontrarrestar los efetos perniiosos de semejantes ódigos, o-
mo por ejemplo la prebúsqueda y el bypass de niveles, la parte software del
problema no puede ser desdeñada. Es más, en el ontexto atual, en el que la
jerarquía de memoria onsume la mayor parte de los reursos del proesador,
tanto en área omo en onsumo de energía, las soluiones software e híbridas
resultan espeialmente atrativas.
1.3. Motivaión
Como de es de omún onoimiento, la mayoría de variables de un progra-
ma se emplean para guardar resultados temporales y omuniar datos entre
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funiones. Idealmente, estas variables deberían alojarse en los registros del
proesador, ya que de ese modo, tanto el rendimiento omo el onsumo serían
óptimos. Sin embargo, este reurso es esaso y rara vez permite almaenarlas
todas, debiendo el resto permaneer en memoria. Es obvio, por lo tanto, que
las deisiones respeto a dónde se aloja ada variable en ada momento, y
uándo se transere de un tipo de almaenamiento a otro, tienen un impor-
tante efeto en la jerarquía de memoria ya que determinan en gran medida
la antidad y seuenia de los aesos que se realizan sobre ella. No obstante,
elipsado por el inesante inremento de apaidad y niveles de la jerarquía
de memoria, auspiiado por la evoluión de la tenología de fabriaión de
proesadores, este aspeto no ha reibido la suiente atenión.
1.4. Objetivos
Tomando omo plataforma de evaluaión uno de los tipos de proesador
más extendidos, los RISC de 32 bits para sistemas empotrados, este trabajo
se plantea dos objetivos distintos y omplementarios. El primero tiene una
perspetiva software y onsiste en evaluar el impato en la jerarquía de me-
moria de la asignaión de registros llevada a abo por el ompilador. Para ello
se estudiarán omparativamente diversos algoritmos de asignaión empleando
el mismo entorno experimental. El segundo objetivo, uyo enfoque es hard-
ware, onsiste en diseñar un meanismo de ltrado para reduir los aesos
a la región de memoria de pila, originados por el desalojo de datos ubiados
en registros y el paso de parámetros a funiones. La nalidad de este ltro es
reduir el onsumo del primer nivel de ahe, una de las prinipales fuentes de
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disipaión de energía del proesador.
1.5. Organizaión del resto del doumento
A ontinuaión se presenta la organizaión del resto de la presente memoria
de proyeto.
Este Capítulo presenta una breve introduión, junto on la motivaión
y los objetivos de este trabajo.
El Capítulo 2 ontiene una reapitulaión história de los orígenes de la
jerarquía de memoria, su funionamiento y los problemas atuales que
presenta.
En el Capítulo 3 se aborda el primer objetivo del proyeto, que onsiste
en la evaluaión del impato del algoritmo de asignaión de registros en
la jerarquía de memoria.
En el Capítulo 4 se desribe y evalúa experimentalmente el meanismo
de ltrado de los aesos a pila, que onstituye el segundo objetivo del
presente trabajo.
En el Capítulo 5 se reapitulan los prinipales trabajos relaionados, en
espeial aquellos que omparten nuestro mismo propósito, el de reduir
el tráo de memoria originado tanto por el desalojo de registros omo
por el paso de parámetros a funiones.
Finalmente, en el Capítulo 6 se exponen las prinipales onlusiones y
aportaiones de este trabajo.
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La jerarquía de memoria
Cuando se empezaron a fabriar los primeros omputadores, el tiempo de
aeso a las estruturas de memoria era suientemente pequeño omo para
realizarse en un ilo. Pero on la evoluión de la tenología el tiempo de ilo
de CPU disminuyó más rápido que el tiempo de aeso a memoria originando
un problema, el memory gap, que aún perdura en los atuales omputadores.
La prinipal soluión a este problema ha onsistido y onsiste, en emplear una
jerarquía de varios niveles de memoria.
Este apítulo tiene por propósito introduir algunos oneptos básios re-
laionados on esta jerarquía, omo la memoria ahe. En primer lugar, o-
menzaremos on una reseña história sobre el IBM System/360 Model 85,
preursor de este tipo de memoria, y repasaremos brevemente el funiona-
miento de la memoria ahe. A ontinuaión desribiremos superialmente la
jerarquía de memoria en los proesadores atuales. Finalmente, nos detendre-
mos en el bano de registros inidiendo en su papel e interaión on el resto
de la jerarquía de memoria.
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2.1. System/360 Model 85: La primera jerar-
quía de memoria
En 1967 IBM empezó a diseñar el omputador System/360 Model 85 on
el propósito de rear una máquina ompatible on la familia System/360 on
un alto rendimiento y una alta produtividad. Uno de los requisitos de los
omputadores de alta produtividad es una memoria prinipal de tamaño ele-
vado. Sin embargo, on la tenología del momento no era posible fabriar una
memoria grande on tiempo de aeso menor al tiempo de ilo del Model 85,
que era de 80 nanosegundos. Un tiempo de aeso a memoria mayor que el
ilo de proesador podría verse ompensardo parialmente inrementando el
solapamiento de aesos, inrementando el número de banos en los que la me-
moria está dividida, ontando on un manejo de saltos más sostiado u otras
mejoras. No obstante, estas soluiones no pareían suientes y los diseñadores
del Model 85 deidieron usar un sistema jerárquio de almaenamiento.
Esta jerarquía ontaba on una memoria prinipal on un tiempo de aeso
de 1.04 mirosegundos (13 ilos), y on una memoria pequeña y rápida, a la
que bautizaron omo ahe, integrada en la propia CPU. La ahe no podía ser
direionada por el programa, si no que se usaba para mantener los ontenidos
de la porión de memoria prinipal que estaba siendo usada en ada momento.
De esa manera la mayoría de las petiiones del proesador a memoria tenían
tiempo de aeso reduido. Cuando el programa omenzaba a operar en datos
de otra región de memoria, los datos de esa nueva región tenían que ser arga-
dos, y los datos de otra región desalojados. Esta atividad tenía que llevarse a
abo sin la ayuda del software, ya que el Model 85 tenía que ser ompatible a
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nivel de binario on el resto de omputadores de la familia System/360. J. S.
Liptay [Lip68℄ fue el responsable de esta idea y el pionero de lo que hoy día
onoemos omo jerarquía de memoria.
2.2. Funionamiento de una ahe
En sistemas omo el introduido en el System/360 Model 85, uando el
proesador neesita leer o esribir un dato en memoria, primero onsulta la
ahe, a ver si tiene una opia de ese dato. Esto se hae omparando la di-
reión del dato en memoria on todas las etiquetas de los bloques de ahe
que pudieran ontener ese dato. Las etiquetas itadas son un subonjunto de
los bits más signiativos de la direión. Si existe una opia en ahe, se die
que ha habido un aierto, en aso ontrario se habla de un fallo. En el aso de
aierto, el proesador lee o esribe inmediatamente el dato en ahe.
En aso fallo, habitualmente se rea una nueva entrada en la ahe, om-
puesta por la etiqueta de la direión que aaba de fallar, y una opia del
orrespondiente bloque de memoria. A ontinuaión la petiión se sirve omo
en el aso de que hubiera sido un aierto. Los fallos de ahe son notablemente
más lentos que los aiertos, ya que requieren que un bloque entero sea trans-
ferido desde memoria o desde el siguiente nivel de la jerarquía en aso que
se esté empleando más de un un nivel de memoria ahe. Reduir la tasa de
fallos resulta por lo tanto ruial para el rendimiento del omputador, ya que
esta transferenia es muho más lenta.
Los fallos en la ahe pueden deberse a 3 ausas. La primera es que el dato
nuna haya sido refereniado y sólo se enuentra en memoria, fallos iniiales.
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El segundo motivo de fallo es el tamaño limitado de la ahe. Una ahe
omienza vaía, pero eventualmente llega un momento en el que se llena, y
para traer el siguiente bloque refereniado hay que desplazar otro. Cualquier
referenia posterior al bloque desplazado generará un fallo que podría haberse
evitado si la ahe fuese más grande, fallos de apaidad. El terer y último
tipo de fallos es originado por las restriiones en el emplazamiento. Cuando
hay que rear una nueva entrada y hay bloques libres en la ahe, pero el
bloque a emplazar no puede oloarse en dihos bloques y tiene que desplazar
otro bloque, entones ualquier referenia al bloque desplazado dará lugar a
un fallo que podría haberse evitado si la ahe fuese menos restritiva, fallos
de onito.
Reduir los fallos por onito es uno de los primeros objetivos que de-
be abordarse para mejorar el rendimiento de la ahe y por extensión de la
jerarquía de memoria en su onjunto. A este respeto, las polítias de empla-
zamiento y remplazo juegan un papel esenial.
Para oloar un bloque en ahe uando es leído de memoria, la ahe
tiene que deidir en ual o uales de las entradas puede ir emplazado. Es-
ta deisión viene determinada por la polítia de emplazamiento. La polítia
menos restritiva es la totalmente asoiativa, que no impone ninguna restri-
ión. Cualquier bloque puede ser emplazado en ualquier entrada. La polítia
opuesta es el emplazamiento direto, en la que ada bloque puede ir en una
únia entrada que viene determinada por los bits menos signiativos de su
direión. La primera polítia otorga muha libertad, a ambio de una mayor
latenia y un mayor onsumo de energía. La segunda polítia redue drástia-
mente el onsumo y la latenia, a ambio de inrementar el número de fallos
10
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por onito. Existe una soluión de ompromiso que es la polítia asoiativa
por onjuntos, que divide la ahe en c onjuntos on e entradas ada uno. La
eleión de onjunto se hae mediante emplazamiento direto, pero dentro de
ada onjunto la seleión de la entrada se hae de manera asoiativa. Esta
soluión aporta parte de la exibilidad de una ahe totalmente asoiativa on
la latenia reduida de una ahe de emplazamiento direto.
Para haer sitio a las nuevas entradas en aso de fallos de ahe, la ahe
normalmente tiene que desplazar (eliminar) una de las entradas existentes. La
heurístia que guía este proeso reibe el nombre de polítia de reemplazo y su
objetivo es predeir ual de los bloques andidatos a a ser reemplazado es el que
menos probabilidad tiene de ser usado en un futuro próximo. Predeir el futuro
es difíil, espeialmente si tratamos de obtener un iruito de omplejidad
reduida, por lo que normalmente se usan heurístias que no son perfetas
pero dan buenos resultados. Una polítia popular es LRU, least reently used,
que reemplaza la entrada que menos reientemente ha sido usada.
Reduir el número de aesos a los niveles inferiores de la jerarquía de
memoria es otro fator lave para mejorar el rendimiento y la eienia (on-
sumo de energía). Cuando se esriben datos en a ahe, en algún momento se
debe esribir también en el nivel inferior. El momento de esta segunda esri-
tura viene determinado por lo que se onoe omo polítia de esritura. En
una ahe write-through ada esritura en ahe produe una esritura en el
nivel inferior de la jerarquía. Alternativamente, una ahe write-bak lo am-
bios no se reejan inmediatamente en el nivel inferior. La ahe memoriza qué
entradas han sido modiadas. Los datos de estas entradas se esriben en el
nivel inferior uando la entrada es desplazada de la ahe. Por este motivo los
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fallos en esritura de una ahe write-bak a menudo requieren dos aesos
al nivel inferior: uno para esribir el bloque modiado (suio) que se está
desplazando, y otro para leer los nuevos datos.
Durante los 30 últimos años han sido numerosos investigadores los que han
dediado esfuerzos a mejorar las ahes en múltiples aspetos, prinipalmente
en reduir la latenia, los fallos y el onsumo por aeso. Revisar todas y
ada una de estas mejoras es un labor que exede on muho el ámbito de
este trabajo. Es preiso menionar que, hoy día, las alternativas generales de
omportamiento de una ahe no dieren substanialmente de lo expuesto
aquí.
2.3. La jerarquía de memoria en los proesado-
res atuales
Esta organizaión jerárquia de la memoria permite que un proesador
uente on una gran antidad de almaenamiento on el preio y el tamaño de
una tenología lenta y barata, pero on el tiempo de aeso de la tenología más
rápida y ara. Por este motivo, asi todos los omputadores atuales uentan
on una organizaión jerárquia de la memoria. Sólo los sistemas reados para
omputaión en tiempo real presinden de esta organizaión jerárquia debido
a la diultad que plantea predeir su latenia de aeso.
Cualquier proesador de propósito general uenta on dos, o hasta tres
niveles de ahe integrados en el hip. Intel, por ejemplo, distribuye los pro-
esadores de la gama Core 2 Quad on hasta 12 MB de ahe L2.
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En estos sistemas on varios niveles de ahe, ada nivel sólo tiene aeso al
nivel inmediatamente inferior, y es aedido úniamente por el nivel superior.
Es deir, en un sistema on dos niveles de ahe, la ahe L2 ontendrá bloques
de datos traídos de memoria, y la L1 operará on bloques más pequeños que
leerá del la ahe L2.
2.4. El bano de registros y la jerarquía de me-
moria
A mediados de los años 70 varios investigadores en distintos proyetos
demostraron que la mayoría de las ombinaiones de los modos de direio-
namiento y las instruiones no eran usadas en los ódigos generados por los
ompiladores.
También se dieron uenta de que en las implementaiones miro-odiadas
de iertas arquiteturas las operaiones omplejas tardaban más en ejeutarse
que seuenias de instruiones más simples que hiieran la misma operaión.
Esto se debía en parte a que muhos de los diseños eran preipitados y no había
habido tiempo para optimizar las operaiones, exepto las más freuentes. El
ejemplo más sonado fue la instruión INDEX de VAX que se ejeutaba más
lenta que un bule implementando el mismo ódigo.
Estas dos razones junto on el heho de que la memoria era ada vez más
lenta en relaión on la CPU, rearon un nuevo tipo de arquitetura, más sen-
illa, sin las operaiones tan omplejas y on el requisito de que los operandos
deben residir en los registros. El área ahorrada se invirtió en una ampliaión
13
Capítulo 2. La jerarquía de memoria
del bano de registros, ya que en ese tipo de arquitetura las operaiones que
no fuesen load o store sólo podían tomar sus operandos del bano de registros
o ser inmediatos odiados en la instruión. Por eso estas arquiteturas o-
noidas omo RISC también son referidas on el nombre de arquiteturas de
arga-almaenamiento.
Estas arquiteturas onvierten, en ierta manera, el bano de registros en
la parte superior de la jerarquía de memoria, ya que las instruiones que en
un prinipio operaban on posiiones de memoria, en este modelo tienen que
llevar los operandos a un nivel más arriba (registros) operar y luego haer una
esritura en memoria del dato on una operaión de almaenamiento.
Por lo tanto, en el ontexto de este tipo de arquiteturas, que es en el
que se enmara este trabajo, la gestión bano de registros tiene importantes
reperusiones en el resto de la jerarquía de memoria. Para empezar, uantos
más resultados intermedios se alojen en registros menos serán los aesos a
memoria. Una soluión obvia para reduir estos aesos onsistiría en inre-
mentar el número de registros arquitetónios. Sin embargo, esta alternativa
no resulta atrativa ya que implia inrementar el tamaño de las instruiones
y del ódigo.
El reto que nos planteamos en este trabajo onsiste en reduir los aesos
a memoria evitando toda modiaión del repertorio de instruiones. Para
lograrlo, ontemplamos dos estrategias distintas: atuar a nivel de la asignaión
de registros, e introduir un nivel intermedio en la jerarquía que atúe a modo
de ltro. En los próximos apítulos mostraremos los resultados obtenidos por




El proeso de ompilaión tiene una primera fase de análisis sintátio del
ódigo, en la que se genera una representaión intermedia del programa. A
ontinuaión se aplian pasos de optimizaión y se realiza la planiaión de
instruiones. Hasta este punto, el ompilador trabaja on registros virtuales
(variables) para almaenar los valores y las operaiones intermedias. El número
de registros virtuales on los que puede trabajar un ompilador es, potenial-
mente, innito. Tras la asignaión de registros, el ompilador trabajará on
posiiones de memoria y registros arquitetónios, uyo número y tipo viene
determinado por la arquitetura objetivo. Por último se produe la generaión
de ódigo y el ensamblado del binario nal. El proeso que para ada variable
deide en qué lugar (memoria o registros) estará alojada es lo que se onoe
omo asignaión de registros.
Desde el desarrollo de los lenguajes de alto nivel y los ompiladores han
sido varios los autores que han desarrollado diferentes algoritmos para llevar a
abo esta tarea. Han reado o mejorado algoritmos para reduir la antidad de
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variables que se alojan en memoria, o el número de transaiones entre memo-
ria y registros. Sorprendentemente, los efetos de la asignaión de registros en
la jerarquía de memoria (omportamiento, onsumo de energía, et.) no han
sido tenidos en onsideraión. Nuestro objetivo es aportar algo de informaión
al respeto, al menos para la plataforma objetivo onsiderada.
En este apítulo se presenta un estudio experimental de diversos algorit-
mos de asignaión de registros. Su estrutura es la siguiente. En primer lugar,
se desriben las araterístias de los algoritmos de asignaión de registros
(AAR) y se presentan los uatro algoritmos que son objeto de estudio. A on-
tinuaión, se desribe el entorno experimental y se analizan omparativamente
sus resultados. Por último, se esbozan las prinipales onlusiones que pueden
derivarse de este estudio.
3.1. Caraterístias de los Algoritmos de Asig-
naión de Registros
Los algoritmos de asignaión deben maximizar el uso de los registros, que
son el nivel on menor latenia y menor onsumo energétio de la jerarquía,
por ello tienen que intentar mantener el mayor número de variables en ellos.
Cada vez que se dene (asigna) una variable, si no hay ningún registro
libre, hay que elegir uno de los oupados y desalojar la variable almaenada,
guardandola en memoria. Esto se onoe omo desbordamiento o spilling. Los
algoritmos de asignaión de registros también deben intentar minimizar este
desbordamiento, por varios motivos. El primero es el rendimiento. Cuando se
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produe un desbordamiento hay que haer varios (al menos dos) aesos a
memoria, que en el mejor de los asos tienen la misma latenia que una opera-
ión de enteros, pero si se produe un fallo de ahe la latenia será superior.
Otro motivo es el onsumo energétio. Los aesos a memoria son ostosos
en términos de onsumo de potenia, más ostosos uanto más bajamos en
la jerarquía. Por último, otro fator a tener en uenta, espeialmente en el
ontexto de los sistemas empotrados, es el tamaño del binario. Cuanto más
numerosas sean las transferenias de datos entre registros y memoria, mayor
será el tamaño del ódigo.
Una de las araterístias de los algoritmos de asignaión que está ganado
importania, es el tiempo de ejeuión. Habitualmente la ompilaión es un
proeso que suele llevarse a abo una vez, previamente a la ejeuión, oine,
pero en los últimos años a oreido la tendenia a la ompilaión en tiempo
de ejeuión o Just-in-Time ompiling (JIT). Este proeso ourre durante
la ejeuión de ódigos interpretados. La máquina virtual determina uando
un fragmento de ódigo es ejeutado un numero suientemente elevado de
vees omo para que sea rentable ompilarlo en tiempo de ejeuión. Cuando
deteta un fragmento de estas araterístias lanza una ompilaión para que
esa seión se ejeute omo ódigo nativo. En el aso de la ompilaión JIT
el tiempo de ompilaión es ruial. No se trata de un proeso oine en el
que se puedan invertir grandes antidades de tiempo, si no que se trata de un
proeso en el que el tiempo de ompilaión tiene que ser lo más rápido para
poder saar el máximo proveho a la ejeuión del ódigo nativo generado.
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3.2. Algoritmos de Asignaión de Registros
Con el algoritmo de asignaión más simple el valor de una variable se arga
desde memoria a un registro justo antes de ada uso, y se almaena de nuevo
en memoria después de ada vez que se redene. Este algoritmo es senillo y
rápido, pero produe un ódigo de baja alidad, dado que añade al programa
nal muhos aesos a memoria. Lo ual hae que tenga bajo rendimiento,
un elevado onsumo energétio y además el tamaño del binario generado sea
elevado. Por esto neesitamos algoritmos más sostiados que traten de reduir
la antidad de operaiones de arga/almaenamiento ejeutadas.
Hay dos tipos prinipales de algoritmos de asignaión de registros. El pri-
mero surge omo evoluión y mejora de este algoritmo de asignaión senillo.
El segundo enfoa el problema desde otra perspetiva, ya que onsiste en plan-
tear la asignaión omo un oloreado de grafos.
Esaneado Lineal: Los algoritmos de esaneado lineal se fundamentan en
el heho de que no es neesario reargar una variable si ya está en un registro.
El programa se modela omo una oleión de seuenias de instruiones
ordenadas de manera lineal, también llamadas intervalos. El rango de vida
de ada variable está representado por un intervalo. Una vez onstruida esta
representaión, el esaneado lineal asigna registros a variables apliando un
algoritmo voraz a la seuenia de intervalos. Este algoritmo no es óptimo por
dos motivos. El primero es que ujo de ontrol de datos del programa fuente
no es, en general, una línea, y el segundo es que los rangos de vida de las
variables normalmente ontienen hueos entre el último uso de una deniión
y la siguiente redeniión, esto es, no son intervalos ontiguos.
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Coloreado de Grafos: Para superar las limitaiones de los algoritmos
de esaneado lineal, los algoritmos basados en oloreado de grafos [Cha82℄
inluyen todas las variables del programa en un grafo de interferenias G,
G = (V,E). Cada nodo p ∈ V del grafo representa una variable. Una arista
e ∈ E existe entre dos nodos, pi−pj, si los rangos de vida de pi y pj se solapan,
y signia que ambas variables no pueden ser asignadas al mismo registro. Por
lo tanto, si G puede ser oloreado on k olores diremos que G es k-oloreable.
En ese aso todas la variables pueden ser asignadas a k registros sin interfe-
renias. Cuando el grafo no puede ser oloreado, se determina heurístiamente
la variable pi que será desalojada de los registros, y se genera un nuevo grafo
G′ = (V ′, E ′), V ′ = V \ {pi}, E
′ = {(pj, pk) ∈ E|pi 6= pj ∧ pi 6= pk} que será
usado por el algoritmo en vez de G. Este proedimiento se repite hasta que el
grafo puede ser oloreado, después el algoritmo vuelve a argar las variables
desalojadas y las almaena uando es neesario. Estos algoritmos onsiguen
un ódigo de mejor alidad, ya que reduen onsiderablemente la antidad de
Código de Desalojo. La desventaja de estos algoritmos es que su omplejidad
temporal es bastante más elevada.
Para este trabajo he elegido 4 algoritmos de asignaión de registros repre-
sentativos para su evaluaión. Dos de ellos perteneen a la familia de algorit-
mos de esaneado lineal: Esaneado Lineal, Asignaión Basada en el Contador
de Uso. Los otros dos perteneen a la familia de oloreado de grafos: Fusión
de Registros Iterada y Coloreado de Grafos Cordales.
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3.2.1. Esaneado Lineal (LS)
Este algoritmo fue propuesto por Polleto y Sarkar [PS99℄ es popular por
su veloidad. El algoritmo asume una representaión lineal del programa de
entrada. El funionamiento del algoritmo es el siguiente: al prinipio de ada
nuevo intervalo el algoritmo omprueba si el número de intervalos vivos es
menor que que la antidad de registros disponibles. Si es así, entones asigna
a ada rango alguno de los registros disponibles. En aso de que el número de
intervalos vivos sea mayor que la antidad de registros se desaloja uno de los
rangos de vida para liberar un registro, es deir, se introdue una instruión
de almaenamiento, y entones se asigna el registro liberado al nuevo rango
de vida.
El onjunto de intervalos desalojados se almaena omo un onjunto de
pares variable-instruión (p, i) que denotan que la variable p está viva en la
instruión i pero que ha sido desalojada, esto es, reside en memoria. Cada vez
que es neesario desalojar una variable, la variable andidata para el desalojo
es aquella uyo último uso es el más lejano, es deir, se favoree la loalidad
espaial. Para ada intervalo desalojado (p, i), si p es neesaria en i, debemos
volver a argarla en algún registro antes de su uso. Análogamente, si i dene
p, entones debemos esribir p en un registro y desalojarlo a memoria, después
de i.
3.2.2. Basado en Contador de Uso (UCB)
Este algoritmo fue propuesto por Freiburghouse [Fre74℄ es otro algoritmo
de esaneado lineal. La informaión del ontador de uso guía las deisiones de
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Figura 3.1: Fusión de Registros Iterada.
desalojo o spilling. Una variable puede ser desalojada sin neesitar ser rear-
gada uando su ontador de uso llega a ero. Para llevar a abo la asignaión
de registros usando ontadores de uso, el algoritmo mantiene una tabla on las
asignaiones de variables a registros en ada punto del programa. Además, es
neesario haer una primera pasada por el ódigo para realizar una estimaión
del ontador de uso.
En la segunda pasada, el algoritmo asigna el ontador de uso máximo a
ada variable uando ésta es denida. Mientras el algoritmo examina instru-
iones atualiza la tabla de asignaión y va derementando el ontador de uso
de las variables ada vez que son refereniadas. Cuando una variable tiene su
ontador de uso reduido a ero el registro al que está asignada es liberado, y
puede ser usado para alojar en él a ualquier otra variable. Si, a la hora de de
denir o agar una variable, no hay registros libres, entones hay que desalojar
una variable para liberar un registro. La variable uyo ontador de uso sea el
menor entre las variables que tengan un registro asignado es el andidato para
el desalojo. Las instruiones posteriores al desalojo ven a esta variable omo
no disponible. Las variables no disponibles deben ser reargadas antes de su
siguiente uso, desalojando, si es neesario, otra variable para ser reargadas.
21
Capítulo 3. Asignaión de registros
3.2.3. Fusión de Registros Iterada, IRC
Este es un algoritmo de asignaión basado en oloreado de grafos, pro-
puesto en [GA96℄. Los autores mejoran el método original de Chaitin y Briggs
añadiendo fusión entre los nodos del grafo de interferenia. La fusión onsiste
en asignar el mismo registro uando es posible a variables que esté relaiona-
das por una operaión de movimiento, reduiendo así la omplejidad del grafo
de interferenia. También se redue el número de instruiones de movimiento,
y por tanto, el tiempo de ejeuión. La fusión se aplia de manera onserva-
tiva, sólo se aplia si el nodo resultante tiene grado menor que k, siendo k el
número de registros disponibles. El objetivo del algoritmo es identiar tantas
oportunidades omo sea posible para fusionar nodos del grafo, vinulando las
variables fusionadas al mismo registro. Esto además de eliminar instruiones
de movimiento, redue la presión sobre los registros. El proeso de asigna-
ión mostrado en la Figura 3.2, inluye las 5 fases prinipales sobre las que el
algoritmo itera de manera seletiva.
1. Construión: En esta fase el algoritmo onstruye el grafo de interferenia
e identia los operandos que partiipan en instruiones de movimiento.
A los nodos que perteneen a variables involuradas en instruiones de
movimiento se les pone una mara de impliado-en-movimiento.
2. Simpliaión: En este paso se realizan modiaiones al grafo de inter-
ferenia. Se elimina un nodo, que puede orresponder a una variable o a
varias fusionadas, que tenga grado menor que k y que no esté marado
omo impliado-en-movimiento. De esta manera damos más importan-
ia a las variables que tienen mayor número de interferenias, que es
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proporional a la vida de la variable.
3. Fusión: Cuando no es posible simpliar más el grafo se realiza la fu-
sión de nodos marados omo impliado-en-movimiento de una manera
onservadora. A ontinuaión se repiten los pasos 2 y 3 hasta que se
obtiene un grafo en el que ada nodo, o bien tiene un grado mayor que
el número de registros disponibles, o bien es parte de una instruión de
movimiento.
4. Bloqueo (Freeze) + desalojo potenial: Si los pasos 2 y 3 no pueden
seguir siendo apliados, entones eliminamos la mara de impliado-en-
movimiento de algún nodo de grado bajo, y volvemos al paso 2.
5. Seleión + desalojo real: En esta última fase el algoritmo intenta asignar
olores a las variables del grafo en orden inverso al de simpliaión. Si
el grafo no es k-oloreable donde k es el número de registros disponibles,
entones se elige una variable que será desalojada y se vuelve al paso
1, omprobando si el desalojo realizado da omo resultado un grafo k-
oloreable.
Aunque teóriamente el problema es NP-ompleto omo se demuestra en
[BDR07℄, en la prátia itera poas vees y por lo tanto el tiempo de ejeuión
medio está muy por debajo del máximo teório.
3.2.4. Coloreado de Grafos Cordales (CGC)
Propuesto en [PP05℄, también es un algoritmo iterativo. El algoritmo fun-
iona tanto on grafos ordales omo on no-ordales. Un grafo ordal o trian-
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Figura 3.2: Fusión de Registros Iterada.
gulado es aquel que umple la propiedad de ordalidad, que onsiste en que
todo ilo de 4 o más aristas de longitud posee una arista entre dos nodos no
onseutivos en el ilo, es deir, una uerda. Este algoritmo, uando el grafo
de interferenia es ordal, puede enontrar una asignaión óptima de registros
si existe. Pereira y Pallsberg trabajan on el ompilador JoeQ para java. En su
trabajo muestran ómo la mayoría (91%) de los grafos de las funiones de la
librería estándar de Java 1.5 son ordales. Además muestran ómo la mayoría
de los grafos neesitan 8 olores o menos para olorearse.
El algoritmo itera por las siguientes uatro fases:
1. Desalojo: El algoritmo busa poteniales desalojos antes de la fase de
oloreado. Para minimizar el número de desalojos, el algoritmo intenta
eliminar nodos que son parte de varios liques. Si se ejeuta la fase de
desalojo, entones será neesario reonstruir los rangos de vida de las
variables. Es posible demostrar que después de la fase de desalojo no
serán neesarios más desalojos.
2. Reonstruión de los rangos de vida: El algoritmo ejeuta esta fase
sólo si es neesario. En ella se reonstruyen los rangos de vida de las
variables desalojadas y se reonstruye el grafo de interferenia adaptado
a esos rangos de vida.
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3. Coloreado: El algoritmo intenta olorear el grafo. Un grafo ordal G =
(V,E) puede ser óptimamente oloreado en un tiempo O(|V |+ |E|). Lo
que está por debajo de la omplejidad de IRC.
4. Fusión: El último paso es la fusión de instruiones de movimiento. La
fusión se realiza de manera voraz: por ada par de nodos que intervengan
en un movimiento el algoritmo intenta asignarles el mismo olor.
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Figura 3.3: Diagrama de Flujo de RALF.
3.3. Entorno Experimental
En esta seión se desriben las herramientas que omponen el entorno
experimental que hemos utilizado: el ompilador usado, el simulador empleado
para llevar a abo la evaluaión de los programas generados y los benhmarks
usados en nuestras mediiones.
3.3.1. Simulador
El simulador usado es Sim-PAnalyzer [KAMG02℄, que es un simulador
de onsumo onstruido sobre la utilidad de simulaión SimpleSalar/ARM
[ALE02℄. El simulador está ongurado para modelar un proesador SA-110
StrongARM. Los prinipales parámetros de onguraión estan reogidos en
la Tabla 3.1. Como parámetros de onsumo de energía se han empleado los
suministrados on la propia herramienta.
3.3.2. Compilador
La infraestrutura de ompilaión se basa en RALF [NPP07℄ (Register
ALloation Framework). Este entorno de trabajo, onstruido sobre g-2.95.2
para ARM, permite a los investigadores usar un nuevo algoritmo de asigna-
ión de registros sin neesidad de que tengan onoimientos de los detalles de
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implementaión de g. El funionamiento de RALF podemos verlo esbozado
en la Figura 3.3. RALF usa el front-end de g para rear el ódigo RTL (Re-
gister Transferene Language) del programa, ejeuta los pasos de optimizaión
pertinentes y, a ontinuaión, esribe en un arhivo la informaión neesaria
para el algoritmo de asignaión desrita usando un lenguaje espeío llamado
MIRA ( Mathematial Intermediate representation for Register Alloation). A
ontinuaión se ejeuta un programa externo que es el enargado de realizar la
asignaión de registros. Este programa es proporionado por el investigador,
y tiene que leer el arhivo de entrada en formato MIRA, realizar la asignaión
y esribir el resultado en un arhivo que siga el formato FORD ( FOrmat for
Register alloation Diretives), que es un lenguaje espeío para omuniarle
a RALF las deisiones de asignaión. A ontinuaión RALF toma este arhi-
vo FORD omo entrada para transformar el ódigo RTL, y posteriormente el
bak-end de g lleva a abo la generaión de ódigo. La asignaión de registros
se realiza loalmente a ada funión. El arhivo MIRA ontiene, entre otros
datos, informaión sobre uales son los registros arquitetónios disponibles,
uales son guardados por el proeso invoador y uales por el invoado, ual
es el oste de las operaiones de arga y almaenamiento e informaión sobre
la vida de las variables.
3.3.3. Benhmarks
Los benhmarks empleados para la evaluaión de los algoritmos de asigna-
ión son: dijkstra y patriia, que han sido extraídos de MiBenh [GRE
+
01℄, y
adpm, g721, mesa y mpeg2de, de MediaBenh [LPMS97℄. Todos los benh-
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marks han sido ompilados usando los algoritmos de asignaión desritos en
la Seión 3.2 on las opiones de optimizaión estándar -O2 -fshort-double.
Las simulaiones se han llevado a abo on las argas de trabajo de referenia
distribuidas on los propios benhmarks.
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Tabla 3.1: Parámetros de simulaión
Caraterístia Desripión
lk 200Mhz
tipo de preditor no tomado
tamaño de la pila de direiones de retorno 8
branh target buer vías 512
entradas 4
tamaño de la ola IF 2
relaión de veloidad front-end/núleo 1
$il1 vías 16
entradas 32




anhura de deode, 2
tamaño de RUU 2
anhura de issue
tipo de issue en orden
unidades funionales ALU de enteros 2
multipliaión de enteros 1
ALU de punto otante 2
multipliaión de punto otante 1
puertos de memoria 1
$dl1 vías 16
entradas 32




tamaño de LSQ 2
anhura de ommit
latenia de $1 ahe 1 ilo
latenia de $2 ahe 6 ilos




anhura del bus on memoria 4 bytes
tamaño de página 4096
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3.4. Resultados
A ontinuaión expondremos y analizaremos los resultados obtenidos de la
evaluaión de los algoritmos de asignaión desritos en la Seión 3.2 jándo-
nos en distintas métrias relevantes para la plataforma objetivo. Dado que LS
es el algoritmo más senillo de los que se onsideran, todos los resultados de
las tablas han sido normalizados on respeto a este para failitar el análisis.
La media utilizada es la media geométria, ya que omo muestran en [HP06℄
uando trabajamos on datos normalizados la media geométria tiene mejor
omportamiento en uanto a onsistenia e independenia del valor de refe-
renia.
El AAR empleado por defeto en el ompilador g no se ejeuta omo
un programa externo invoado por RALF. Por lo tanto, al no ejeutarse en
las mismas ondiiones que el resto de algoritmos se inluye úniamente o-
mo referenia pero no se inluye en el análisis omparativo. Además, dispone
de informaión detalla sobre la arquitetura objetivo y la usa para haer una
asignaión de registros más eiente, por lo que uenta on ventaja frente los
demás algoritmos. A su favor uenta también on iertas ténias omplemen-
tarias omo el life range splitting que onsiste en partir el rango de vida de una
variable en distintos tramos, de esta manera se hae un análisis por rangos de
vida en vez de por variables, lo que failita el proeso de asignaión, y permite
que un algoritmo senillo onsiga buenos resultados.
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Tabla 3.2: Tiempo de ejeuión, normalizado a LS
AA adpm dijkstra g721 mesa mpeg2 patriia media
LS 1 1 1 1 1 1 1
CGC 3.967 1.845 2.831 1.690 2.353 4.191 2.649
IRC 2.890 1.924 2.726 1.834 2.105 2.130 2.234
UCB 2.866 1.790 2.137 1.503 1.735 2.474 2.034
3.4.1. Tiempo de ejeuión de la asignaión de registros
La Tabla 3.2 reoge los tiempos de ejeuión relativos de los algoritmos
estudiados. Como abe esperar, uanto más simple es el algoritmo, menor es
su tiempo de ejeuión. LS se ejeuta, en media, en menos de la mitad de
tiempo que ualquier otro de los algoritmos onsiderados. UCB, el otro algori-
mo de esaneado lineal, presenta también mejores tiempos que los algoritmos
de oloreado de grafos. Un heho sorprendente es que, en nuestro entorno
experimental, IRC aventaja a CGC, lo que ontradie los resultados publia-
dos en [PP05℄ y pone en uestión los beneios de este tipo de algoritmo de
asignaión.
Cabe señalar que, en términos generales UCB, IRC y CGC no dieren
demasiado entre sí. Por lo tanto, si uno de ellos fuese apto para JIT, el resto
también lo serían.
3.4.2. Instruiones ejeutadas
En la Tabla 3.3 podemos omprobar omo la rapidez de ejeuión de la
ompilaión utilizando LS produe un ódigo más pobre en términos del nú-
mero de instruiones ejeutadas por el proesador. Los algoritmos más sos-
tiados onsiguen una reduión en torno al 20% respeto a LS en el número
de instruiones ejeutadas. Esto, omo tendremos oasión de omprobar a
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Tabla 3.3: Número de instruiones ejeutadas, normalizado a LS
AA adpm dijkstra g721 mesa mpeg2 patriia media
de en de en de
LS 1 1 1 1 1 1 1 1 1
CGC 0.716 0.724 0.707 0.791 0.793 1.000 0.973 0.999 0.828
IRC 0.600 0.622 0.689 0.781 0.785 0.999 0.996 1.001 0.793
UCB 0.623 0.622 0.708 0.781 0.784 1.000 1 0.999 0.800
g 0.656 0.622 0.687 0.773 0.778 0.999 0.916 0.997 0.791
ontinuaión, redue el onsumo de energía y tiempo de ejeuión. Por lo de-
más, las diferenias entre CGC, IRC, UCB y g no son muy signiativas.
En la Tabla 3.4 podemos ver ómo el número de instruiones ejeutadas está
estrehamente relaionado on el tiempo de ejeuión de los ódigos genera-
dos. De nuevo CGC, IRC y UCB se distingen muho de LS, pero entre sí son
bastante similares.
Tabla 3.4: Tiempo de ejeuión del ódigo generado, normalizado a LS
AA adpm dijkstra g721 mesa mpeg2 patriia media
de en de en de
LS 1 1 1 1 1 1 1 1 1
CGC 0.605 0.643 0.639 0.739 0.739 0.999 0.954 0.989 0.771
IRC 0.465 0.487 0.624 0.697 0.709 1.001 0.938 1.019 0.713
UCB 0.499 0.474 0.647 0.728 0.733 0.999 1 1.012 0.732
GCC 0.529 0.474 0.623 0.678 0.682 1.000 0.684 0.975 0.684
3.4.3. Referenias a memoria
Tabla 3.5: Número de referenias a memoria, normalizado a LS
AA adpm dijkstra g721 mesa mpeg2 patriia media
de en de en de
LS 1 1 1 1 1 1 1 1 1
CGC 0.437 0.461 0.494 0.579 0.582 1.002 0.948 1.001 0.650
IRC 0.192 0.206 0.461 0.519 0.527 0.988 0.926 1.006 0.510
UCB 0.238 0.163 0.494 0.561 0.569 1.001 1 1.001 0.529
g 0.263 0.163 0.455 0.468 0.472 0.999 0.834 0.994 0.494
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Pasemos a analizar la presión que ejere ada algoritmo de asignaión
sobre la jerarquía de memoria. La tabla 3.5 muestra los aesos a memoria
para ada uno de los algoritmos onsiderados. Se apreia laramente que, en
5 de los 8 benhmarks hay una gran reduión en el los aesos a memoria
(50% o más), respeto al algoritmo más senillo, LS. Como abía esperar, g
aparte, el algoritmo que más redue la presión sobre la jerarquía de memoria
es IRC, seguido de era por UCB. CGC obtiene unos resultados más pobres,
espeialmente para adpm.
Las diferenias observadas entre los distintos algoritmos se deben a dos
fatores: el número de variables desalojadas, y el oste de desalojo de ada
variables (aesos a memoria induidos). Es preiso señalar que, tal y omo
ilustraremos más adelante, inluso on el mismo número de variables desalo-
jadas se pueden apreiar diferenias en la antidad dinámia de argas/alma-
enamientos. Dependiendo de la rama de ontrol dónde se ubiase la variable
desalojada, se ejeutan más o menos instanias de las instruiones de ar-
ga/almaenamiento.
3.4.4. Fallos de ahe
Tabla 3.6: Número de fallos de ahe, normalizado a LS
AA adpm dijkstra g721 mesa mpeg2 patriia media
de en de en de
LS 1 1 1 1 1 1 1 1 1
CGC 1.054 1.020 0.999 1.027 1.032 1.000 0.006 1.009 1.018
IRC 1.000 1.011 1.003 1.024 1.039 0.999 .010 1.022 1.014
UCB 1.057 0.997 1.001 1.024 1.030 0.999 1 1.012 1.015
GCC 1.093 0.994 0.975 0.995 1.002 0.999 1.002 1.007 1.008
Si bien el número de aesos a la jerarquía de memoria varía signiativa-
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mente de un algorimo a otro, el omportamiento de esta no se vé prátiamente
afetado omo ilustra la Tabla 3.6. El número de fallos de la ahe de datos
L1 no ambia signiativamente. Esto se debe a lo siguiente, los registros
desalojados se realojan en la pila, que es una estrutura on una elevada loa-
lidad tanto temporal omo espaial. Por lo tanto las argas/almaenamientos
debidos a desalojos no produen fallos de ahe. Es más, estas operaiones
inrementan de manera artiial la tasa de aiertos, sin mejorar ni el rendi-
miento, ni el onsumo. Por esto no se inluyen medidas de tasas de aiertos
y tasas de fallos, ya que podrían dar una impresión equivoada al letor. De
heho la tasa de aiertos más elevada la onsigue LS, a pesar de que todos los
algoritmos tienen un número similar de fallos de ahe.
3.4.5. Consumo de potenia
Tabla 3.7: Potenia disipada, normalizada a LS
AA adpm dijkstra g721 mesa mpeg2 patriia media
de en de en de
LS 1 1 1 1 1 1 1 1 1
CGC 0.651 0.665 0.676 0.770 0.771 1.000 0.981 0.995 0.801
IRC 0.511 0.512 0.663 0.742 0.748 0.999 0.985 1.007 0.746
UCB 0.544 0.504 0.685 0.767 0.772 1.000 1 1.013 0.760
g 0.571 0.504 0.659 0.732 0.736 0.999 0.899 0.987 0.741
La Tabla 3.7 muestra el onsumo total de potenia por benhmark y al-
goritmo de asignaión. Las diferenias que se observan entre los distintos al-
goritmos se deben a dos ausas: las instruiones ejeutadas y los aesos a
memoria. Cuanto menor es el número de instruiones ejeutadas menor es el
tiempo de ejeuión, pero también menor es el onsumo de la ahe de ins-
truiones ya que se realizan menos aesos a ella. Por su parte, la reduión
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en el numero de aesos a memoria se tradue en un menor onsumo de la
ahe de datos. Cabe señalar además que uantas menos instruiones y datos
se lean de memoria, menos traduiones de direiones hay que haer y me-
nor es el onsumo de las TLBs orrespondientes. Aunque sean estruturas de
menor tamaño que las ahes, su omplejidad es elevada y su onsumo no es
despreiable.
Como puede apreiarse laramente, los resultados de onsumo siguen la
misma tónia señalada anteriormente: LS tiene un omportamiento más pobre
que los demás algoritmos, y estos tan solo presentan ligeras diferenias entre
ellos.
3.4.6. Tamaño del binario
Finalmente, jándonos en el tamaño del binario generado, no hemos apre-
iado diferenias signiativas entre los distintos algorimos de asignaión (me-
nos del 5% en media on respeto a LS). Al menos para los ódigos estudiados,
el algoritmo de asignaión no paree ser de gran ayuda al ompilador en lo
relativo a la reduión del tamaño del binario generado, ya que la antidad de
intruiones estátias es reduida.
3.4.7. ADPCM
Para ilustrar las diferenias entre distintos algoritmos de asignaión va-
mos a jarnos detenidamente en el programa de deodiaión de ADPCM,
adpmde. La funión prinipal ontiene un bule extenso on un ujo de on-
trol omplejo omo puede verse en el Algoritmo 3.4.7. Este bule oupa la
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mayor parte del tiempo de ejeuión. En la Tabla 3.8 se pude observar, para
este bule, el número de variables desalojadas y la antidad de operaiones de
arga y almaenamiento introduidas omo ódigo de desalojo.
Como se puede ver, el algoritmo LS no es apaz de tratar eientemente
el ujo de ontrol omplejo del bule, y genera una antidad exesiva de ó-
digo de desalojo. El resto de algoritmos apenas diere en uanto al número
de operaiones de arga/almaenamiento estátias. De heho, la antidad de
variables desalojadas es la misma. Sin embargo, esto no tiene los mismos os-
tes en número de aesos a memoria, omo muestra la Tabla 3.5. Diferentes
variables desalojadas onllevan la inlusión de operaiones de arga/almae-
namiento en distintos aminos del grafo de ujo de ontrol, produiendo una
antidad distinta de aesos a memoria dinámios.
Tabla 3.8: Caraterístias del ódigo de desalojo de adpmde.
AA #variables ódigo de spill
desalojadas #argas #almaenamientos
LS 9 34 14
CGC 3 4 1
IRC 3 3 1
UCB 3 3 1
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Algorithm 1 Código del bule interno de adpmde
outp=outdata ;
inp=(s igned har ∗) indata ;
va lpred=state−>valprev ;
index=state−>index ;
s tep=s t ep s i z eTab l e [ index ℄ ;
b u f f e r s t e p =0;
f o r ( ; len >0; len−−){
i f ( bu f f e r s t e p ){
de l t a=inpu tbu f f e r & 0 xf ;
} e l s e {
i npu tbu f f e r=∗inp++;
de l t a=( inputbu f f e r >>4) & 0 xf ;
}
bu f f e r s t e p =! bu f f e r s t e p ;
index+=indexTable [ d e l t a ℄ ;
i f ( index <0) index=0;
i f ( index >88) index=88;
s i gn=de l t a & 8 ;
de l t a=de l t a & 7 ;
vpd i f f=step >>3;
i f ( d e l t a&4) vpd i f f+=step ;
i f ( d e l t a&2) vpd i f f+=step >>1;
i f ( d e l t a&1) vpd i f f+=step >>2;
i f ( s i gn )
valpred−=vpd i f f ;
e l s e
va lpred+=vpd i f f ;
i f ( valpred >32767)
va lpred=32767;
e l s e i f ( valpred <−32768)
va lpred=−32768;




s ta te−>index=index ;
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3.5. Conlusiones
El estudio omparativo de los algoritmos de asignaión que hemos lleva-
do a abo nos permite extraer, para la plataforma objetivo onsiderada, las
siguientes onlusiones:
Como abía esperar, el prinipal efeto de los algorimos de asignaión
en la jerarquía de memoria tiene que ver on el número de aesos a la
misma, ya sea para leer instruiones o bien para leer/esribir datos.
El omportamiento de la ahe no se ve afetado por los algoritmos de
asignaión ya que las variables desalojadas de los registros se almaenan
en la pila, y aeder a ellas rara vez produe fallo de ahe.
Exepto para el más simple, LS, se observan poas diferenias entre los
algorimos de asignaión tanto en términos de onsumo omo de rendi-
miento. Por lo tanto, un senillo algoritmo de esaneado lineal omo
UCB puede resultar suiente tanto para ompiladores o-line omo
JIT.
El omportamiento de CGC on respeto a IRC diere substanialmente
de lo indiado por otros autores en el ontexto de otro tipo de progra-
mas y omputadores. Esto sugiere que los algorimos de asignaión deben
ser reevaluados en ada ontexto partiular, ya que tanto los estudios
teórios (los más freuentes) omo los que se efetuan para otras plata-
formas o argas de trabajo pueden dar lugar a onlusiones erroneas o
no generalizables a todos los ámbitos.
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Inorporar informaión de la arquitetura y/o diseñar algorimos más
espeíos sin duda alguna mejorararía substanialmente la asignaión
de registros. Sin embargo, esto objetivo exede el ámbito del presente
trabajo y se he dejado omo trabajo futuro.
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Filtro de aesos a pila
En el apítulo anterior se analizó el impato de los algorimos de asignaión
en la jerarquía de memoria y se mostró el potenial que ofrenen para reduir
los aesos a esta. Inevitablemente, sea ual sea el algoritmo que se emplee, es
neesario desalojar alguna variable uando no quedan registros libres. Como
se puso de maniesto anteriormente, los aesos a memoria resultantes de este
desalojo presentan una elevada loalidad y no deterioran el omportamiento
de la ahe, aunque si su onsumo. En este apítulo presentaremos una ténia
hardware que, aprovehando la loalidad, ltra gran parte de estos aesos,
ahorrando energía.
Comenzaremos por presentar la motivaión y la idea sobre la que se susten-
ta nuestro diseño. A ontinuaión, desribiremos una primera implementaión
del mismo y analizaremos los poteniales problemas que plantea así omo sus
soluiones. Finalmente, evaluaremos experimentalmente nuestra propuesta y
esbozaremos las prinipales onlusiones que se derivan de ella.
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4.1. Motivaión
En el Capítulo 3 se explia que el algoritmo de asignaión de registros
aloja a las variables en registros siempre que es posible. Cuando esto no es
posible, las variables son alojadas en memoria. Sin embargo, las posiiones
de memoria asignadas no pueden ser jas, porque entones no se permitirían
llamadas reursivas a una funión, ya que los resultados de la llamada `hija'
modiarían las variables de la llamada `padre', y este no es, en general, un
efeto deseado. Por ello, los programas uentan on una zona de pila en la
memoria donde se almaenan estas variables. El espaio de almaenamiento
loal de las funiones se onoe omo maro de ativaión, y ontiene, además
de las variables temporales alojadas en memoria, los parámetros de la funión,
el valor devuelto por esta,y iertos datos del ontexto de la funión llamante
que deben ser guardados.
Como se dijo en la seión 3.4.3 la pila es una región que tiene una elevada
loalidad de memoria, tanto espaial omo temporal. Aunque los aesos a ella
suelen resultar aiertos de ahe y apenas afetan al rendimiento, la elevada
freuenia de los mismos supone un importante onsumo de energía. Cabe
preguntarse por lo tanto si es posible aprovehar su extraordinaria loalidad
para alojarlos en otra extrutura, reduiendo el onsumo de la ahe.
4.2. Filtro de aesos a pila
Como hemos menionado previamente, los aesos a la región de pila tienen
una loalidad espeial muy elevada. El estudio del puntero de pila, sp, así lo
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Figura 4.1: Evoluión del sp durante la ejeuión del benhmark dijkstra.
pone de maniesto. Para todos los benhmarks onsiderados el sp se mueve
en rangos de entre 40 y 128 bytes (entre 10 y 32 palabras) durante la mayor
parte de su ejeuión. Los aesos a la pila además se realizan en su mayoría
en la proximidad del puntero de pila, en onreto, en el rango omprendido
entre sp − 64 y sp + 256, es deir, 16 palabras por enima y 64 por debajo.
A modo de ejemplo, mostramos para dos de los benhmarks empleados en
nuestro estudio experimental, dijkstra y adpm, la evoluión del puntero de
pila (Figuras ?? y 4.2) y el histograma de distanias respeto al sp (Figuras
?? y 4.4).
Esta extraordinaria loalidad espeial, sugiere que la mayor parte de le-
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turas/esrituras a pila podrían satisfaerse mediante una pequeña ahe o
estrutura de almaenamiento alternativa, evitando el desperdiio energétio



















Figura 4.2: Evoluión del sp durante la ejeuión del benhmark adpmde.
4.3. Implementaión
Con el n de evitar el uso de lógia asoiativa, nosotros hemos optado una
implementaión del ltro mediante registros tal y omo detallamos a onti-
nuaión.
























distancia al sp medida en palabras
Figura 4.3: Histograma de las distanias entre el sp y las direiones de aeso a la pila
durante la ejeuión del benhmark dijkstra.
introdue una una ola irular de registros que atúa omo nivel previo a la
ahe para los aesos a pila. La ola uenta on N registros, ada uno de los
uales lleva asoiado un bit de presenia. Además se emplea un registro, rbase
de log2N bits que nos india ual de todos los registros es el que orresponde
a la direión apuntada por el sp.
Los aesos a se haen alulando la distania entre la palabra que quere-
mos aeder y la palabra apuntada por el sp, d. Una vez alulada d, si d ae
dentro de nuestro ltro, el registro al que tenemos que aeder es (rbase+d) %N .
A diferenia de otras propuestas omo las ahe de pila nuestro ltro es di-
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distancia al sp medida en palabras
Figura 4.4: Histograma de las distanias entre el sp y las direiones de aeso a la pila
durante la ejeuión del benhmark adpmde.
reionado por la distania al sp, por lo que no requiere de etiquetas y puede
presindir de toda lógia asoiativa.
Cada vez que se realiza un aeso a memoria se alula, en paralelo a la
generaión de la direión efetiva, la distania en palabras entre la direión
aedida y el sp, empleado para ello una unidad espeía. Si la distania es
menor, en valor absoluto, que
N
2
entones aedemos al ltro. De lo ontrario,
se aede a la ahe.
Si al aeder al ltro el dato está presente, el proesador no realiza el aeso
a la ahe ni la tlb de datos. Si, de lo ontrario el dato no está, se realiza el
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aeso a ambas estruturas, en el siguiente ilo. Posteriormente, se opia el
dato en el ltro y se ativa su bit de presenia. En el aso de las esrituras, si
estas son de tamaño palabra y el dato no está en el ltro tampoo es neesario
aeder a la ahe ni a la tlb.
En denitiva, el ltro que hemos diseñado almaena loalmente las pala-
bras situadas en la veindad N/2 del sp. Por ello, uando se modia el sp es
neesario atualizarlo de manera adeuada. Cada vez que se modia, hay que
alular ual ha sido la variaión del valor del puntero en número de palabras.
Una vez onoido el valor, hay que guardar en memoria todas las posiiones
válidas que se desalojan del ltro debido a esta modiaión y a ontinua-
ión se rota el buer irular. Esta rotaión se lleva a abo inrementando o
derementando el registro rbase. El bit de presenia de las nuevas entradas se
desativa.
Esta atualizaión, que tiene una omplejidad no despreiable, se lleva a
mediante la inyeión de instruiones de un modo análogo a omo se tratan
las instruiones omplejas de movimiento stm y ldm. De esta manera, el
hardware introduido se redue a una memoria de N ∗ 4 bytes más N bits de
presenia y un restador para alular la distania entre la direión efetiva y
el sp.
4.4. Problemas a resolver
El diseño que hemos presentado tiene que haer frente a iertos problemas.
El primero y más notable es que al introduir un nuevo nivel en la jerarquía
tendríamos que mantener la oherenia también en diho nivel. Sin embargo,
47
Capítulo 4. Filtro de aesos a pila
esto no es neesario ya que la pila es una región privada de memoria y el resto
de proesadores no omparten esos datos.
Otro problema que presenta nuestro diseño es que rompe propiedad de
inlusión de la jerarquía de memoria. Un dato puede estar presente en el ltro
pero haber sido reemplazado en la ahe. Al no informar a la ahe de aiertos
en el ltro, la polítia de remplazo puede haer que los bloques de la ima de
pila sean saados prematuramente. Este omportamiento, lejos de representar
un problema puede inluso ser beneioso, ya que se evita que los bloque de
la ima de la pila entren en onito on otros.
Existe un terer problema que tiene que ver on la utilizaión de un únio
bit de estado para las entradas del ltro. Cuando una palabra es desplazada
del ltro siempre se esribe en ahe, aunque no haya sido modiada. Por
esto, si un programa tiene un patrón de aesos que lee los datos alojados
en un extremo de la estrutura y, posteriormente, modia el puntero a pila
desalojando esos datos, entones estaría haiendo esrituras en memoria que
no son neesarias, lo ual onlleva un oste tanto en tiempo omo en energía,
que es ontrario a nuestros intereses. Como se puede ver en la seión 4.6.2 este
patrón es inusual, aunque no inexistente. Este problema puede ser soluionado
añadiendo a la estrutura un segundo bit que nos indique si el valor ha sido
modiado o no, y la esritura a $dl1 se haga sólo en aso de que el dato que




En esta seión se desriben las herramientas que omponen el entorno
experimental: el ompilador usado, el simulador empleado para llevar a abo
la evaluaión de los programas generados y los benhmarks usados en dihas
mediiones.
4.5.1. Simulador
El simulador usado es es el mismo que en el apítulo anterior, el Sim-
PAnalyzer [KAMG02℄, pero ha sido modiado para inluir nuestro ltro tan-
to en la simulaión miro-arquitetónia omo en el modelo de onsumo. La
onguraión del proesador ha sido la misma que la desrita en la tabla 3.1
inluida en la seión 3.3.1. Hemos onsiderado los siguentes tamaños de ltro:
32, 48, 64, 96 128, 192 y 256 palabras (32 bits).
4.5.2. Compilador
Los ambios introduidos en la miroarquitetura no onllevan ningún am-
bio en el ISA ni en el proeso de ompilaión, por lo que el ompilador no ha
tenido que ser modiado. El ompilador usado es g-2.95.2, distribuido on
SimpleSalar/ARM [ALE02℄. Los programas han sido ompilados on la op-
ión de optimizaión estándar -O2.
4.5.3. Benhmarks
Los benhmarks usados son adpm, bitount, CRC32, dijkstra, jpeg, sha,
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de MediaBenh2 [LPMS97℄. Las argas de trabajo usadas han sido las distri-




En esta seión se presentan y se disuten los resultados obtenidos por
nuestro meanismo en la ejeuión de los benhmarks. La estrutura propuesta
se analiza desde dos puntos de vista estrehamente relaionados. Por un lado
se estudian los resultados funionales, en uanto al uso y aprovehamiento del
ltro introduido:
1. Porentaje de aesos: porentaje del total de referenias a la pila
que se resuelven dentro del ltro.
2. Tasa de aiertos: porentaje del número de aesos al ltro que se
resuelven sin neesidad de aeder a memoria.
Por otro lado, se estudian los resultados arquitetónios, prinipalmente
el onsumo de la ahe de datos, el tlb de datos, y el onsumo total de la
arquitetura, aunque también es importante el tiempo de ejeuión.
4.6.1. Resultados Funionales
Primero se van a omentar los aspetos funionales de la estrutura. En la
Figura 4.5 podemos observar omo varía la tasa de aiertos de la estrutura
según aumentamos el tamaño de ésta, para los diferentes benhmarks. En
diha gura podemos ver ómo inrementar el tamaño de la estrutura es
beneioso en poos asos, ya que sólo sha, stringsearh y jpeg ven su tasa
de aiertos aumentada signiativamente on el inremento del tamaño de
la estrutura. También podemos ver que los benhmarks están fuertemente
divididos en un grupo que tiene una tasa de aiertos erana a 0 sin importar
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Figura 4.5: Tasa de aiertos.
el tamaño de la estrutura, y otro grupo, que on 32 palabras tiene una tasa
de éxitos entre el 10% y el 50%, y que esta se mantiene on poas variaiones
aunque aumentemos el tamaño de la estrutura usada.
Si prestamos atenión a la oleión de programas que no se beneia de
la existenia de la estrutura, que son: adpm (odiaión y deodiaión),
bitnts,mpeg2de, timedian, ti2rgba y ti2bw. Estos siete programas realizan
una pasada por un hero de entrada y esriben un hero de salida. Al no
iterar sobre oleiones de datos alojadas en la pila no saan proveho de
la estrutura, sin importar uan grande sea ésta. En ambio, los programas
que sí se beneian es porque trabajan on datos que residen en la pila. Los
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Tabla 4.1: Porentaje de aesos que son a la pila
Benhmark % Benhmark %
adpm en 0.44% adpm de 0.54%
bitnts 1.21% r 91.20%
jpeg en 55.73% jpeg de 40.16%
dijkstra 66.05% mpeg2de 0.02%
sha 90.59% string searh 48.43%
ti2bw 25.33% ti2rgba 0.89%
timedian 0.38 mediaaritmetica 32.64
programas que trabajan on maros de ativaión que oupen 32 palabras
o menos son aquellos uya tasa de aiertos no mejora, en ambio aquellos
que tienen maros de ativaión más grandes, o on mayor profundidad en el
árbol de llamadas a funión, sí ven una mejora en la tasa de aiertos uando
se inrementa el tamaño de la estrutura. Todo esto se puede observar en la
Tabla 4.1, donde se muestra el porentaje de aesos que se produen a la pila
respeto al total de aesos. Esta tabla es a su vez la ota superior a la tasa
de aiertos mostrada en la Figura 4.5.
Los fallos en los aesos al ltro pueden ser araterizados, pero en este
aso en sólo 2 tipos:
1. Fallos por rango: Son los fallos que se produen uando el dato al que
queremos aeder está demasiado lejos del sp, y no tenemos espaio
suiente en nuestra estrutura. Apareen representados en la Tabla 4.6
2. Fallos por desplazamiento: Son los fallos que se produen uando el dato
al que queremos aeder ha sido desalojado de la estrutura debido a las
rotaiones oasionadas por movimientos del sp. La gura 4.7 muestra la
tasa de este tipo de fallos para los distintos benhmarks.
Nuestra estrutura no distingue entre aesos a stak y aesos a otra zona.
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Figura 4.6: Porentaje de aesos a memoria que aen fuera de los límites de la estrutura.
Sólo distingue entre aesos que provoan un fallo por rango y aiertos. Por
este motivo la mayoría de fallos por rango son produidos por aesos al heap.
Esta armaión se fundamenta en que en 9 de los 13 benhmarks aumentar el
tamaño de la estrutura no redue el número de fallos. Lo ual india que los
datos aedidos está realmente lejos (más de 128 palabras = 512 bytes) del
puntero a pila.
Los fallos por desplazamiento son muho menores que los fallos por rango.
Menos del 2% frente a más de un 50% en la mayoría de los asos. Además su
omportamiento es más aleatorio, ya que si el ltro es pequeño, los fallos por








































Figura 4.7: Porentaje de aesos a la estrutura que no tienen el dato presente.
del ltro aben más datos que generan fallos por rotaión. Si aumentamos aún
más el tamaño del ltro, este llega a ser suientemente grande omo para
que quepan todos los datos que son desplazados por las rotaiones, y por lo
tanto el número de fallos por onito se redue. Esto puede observarse en la
Figure 4.7 en la gráa orrespondiente a jpeg.
En virtud de estos resultados es razonable pensar que esta modiaión
va a produir un ahorro energétio, ya que en varios asos se tiene una tasa
de aiertos entre el 25% y el 50%. El oste de aeso a una ahe y a un
tlb, que son ambas estruturas on lógia asoiativa, y de tamaño signiativo
(16 Kb y 2.5 Kb respetivamente) es elevado. En ambio el oste de aeso
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a una estrutura sin lógia asoiativa de entre 128 y 1024 bytes es bastante
reduido en omparaión. No es esperable, por otro lado, ninguna mejora en
el rendimiento de las apliaiones, ya que en nuestro proesador tiene un oste
de aeso al primer nivel de ahe de 1 ilo. Si aaso, podríamos esperar quizá
una leve degradaión del rendimiento, ya que las instruiones que modian el
valor del registro sp requieren de la inyeión de mirooperaiones para haer





























Figura 4.8: Variaión del onsumo total de la $dl1.
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Esta seión muestra los resultados más relaionados on la arquitetu-
ra, omo son el onsumo y el rendimiento. En las Figuras 4.8 y 4.9 podemos
observar las variaiones en el onsumo de la ahe de datos de nivel 1 y del
proesador respetivamente. En ambas está representada la reduión o el au-




























Figura 4.9: Variaión del onsumo total de la arquitetura.
Podemos ver omo los programas que, omo se señaló en la seión 4.6.1,
haen uso de la estrutura, se onsigue reduir el onsumo de la ahe de datos
entre un 20% y un 50% en la mayoría de los asos y hasta en un 64.3% en el
mejor de los asos (sha on un tamaño de 192 palabras). El únio programa que
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tiene un mayor onsumo en la versión modiada del proesador es ti2rgba
en el aso de que la estrutura tenga un tamaño de 64 palabras. El por qué de
este resultado es la apariión de el patrón de aesos omentado en la seión
4.4.
Las reduiones en el onsumo de la $dl1 se ven reejadas en una redu-
ión de onsumo total de la miroarquitetura. Como muestran las guras,
el onsumo total se ve reduido en un 2.8% y un 4.3% haiendo media de
todos los benhmarks para los distintos tamaños de la estrutura hasta asi
un 10% en el mejor de los asos. Esto es una reduión signiativa, teniendo
en uenta que la omplejidad añadida al proesador es bastante baja. Además
on un tamaño de sólo 32 palabras obtenemos un ahorro del 3.46% en media,
y alrededor de un 8% en los mejores asos.
Tal y omo se esperaba, la Tabla 4.10 muestra omo el tiempo de ejeu-
ión experimenta poas variaiones, entre un -2% y un 2% quitando el aso
patológio de ti2rgba en el que si la estrutura tiene un tamaño de 64 pala-
bras, el tiempo de ejeuión se ve inrementado en un 11%. Estas pequeñas
variaiones se deben a dos fatores, el primero es la sobrearga de las rutinas
inyetadas por las modiaiones al valor del puntero a pila, que hae que el
programa vaya más lento. El segundo fator es que si un bloque de datos que
no esté en las inmediaiones del puntero a pila produe un onito on otro
bloque de datos de la pila, omo los aesos al segundo bloque no aeden a
ahe no se produen fallos de onito, lo ual aelera ligeramente la ejeu-
ión de el programa. De esta manera la jerarquía de memoria deja de umplir
la propiedad de inlusión, pero a ambio se obtienen beneios en el tiempo































Figura 4.10: Variaión del tiempo de ejeuión.
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4.7. Conlusiones
En este apítulo hemos visto ómo el puntero de pila se mueve en rangos
de valores bastante reduidos. Este tipo de loalidad del que areen el resto
de seiones del proeso puede ser aprovehado dotando al proesador de una
pequeña estrutura basada en registros que ltre los aesos a la pila.
El diseño que hemos propuesto ha demostrado ser muy efetivo, y logra
suministrar la mayor parte de los datos de pila sin neesidad de aeder a la
ahe, reduiendo signiativamente el onsumo de energía de ésta última.
De este estudio también se puede onluir que el tamaño del ltro de
ahe no tiene por qué ser demasiado elevado, ya que en términos generales,
los programas tienen un omportamiento fuertemente marado. Es deir, o
bien no obtienen beneio del ltro, o bien obtienen un beneio muy erano





En este apítulo omenzamos desribiendo dos ténias que permiten al
usuario disponer de más registros para reduir la antidad de ódigo de desa-
lojo, primero las ventanas de registros y luego la odiaión diferenial. A
ontinuaión mostramos otras ténias enfoadas a reduir la sobrearga por
llamadas a funión inluyendo más registros visibles al usuario. Para terminar
mostramos el trabajo que se ha heho en ahes de pila y ahes por regiones.
5.1. Ventanas de registros
Algunas de las propuestas apareidas en los últimos años requieren iertas
modiaiones del hardware. Ravindran y otros [RSM
+
03℄ sugieren rear dis-
tintos banos de registros a los que llaman ventanas. En ada momento una
únia ventana está ativa, y las instruiones sólo pueden usar los registros
de la ventana ativa. Hay que añadir dos nuevas instruiones al repertorio;
una para mover los datos entre distintas ventanas, y otra para ambiar de
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ventana ativa. De esta manera el ompilador puede usar más registros. Esta
soluión requiere que el ompilador sea modiado para poder explotar las
mejoras arquitetónias introduidas. La prinipal ventaja de esta propuesta
es que aumenta el número de registros arquitetónios sin tener que ambiar
el formato de instruión. Además, ada ventana es un bano separado, por
lo que el hardware neesario para implementar dos ventanas de n registros
es más senillo y onsume menos energía que el neesario para implementar
un bano de 2n registros. El uso de ventanas de registros nos permite tener
n registros separados en m ventanas, ada uno de los uales es direionado
úniamente log2(n) − log2(m) bits.
De esta manera ualquier arquitetura que inluya ventanas de registros
experimenta un inremento en el número de registros por un fator igual al
número de ventanas inluidas en la implementaión.
Otra de las ventajas de esta propuesta es la ompatibilidad binaria (haia
delante), ya que una arquitetura que no use ventanas de registros es igual
que una arquitetura que implemente una únia ventana de registros.
5.2. Codiaión diferenial
Zhuang y Pande presentan la Codiaión Diferenial [ZP05℄. Esta idea
dota al proesador de un bano de n registros donde ada registro tiene un
índie entre 0 y n−1. Cada registro del bano no es direionado por su índie,
si no por la diferenia entre su índie y el índie del último registro usado. Por
lo tanto podemos denir un rango diferenial, r, que es la máxima distan-
ia que puede existir entre dos registros direionados seuenialmente. Este
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número es menor que la antidad de registros disponibles. De esta manera po-
demos direionar n registros usando úniamente log2(r) bits. Ya que el rango
diferenial es menor que el número de registros disponibles en el bano, es
neesario denir dos nuevas instruiones en el repertorio para poder permitir
ualquier adena de referenias. La primera es setLastReference(n) que ja
artiialmente el valor del registro que almaena el índie el último registro re-
fereniado a n. La otra instruión neesaria es setLastReferenceAfter(n, t)
que ja el valor de la última referenia a n después de la t-ésima referenia.
Esta soluión también requiere la modiaión del ompilador, ya que la
manera de direionar registros es ompletamente diferente. Al ontrario que
en el aso las ventanas de registros, on esta modiaión no existe ompati-
bilidad binaria.
5.3. Otras ténias
Otras ténias hardware, omo las empleadas en el proesador ADSP-
219x [Ana01℄ y Xtensa de Tensilia [Ten02℄, inluyen ventanas de registros
para reduir la sobrearga de las llamadas a proedimientos y los ambios de
ontexto uando se produen interrupiones en sistemas de tiempo real.
La arquitetura SPARC [SPA92℄ uenta on una ventana lógia que se
mueve sobre un bano de registros físios. Las instruiones sólo pueden usar
los 8 registros globales y los registros de la ventana. Los registros de la ventana
se dividen en 3 seiones: registros de entrada, registros loales, y registros
de salida. Cuando la ventana se desplaza lo hae de tal manera que queda
parialmente solapada on la ventana anterior/siguiente, de manera que los
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registros de salida de una ventana oiniden on los registros de entrada de
la siguiente. Este solapamiento redue la sobrearga de las llamadas a funión
ya que permite poner los parámetros de una funión en la región de salida.
A ontinuaión desplazamos la ventana haia delante y haemos la llamada
a la funión, el solapamiento hae que los parámetros de la funión invoada
estén en su región de entrada. De igual manera los valores de retorno de
la funión se esriben en la región de entrada, se ejeuta la instruión de
retorno y se desplaza de nuevo la ventana a su posiión anterior, de manera
que los resultados están en la zona de salida. El deslizamiento de la ventana
no es automátio, si no que se ha añadido la instruión save al ISA, que es la
enargada de deslizar la ventana antes de llamar a una funión. La instruión
restore es la que se enarga de haer el desplazamiento de la ventana en el
otro sentido.
Esta implementaión del bano de registros redue la sobrearga produida
por las llamadas a funión, ya que evita guardar los registros y los parámetros
en la pila, y luego tener que restaurarlos, reduiendo el onsumo y aelerando
la ejeuión.
Estas tres ténias modian el ISA y por lo tanto requieren la modiaión
del ompilador para poder usar los reursos introduidos.
5.4. Cahe de pila
Han sido muhos los autores que se han dado uenta de que la región
de la pila presenta una loalidad distinta a la de otras regiones de datos, y
por lo tanto han deidido aprovehar estas diferenias para beneiarse. A
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prinipios de los 80, uando las tendenias del diseño de proesadores eran
aumentar la omplejidad de los proesadores para que entendieran lenguajes
de alto nivel Ditzel [DM82℄ propone eliminar el bano de registros e inluir una
ahe de la pila para favoreer las arquiteturas memoria-memoria y ahorrar
al ompilador el omplejo proeso de asignaión de registros. Hay que reordar
que desde entones la tendenia ha sido trasladar parte de la omplejidad del
proesador al ompilador, y esa ténia no sería apliable a las arquiteturas
ontemporáneas.
Lee y otros [LSNT01℄ proponen un bano para los valores de la pila. Este
bano onsiste en una estrutura basada en registros para almaenar los valores
eranos a la ima de la pila. Este bano está dotada de bits de presenia y
modiaión por ada registro. Deteta los aesos que usan omo registro
índie el sp en la fase de deodiaión. Los aesos que se haen usando
omo índie otro registro tienen que omparar su direión efetiva on el
rango de la pila almaenado en el bano. El bano ontiene tantas tags omo
páginas distintas pueda oupar la pila, es deir, una pila de 8Kb en un sistema
on páginas de 4Kb neesita almaenar 3 tags. El objetivo de este trabajo es
el rendimiento, ya que el tamaño del bano de pila es el mismo que el de una
ahe de datos.
Huang y otros [HRT01℄ y Geiger y otros [GMT05℄ proponen dos ténias
que onsisten en separar los aesos a ahe en aesos a la pila y aesos al
heap en el primero, mientras que en el segundo separan entre datos freuen-
temente aedididos y datos aedidos on menor freuenia. En ambos asos
el objetivo es la reduión de onsumo, aunque la implementaión propues-
ta en ambos asos usa memorias ahe, solo que de menor tamaño y menor
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asoiatividad, por lo tanto menor onsumo.
Hemsath y otros [HMS07℄ presentan en un informe ténio los resultados
de introduir una ahe de pila en el proesador StrongARM SA-110. Este
trabajo también estudia la inlusión de una memoria ahe, de tamaño igual
que la $dl1. Cuentan además on una unidad que dinámiamente se enarga
de predeir uando será neesario desplazar bloques de la ahe de pila, o
uando se produirá un fallo en la ahe para planiar las transferenias
on los niveles inferiores de la jerarquía lo antes posible y así enmasarar las
latenias. El estudio evalua la ahe en términos de rendimiento.
Estas tres últimas propuestas oloan la ahe de pila de manera horizontal
a la ahe de nivel 1. Esto requiere que los fallos aedan a la ahe de nivel 2
o a memoria RAM en aso de no haber. Esto onsume más energía que en el
aso de [LSNT01℄ y este trabajo en el que el almaenamiento extra se oloa





A lo largo de este trabajo hemos visto ómo se pueden reduir los aesos
a memoria usando meanismos software omo hardware. Por un lado hemos
evaluado diversos algorimos de asignaión, analizando su impato sobre la
jerarquía de memoria y, por otro lado, hemos propuesto un meanismo de
ltrado que permite reduir los aesos a memoria derivados del desalojo de
registros y el paso de parámetros a funiones.
Las prinipales onlusiones del estudio omparativo de los algoritmos de
asignaión son las siguientes:
Como abía esperar, el prinipal efeto de los algorimos de asignaión
en la jerarquía de memoria tiene que ver on el número de aesos a la
misma, ya sea leer instruiones o bien para leer/esribir datos.
El omportamiento de la ahe no se ve afetado por los algoritmos de
67
Capítulo 6. Conlusiones y prinipales aportaiones
asignaión ya que las variables desalojadas de los registros se almaenan
en la pila, y aeder a ellas rara vez produe fallo de ahe.
Exepto para el más simple, LS, se observan poas diferenias entre los
algorimos de asignaión tanto en términos de onsumo omo de rendi-
miento. Por lo tanto, un senillo algoritmo de esaneado lineal omo
UCB puede resultar suiente tanto para ompiladores o-line omo
JIT.
El omportamiento de CGC on respeto a IRC diere substanialmente
de lo indiado por otros autores en el ontexto de otro tipo de programas
y omputadores. Esto sugiere que los algorimos de asignaión deben ser
reevaluados en ada ontexto partiular, ya que tanto los estudios teóri-
os (los más freuentes) omo los que se efetuan para otras plataformas
o argas de trabajo pueden dar lugar a onlusiones erroneas.
Inorporar informaión de la arquitetura y/o diseñar algorimos más
espeíos sin duda alguna mejorararía substanialmente la asignaión
de registros. Sin embargo, esto objetivo exede el ámbito del presente
trabajo y se he dejado omo trabajo futuro.
Aunque la idea de emplear un almaenamiento espeío para la pila no
es nueva, el ltro que hemos propuesto presenta las siguientes ventajas:
Al tratarse de elemento ubiado antes de la ahe, los aiertos evitan
tanto el aeso a esta omo a la tlb de datos. A diferenia de las ahe
de pila que se situan en paralelo on la ahe de datos, este meanismo
68
permite importantes ahorros de energía en este nivel de la jerarquía,
inluso on tamaños de ltro de tan solo 32 palabras.
La disriminaión entre aiertos y fallos se lleva a abo en paralelo on
el álulo de la direión efetiva del aeso, mediante una unidad espe-
ía. Esto evita penalizaiones adiionales y permite tratar de manera
homogénnea los aesos a pila tanto si emplean el registro sp omo si
emplean un registro de propósito general.
En aso de fallo en el aeso al ltro, no se produe penalizaión ya que
se aede al ltro en un ilo anterior al de letura de memoria.
Al emplear direionamiento basado en el desplazamiento respeto a la
abeza de pila, el uso de etiquetas de direión es ineesario y se puede
presindir de todo lógia asoiativa.
El ltro aptura una veindad +/− N
2
del puntero de pila. El diseño, no
obstante, no permite emplear una veindad arbitraria. Un estudio más
pormenorizado de los aesos a pila permitiría ajustar su tamaño para
hayar una onguraión óptima.
Al igual que algunas de las propuestas anteriores, la iniializaión de los
datos de la pila no genera tráo adiional en la memoria.
Algunas de las prinipales aportaiones de este trabajo se han reogido en
los siguientes artíulos:
[GAGPT08℄ R. González Alberquilla, L. Piñuel, J. I. Gómez y F. Tira-
do. Measurement of Register Alloation Arhitetural Impat. En ACA-
CES, L'Aquila, Italia, Julio de 2008.
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[GAGPT08a℄ R. González Alberquilla, L. Piñuel, J. I. Gómez y F. Ti-
rado. Evaluaión de Algoritmos de Asignaión de Registros desde la
Perspetiva de los Sistemas Empotrados. En Jornadas de Paralelismo,
Castellón, España, Septiembre de 2008.
[GAGPT08b℄ R. González Alberquilla, L. Piñuel, J. I. Gómez y F. Tira-
do. Evaluation of Register Alloators from an Embedded System Pers-
petive. En Conferene on Design of Ciruits and Integrated Systems,
Grenoble, Frania, Noviembre de 2008.
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