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A graph embedded on a surface is n-representative if every nontrivial closed curve 
in the surface which does not intersect edges of the embedding must contain at least 
n vertices of the graph. The property of being n-representative on a surface is closed 
upward under minor inclusion; hence, by the results of N. Robertson and P. D. 
Seymour (Graph minors. VIII. A Kuratowski theorem for general surfaces, sub- 
mitted for publication), the set of minor minimal n-representative embeddings 
on a surface is finite up to isomorphism. The property of being minor minimal 
n-representative is invariant under Y-A operations. The set of minor minimal 
2 and 3 representative embeddings on the projective plane are found. These 
embeddings are used to produce the topologically minimal 2 and 3 representative 
projective embeddings. 0 1992 Academic Press, Inc. 
1. NOTATION 
Surface embeddings will be denoted by r and their graphs by G(T). 
Surfaces are understood to be connected compact 2-manifolds without 
boundary. In addition, the symbol, Z, only refers to non-spherical surfaces. 
The projective plane will be denoted by PP. The regions or faces of an 
embedding r are the connected components of the complement of r in C. 
An embedding is proper if all of its regions are homeomorphic to open 
2-cells (i.e., open 2-disks of R’). If r is a region of r then the perimeter of 
r, denoted P(r), refers to the boundary of r in C. The perimeter of r is a 
subset of r and so has both a topological and combinatorial interpretation. 
For any edge e of an embedding, r, the embedding obtained by deleting 
e is denoted T\e; and, the embedding obtained by contracting e, when e 
is the image of a link in G(T), is denoted r/e. If r and Sz are both 
embeddings on the same surface, Q is isomorphic to r if there exists a 
homeomorphism from C to itself which induces an isomorphism between 
G(T) and G(D). If D is isomorphic to an embedding obtained from r by 
1 
00958956/92 $3.00 
Copyrighl ID 1992 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
2 RICHARD VITRAY 
a sequence of edge and vertex deletions then Sz is a subembedding of r. The 
embedding 52 is a minor of r of it can be obtained from a subembedding 
of r by a sequence of edge contractions. An embedding, r, is minor 
minimal n-representative if r is n-representative and no minor of r is 
n-representative. The set of n-representative embeddings on a surface Z will 
be denote D,(C). The set of minor minimal n-representative embeddings on 
a surface Z will be denoted MD,(C). To characterize MD,(C) it suffices to 
find exactly one element of each equivalence class under isomorphism. A 
vertex is suppressible if it is divalent and it is not incident with a loop. An 
n-representative embedding is topologically minimal if it is n-representative, 
has no suppressible vertices, and has no subembedding which is n-repre- 
sentative. The set of topologically minimal n-representative embeddings on 
a surface C will be denoted ED,(Z). A graph, G, is n-representative with 
respect to a surface Z if some embedding of G on C is n-representative and 
no such embedding is (n - 1)-representative. The set of minor minimal 
n-representative graphs for a surface C will be denoted MG,(C). 
For any surface, z;, an Z-arc is a subset of C which is homeomorphic to 
a closed interval in R2; and, an O-arc is a subset of C which is 
homeomorphic to the unit circle in R*. An O-arc is essential if it is not 
homotopic to a point of C, otherwise it is inessential. If r is an n-repre- 
sentative embedding in L’, an essential O-arc which does not intersect the 
edges of r and contains exactly n vertices of r is r-representative. If C is 
an inessential O-arc in C it can be shown, as a consequence of the Jordan 
curve theorem, that there exists an arcwise connected component of C - C, 
called the interior of C and denoted i(C), such that Cu i(C) is 
homeomorphic to the closed unit disk in R2. 
2. STATEMENT OF THE MAIN RESULTS 
THEOREM 2.1(a). Zf re MD,( PP) then r is isomorphic to one of the 
embeddings in Fig. 2.1. (b) ED,(PP) = MD,(PP). 
Here antipodal points of the outside circles are identified; so, the disks 
in Fig. 2.1, as in all the figures of this paper, represent the projective plane. 
THEOREM 2.2. Zf re ED,(PP) then r is isomorphic to one of the embed- 
dings in Fig. 2.2 (the members of MD,(PP) are labeled I through VII). 
Note that in Fig. 2.2, the graph, G(I), is KS and G(VI1) is the Petersen 
graph. Also, G(V) is isomorphic to G(V1). The two embeddings in Fig. 2.1 
are related by Y- d operations as are the embeddings labeled I through 
VII in Fig. 2.2. These operations are defined in Section 5. There it will be 
shown that minor minimality is invariant under Y-A operations. The 
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arrows in Fig. 2.2 point from an embedding to one which can be reached 
by expansion of a vertex. 
3. MD,( PP) AND MG,( PP) 
In this section, the minor minimal 2-representative embeddings and the 
minor minimal 2-representative graphs are found for the projective plane. 
It is straightforward that any planar graph has a O-representative projective 
embedding; hence, any 2-representative projective graph must not be 
planar. Routinely, all embeddings of K, or K.3.: on the projective plane are 
2-representative; hence, they are the minor mmimal 2-representative projec- 
tive graphs by Kuratowski’s Theorem. Note that the underlying graphs of 
the embeddings in MD,(PP) given in Fig. 2.1 are not isomorphic to the 
graphs in MG,(PP). 
The following proposition is a summary of results from [2] concerning 
2-representative embeddings which will be used in what follows. 
PROPOSITION 3.1. Let r~ MD,(C) and let r be any region of IY The 
graph, G(T), is nonseparable and the graph, G(P(r)), is a circuit of length at 
least 3. Further, P(r) is an inessential O-arc of Z and r is homeomorphic to 
the open unit disk. 
Proof. See Propositions 3.2 and 7.2 from [2]. 1 
The following lemma which is true for any surface implies that the only 
inessential O-arcs which are subsets of a minor minimal 2-representative 
embedding are the ones which bound faces. This fact is extremely useful in 
limiting the embeddings that can be in AID,( 
PROPOSITION 3.2. Let r~ MD,(C). Zf C is an inessential O-arc of Z: 
contained in r then i(C) n r= 0. 
ProoJ: If i(C) n Z contains a vertex, u, of Z then any Z-representative 
O-arc through u must contain at least two other vertices of Z in C. In that 
case, Z\o must be at least 2-representative contradicting the minor mini- 
mality of Z. If i(C) n Z intersects an edge of Z then subdividing the edge 
cannot decrease the representativity of the embedding and will provide a 
vertex in i(C) n Z so that the previous argument can be repeated. 1 
A Q-arc in C is a subset of C which is homeomorphic to the union of 
the unit circle in R2 with {(x, y) E R2; -1 <x< 1 and y=O}. The hinges of 
a O-arc are the two points mapped to (1,0) and (- 1,0) by the 
homeomorphism. Every O-arc contains exactly three distinct O-arcs. The 
intersection of any two of the O-arcs is an Z-arc. The hinges are the only 
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points contained in all three O-arcs. The three connected components 
obtained by deleting the hinges of a O-arc are the branches of the O-arc. 
Proposition 3.3 contains topological information specific to the projective 
plane which is needed to prove Theorem 2.1. 
PROPOSITION 3.3. If T is a O-arc in C then T does not contain exactly 
2 distinct inessential O-arcs. Furthermore, if C is the projective plane then T 
must contain at least one inessential O-arc. Finally, if r~ MD,(PP) and T 
is contained in r then T must have exactly one inessential O-arc. 
ProoJ The first two statements follow from elementary topology. For 
the last statement note that if all three of the O-arcs contained in T are 
inessential then T contains an O-arc, C, with i(C) n T# /zI which is 
contrary to 3.2. 1 
If /3 is a subembedding of r, fl is a bridge of r if b is the image of a 
bridge of G(T). The following proposition is a useful corollary to 3.3. 
PROPOSITION 3.4. Let rE MD,(PP) and let r be a region of K If b is a 
bridge of P(r) and L is an Z-arc contained in B with endpoints in P(r) then 
L is not homotopic to any I-arc contained in P(r) between the same two 
points. 
Proof: By 3.1, P(r) is an inessential O-arc. If the proposition were false 
then the union of L with P(r) would be a O-arc contained in r having at 
least 2 inessential O-arcs contrary to 3.3. 1 
At this point it is possible to start limiting the types of embeddings that 
can be in MD,(PP). The idea is to focus on a fixed region, r, of n embed- 
ding in MD,(PP) and to examine the properties of the bridges of the 
perimeter of r, P(r). According to Theorem 2.1, each of these bridges 
should be a single edge which makes the next proposition a natural first 
step. Define a Y-arc in .Z to be any subset of C which is homeomorphic to 
{(x, y)ER2;-1 <x< Id and y = 0} unioned with {(x, y) E R2; 0 B y 6 1 
and x = 01. The endpoints of a Y-arc are the points mapped to (- 1, 0), 
(1, 0), and (0, 1) by the homeomorphism. 
PROPOSITION 3.5. Let rE MD,(PP) and let r be a region of r. If /I 
is a bridge of P(r), the perimeter of r then /l has exactly two vertices of 
attachment. Furthermore, any two I-arcs in p between the two vertices of 
attachment must be homotopic to each other. 
ProoJ By 3.1, G(T) is nonseparable, so p has at least 2 vertices of 
attachment, thus, it suffices to show that /? does not have 3 or more vertices 
of attachment. Suppose, by way of contradiction, that fi does have three or 
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more distinct vertices of attachment. It follows that fl contains as a subem- 
bedding a subdivided Y-arc, A, whose endpoints are contained in P(r). If 
the closure of r is contracted to a point then A becomes a O-arc which 
must contain an inessential O-arc by 3.3. It follows that A must contain an 
Z-arc, Q, between two of its endvertices which is homotopic to an Z-arc in 
P(r) between the same two vertices, a contradiction to 3.4. 
To prove the second statement note that if /I contained two Z-arcs 
between its endvertices which were not homotopic to each other, the 
topology of the projective plane ensures that one of them would be 
homotopic to an Z-arc in P(r) between the same two vertices, again a 
contradiction to 3.4. 1 
Before going on to prove Theorem 2.1 it is a good idea to rule out the 
annoying possibility that a bridge of P(r) contains an essential O-arc. 
PROPOSITION 3.6. Let r~ MD,(PP) and let r be a region of r. I f  p is a 
bridge of P(r), the perimeter of r, then /I does not contain an essential O-arc. 
Proof: Let u and w  be the two vertices of attachment of #I and suppose 
that B does contain an essential O-arc, C. If neither u nor w  is contained 
in C then any other bridge of P(r) must be contained in PP - C which is 
homeomorphic to the unit disk. It follows that any other bridge of P(r) must 
contain an Z-arc between two points of P(r) which is homeomorphic to an 
Z-arc in P(r) between the same two points, contrary to 3.4. The perimeter 
of r must have at least two bridges, however, since otherwise, 3.5 would 
imply that P(r) is a circuit of length two contrary to 3.1. Hence, W.L.O.G., 
u is in C. If w  is also in C then /3 would contain two non-homotopic Z-arcs 
between u and w  contradicting 3.5. If w  is not in C then there must be an 
Z-arc in /I with w  as one endpoint and the other endpoint in C which can 
be extended to two non-homotopic Z-arcs in /I between u and w  again 
contradicting 3.5. 1 
By 3.1, if r is a region of a minor minimal embedding then r is 
homeomorphic to the open unit disk; so, PP- r is a Mobius band. It 
follows from 3.4, 3.5, and 3.6 that the union of P(r) with any one of its 
bridges must be contained in a subdivision of the structure shown in 
Fig. 3.1 (where the hash-marked region represents an embedding of any 
planar graph). This is enough to prove part (a) of Theorem 2.1 (the proof 
of part (b) is postponed until Section 5). 
Proof of Theorem 2.1 (a). Let r~ MD,(PP). Let r be a region of Z. If 
two of the bridges of P(r) have distinct vertices of attachment then the 
union of P(r) with each of these bridges is contained in the structure shown 
in Fig. 3.1 and Z contains a minor isomorphic to the embedding D(K,), in 
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FIGURE 3.1 
Fig. 2.1, of K4 on PP. In this case, by minor minimality, r is isomorphic 
to D(K,). Suppose, on the other hand, that no two bridges have distinct 
vertices of attachment. As r is 2-representative no vertex of r can be 
contained in all the bridges of P(r). It follows that P(r) has three bridges 
such that no vertex is common to all three. Therefore, r must contain a 
minor isomorphic to the embedding D(2K,), in Fig. 2.1, of 2(K,) on PP. 
Again, minor minimality implies r is isomorphic to D(2K,). i 
The next two easy propositions are used to find the members of 
MG,( PP). 
PROPOSITION 3.7. Let G E MG,(PP) then G is nonplanar. 
Proof: If G is planar put a cross-cap in any face of a planar embedding 
of G to obtain a O-representative embedding of G in PP. 1 
PROPOSITION 3.8. Let r be an embedding of G in PP. If I-e D,(PP) or 
re D,(PP) then G is planar. 
Proof: Let I-E D,(PP). There exists an essential O-arc, C, of PP such 
that C n r= @. Furthermore, PP - C is homeomorphic to R2 by the 
topology of PP; so, G must be planar. If rE D,(PP) then there exists an 
essential O-arc, C, such that Tn C is a single vertex of r. It follows that 
an embedding of G on the unit sphere can be obtained by contracting C 
to a single point. i 
THEOREM 3.9. If G E MG,(PP) then G is isomorphic to K, or K3,3. 
Proof: This follows immediately from 3.7, 3.8, and the minor inclusion 
version of Kuratowski’s theorem. I 
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4. Y-A OPERATIONS 
This section discusses Y-A operations and their relation to MD,(PP). 
Let r be a proper embedding without loops in a surface C and let u be a 
vertex of r adjacent to 3 other distinct vertices x, y, and z. Let Td(u) be 
the embedding in C obtained from r by deleting u and adding edges from 
ug to UI, 01 to 02, and u2 to u0 (see Fig. 4.1). 
The embedding Td(u) is said to be obtained from f by punching the 
triad, u. If r is a triangular face of r, the above procedure can be reversed 
to obtain the embedding rY(r) which is said to have been obtained from 
r by popping the triangle, r. The procedures of punching and popping are 
Y - A operations. 
These two Y - A operations have a number of interesting and easily seen 
properties. The two operations are inverses of each other and dual to each 
other (i.e., popping a triangle in the embedding r corresponds to punching 
a triad in the embedding r*, the surface dual of r). In addition, the 
following proposition holds. 
PROPOSITION 4.1. Suppose 52 is obtained from r by a Y - A operation. If 
fE D,(C) then QED,(C). rf rE MD,(C) then BE MD,(C). 
Proof: Suppose u is a triad in r. Observe that any P’(u)-representative 
O-arc contains at most two vertices incident with the triangular region, t, 
which was produced by popping u. Hence, every rd(u)-representative 
O-arc corresponds to a r-representative O-arc which contains the same 
number of vertices. If follows that r~ D,(C) implies that Td(u) ED,(Z). 
Dually, if r is a triangular region of r, then popping r produces a embed- 
ding in D,(Z). Furthermore, deleting an edge of t produces an embedding 
which is isomorphic to an embedding obtained by contracting an edge 
incident with u. Duality, therefore, extends the result to MD,(C). fl 
An immediate corollary to 4.1 is the following useful statement. 
FIGURE 4.1 
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COROLLARY 4.2. Let TE MD,(Z), f or n k 1, then there exists a sequence 
of embeddings, r = r,, r, , ,,., T,, and, a sequence of simply connected open 
subsets, rO, r,, . . . . r,,ofEsuch thatforO<i<t-1: 
(i) r, is a triangular region of ri, 
(ii) Ti+, = I’y(ri), and 
(iii) No region of Tr is triangular. 
Proof: If r is a triangular region of r then 1 I’(r)1 + 1 = 1 V(T ‘(r))l and 
IE(r)l = IE(r*(r))l; therefore, by Euler’s formula, lR(T*(r))l = IR(r)l - 1. 
Since IR(r)l is finite, only a finite number of Y-A operations can be 
performed and the proposition follows from 4.1. 1 
Corollary 4.2 simplifies the search for the members of MD,(C) by 
allowing the assumption that no regions are triangular (dually, one might 
assume that the vertices all have degree at least 4). The author has shown 
(see [3]) that any member of MD,(PP) without triangular regions must 
be isomorphic to either embedding V or embedding VII in Fig. 2.2. 
Theorem 2.2(a) then follows from Corollary 4.2. 
In an independent work (see [4]), D. W. Barnette finds the list of mini- 
mal projective plane polyhedral maps (abbreviated PPPM). It is easy to see 
that PPPMs are the 3-connected, 3-representative projective planar embed- 
dings; so, the members of Barnette’s list are of course isomorphic to the 
embeddings shown in Fig. 2.2. 
It might be conjectured that the 3-representative embeddings on a 
surface C can always be obtained from 3-representative embeddings of 
complete graphs by a sequence of Y-A operations. This is false as can be 
seen by examining the embedding of the line graph of K,,, on the torus 
shown in Fig. 4.2 (where the usual convention of identifying the sides of the 
rectangle is followed). Here, no punching or popping is possible since none 
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5. ED,(PP) AND ED,(PP) 
For some questions, such as the flexibility of embeddings on a surface, 
it is more useful to know the topologically minimal embeddings rather than 
the minor minimal ones. Clearly, any embedding in MD,(C) is in ED,(Z); 
but, the converse is false. Note that the finiteness of equivalence classes in 
ED,(Z) under isomorphism does not immediately follow from the work of 
Robertson and Seymour [ 11. The following proposition is the first step in 
relating ED,(Z) to MD,(C). 
LEMMA 5.1. Let IE ED,(C), I,,E MD,(C); and, suppose I, is a minor 
of I. There exists a sequence of embeddings, I,,, . . . . I,, in C, such that: (i) 
I=I,; and, (ii) if O< id r- 1, then Ii-, E ED,(C) and is isomorphic to 
Tiei for some edge, ei, in E(Ii). 
Proof: If rE MD,(Z), then set n = 0; and the result follows. Suppose 
r# MD,(Z). Since l-e ED,(Z), deleting any edge of r yields an embedding 
which is not n-representative. If contracting any edge of r also resulted in 
an embedding which was not n-representative, then r would be in 
MD,(Z). So, there exists e E E(T) such that r/e E D,(C). Deleting any edge 
of r/e produces an embedding which is a minor of a proper subembedding 
of r and cannot be n-representative. Therefore, r/e E ED,(C). The lemma 
follows by induction on r. 1 
The following proposition is used in 5.3 and is proved separately for 
purposes of clarity. 
PROPOSITION 5.2. Let IE ED,(C), n 2 1, with r a triangular face of r, 
and suppose there exists a vertex, v, of I, in P(r) with d(v) = 3. If e E E(I) 
is incident with v or r, then I/e is not n-representative. 
Proof: First, suppose the edge e is not incident with r. Let f be the edge 
in P(r) which is not incident with v. If r/eE D,(Z) then, by 4.1, the embed- 
ding (r/e)Y (r) is n-representative. However, (r/e)’ (r) is isomorphic to 
r\f which is not n-representative since l-E ED,(C). Alternatively, if the 
edge e is incident with r then r/e has two parallel edges which are 
homotopic since r is simply connected; and so, one of them, say f, can be 
deleted without reducing representativity. In this case, the embedding, 
(r/e)\f, is isomorphic to (r\f )/ e which is a minor of a proper subem- 
bedding of r and so cannot be n-representative. 1 
Lemma 5.1 can be used to obtain the members of ED,(C) from MD,(Z); 
but, it still does not guarantee finiteness. For that, the following lemma 
(which implies Lemma 3 from [4]) is needed. 
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LEMMA 5.3. Let rs ED,(C), n B 2, with r a triangular face of l7 
(i) If v is a vertex of r then d(v) > 3. 
(ii) Zf v is incident with r then d(v) > 3. 
Proof If d(v) is 0 or 1 then deleting v will not change the represen- 
tativity of r which contradicts topological minimality. If d(v) = 2 then v 
must be incident with a loop, e, or else o would be suppressible. It follows 
that the union of v with e is on O-arc, C, of .Z If C is inessential then r/e 
is n-representative. If C is essential then r is l-representative. Therefore, for 
n 2 2, the vertices of any embedding in ED,?(z) must have degree at least 
3 which proves (i). To prove (ii), let u be incident with r; and, suppose, by 
way of contradiction, that d(v) = 3. By 5.1, there exists a sequence of 
embeddings, r,, . . . . r,, in C, with r,, E MD,(z), such that (i) I-= r,, and 
(ii) if Oti<r, then TiPi is isomorphic to T,/e, for some edge, ei, in E(Ti). 
By 5.2, no edge incident with v or r is among the set of e,‘s; so, r is a 
triangular region of r,. By 4.1, the embedding, (T,)’ (r) E MD,(z). On the 
other hand, the degree of v in (T,)’ (r) is 2 which contradicts (ii). 1 
For n > 2, the embeddings in ED,(z) can be produced simply by starting 
with embeddings in MD,(C) and expanding vertices in all possible ways 
using 5.1 in reverse, i.e., generating sequences of embeddings in ED,(z). By 
5.3, each expansion which produces an embedding in ED,(C) must not 
produce any divalent vertices. It follows that each expansion decreases 
2e - 3v by one and the process must terminate when 2e = 3v (i.e., when the 
embedding is cubic). Thus, the finiteness of the equivalence classes under 
isomorphism in ED,(C) follows from the finiteness of the equivalence 
classes under isomorphism in MD,(C). 
Lemma 5.3 immediately generates ED,(PP) from MD,(PP) and greatly 
simplifies generating ED,( PP) from MD,( PP). 
Proof of Theorem 2.1(b). By 5.3, no expansion which creates a divalent 
vertex need be considered. Hence, none of the vertices of D(&) can be 
expanded since the embedding is cubic. Further, none of the vertices of 
D(2K,) can be expanded without creating a trivalent vertex incident with 
a triangular region, which contradicts 5.3. 1 
Proof of Theorem 2.2. Simply use 5.1 and 5.3, and a case by case 
analysis of each of the members of MD,(z) to generate the list of embed- 
dings representing all the equivalence classes in ED,(PP) shown in 
Fig. 2.2. 1 
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