We report on large-scale nonequilibrium molecular dynamics simulations of shock wave compression in tantalum single crystals. Two new embedded atom method interatomic potentials of Ta have been developed and optimized by fitting to experimental and density functional theory data. The potentials reproduce the isothermal equation of state of Ta up to 300 GPa. We examined the nature of the plastic deformation and elastic limits as functions of crystal orientation. Shock waves along (100), (110), and (111) exhibit elastic-plastic two-wave structures. Plastic deformation in shock compression along (110) is due primarily to the formation of twins that nucleate at the shock front. The strain-rate dependence of the flow stress is found to be orientation dependent, with (110) shocks exhibiting the weaker dependence. Premelting at a temperature much below that of thermodynamic melting at the shock front is observed in all three directions for shock pressures above about 180 GPa.
I. INTRODUCTION
Tantalum is a body-centered-cubic (bcc) transition metal with no confirmed experimentally observed solid-solid phase changes with pressure or temperature. Due to its high melting temperature and strength, it is widely used in the production of high-temperature superalloys for many technological applications. Its simple phase diagram at high pressures makes it an ideal pressure standard. A transition from bcc to an ω (hexagonal) phase has been reported in experiments of Ta shocked to 45 GPa. 1 However, diamond-anvil cell (DAC) experiments and ab initio calculations of the zero-temperature (T = 0) equation of state (EOS) place bcc as the most stable phase over a wide range of pressures. Recent quantum molecular dynamics (QMD) simulations of the melt curve of Ta suggest that for pressures above about 100 GPa, Ta may undergo a phase transition to a hex-ω phase, and the phase diagram of Ta may exhibit a bcc/hex-ω/liquid triple point located around 100 GPa and 250 0K. 2 However, the conclusions drawn from these QMD simulations and the existence of a phase change in Ta at high pressure have been questioned recently by Haskins et al., 3 who argue that the small system sizes associated with the QMD simulations may overestimate the stability of the ω phase relative to the bcc one. The existence of a phase transition (such as the postulated bcc → hex-ω one) at high pressures and temperatures has also been proposed as a way to explain marked differences in the melt line between DAC and shock-wave experiments. [4] [5] [6] [7] However, so far no direct evidence of a high-pressure phase transition in Ta has been reported in DAC experiments. A non-equilibrium phase transformation in the shock experiments has been proposed as a plausible explanation for the experimentally observed transition at low pressures. 8 These issues underscore some of the current controversies regarding the high-temperature/highpressure properties of this system. Surprisingly, while there have been many computational studies of the thermal and mechanical properties of Ta at high pressures, [9] [10] [11] there has not been, to date, a systematic atomistic simulation study of the dynamical response of Ta to shock-wave and high strain-rate loading.
The main purpose of this work is to investigate via atomistic simulations the dynamical response of Ta single crystals to high strain-rate deformation and shock-wave propagation. The large majority of non-equilibrium moleculardynamics (NEMD) studies of shock-induced plasticity and defect nucleation have dealt with face-centered-cubic (fcc) metals. These studies have revealed that the elastic-plastic transition in defect-free single crystals is characterized by high elastic limits and directional anisotropies which show marked differences in the morphology of defects: partial dislocation loop nucleation is the main deformation mechanism for shockwave propagation along the (100) direction, and full loop nucleation and multiplication is the main mechanism for shock propagation along the (110) and (111) directions. 12, 13 Less is known about shock-induced plasticity in monocrystalline bcc metals; 14 bcc metals that belong to the groups V and VI of the periodic table, such as Ta, exhibit interesting mechanical features which include a strong orientation, temperature, and strain-rate dependence in the yield stress. Some of these peculiar properties are due to the screw dislocation core structure 15 and an unusual slip activation system which exhibit a marked dependence on temperature and orientation (slip asymmetry). 16 We have employed large-scale NEMD simulations to study the characteristics of shock-wave propagation along the lowindex directions (100), (110), and (111). The Hugoniot elastic limit (HEL), plastic deformation mechanisms, and corresponding anisotropies in shock-wave structure were examined along these three low-index crystal orientations for pressures up to 300 GPa. We find that twin formation is the main mechanism of stress relief at the shock front for propagation along the (110) direction, while very little twinning is observed in the shock-induced plasticity of Ta along (100).
Many semi-empirical interatomic potential models of Ta have been developed over the years. They include the embedded atom method (EAM), 17, 18 Finnis-Sinclair (FS), [19] [20] [21] [22] modified embedded atom method (MEAM), 23 angular-dependent potential (ADP) 24 and model generalized pseudopotential theory (MGPT) potentials, 25 among others. Of these, the MGPT potential provides the most accurate description of Ta over a wider pressure-temperature range. However, the inherent volume dependence of the MGPT potential makes it difficult to implement in dynamical studies of shock-wave phenomena, and the computational expense of MGPT is significantly greater than the others. In this work, we construct two new EAM interatomic potentials for Ta by fitting to an experimental and first-principles database that includes selected high-pressure data. Among the interatomic potential models employed in the description of metallic systems, the EAM is among the most popular, particularly in large-scale atomistic simulations. It provides a good description of the many-body cohesion in metals and their mechanical properties, at a low computational cost. There is no reason to expect, however, that a model like the EAM which assumes a spherically symmetric electron density can accurately reproduce the mechanical properties of bcc transition metals, given the directional bonding associated with the partially filled d bands. We will show that by carefully selecting high pressure properties in the training set, EAM can provide a reasonable description of bcc Ta over a much larger pressure range than in models which employ mostly zero-pressure and -temperature properties, even if the fitting database includes energy differences of various phases at equilibrium volumes.
The organization of the paper is as follows: In the next section we detail the method employed in the development of the EAM interatomic potentials, the ab initio and experimental database used in the fitting procedure, functional forms, and the parametrization scheme. We also compare selected mechanical properties of Ta from both experimental measurements and density functional theory (DFT) calculations with the corresponding EAM models' predictions. In Sec. III we describe the equilibrium and nonequilibrium simulation methods and the computational geometries. Simulation results are presented in Sec. IV, and in Sec. V we provide our summary and conclusions.
II. POTENTIAL DEVELOPMENT
In this section we detail our approach to constructing EAM interatomic potentials for high-pressure applications. Most of the Ta potential models in the literature based on either EAM or FS parametrization schemes [17] [18] [19] [20] [21] [22] were not specifically developed for high-pressure/high-temperature applications. As a result, high-pressure properties are reproduced with various degrees of success. Since Ta has no confirmed solidsolid phase changes with pressure, one criterion we employed in testing the transferability of the models was the stability of the bcc phase with respect to other energetically close phases. The stability of the bcc phase against other phases was incorporated in the fitting scheme as a discriminant in the acceptance/rejection of the parameter sets generated in the optimization procedure. The goal was to develop a new EAM Ta model potential which would exhibit no phase changes within a pressure range of relevance in shock-wave simulations and be relatively short-ranged, so that it can be used in large-scale atomistic simulations requiring fast energy and force evaluations.
A. First-principles calculations
A T = 0 database of Ta properties was calculated within the framework of DFT using the Vienna Ab initio Simulation Package (VASP). 26 The DFT calculations included structural energies, elastic constants, stress tensor as a function of compression along the low-index crystallographic orientations, twin/antitwin energies, and generalized stacking fault (GSF) energies. The projector-augmented wave (PAW) method 27 was used to treat the ion-electron interaction. A plane-wave cutoff energy of 600 eV was found to give sufficiently accurate structural energies and converged stresses and, unless noted, was used in most calculations. We employed the generalized gradient approximation (GGA) with the Perdew-Wang 91 functional, 28 the PAW potential with 5p electrons as valence, and neglected spin-orbit coupling. (Previous ab initio studies of the equation of state of Ta have shown a negligible contribution to the energy from spin-orbit interactions. 29, 30 ) The integration over the Brillouin zone was performed using the Monkhorst-Pack (MP) scheme. 31 Most total-energy and stressstrain calculations were carried out using a 17 × 17 × 17 MP k-point grid. The unrelaxed gamma surface (GS) calculations utilized supercells containing 12 atomic layers with 12 and 24 atoms, for the {112} and {110} GS, respectively, using a 15 × 15 × 1 MP k-point mesh. The stress-strain relations were computed for volumetric as well as uniaxial deformations along the (100), (110), and (111) crystallographic directions.
B. EAM potential functions and parametrization
The embedded atom method (EAM) 32 is semiempirical, based on DFT, in which the total energy of any configuration of nuclei can be expressed as a unique functional of the total electron density. The total energy of the system can be written as a sum over atomic energies E i :
The energy per atom E i is given by
where φ(r ij ) is a pairwise, spherically symmetric interaction potential between atom i and neighbor atom j at a radial distance r ij . F (ρ i ) is the so-called embedding energy contribution, which is a nonlinear function of the electron densitȳ ρ i at site i, assumed to be directly proportional to the atomic density surrounding the site, expressed as a sum over all neighboring atoms weighted by a pairwise, spherically symmetric function w:
Two EAM potentials, referred to here as Ta1 and Ta2, were constructed by employing a parametrization procedure similar to that outlined in Ref. 33 and modified here to introduce high-pressure properties into the fitting procedure. In this prescription, the cold curve (i.e., the T = 0 EOS, E EOS ) of the solid, as a function of volume V (lattice constant a) for the equilibrium structure (which, for Ta at zero pressure, is bcc), determines the embedding function F (ρ):
The cold curve for Ta was evaluated from DFT calculations and fitted to a Rydberg function 34 in the form proposed by Rose et al., 35 extended here to include higher-order (cubic and quartic) terms:
The dimensionless parameter a * = α(a/a 0 − 1) is proportional to the linear strain, and α = √ (9B 0 V 0 )/E c is a dimensionless measure of the anharmonic repulsive strength. The P = T = 0 constants are the lattice constant a 0 (obtained from the equilibrium volume V 0 ), the cohesive energy E c , and the bulk modulus B 0 .
The DFT binding energy data of the bcc structure was shifted to make the minimum of the energy curve coincide with the experimental cohesive energy of Ta (E 0 = −8.10 eV/atom). The DFT data was also scaled [a * in Eq. (5)] by the experimental equilibrium value of the lattice constant of Ta, a 0 = 3.304Å. The cubic and quartic coefficients f 3 and f 4 , while usually taken to be zero in low-pressure applications, become important at high compressions. The value of the cubic coefficient f 3 can be related to the thermal expansion coefficient, which is proportional to the Grüneisen parameter, 36 and also to the pressure derivative of the bulk modulus (evaluated at zero pressure and temperature, B 0 = (dB/dP ) P =T =0 :
The pairwise interaction in Eq. (2) was chosen to be a modified Rydberg function on the repulsive side and a shortrange polynomial on the attractive side. While not rigorous, this form assumes that as a function of compression, the ion-repulsion at short distances is dominated by the pairwise interactions. Therefore, with dimensionless distance parameter r * = α P (r/r 1 − 1), analogous to a * in Eq. (5), the pairwise interaction φ is given by
(r s r r c ),
where r 1 , r s , r c , s, α p , U 0 , β 3 , and β 4 are fitting parameters. The coefficients a i in Eq. (7) are uniquely determined by matching the Rydberg and polynomial functions, and their first, second, and third derivatives at r = r s . Finally, the electron density function w(r) in Eq. (3) was taken to be a simple continuous function similar to one previously used in the construction of a generic analytical EAM model employed in the study of high-stress plastic deformation in metals:
where r 0 is the equilibrium nearest-neighbor distance at P = T = 0. The analytical function w(r) behaves qualitatively like a Gaussian and smoothly goes to zero at the cutoff distance r c . The arbitrary constant ρ 0 is determined from the normalization ofρ in Eq. (3) and p, q, and r c are fitting parameters. While the Ta1 and Ta2 models share the same functional forms, the number of fitting parameters in the two models is different. In the optimization of the Ta1 model, the parameters β 3 and β 4 were set to zero, and the spline point r s was fixed to be the minimum of the pair potential (r s = r 1 ). This reduces the number of fitting parameters in the Ta1 model to 7, while there are 10 in the Ta2 model. The training sets used in the optimization of the fitting parameters included the experimental values of the elastic constants, vacancy formation energy and Grüneisen parameter, as well as properties obtained from DFT calculations, such as the stress tensor as a function of uniaxial compression along the (100) orientation, unrelaxed (100) surface energy, and the unstable stacking fault energy of the {112} 11 1 section of the gamma surface. An important step in the optimization of the model parameters was the evaluation of the T = 0 enthalpy difference between bcc and other energetically close crystallographic phases [primarily hexagonal close packed (hcp), fcc, and A15] as a function of compression. Each iterative model was tested for "artificial" phase transitions at T = 0 within a prespecified pressure range, the smallest of which was arbitrarily set to 0-300 GPa. If from the enthalpy difference, the model potential exhibited a phase transition within this pressure range, the parameter set was discarded and a new iterative random search was started. The lowest transition pressure cutoff of 300 GPa, was chosen close to the value of the solid-liquid transition pressure along the principal Hugoniot, about 290 GPa. 38 While checking for phase transitions based on enthalpy differences is computationally intensive and adds a layer of complexity to the optimization of the model's fitting parameters, we believe it is a necessary step for generating interatomic potentials with the correct phase stability in the desired pressure range. It is also an important check of the transferability of interatomic potentials for bcc metals based on the EAM or the FS formalisms, since those models have a tendency to undergo a bcc → hcp transition with compression. A simulatedannealing, global-optimization method 39 was employed in the fitting of the models to selected target values in the training sets. Checks for artificial phase transitions within a minimum cutoff transition pressure of 300 GPa were used as a discriminant of the transferability of the model. Parameter sets not meeting this check were discarded regardless of how well they reproduce all other properties in the training set. The two EAM models reported in this work required several post-optimization iterations to meet this condition: 13 for Ta1 and 19 for Ta2. In Table I we list the parameter values of the Ta1 and Ta2 EAM models, and Fig. 1 shows the potential functions φ(r), w(r), and F (ρ) for both models. 
C. Evaluations of the Potentials
In Table II we list some mechanical properties of bcc Ta evaluated with the EAM potentials along with corresponding experimental values and values from DFT calculations. By construction, the models reproduce the target values of the lattice constant (a 0 ), cohesive energy (E coh ), and bulk modulus at zero pressure (B 0 ), as well as reproducing the DFTcalculated cold curve (Fig. 2 ) used in the fit to Eq. (5). The calculated pressure-volume relation is shown in Fig. 3 , compared with DFT and experimental diamond-anvil cell (DAC) measurements. 40, 43 The agreement with the DFT data is a result of fitting to the DFT EOS (Fig. 2) . The deviation of DFT from the DAC data in the pressure-volume relation (Fig. 3) can be explained from DFT's higher value of B 0 ; similarly, a linear fit to shock data 54 gives a higher value than DAC data, namely, B 0 = 4.1.
The stress-strain relations are a measure of how well the EAM potentials perform beyond linear elasticity, namely, reproducing the third-and higher-order elastic constants. These relations are also important in shock physics simulations because they represent how well an interatomic potential model reproduces the pressure dependence of the sound velocities. The computed stress-strain relations as a function of uniaxial compression along the 100 , 110 , and 111 low-index directions are shown in Fig. 4 and compared with corresponding DFT calculated values. Given that the DFT values of the (100) stresses P xx and P zz at 20% compression were the only stress values included in the training set, both EAM potential models reproduce reasonably well the anisotropy of the stress-strain relations under compression.
As already mentioned, we incorporated into the fitting procedure the enthalpy difference H at zero temperature between the bcc phase and other energetically close phases.
H was used to check for possible artificial phase transitions Ta1 and Ta2 models. From H = 0, the Ta1 model undergoes a bcc → hcp transition at P = 463 GPa and the Ta2 model at P = 325 GPa. These values place an upper pressure limit on the applicability of these potentials in high-pressure studies of Ta. We should note that most of the potentials shown in Fig. 5 perform as expected in the pressure range for which they were optimized.
Defect energies and thermal properties
The vacancy formation energy E f v for Ta is underestimated by both models with respect to the experimental and DFT calculations. While the EAM Ta1 value of 2.43 eV is within the experimental error (2.8 ± 0.6), the Ta2 calculated value is significantly lower (2.0 eV). The vacancy migration energy E m v is overestimated by the models, but in reasonable agreement with DFT calculations. Both models however, are expected to predict lower activation energies of self-diffusion of vacancies. This is not a deficiency of the model as much as a compromise in relative weights given to low-and high-pressure properties.
The relaxed surface energies (γ 100 ,γ 110 ,γ 111 ) are in reasonable agreement with DFT calculations, and the average DFT value of 2.4 J/m 2 matches well with the average EAM values of 2.3 and 2.4 J/m 2 for the Ta1 and Ta2 models, respectively. The experimental value of 2.9 J/m 2 listed in Table II is an extrapolated value to T = 0. The measured experimental value, at or near T melt , is 2.49 J/m 2 .
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How best to include thermal properties in the optimization of interatomic potentials is an issue which we explored in some depth, since it is not common practice to fit to them. While the pressure derivative of the bulk modulus accounts for the mechanical anharmonicity in the T = 0 EOS, a straightforward approach in the optimization procedure that should help to account for thermal anharmonic properties, such as the thermal expansion coefficient and the thermal contribution to the pressure, is to fit to the the Grüneisen parameter, whose thermodynamic definition is
where P is the pressure, E the internal energy, α V = (1/V )(∂V /∂T ) P is the volumetric thermal expansion coefficient, B T is the isothermal bulk modulus, and C V is the constant-volume heat capacity. From equilibrium MD simulations of both pressure vs temperature at constant volume, and volume vs temperature at constant pressure, we verified that the relationship between γ th and α V in Eq. (9) is correct to about 1%, including the classical limit of the heat capacity per atom,
The vibrational Grüneisen parameter γ vib is a microscopic, low-temperature, quantum-mechanical approximation to γ th , assuming that quasiharmonic lattice dynamics is appropriate, and the normal-mode frequencies ω n,k (V ) depend only on volume, not temperature:
where
is the normal-mode Grüneisen parameter, and c n,k (V ,T ) is the normal-mode (k,n) contribution to the specific heat:
where k is the wave vector and n is the branch index (polarization). The summation over the normal modes spans the first Brillouin zone. When the temperature T is much higher thanhω max (V )/k B T , then the heat capacity is the classical limit, C V = 3Nk B (N is the number of atoms/unit cell), where all normal modes are fully thermally populated; the Grüneisen parameter is then simply the average value of the normal-mode Grüneisen parameters γ n,k (V ). At lower temperatures, the lower-frequency modes can dominate the quantum average in Eq. (10), so that the Grüneisen parameter can differ noticeably from the high-temperature (orh = 0) classical limiting value. It should also be noted that there is no guarantee that the phonon Grüneisen parameter γ vib will correspond to the experimental thermodynamic Grüneisen parameter γ th in Eq. (9), particularly if the quasiharmonic approximation (QHA) does not hold. Several approximate, macroscopic models of γ th have been developed over the years, based on volume derivatives of the cold curve. The Dugdale-MacDonald model γ DM fits a wide spectrum of elements in the periodic table and is simply related to B 0 at P = T = 0:
(Note that γ DM , which is directly proportional to the thermal expansion coefficient α V , goes to zero for a purely harmonic three-dimensional system, as it should; other model formulations for the Grüneisen parameter do not.) While simple approximations, like γ DM in Eq. (13), which is based on the cold curve via the pressure derivative of the bulk modulus, are known to have limitations, 56 less is known about how well the vibrational Grüneisen parameter γ vib in Eq. (10) estimates the thermodynamic γ th in Eq. (9), and hence how accurately the thermal expansion can be calculated within the quasiharmonic approximation (QHA).
A major difference in our construction of the two EAM models was the inclusion of γ DM = γ th (expt.) = 1.6 ± 0.2 in the fitting of Ta1 (which is consistent with a value of B 0 = 4.2), while we targeted a value of γ vib = γ th (expt.) = 1.6 ± 0.2 in the training set for Ta2. While each EAM potential reproduces its intended target value of the Grüneisen coefficient, the true thermodynamic value γ th (and therefore, also the linear thermal expansion coefficient α L = α V /3), as measured by equilibrium MD simulations, is underestimated by both EAM models, particularly by Ta1 (see Table II ).
For Ta, DFT calculations overestimate the thermal expansion α L by 35%. 29, 52 On the other hand, we see that the Ta2 EAM model underestimates α L by 35%, even though the experimental value was the target (on the other hand, Ta1 underestimates α L by 60%). The difference between the equilibrium MD and the QHA results can be associated with thermal anharmonicity. In the quasiharmonic phonon approximation, the mode Grüneisen parameter γ i = −∂ ln ω i /∂ ln V | T includes the isothermal volume-dependent contribution. The isochoric anharmonic contribution a i = ∂ ln ω i /∂T | V is not treated within QHA, which assumes all frequencies are temperature independent. These results suggest that temperature is an important factor in the vibrational anharmonicity of tantalum, with DFT calculations of the Grüneisen parameter within QHA giving values higher than those obtained from quantum molecular dynamics (QMD) simulations. 57 This is also the trend we find in the two EAM models Ta1 and Ta2 presented here.
The melt temperature at zero pressure was evaluated employing solid-liquid coexistence simulations 58 with atomic slabs comprising 16 000 atoms and periodic boundary conditions (PBC). Both models reproduce the experimental melt temperature (3280 K) within 6% (3033 K for Ta1 and 3080 K for Ta2). The enthalpy of melting is 0.26 eV/atom and 0.24 eV/atom for the Ta1 and Ta2 EAM models, respectively, compared to the experimental value of 0.325 eV/atom 59 ).
Twinning path and gamma surfaces
The ideal shear strength for bcc materials has long been associated with the maximum stress required to homogeneously shear the crystal along the twinning path 60 in which {112} planes are sheared along the 11 1 direction. A shear in the opposite direction also produces a twinned crystal, but with a different energy barrier. This asymmetry in the direction of shearing is characteristic of the twinning/antitwinning path in bcc lattices. The maximum slope of the one-dimensional energy surface along the twinning path is associated with the ideal (theoretical) shear stress. The total energy along the twinning/antitwinning path can be calculated by translating the primitive lattice vectors of the original bcc lattice to that of a sheared crystal with basis vectors:
In the twinning direction 0 s 1/ √ 2 and in the antitwinning direction, − √ 2 s 0. Figure 6 shows results of Another property which is important to test for and of importance in modeling the behavior of screw dislocations is the generalized stacking-fault energy, or γ surface. Figure 7 shows high-symmetry cross sections in the {112} and {110}γ surfaces of Ta calculated with DFT and with the EAM interatomic potentials. The displacements along the shown directions are normalized by the lattice periodicity along the corresponding direction. The maxima in these curves are the unstable stacking-fault energies γ us , whose values are given in Table II . The agreement overall is quantitatively good and should be taken as a first measure of how well these potentials are expected to reproduce screw dislocation core energies and their structure in Ta.
Overall, both EAM Ta potentials are equally accurate when it comes to reproducing the EOS and mechanical properties, such as elastic constants and stress-strain relations as functions of orientation. There is little or no difference between them on how well they describe the deformation energy along the twinning/antitwinning path as well as selected symmetry cross sections of the gamma surface. This leads us to believe that they will do equally well in describing plasticity in Ta and screw dislocation core energies. The Ta1 model does better than the Ta2 model in reproducing the energetics of lattice defects but worse regarding thermal expansion and thermal pressure at high temperatures, with the Ta1 model underestimating the thermal expansion coefficient by almost 1/3 of the experimental value. This is due to the different criteria used to fit to the Grüneisen parameter in both models.
III. SHOCK COMPRESSION SIMULATIONS
Shock compression was studied via large-scale (multimillion atom) non-equilibrium molecular dynamics (NEMD) and constant-stress Hugoniostat 61 simulations. The atomic interactions were described by the EAM model potentials detailed in the previous section. The large-scale NEMD simulations were done with the Los Alamos National Laboratory massively parallel MD code SPASM 62 for system sizes comprising up to 383 million atoms. The procedure we employed to initiate a shock wave of a given strength follows the method outlined in Ref. 63 , and modified here to reduce heating at the impact surface. The targets consisted of rectangular slabs with cross sections between (33 nm × 33 nm) and (132 nm × 132 nm) and up to 1000 nm long. Periodic boundary conditions were imposed in the transverse (x and y) directions and free boundaries in the longitudinal (shock) direction, taken here to be along the z direction. The initial temperature of the Ta samples was set to 300 K. The velocity of the crystal slabs were linearly ramped from rest to a final velocity u p in 5-10 ps, in order to minimize heating near the impact surface. Immediately after, the slabs impacted an infinitely massive piston at a velocity −u p . The impact produces a shock wave that propagates away from the piston at a shock velocity u s − u p in the frame of the moving slab. We examined piston velocities in the 500-2500 m/s range. We also carried out many more constant-stress Hugoniostat 61 simulations with smaller system sizes in order to probe longer time scales and sample more points along the Hugoniot. The Hugoniostat simulation samples were comprised of up to 100 000 atoms arranged approximately in a cube. The uniaxial compression was applied along the low-index crystallographic directions (100), (110), and (111), and the strain rate was selected to approximate the rise times of the shock profiles in the NEMD simulations, typically 10 10 -10 11 s −1 .
IV. RESULTS
We performed both NEMD and Hugoniostat simulations of shock compression along the low index directions (100), (110), and (111) for a range of particle velocities up to 2.5 km/s (∼300 GPa). As mentioned above, both EAM models reproduce the mechanical properties of Ta with about the same degree of accuracy, and we find no noticeable differences in the morphology of defects and/or defect densities between these two models. Therefore, unless otherwise specifically noted, the figures in this section, particularly those of defect structures and shock-induced plastic deformation should be taken to correspond to both interatomic models. Figure 8 shows shock velocity (u s ) vs particle velocity (u p ) of the principal Hugoniot of single crystal Ta for shock propagation along the (100), (110), and (111) directions. The data was computed from Hugoniostat and NEMD simulations. The solid line is a linear fit to experimental shock data from Refs. 54 and 64. As expected, for defect-free single crystals, all shock directions exhibit high Hugoniot elastic limits (HELs), with elastic-plastic transition strains in the 10%-14% range corresponding to shock pressures in the 40-55 GPa range. Also, all three orientations exhibit two-wave structures characterized by an elastic precursor with soliton-like trains at the front of the elastic wave caused by in-phase "beating" of the atomic planes in the elastic region, followed by a plastic wave whose velocity increases with u p until it reaches the elastic wave speed at the overdriven (OD) point in the u s − u p Hugoniot. Figure 9 shows NEMD particle velocity profiles of shock propagation along the (111) direction for piston velocities u p = 1.0, 1.6 and 2.0 km/s (P zz = 80, 145 and 195 GPa, respectively). The profiles have been normalized by the piston velocity for clarity. It should be noted that the OD shock pressure for this direction is 142 GPa, the highest of the three directions.
For split-waves, the shock velocity of the plastic wave u
can be written in terms of the particle-velocity, shock pressure and specific volume at the HEL (u 
where P (2) zz and V 2 are the final shock pressure and specific volume, respectively. For shock pressures above P HEL zz , the system undergoes an elastic-plastic transition characterized by a volume collapse in all three directions and a large increase in temperature due to the enormous dislocation densities (10 12 -10 14 cm −2 ) produced within the plastic zone. The elastic-plastic transition is anisotropic in strain and shear stress, with the (110) orientation exhibiting the lowest shear stress at the HEL (τ HEL ), followed by the (100) and (111) directions. The shear stress τ is defined as
where P zz and P are the longitudinal (shock) and volumetric pressure, respectively. The shear stress τ so defined is one-half the von Mises deviatoric stress. The value of τ HEL for the Ta1(Ta2) model is 6(7), 10(9), and 15(18) GPa for the (110), (100) and (111) directions, respectively. Table III summarizes the values of uniaxial strain and shock pressure (longitudinal stress) at the Hugoniot elastic limit (HEL) and over-driven (OD) points of the principal Hugoniots shown in Fig. 8 . The values were calculated from Hugoniostat simulations. For particle-velocities above the OD point, the profiles are characterized by a single plastic wave with large elastic oscillations at the shock front which do not decay or disappear with shock strength (Fig. 9) and persist up to the shock melt. The u s − u p data falls on the experimental line for all three directions with a shock velocity which extrapolates to the bulk sound speed at zero pressure. The directional anisotropy in the Table III ). Figure 10 shows longitudinal and shear stress profiles for shock wave propagation along the (100) and (111) directions at a particle velocity of u p = 0.88 km/s. This value of u p lies in the split-wave region of the (100) and (111) Hugoniots (Fig. 8) . As mentioned above, the oscillations in front of the elastic precursor are due to "beating" of atomic planes perpendicular to the propagation direction. These elastic oscillations are ubiquitous in all three crystallographic directions studied. The defects associated with the plastic waves are identified employing a centro-symmetric order parameter, 13, 65 and are shown in the top frame of Figs. 10(a) and 10(b). Only defective (non-bcc) atoms are shown. The dislocation density at the lowest sampled piston velocities is about 10 12 cm −2 measured at a distance of ∼100-200 nm behind the shock front.
The plastic mechanism of stress relaxation at the shock front is markedly different for (110) shocks compared to that of both (100) and (111) shocks. Deformation twinning is the main stress relaxation mechanism in shock wave propagation along (110) for values of u p below about 1.2 km/s. In order to readily visualize the twins within the shocked crystals, bcc atoms are colored according to their local orientation with respect to the z axis. This is done by evaluating a threedimensional orientational order parameter whose components represent the "distance" of the orientation of a bcc atom's four centrosymmetric nearest neighbors with respect to those in ideal (100), (110), and (111) orientations, with respect to a laboratory-fixed reference direction (here taken as the longitudinal shock direction z). The normalized triad of the inverse of these distances (d representation of this "orientation imaging map" (OIM) vector q oim , can be expressed as (110) and (111) are colored green and blue, respectively. This color-coded orientation mapping is most useful in the visualization and analysis of grains and structural changes in nanocrystal simulations. Figure 11 shows NEMD simulation results of nucleation and growth of nano-twins in single crystal Ta shocked along (110) to a longitudinal pressure of 45 GPa (u p = 0.62 km/s). The top frame shows a side view of the computational slab with atoms colored according to the OIM order parameter. The Ta (110) computational cell comprised about 64 million atoms arranged in a rectangular slab with a cross sectional area normal to the shock propagation direction of 66 × 66 nm 2 . Twins nucleate at the shock front and rapidly thicken and grow to an average size of about 40 nm in length. The growth of the nanoscale twins is accompanied by dislocation nucleation and multiplication between twins. This can be seen more clearly in the bottom frame of Fig. 11 , which shows a top view of the shocked sample projected along the 110 direction (out of the page). Only defective (noncentrosymmetric) atoms are shown.
In order to investigate twin nucleation in more detail, we carried out a series of homogeneous compression simulations employing systems of about 40 nm × 40 nm × 50 nm (∼4.4 million atoms) with periodic boundary conditions (PBCs) in all three directions. An affine compressive strain was imposed in the (110) (z) direction while the lateral dimensions were kept at their initial zero pressure, room temperature value. The compressive strain along (110) was varied between 13% and 15%. In all instances, twins nucleated first, followed by dislocation emission between twins. Figure 12 shows a time sequence of twin nucleation in a sample homogeneously compressed along (110) by 13.5% (∼45 GPa). Only one twin nucleates in a computational cell of this size. The two twin bands in the figure actually corresponds a single band once PBCs are taken into account. In the top sequence, which shows only defective atoms, dislocations nucleate between twin planes on a longer time scale than twin nucleation. The bottom sequence shows atoms colored according to the orientation order parameter q oim . The twin bands thickened in about the same time scale as in the NEMD simulations for particle-velocities near the HEL. The residual shear stress in the t = 190 ps frame is about 5 kbar.
The fact that deformation twinning is observed in shocks along (110) at a lower shear stress values than the elasticplastic threshold values in (100) and (111) shocks [the shear stress at the HEL in the (110) direction is the lowest of the three] indicates that this is the easiest direction for deformation twinning, perhaps due to a preferred orientation between parent and twin lattices. However, once they are nucleated, dislocation nucleation and multiplication follows, lowering further the residual shear stress. Twin bands continually anneal out behind the shock front in those regions where the shear stress drops below 1.0-1.5 GPa, and as a result, the density of twins decreases sharply with distance from the shock front. Clearly thicker twins are more stable than the minimal two-layer embryos which nucleate at the shock front. However, twins as thick as 20-25 nm anneal out behind the shock front, their growth being arrested once the residual shear stress drops below 1 GPa. The interplay between the growth rate and an "effective" shear stress zone, provides a measure of the width of the deformation twinning zone and how far from the shock front twins can thicken and grow. The twinning zone shrinks with increasing particle-velocity, as the width of the shear stress profile decrease with increasing shock pressure. Above particle-velocities of about 1.2 km/s (∼100 GPa), twin embryos nucleate at the shock front but do not grow, and the number of twins in the shocked samples is very much reduced. Figure 13 shows snapshots from NEMD simulations of (110) shock wave propagation in Ta at three different particle velocities (shock pressures): u p = 0.60 km/s (43 GPa), 0.80 km/s (62 GPa), and 1.20 km/s (∼100 GPa). Atoms are colored according to the OIM order parameter. At the highest pressure (100 GPa), the morphology and density of defects agrees with what is observed in (100) and (111) (100) and (111) directions. This is also the observed trend in recent gas gun recovery experiments of Ta single crystals shocked to 25 and 55 GPa. In those experiments, the (110) samples were found to have the largest amount of twins at 55 GPa compared to the (100) and (111) samples at the same pressure.
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A. Directional dependence of the flow stress
The particle-velocity and stress profiles can be used to deduce the flow stress as a function of volumetric strain. NEMD shockwave simulations provide a direct way of computing the strain rate from the spatial derivative of the particle-velocity profile as well as the deviatoric stress and volumetric strain through the shock path. In the elastic-plastic regime of the Hugoniot, the maximum shear stress τ max = τ HEL for plastic wave speeds below the overdriven point. The elastic oscillations in the particle velocity and shear stress profiles makes it difficult to continuously determine the strain rate through the shock path. However, estimates of the flow stress and plastic strain rate can be made by computing averages of these quantities in the plastic zone. The procedure employed in evaluating these averages was slightly modified to deal with split-wave profiles.
Estimates of the flow stress and plastic strain rate in the two-wave regime were made by computing averages of these quantities over a plastic flow region defined from the leading edge of the plastic wave (Z 1 ) to a point Z 2 along the shock path where u p (z) reaches 98% of its steady-state value (see Fig. 9 ). For overdriven shocks, plastic flow was assumed to commence at the middle of the shock where the shear stress is a maximum. Thus, OD averages were computed in the region between the middle of the shock and Z 2 : where the shear stress τ is given by (15) and the width λ = Z 2 − Z 1 is approximately one-half the effective width of the shock. Along with the average flow stress and average strain rate, other quantities computed from the NEMD profiles included maximum shear stress, maximum strain rate, uniaxial strain, and the stress and temperature tensors.
The average shear stress versus average strain rate so computed is shown in Fig. 14(a) for the (100), (110), and (111) directions. The data was fitted to a power law in strain rate (dashed lines) with exponents 0.43, 0.23, and 0.44 for the (100), (110), and (111) directions respectively. Also shown is the prediction of the Preston-Tonks-Wallace (PTW) strength model 68 for the average flow stress vs average plastic strain rate (solid line). The model's flow stress also follows a power law in plastic strain rate with exponent 0.424, very close to the strain-rate dependence of the (100) and (111) NEMD data. It should be pointed out that the PTW data have been un-normalized by the model's shear modulus G(ε,T ). Normalizing both the NEMD (100) and (111) average shear stress data as well as the PTW flow stress by the appropriate (directional or isotropic) pressure-and temperature-dependent shear moduli yields a power exponent in strain rate close to 1/4. However, this 1/4 power dependence is not related to the often-quoted Swegle-Grady (S-G) relation between the shock pressure and the total strain rate. 69 The S-G relation does not seem to hold at the very high strain rates attained in shocked single crystals. The inset in Fig. 14(a) shows NEMD shock pressures vs average strain rate for the three sampled directions. The data can be fitted to a power law in strain rate, P zz = ε α with the exponent α =0.39, 0.36, and 0.30 for the (100), (110), and (111) directions, respectively. The NEMD shock pressures clearly follow a higher power dependence in strain rate than 1/4, the S-G value which is known to be applicable at lower strain rates (10 5 -10 7 s −1 ). NEMD studies of shock strength in both defective and defect-free Cu single crystals also find that at high strain rates the dependence of the shock pressure with strain rate follows a power law with an exponent close to 0.40. 70 We can conclude that the dynamical strength of single crystal Ta is anisotropic, with compression along the (100) and (111) orientations exhibiting higher average shear stress values than compression along (110). This difference grows with pressure (or strain rate), and at 200 GPa, the calculated average flow stress is 12 GPa for (110) and 18.5 GPa for (100) and (111). The maximum shear stress difference between these orientations follows a similar ratio as the average values. The average shear stress as a function of pressure for all three directions is shown in Fig. 14(b) where we compare the NEMD results with recent experiments of laser shocked single crystal Ta along (100) 71 and the theoretical prediction of the PTW strength model. 68 The lower strain-rate dependence of the flow stress in the (110) direction can be understood from the observed deformation twinning, the main mechanism of stress relief at the shock front in this direction. Twin nucleation occurs at faster rates than dislocation nucleation, which proceeds subsequently to twin nucleation and growth. This results in lower shear stress maxima for this direction, and, as a consequence, dislocation nucleation in shocked Ta(110) progresses at nominally lower shear stress than in (100) or (111) directions. This is similar to the directional anisotropy found in the mechanical strength of fcc single crystals, where faster partial loop nucleation is the main mechanism of stress relief for shock wave propagation along (100), rather than the slower full loop nucleation observed for propagation along the (110) or (111) directions. 12, 13 
B. Hugoniot temperatures
We examined shock temperature as a function of shock pressure and orientation, in order to investigate what (if any) role defect morphology and microstructure might play on Hugoniot temperatures. While polycrystalline and microstructure effects are expected to be minimal in shock velocities, different dissipation mechanisms can influence shock width and rise times as well as strain rates, and shock temperatures should be more sensitive to these effects. In single-crystal Ta, stress relief along (110) is different from (100) and (111), due primarily to twin nucleation at the shock front. Furthermore, the maximum deviatoric stress in this direction is the lowest of the three orientations for reasons that have been outlined above. Thus, if defect microstructure and evolution play a role in the shock temperature, we would anticipate these differences to be more pronounced between (110) and both (111) and (100) directions. As we detail below, we find this is not the case in Ta single crystals.
Most of the data presented here were collected with the Ta2 model, given that it more accurately accounts for thermal pressures than the Ta1 model (see Table II ). The equilibrium melt curve of the Ta models was determined from solidliquid coexistence simulations 58 The pressure-temperature Hugoniots from NEMD and Hugoniostat simulations are shown in Fig. 15 along with theoretical calculations by Cohen and Gülseren 52 and Moriarty et al. 9 The single crystal shock temperatures are anisotropic in the elastic-plastic region with the (111) direction exhibiting higher temperatures by as much as 600 K compared to the (100) and (110) orientations. This is due primarily to the anisotropy of the HEL with shock direction and the large difference in volume collapse at the elastic-plastic transition between the (111) orientation (7.4%) and the (100) and (110) orientations (∼4%). This volume difference provides additional P -V work (∼P HEL V ), which results in a larger internal energy change in the Rankine-Hugoniot conditions. Above the overdriven pressure, the Hugoniot temperature is independent of orientation, and the Ta2 model predicts a shock melt pressure of 220 GPa for all three directions, which is lower than the experimental estimate of 290 GPa. 38 The pressure dependences of the (100) and (110) Hugoniot temperatures of both EAM models are in close agreement with the MGPT model calculations for Ta of Moriarty et al. 9 for pressures below about 180 GPa, but are steeper than the DFT results of Cohen and Gülseren. 52 We do not believe the difference with the DFT results is due to electron-thermal contributions, at least not at these pressures. 72 It also cannot be attributed to differences in the Grüneisen parameter, whose DFT calculations overestimate and the EAM models presented here underestimate at zero pressure. We find that the EAM model (Ta1) with the lowest estimate of the zero-pressure Grüneisen parameter also predicts higher Hugoniot pressures at fixed temperature, opposite to what one would expect. We thus conclude that the pressure dependence of the Hugoniot temperature of Ta is not strongly dependent on the zeropressure value(s) of the vibrational Grüneisen parameter, Eq. (10).
Employing the EAM models' EOS, we evaluated the P-T Hugoniot curve by solving the Rankine-Hugoniot equation, (21) treating the thermal pressure within the quasiharmonic approximation and ignoring directional anisotropy. Calculating the Hugoniot this way gives results that agree well with NEMD simulations in the OD region, indicating that the MieGrüneisen (M-G) formalism works well for this system for pressures below 200 GPa, and that plasticity and material inhomogeneities play no significant role in shock temperatures.
For pressures above about 180 GPa, the NEMD shock temperatures show a larger increase with pressure compared with the isotropic calculations based on the Mie-Grüneisen formulation, as well as with the theoretical results of Moriarty et al. 9 Upon further inspection, we find that above this pressure, the material at the shock front premelts at a temperature much below the equilibrium melt temperature. A metastable liquid zone forms behind the shock, subsequently recrystallizing into an isotropic, nanocrystalline state at a rate inversely proportional to the difference between the shock front temperature and the equilibrium melt temperature at the corresponding pressure. This premelting phenomenon has been observed by several authors in simulations of directional melting in fcc single crystals. [73] [74] [75] [76] However, unlike fcc crystals where only the (110) and (111) directions exhibit premelting and the (100) orientation exhibits overheating, here the shocked crystal premelts in all three directions at about the same pressure-temperature point in the Hugoniot. The thickness of the metastable liquid region behind the shock increases with shock temperature and/or pressure. This necessitates NEMD simulations with computational cells of a micron or longer in length in order to fully capture the recrystallization process. Figure 16 shows the atomic configuration and temperature profile in a 450 nm section of a 1-micron-long NEMD simulation of Ta shocked along the (110) direction at a piston velocity of 2.10 km/s (210 GPa). The liquid zone, at a temperature of 4750 K, extends for about 150 nm behind the shock front. It recrystallizes into a nanocrystal at a steady-state temperature of 6050 K. The premelting is not an artifact of the simulations or the models, but rather is due to the very large strain rates at these pressures that produce elastic deformations of ∼30% or higher. Quasi-isentropic compression simulations to the same pressures, but at much lower strain rates (∼10 9 s −1 ), yield defective states with no signs of premelt.
V. SUMMARY AND CONCLUSIONS
Using NEMD, we have studied the plastic deformation mechanisms in shock-wave compression of single-crystal tantalum for different propagation directions along the low index directions (100), (110), and (111). As part of this study, we developed two new EAM interatomic potentials of Ta, optimized by fitting to a database of DFT and experimental data. From the onset, it was not clear how well a simple EAM model could reproduce the mechanical properties of bcc metals at compressions relevant to shock-wave experiments. The models presented here do surprisingly well over the sampled pressure range. We found that it was necessary to incorporate into the fitting routines the enthalpy differences between bcc and other energetically close phases, in order to eliminate artificial phase transitions with pressure.
As expected for single crystals, the Hugoniot elastic limit (HEL) of all three orientations is high (40) (41) (42) (43) (44) (45) (46) (47) (48) (49) (50) , with the (110) orientation having the lowest value and (111) the highest. All three principal Hugoniots exhibit a split-wave region; for shock waves along the (111) direction, this region extends to very high pressures (120-140 GPa).
We find that deformation twinning is the main mechanism of stress relaxation in (110) shocks for piston velocities below about 1.2 km/s (∼100 GPa). Above this, twin embryos nucleate at the shock front but do not grow, and the number of twins in the shocked samples is very much reduced. Also, deformation twinning is significantly more pronounced in shocks along (110), compared to the (100) and (111) directions. The twinning stress threshold can be reduced by preexisting defects. Studies of shock wave compression in defective Ta (100) monocrystals employing the Ta1 EAM model of this work estimate the twining threshold to be between 25 and 35 GPa. 77 However, the twin volume fraction along (100) is significantly lower when compared to (110). This trend has also been observed in recent gas gun recovery experiments of Ta single crystals. 67 We anticipate this will also be the case for (111) shocks for which a more detailed defect analysis remains to be done.
From the particle-velocity and shear stress profiles along the shock path, we computed averages of the flow stress and strain rate in the plastic flow region, defined to be from the middle of the shock to the point in the shock path where the particle velocity reaches 98% of the piston velocity. The strain-rate dependence of the average flow stress follows a power law of the form τ = A ε α , where the exponent α = 0.43, 0.23, and 0.44 for (100), (110), and (111) orientations, respectively, for strain rates between 10 9 and 10 12 s −1 . The weaker dependence of the (110) direction can be explained from the observed deformation twinning, where twin nucleation occurs at a faster rate than dislocation nucleation. As a result, dislocation nucleation occurs at lower shear stress values in (110) than for (100) or (111), resulting in lower dislocation densities for (110). This is also consistent with significantly lower maximum values of shear stress in (110) than in (100) or (111). The pressure dependence of the average flow stress for the (100) and (111) directions is in agreement with recent laser shock experiments of Ta (100). 71 We also find the pressure and strain-rate dependence of the flow stress computed from the simulations are in excellent agreement with the Preston-Tonks-Wallace (PTW) strength model for Ta in the overdriven shock regime. 68 Finally, we examined shock temperatures of the Ta models for different orientations. The main goal of this part of our study was to investigate the effect of defect morphology and single-crystal plasticity on the Hugoniot temperature. We found that (111) shock temperatures are higher than (100) and (110) for pressures below the overdriven pressure. This result is consistent with a higher HEL in (111) and also a higher volume collapse of the elastic-plastic transition. Above the OD point, the shock temperature for all three directions is independent of orientation. This result was surprising, given the very different mechanisms of plastic relief at the shock front in the (110) direction (twinning) compared to (100) and (111). This could suggest that shock temperatures are insensitive in the overdriven regime to the underlying microstructure. However, we find pronounced differences in the temperature profiles in the two-wave region of the Hugoniot. The time scale over which the temperature profiles approach the steady state might provide a measure of the mean relaxation times of the anisotropic plastic flow in single crystal plasticity. Overall, the NEMD single-crystal shock temperatures at a fixed pressure are higher than DFT calculations of the principal Hugoniot, where the thermal pressure is computed in the quasi-harmonic approximation. A similar calculation, employing our model potentials, produces temperatures which are in very good agreement with the (100) and (110) NEMD shock temperatures, in spite of the different values between the vibrational and thermodynamic Grüneisen in these two EAM models.
