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1. Introduction
In this article, we show the existence of a solution for the following elliptic equation
−u = K (x) f (u) in RN (P )
* Corresponding author.
E-mail addresses: coalves@dme.ufcg.edu.br (C.O. Alves), marco@dme.ufcg.edu.br (M.A.S. Souto), msm@ime.unicamp.br
(M. Montenegro).
1 C.O. Alves was partially supported by INCT-MAT, PROCAD, CNPq/Brazil 620150/2008-4 and 303080/2009-4.
2 M.A.S. Souto was supported by grants 2009/14218-2 from FAPESP, PROCAD 024/2007 from CAPES/Brazil and 302650/2008-3
from CNPq/Brazil.
3 M. Montenegro was supported by FAPESP, CAPES and CNPq.0022-0396/$ – see front matter © 2012 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2012.01.041
5736 C.O. Alves et al. / J. Differential Equations 252 (2012) 5735–5750where f is a continuous function with subcritical growth and K is a nonnegative function verifying
some conditions. This class of problem is known in the literature as zero mass, because the nonlinear-
ity f can verify the condition f ′(0) = 0.
This work has been motivated by recent articles that have considered the zero mass case. In
Berestycki and Lions [9], this class of problem was considered for the ﬁrst time when K (x) = 1 (see
also [12]). In this seminal paper, the authors used the constrained minimization method to get a pos-
itive solution for (P ). Still involving the case K (x) = 1, Azzollini and Pomponio in [4] also showed the
existence of solution for (P ), combining variational methods with a compact embedding involving ra-
dial functions. If K is not constant, we did not ﬁnd in the literature many papers. However, we would
like to cite a paper due to Azzollini and Pomponio in [5] that considered the problem (P ) when K is
a continuous function verifying the following conditions
0< C1  K (x) C2 ∀x ∈RN , (K1)
and
limsup
|y|→∞
K (y) K (x) for all x ∈RN , (K2)
with the inequality being strict in some x ∈ RN . By supposing that f satisﬁes a condition like Am-
brosetti and Rabinowitz, the authors showed the existence of a solution using variational methods.
In the literature, we can ﬁnd other interesting problems involving the zero mass case, the best
known is the following class of problem
{−u + V (x)u = K (x) f (u) in RN ,
u(x) > 0 in RN .
(P1)
Related to the problem (P1), we quote the following papers and their references: Ambrosetti and
Wang [2], Ambrosetti, Felli and Malchiodi [3], Badiale, Pisani and Rolando [6], Benci, Grisanti and
Micheletti [8], Ghiment and Micheletti [14]. In the above papers, the potential V is a nonnegative
continuous function which decays to zero at inﬁnity, that is
lim|x|→+∞ V (x) = 0 (V1)
and the function K satisﬁes some technical conditions, and in general, some of them involve relations
between K and V .
In the present work, we consider two different classes of function K . In the ﬁrst situation, we
assume that K :RN →R is a nonnegative continuous function verifying the following assumptions:
There is k0 > 0 such that
K (x) k0 ∀x ∈RN . (K3)
There is a positive continuous periodic function KP :RN →R, that is,
KP (x+ y) = KP (x) ∀x ∈RN and ∀y ∈ ZN ,
such that
∣∣K (x) − KP (x)∣∣→ 0 as |x| → +∞, (K4)
and
K (x) KP (x) ∀x ∈RN . (K5)
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lim
s→0
f (s)
|s|2∗−1 = limsup|s|→∞
f (s)
|s|2∗−1 = 0, ( f1)
lim|s|→∞
F (s)
s2
= ∞ ( f2)
and
H(s) = sf (s) − 2F (s) is increasing in |s| and H(0) = 0. ( f3)
The ﬁrst result in this paper is the following:
Theorem 1.1. Assume that (K3)–(K5) and ( f1)–( f3) hold. Then, problem (P ) has a positive solution.
In the second class of function K , we need:
K is positive almost everywhere, that is,
{
x ∈RN : K (x) 0} has Lebesgue measure zero. (K6)
The second result is:
Theorem 1.2. Assume that K ∈ L∞(RN ) ∩ Lr(RN ), for some r  1, satisﬁes (K6) and ( f1)–( f3) hold. Then,
problem (P ) has a ground state positive solution.
Remark 1.3. In fact, we prove this second result under a weaker condition than K ∈ Lr(RN ). We only
need to assume that for all R > 0 and any sequence of Borel sets {En} of RN such that |En| R , for
all n, we have
lim
r→∞
∫
En∩Bcr (0)
K (x)dx = 0, uniformly in n ∈N. (K7)
Remark 1.4. Condition (K7) generalizes the limit condition: lim|x|→∞K (x) = 0, in particular it gener-
alizes the conditions on K in [2].
The above problem completes the study made in the papers [5] and [9], in the following sense.
In [9], the method used cannot be applied for non-autonomous problem, that is, when the nonlinear-
ity depends on the variable x. Related to [5], since we are considering the case where K is periodic,
the condition (K2) used in that paper does not hold for our problem. Moreover, in the present paper
f does not need to satisfy the so-called Ambrosetti and Rabinowitz condition, but only ( f3), which
was exploited in [5].
This paper is organized as follows. In Section 2, we study the periodic case, that is, we consider
KP instead of K in the problem (P ) and prove the existence of a positive ground state solution. In
Section 3, we show the existence of a positive solution for the asymptotically periodic problem, that
is, we prove Theorem 1.1. The last section is dedicated to the case when K satisﬁes condition (K7),
we then prove Theorem 1.2.
Before concluding this introduction, we would like to say that elliptic problems involving periodic
coeﬃcients can be found in the literature for a problem that does not involve the zero mass case,
we list for example the papers of Alves, Carrião and Miyagaki [1], Coti-Zelati and Rabinowitz [11],
Pankov [15] and Pankov and Pﬂüger [16], Zhu and Yang [17,18] and references therein.
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In this section we will show the existence of a ground state solution for the following problem
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−u = KP (x) f (u) in RN ,
u > 0 in RN ,∫
RN
|∇u|2 < ∞,
(PP)
by assuming that KP :RN →R is a positive continuous periodic function, that is,
KP (x+ y) = KP (x) ∀x ∈RN and ∀y ∈ ZN . (K6)
Since KP is positive in the whole RN , there is k1 > 0 such that
KP (x) k1 ∀x ∈RN . (K7)
In this section, our main result is the following:
Theorem 2.1. Assume that (K6)–(K7) and ( f1)–( f3) hold. Then, problem (PP) has a positive solution.
In the proof of Theorem 2.1, we will use some technical lemmas, however to this end, it is very
important to observe that from ( f3) one obtains H(s) 0 for every s ∈R. We also have the following
estimates. By ( f1) one notices that given ε > 0 there exist a δ = δ(ε) and cε > 0 such that
∣∣ f (s)s∣∣ ε|s|2∗ + cε|s|pχ{|t|δ}(s) (1)
and
∣∣F (s)∣∣ ε|s|2∗ + cε|s|pχ{|t|δ}(s) (2)
where χ is the characteristic function corresponding to the set A = {t ∈R: |t| δ}.
We now state a lemma which resembles a classical result derived in Lions [13].
Lemma 2.2. Let (un) be a bounded sequence in D1,2(RN ). Then either
(i) there are R, η > 0 and (yn) ⊂RN such that
∫
BR (yn)
|un|2  η for all n,
or
(ii)
∫
RN
|uˆn|q → 0 where uˆn = unχ{|un|τ } for every q ∈
(
2,2∗
)
and τ > 0.
Proof. If (i) does not occur, then for a subsequence (un), still denoted by (un), we have
lim
n→∞ supy∈RN
∫
B (y)
|un|2 = 0.
R
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0ψ(s) 1, ψ(s) = 0 for |s| < τ/2 and ψ(s) = 1 for |s| τ ,
it is easy to check that the sequence u˜n = ψ(un)un belongs to H1(RN ) and satisﬁes
lim
n→∞ supy∈RN
∫
BR (y)
|u˜n|2 = 0.
Hence, by Lions [13],
lim
n→∞
∫
RN
|u˜n|q = 0 ∀q ∈
(
2,2∗
)
,
from where it follows that
lim
n→∞
∫
RN
|uˆn|q = 0 ∀q ∈
(
2,2∗
)
and τ > 0,
ﬁnishing the proof. 
Hereafter, we denote by I : D1,2(RN ) →R the energy functional associated to problem (PP), which
is given by
I(u) = 1
2
‖u‖2 −
∫
RN
K P (x)F (u),
where ‖u‖ = (∫
RN
|∇u|2)1/2.
Notice that ( f1) implies that there is C > 0 such that
∣∣F (s)∣∣ C |s|2∗ for every s ∈R.
The inequality above yields that I is well deﬁned, I ∈ C1(D1,2(RN ),R) with derivative
I ′(u)v =
∫
RN
∇u∇v −
∫
RN
K P (x) f (u)v ∀u, v ∈ D1,2
(
R
N).
Consequently, the critical points of I are weak solutions for (PP). Moreover, we can use ( f1)–( f2) to
show that the functional I satisﬁes the geometry of the mountain pass. Hence, there is a sequence
(un) ⊂ D1,2(RN ) such that
I(un) → c (3)
and
(
1+ ‖un‖
)∥∥I ′(un)∥∥→ 0 (4)
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c = inf
γ∈Γ maxt∈[0,1] I
(
γ (t)
)
with
Γ = {γ ∈ C([0,1], H10(Ω))/γ (0) = 0 and I(γ (1)) 0}.
This sequence is so-called Cerami sequence for I at level c, see [7] and [10].
The next lemma is a key point in our arguments to prove that the above Cerami sequence is
bounded in D1,2(RN ).
Lemma 2.3. There is a constant M > 0 such that I(tun) M for every t ∈ [0,1] and n ∈N.
Proof. Let tn ∈ [0,1] be such that I(tnun) = maxt0 I(tun). If either tn = 0 or tn = 1, we are done.
Thereby, we can assume tn ∈ (0,1), and so I ′(tnun)un = 0. From this,
2I(tnun) = 2I(tnun) − I ′(tnun)tnun =
∫
RN
K P (x)H(tnun).
Once that Kp is a positive function, it follows from ( f3)
2I(tnun)
∫
RN
K P (x)H(un) = 2I(un) − I ′(un)un = 2I(un) + on(1).
Since (I(un)) converges, so it is bounded and the proof is ﬁnished. 
Lemma 2.4. The sequence (un) is bounded in D1,2(RN ).
Proof. Suppose by contradiction that ‖un‖ → ∞ and set wn = un‖un‖ . Since ‖wn‖ = 1, there exists
w ∈ D1,2(RN ) such that wn ⇀ w in D1,2(RN ). Next, we will show that w = 0. First of all, notice that
on(1) + 1
2
=
∫
RN
K P (x)F (un)
‖un‖2 =
∫
RN
K P (x)F (un)
|un|2 |wn|
2.
The condition ( f2) implies that for each M > 0, there is ξ > 0 such that
F (s)
s2
 M for |s| ξ,
hence
on(1) + 1
2

∫
Ω∩{|un|ξ }
KP (x)F (un)
|un|2 |wn|
2  Mk1
∫
Ω∩{|un|ξ }
|wn|2,
where Ω = {x ∈RN : w(x) = 0}. By Fatou’s Lemma
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2
 Mk1
∫
Ω
w2 dx.
Therefore |Ω| = 0, showing that w = 0.
Notice that for each A > 0, one has A‖un‖ ∈ [0,1] for n suﬃciently large. Thus
I(tnun) I
(
A
‖un‖un
)
= I(Awn) = A
2
2
−
∫
RN
K P (x)F (Awn).
We claim that
lim
n→∞
∫
RN
F (Awn)KP (x) = 0. (5)
We postpone for a moment the veriﬁcation of (5). But if it were true, one would get
lim
n→∞ I(tnun)
A2
2
for every A > 0,
which constitutes a contradiction with Lemma 2.3, since (I(tnun)) is bounded.
We establish (5) by applying Lemma 2.2, which gives two alternatives: either
∫
BR (yn)
|wn|2  η
for some η > 0 and (yn) ∈ ZN , or
∫
RN
|wˆn|q dx → 0 where wˆn = wnχ{|un|τ } and q ∈
(
2,2∗
)
and τ > 0.
We will prove that the ﬁrst alternative does not occur, thereby showing the boundedness of (un).
If the ﬁrst alternative holds, we deﬁne u˜n(x) = un(x + yn) and w˜n(x) = u˜n(x)‖u˜n‖ . These two sequences
satisfy
I(u˜n) → c,
(
1+ ‖u˜n‖
)∥∥I ′(u˜n)∥∥→ 0 and w˜n ⇀ w˜ = 0,
which is a contradiction compared to what we have written in the beginning of this proof. Hence, the
second alternative holds and
lim
n→+∞
∫
RN
|wˆn|p dx = 0. (6)
Then
∣∣KP (x)F (Awn)∣∣ ‖KP‖∞∣∣F (Awn)∣∣ ‖KP‖∞[εA2∗ |wn|2∗ + cε|Awn|pχ{|Awn|δ}]
from where it follows
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Consequently
∫
RN
∣∣KP (x)F (Awn)∣∣ ‖KP‖∞
[
εA2
∗
∫
RN
|wn|2∗ + cε Ap
∫
RN
|wˆn|p
]
,
showing that
lim
n→∞
∫
RN
∣∣KP (x)F (Awn)∣∣= 0,
concluding the proof of the lemma. 
Proof of Theorem 2.1. Since (un) is bounded, by Lemma 2.2, we have two alternatives, either
(i) there are R, η > 0 and (yn) ⊂ ZN such that
∫
BR (yn)
|un|2  η,
or
(ii)
∫
RN
|uˆn|p → 0, where uˆn = unχ{|un|τ }.
Notice that (ii) does not happen. Otherwise, the inequality below
∫
RN
∣∣K (x) f (un)un∣∣ ‖KP‖L∞
[
ε
∫
RN
|un|2∗ + cε
∫
RN
|uˆn|p
]
leads to
limsup
n→∞
∫
RN
∣∣KP (x) f (un)un∣∣= 0,
and so
lim
n→∞
∫
RN
K P (x) f (un)un = 0.
The last limit together with the fact that I ′(un)un = on(1) imply that ‖un‖ → 0, obtaining a contra-
diction.
Since alternative (i) holds, by virtue of the periodicity of KP , the sequence u˜n(x) = un(x + yn) is
also a Cerami sequence, that is,
I(u˜n) → c,
(
1+ ‖u˜n‖
)∥∥I ′(u˜n)∥∥→ 0 and u˜n ⇀ u˜ = 0 in D1,2(RN).
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prove that u˜ is a ground state solution for (PP), that is, the energy of u˜ coincides with the mountain
pass level. By Fatou’s Lemma,
2c = lim inf
n→∞ 2I(un) = lim infn→∞
(
2I(un) − I ′(un)un
)= lim inf
n→∞
∫
RN
K P (x)H(un)
∫
RN
K P (x)H(u).
Since
2I(u) = 2I(u) − I ′(u)u =
∫
RN
K P (x)H(u)dx
we can conclude that I(u˜) c. On the other hand, the condition ( f3) leads to
c = inf{I(u): u ∈ D1,2(RN) \ {0} and I ′(u)u = 0},
from where it follows that I(u˜) c, and so I(u˜) = c. 
3. The asymptotically periodic problem
In this section, we will show that problem (P ) has a positive solution, thereby showing Theo-
rem 1.1, which is just a matter of concatenating the results of Lemmas 3.1 and 3.2 below. Hereafter,
we will suppose that the conditions (K3)–(K5) and ( f1)–( f4) hold for K and f respectively.
The energy functional associated to (P ) is
J (u) = 1
2
‖u‖2 −
∫
RN
K (x)F (u) ∀u ∈ D1,2(RN).
Arguing as in the periodic case, one sees that J veriﬁes the geometry of the mountain pass, and
thus, there is a sequence (vn) ⊂ D1,2(RN ) verifying
J (vn) → cA and
(
1+ ‖vn‖
)∥∥ J ′(vn)∥∥→ 0,
where cA denotes the mountain pass level associated with J . Since I(u˜) = c, by property (K5), one
obtains cA < c. Indeed, without loss of generality, we can suppose that K ≡ KP , therefore
cA max
t0
J (tu˜) = J (t0u˜) < I(t0u˜) I(u˜) = c. (7)
Lemma 3.1. The sequence (vn) is bounded in D1,2(RN ).
Proof. Suppose by contradiction that ‖vn‖ → +∞. As in the proof of Lemma 2.4, the sequence wn =
un/‖un‖ is weakly convergent to 0 in D1,2(RN ). By Lemma 2.2, we have two alternatives, either
(i)
∫
|wˆn|p → 0, where wˆn = unχ{|un|τ },RN
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∫
BR (yn)
|wn|2  η.
Suppose that (i) holds. As in the proof of Lemma 2.4
lim
n→+∞
∫
RN
K (x)F (μwn)dx = 0, (8)
for every μ > 0. Set tn ∈ [0,1] such that J (tnvn) = maxt∈[0,1] J (tvn). Then, for n suﬃciently large, we
have
J (tnvn) J
(
μ
‖vn‖ vn
)
= μ
2
2
−
∫
RN
K (x)F (μwn)dx. (9)
From (8) and (9),
lim inf
n→+∞ J (tnvn)
μ2
2
for arbitrary μ > 0. Therefore
lim
n→+∞ J (tnvn) = +∞. (10)
Since J (0) = 0 and J (vn) → c, we have tn ∈ (0,1). Thus J ′(tnvn).vn = 0 leading to
t2n‖vn‖2 =
∫
RN
tnK (x)vn f (tnvn)dx.
Hence, combining ( f3) with the fact that tn < 1, we get
2 J (tnvn) = 2 J (tnvn) − J ′(tnvn)(tnvn)
=
∫
RN
K (x)
[
tnvn f (tnvn) − 2F (tnvn)
]
dx
=
∫
RN
K (x)H(tnvn)dx
∫
RN
K (x)H(vn)dx = 2 J (vn) + on(1),
that is,
2 J (tnvn) 2 J (vn) + on(1). (11)
By (10) and (11), we have a contradiction. Therefore (i) does not hold.
Suppose that (ii) were true. Then we could deﬁne the functions
u˜n(x) = vn(x+ yn) and νn(x) = wn(x+ yn)
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we can assume that νn ⇀ wˆ in D1,2(RN ) for some wˆ ∈ D1,2(RN ). Furthermore, we derive wˆ = 0
because
0< η lim inf
n→+∞
∫
BR (yn)
wn(x)
2 dx
∫
BR (0)
wˆ(x)2 dx.
From (K3),
1
2
+ on(1) k0
∫
RN
F (u˜n)
‖u˜n‖2 dx = k0
∫
RN
F (u˜n)
u˜2n
νn(x)
2 dx. (12)
Using that νn ⇀ wˆ = 0 in D1,2(RN ) and ‖vn‖ → +∞, we conclude that
∣∣u˜n(x)∣∣= ‖u˜n‖νn(x) = ‖vn‖νn(x) → +∞, when wˆ(x) = 0. (13)
From Fatou’s Lemma, ( f4), (12) and (13), we ﬁnd
1
2
 k0 lim inf
n→+∞
∫
RN
F (u˜n)
u˜2n
νn(x)
2 dx = +∞,
which is impossible and thus (ii) does not hold. Therefore, the sequence (vn) is bounded in
D1,2(RN ). 
From Lemma 3.1, since D1,2(RN ) is reﬂexive, there is v ∈ D1,2(RN ) and a subsequence of (vn), still
denoted by itself, such that vn ⇀ v in D1,2(RN ).
Lemma 3.2. The weak limit v of (vn) is nontrivial.
Proof. Suppose by contradiction that v ≡ 0. Since
∫
BR
∣∣K (x) − KP (x)∣∣∣∣F (vn)∣∣dx
∫
BR
∣∣K (x) − KP (x)∣∣|vn|p dx+ ε
∫
BR
∣∣K (x) − KP (x)∣∣|vn|2∗ dx,
as consequence of v ≡ 0, it follows that
∫
BR
∣∣K (x) − KP (x)∣∣∣∣F (vn)∣∣dx → 0 as n → +∞. (14)
On the other hand, from (K4), given ε > 0 there exists R = R(ε) > 0 such that
∣∣K (x) − KP (x)∣∣< ε for all |x| > R.
Thus,
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∣∣K (x) − KP (x)∣∣∣∣F (vn)∣∣dx εM (15)
where
limsup
n∈N
∫
RN
∣∣F (vn)∣∣dx = M.
From (14) and (15)
∫
RN
∣∣K (x) − KP (x)∣∣∣∣F (vn)∣∣dx → 0 as n → +∞,
and so,
∣∣ J (vn) − I(vn)∣∣→ 0 as n → +∞.
A similar argument shows that
∣∣ J ′(vn)vn − I ′(vn)vn∣∣→ 0 as n → +∞.
Consequently,
I(vn) = cA + on(1) and I ′(vn)vn = on(1). (16)
Let sn be a positive number verifying
I ′(snvn)vn = 0. (17)
We claim that (sn) converges to 1 as n → +∞. We start proving that
limsup
n→+∞
sn  1. (18)
Suppose by contradiction that there exists a subsequence of (sn), still denoted by (sn), such that
sn  1+ δ for all n ∈N, for some δ > 0. From (16),
‖vn‖2 =
∫
RN
K P (x) f (vn)vn dx+ on(1).
On the other hand, from (17),
sn‖vn‖2 =
∫
RN
K P (x) f (snvn)vn dx.
Consequently
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RN
K P (x)
[
f (snvn)
snvn
− f (vn)
vn
]
v2n dx = on(1),
and from ( f3) combined with (K3)–(K5),
∫
RN
[
f (snvn)
snvn
− f (vn)
vn
]
v2n dx = on(1). (19)
By Lemma 2.2 again, we have two alternatives, either
(i)
∫
RN
|vˆn|p → 0, where vˆn = vnχ{|vn|τ },
or
(ii) there are R, η > 0 and (yn) ⊂ ZN such that
∫
BR (yn)
|vn|2  η.
In case (i), we derive
lim
n→∞
∫
RN
f (vn)vn dx = 0,
which implies vn → 0 in D1,2(RN ) that is impossible.
For (yn) given by (ii), deﬁne vn(x) = vn(x+ yn). Since
∫
Br(0)
v2n dx > β > 0,
there exists v˜ = 0 in D1,2(RN ) such that (vn) is weakly convergent to v˜ in D1,2(RN ). From (19)
and ( f3), Fatou’s Lemma yields,
0<
∫
RN
[
f ((1+ δ)v˜)
(1+ δ)v˜ −
f (v˜)
v˜
]
v˜2 dx 0
which is impossible. Hence
limsup
n→+∞
sn  1.
From this, (sn) is bounded and without loss of generality, we can assume that
lim
n→+∞ sn = so  1.
If so < 1, we have that sn < 1 for n large enough. Thereby, by Fatou’s Lemma
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∫
RN
[
f (v˜)
v˜
− f (so v˜)
so v˜
]
v˜2 dx 0, when so > 0,
and
0<
∫
RN
f (v˜)v˜ dx 0, when so = 0,
which are impossible. Therefore,
lim
n→+∞ sn = 1. (20)
As a consequence of (20),
∫
RN
K P (x)F (snvn)dx−
∫
RN
K P (x)F (vn)dx = on(1)
and
(
s2n − 1
)‖vn‖2 = on(1),
leading to
I(snvn) = I(vn) + on(1).
Then
c  I(snvn) = I(vn) + on(1) = cA + on(1).
Taking n → +∞, we ﬁnd c  cA , which is impossible, because by (7) cA < c. This contradiction comes
from the assumption that v ≡ 0. 
4. The case K ∈ Lr(RN )
This section is dedicated to the proof of Theorem 1.2. As in the previous sections with K satisfying
different conditions, we can check that the functional I satisﬁes the geometry of the mountain pass
and there is a sequence (un) ⊂ D1,2(RN ) satisfying (3) and (4), consequently, Lemma 2.3 holds. To
prove that (un) is bounded in D1,2(RN ), we need to show the limit (5) and proceed as in the proof
of Lemma 2.4.
Let Ω , ξ , ω, M be deﬁned as in the proof of Lemma 2.4. First, observe that |Ω| = 0, because
on(1) + 1
2

∫
Ω∩{|un|ξ }
K (x)F (un)
|un|2 |wn|
2 implies that
1
2
 M
∫
Ω
K (x)w2,
and from (K6), we have w = 0.
Let us prove the limit (5). From ( f1), for each ε > 0, we have 0< so and C > 0 such that
∣∣sf (s)∣∣+ ∣∣F (s)∣∣ ε|s|2∗ + Cχ{so|s|}(s), for all s ∈RN . (21)
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s2
∗
o |Fn|
∫
Fn
|wn|2∗  Cˆ,
where Cˆ > 0 is such that
∫
RN
|v|2∗ dx Cˆ
(∫
RN
|∇v|2 dx
) 2∗
2
,
for all v ∈ D1,2(RN ). This implies, besides (21), that
∫
|x|r
K (x)F (Awn)dx εA2
∗‖K‖∞
∫
|x|r
|wn|2∗ dx+ C
∫
Bcr (0)∩Fn
K (x)dx
and from (K7)
limsup
r→∞
∫
|x|r
K (x)F (Awn)dx εCˆ‖K‖∞, uniformly in n.
On the other hand, for any r > 0, from ( f1) and Strauss’ compactness lemma (see [9])
lim
n→∞
∫
|x|r
K (x)F (Awn)dx = 0,
which shows the limit (5) and (un) is bounded in D1,2(RN ).
To conclude the proof of Theorem 1.2, it remains to show that (un) is convergent in D1,2(RN ). In
this way we can see that
lim
n→∞
∫
RN
K (x) f (un)un dx =
∫
RN
K (x) f (u)u dx. (22)
To verify (22), consider En = {x ∈RN : |un(x)| so} which satisﬁes supn |En| < ∞. From (21)
∫
|x|r
K (x) f (un)un dx ε‖K‖∞
∫
|x|r
|un|2∗ dx+ C
∫
Bcr (0)∩En
K (x)dx
and from (K7)
limsup
r→∞
∫
|x|r
K (x) f (un)un dx εCˆ‖K‖∞, uniformly in n.
Again, from ( f1) and Strauss’ compactness lemma (see [9])
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n→∞
∫
|x|r
K (x)F (un)un dx =
∫
|x|r
K (x)F (u)u dx,
for all r > 0 ﬁxed, and it shows the limit (22). Since I ′(un)un → 0, (22) implies that
lim
n→∞
∫
RN
|∇un|2 dx =
∫
RN
K (x) f (u)u dx =
∫
RN
|∇u|2 dx
and the proof of Theorem 1.2 is ﬁnished.
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