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Résumé
On étudie dans ce manuscrit plusieurs problèmes d'approximation à l'aide des outils de la
théorie du transport optimal. Les distances de Wasserstein fournissent des bornes d'erreur pour
l'approximation particulaire des solutions de certaines équations aux dérivées partielles. Elles
jouent également le rôle de mesures de distorsion naturelles dans les problèmes de quantification
et de partitionnement ("clustering"). Un problème associé à ces questions est d'étudier la vitesse
de convergence dans la loi des grands nombres empirique pour cette distorsion. La première
partie de cette thèse établit des bornes non-asymptotiques, en particulier dans des espaces de
Banach de dimension infinie, ainsi que dans les cas où les observations sont non-indépendantes. La
seconde partie est consacrée à l'étude de deux modèles issus de la modélisation des déplacements
de populations d'animaux. On introduit un nouveau modèle individu-centré de formation de
pistes de fourmis, que l'on étudie expérimentalement à travers des simulations numériques et
une représentation en terme d'équations cinétiques. On étudie également une variante du modèle
de Cucker-Smale de mouvement d'une nuée d'oiseaux : on montre le caractère bien posé de
l'équation de transport de type Vlasov associée, et on établit des résultats sur le comportement
en temps long de cette équation. Enfin, dans une troisième partie, on étudie certaines applications
statistiques de la notion de barycentre dans l'espace des mesures de probabilités muni de la
distance de Wasserstein, récemment introduite par M. Agueh et G. Carlier.
Summary
We study several problems of approximation using tools from Optimal Transportation theory.
The family of Wasserstein metrics are used to provide error bounds for particular approximation
of some Partial Differential Equations. They also come into play as natural measures of distorsion
for quantization and clustering problems. A problem related to these questions is to estimate the
speed of convergence in the empirical law of large numbers for these distorsions. The first part
of this thesis provides non-asymptotic bounds, notably in infinite-dimensional Banach spaces, as
well as in cases where independence is removed. The second part is dedicated to the study of two
models from the modelling of animal displacement. A new individual-based model for ant trail
formation is introduced, and studied through numerical simulations and kinetic formulation. We
also study a variant of the Cucker-Smale model of bird flock motion : we establish well-posedness
of the associated Vlasov-type transport equation as well as long-time behaviour results. In a
third part, we study some statistical applications of the notion of barycenter in Wasserstein
space recently introduced by M.Agueh and G.Carlier.
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CHAPITRE 1
Introduction
1. Aperçu général
Ce manuscrit aborde des problèmes qui relèvent de domaines divers : probabilités, statis-
tiques, analyse des équations aux dérivées partielles, analyse des images. Les différents travaux
déclinent la question générale de l'interaction entre objets discrets et continus. Plus précisément,
on cherche à répondre à des questions telles que : comment approcher une mesure de probabilité
par une mesure à support fini ? comment représenter l'évolution d'un système de particules en
interaction lorsque le nombre de particules devient grand ?
Ces problématiques interviennent dans des domaines divers d'application des mathématiques.
En informatique et en calcul numérique, ainsi qu'en théorie de l'information, on s'intéresse à
la discrétisation de mesures de probabilité pour des problèmes de transmission de signaux, de
quadrature, ou de simulation numérique de solutions d'équations. En physique statistique et en
biologie quantitative, on cherche à faire le lien entre les différentes échelles de description d'un
système : modèles particulaires ou individu-centrés d'une part, qui décrivent la dynamique de
chaque particule composant le système, équations cinétiques d'autre part, qui portent sur des
grandeurs moyennes.
La théorie du transport optimal est un sujet ancien, que l'on peut faire remonter aux travaux
de Gaspard Monge, puis de Leonid Kantorovich, et qui a connu plusieurs incarnations en proba-
bilités, statistiques, ainsi qu'en dynamique et en analyse. L'un des outils essentiels proposés par
cette théorie est la famille des distances de Wasserstein, qui permettent de métriser l'ensemble
des mesures de probabilité sur un espace métrique. Ces distances sont très appropriées pour
l'étude de problèmes faisant intervenir des mesures discrètes (à la différence par exemple de la
distance usuelle de la variation totale), et interviennent de façon naturelle dans un grand nombre
de problèmes.
Les travaux présentés dans ce manuscrit emploient les techniques du transport afin de contri-
buer à l'étude de différents problèmes liés aux questions ébauchées ci-dessus.
Le chapitre préliminaire 2 présente les distances de Wasserstein, et regroupe des notions
et des résultats utilisés par la suite. Le reste du manuscrit aborde trois thèmes indépendants.
Chacun des chapitres correspond à un article soumis ou en cours d'élaboration :
• les chapitres 3 et 4 étudient la vitesse de convergence de la mesure empirique vers une
mesure de référence en distance de Wasserstein ;
• les chapitres 5 et 6 concernent la modélisation des comportements collectifs dans les
groupes d'animaux, à travers l'étude de deux modèles (le chapitre 6 est de nature plus
expérimentale et consiste en l'étude numérique de simulations d'un modèle) ;
• enfin, le chapitre 7 envisage les applications statistiques de la notion de barycentre dans
l'espace de Wasserstein (P2(Rd),W2).
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2. Résumé des chapitres
2.1. Chapitres 3 et 4. Nous étudions une version quantitative de la loi empirique des
grands nombres. Ce théorème, aussi connu sous le nom de théorème de Varadarajan, énonce que
si µ est une mesure de probabilité sur un espace métrique séparable (E, d), et si Ln désigne la
mesure empirique associée à µ, alors Ln converge faiblement vers µ p.s.. L'obtention de versions
quantitatives de cet énoncé dans des contextes divers est un domaine important des statistiques.
Bien que la topologie induite par les distances de Wasserstein soit légèrement plus forte que la
topologie faible sur les mesures de probabilités (voir la proposition 1.4), l'énoncé ci-dessus reste
valable dans cette topologie sous des hypothèses bénignes, et nous cherchons à quantifier cette
convergence. De façon précise, le but est d'obtenir des bornes non-asymptotiques et effectives
(i.e. faisant intervenir des constantes explicites) sur les quantités Wp(Ln, µ).
Déviations des mesures empiriques et inégalités de transport. La motivation initiale
des travaux présentés dans les chapitres 3 et 4 est d'étendre les résultats de l'article de F. Bolley,
A. Guillin et C. Villani [22]. Ils établissent des inégalités de déviation non-asymptotiques pour
des mesures à valeurs dans Rn, et emploient les résultats obtenus pour comparer les solutions
de l'équation des milieux granulaires et de son approximation par un système de particules
en interaction. Nous citons ci-dessous l'un des résultats centraux. L'énoncé fait référence aux
inégalités de transport qui sont introduites dans le chapitre 2.
Théorème 2.1 ( [22], Théorème 1.1). Soit p ∈ [1, 2] et µ ∈ P(Rd) satisfaisant une inégalité
Tp(λ). Pour tout d
′ > d, λ′ < λ, il existe n0 ∈ N (dépendant de d′, λ′, et de la valeur d'un
moment exponentiel carré de µ) tel que pour tout t > 0, tout n ≥ n0[t−(d′+2) ∧ 1] ; on a
P (Wp(Ln, µ) ≥ t) ≤ e−γpλ′nt2/2.
où γp est une constante universelle.
Soulignons que les constantes apparaissant dans ce théorème sont toutes explicites : des
expressions précises sont données dans l'article d'origine.
On peut se poser la question de l'optimalité du théorème précédent. D'après le résultat de
dualité de Kantorovich-Rubinstein, un contrôle de la distance W1 entre deux mesures est un
contrôle uniforme sur la déviation de toutes les observables lipschitziennes :
P(W1(Ln, µ) ≥ t) = P( sup
f1−Lip
[
1/n
n∑
i=1
f(Xi)−
∫
fdµ
]
≥ t).
Il est donc naturel de prendre comme premier point de comparaison les inégalités de déviation
connues pour une observable Lipschitzienne. Sous l'hypothèse d'une inégalité T1, le résultat
suivant est classique (voir le paragraphe 2.2 pour plus de détails) : si µ satisfait T1(λ), Xi ∼ µ
sont i.i.d. et f est 1-Lipschitzienne, on a
P
[
1
n
n∑
i=1
f(Xi)−
∫
fdµ ≥ t
]
≤ e−λnt2/2.
On obtient un majorant du même type ; le coût à payer pour l'obtention d'un contrôle
uniforme réside essentiellement dans le fait que la borne gaussienne n'est valable que pour une
valeur suffisamment grande de n, dépendant de t. De façon équivalente, le résultat du théorème
2.1 peut s'énoncer de la façon suivante : pour tout t > 0, pour tout d′ > d, on a
2. RÉSUMÉ DES CHAPITRES 9
P (Wp(Ln, µ) ≥ t) ≤ ect−1/d
′
e−γpλ
′nt2/2
où c est une constante dépendant des données. Dans le cas p = 1, le terme multiplicatif
supplémentaire est le prix à payer pour obtenir une estimation uniforme en les observables.
Notons que l'on peut déduire des résultats présentés plus bas que la valeur optimale de ce terme
est de l'ordre de ect
−1/(d−2)
pour d ≥ 3, ce qui améliore légèrement le résultat présenté plus haut.
Notre deuxième point de comparaison est le théorème de Sanov. De façon vague, il énonce que
la probabilité que la mesure empirique Ln appartienne à la partie faiblement fermée A ⊂ P(E) est
asymptotiquement de l'ordre de e−nH(A|µ), où H(.|µ) représente l'entropie relative par rapport
à µ, et
H(A|µ) = inf
ν∈A
H(ν|µ).
R. Wang, X. Wang et L. Wu établissent dans [122] une version du principe de grandes
déviations de Sanov pour la topologie induite par W1 (pour plus de détails, nous renvoyons
encore une fois au paragraphe 2.2). On en déduit la conséquence suivante : si µ ∈ P(Rd) satifait
T1(λ), on a
lim sup
n→+∞
1
n
logP(W1(Ln, µ) ≥ t) ≤ −λ
2
t2.
Cet ordre de grandeur asymptotique est cohérent avec celui du résultat de [22]. L'argument
principal employé dans ce dernier article est d'ailleurs une version non-asymptotique du théorème
de Sanov présentée dans l'ouvrage d'A. Dembo et O. Zeitouni [39].
La méthode de démonstration repose assez fortement sur le fait que l'on travaille dans un
espace localement compact, et il est souligné qu'il serait désirable d'obtenir des résultats similaires
dans des espaces fonctionnels, afin d'obtenir des résultats d'approximation trajectorielle - notons
que de tels résultats ont été établis dans le cas particulier des lois de solutions de certaines E.D.S.
dans l'article de F. Bolley [21], en étendant les techniques de [22].
Le problème du mariage de deux échantillons. Le problème de convergence de la
mesure empirique exposé ci-dessus est un très proche parent du problème de mariage de deux
échantillons (Two Sample Matching problem), où l'on cherche à minimiser le coût de transport
entre deux réalisations de la mesure empirique à n points, n ∈ N∗, c'est-à-dire l'appariement de
deux ensembles de points qui minimise une fonction des distances.
Nous pouvons formuler l'instance la plus simple de ce problème de la façon suivante : étant
donnés Xi, Yi des variables i.i.d. de loi commune la mesure uniforme sur le cube-unité en dimen-
sion d [0, 1]d, on s'intéresse à la variable
Tn((Xi)1≤i≤n, (Yi)1≤i≤n) = min
σ∈Sn
1
n
n∑
i=1
|Xi − Yσ(i)|.
Le minimum est pris sur l'ensemble des permutations de l'ensemble {1, . . . , n}. Si l'on note
LXn =
1
n
n∑
i=1
δXi , L
Y
n =
1
n
n∑
i=1
δYi ,
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il est facile de voir que Tn = W1(LXn , L
Y
n ). Le lien avec notre problème est le suivant : si l'on
note λ la mesure uniforme sur le cube, on a
E(W1(Ln, λ)) ≤ E(Tn) ≤ 2E(W1(Ln, λ)).
La première inégalité est obtenue en utilisant l'inégalité de Jensen et la convexité de W1, et
la deuxième est une conséquence de l'inégalité triangulaire.
Ce problème a été largement étudié, tout d'abord pour la mesure uniforme sur le cube unité
en dimension d ≥ 1 par M. Ajtai, J. Komlos et G. Tusnady [2], puis pour des mesures plus
générales dans Rd par une série d'auteurs : nous renvoyons à [112], [44], [7] pour des références
bibliographiques et un exposé des connaissances dans ce domaine. On donne simplement un
aperçu très succint des résultats connus sur le cube-unité, essentiellement depuis [2] :
• en dimension 1, on a E(Tn) ∼ c1/
√
n,
• en dimension 2, c2
√
log n/n ≤ E(Tn) ≤ c′2
√
log n/n,
• et en dimension 3 et plus, E(Tn) ∼ cdn−1/d où cd est une constante numérique.
Sans entrer dans les détails, ces résultats s'étendent au cas de mesures à densité par rapport
à la mesure de Lebesgue. Encore une fois, les résultats reposent sur la structure particulière de
Rd, et plus particulièrement la décomposition du cube-unité en cubes dyadiques, et (à notre
connaissance) presque rien n'est établi hors de ce cadre.
On peut terminer ce rapide panorama des résultats connus dans les espaces vectoriels de
dimension finie en mentionnant le cas de la dimension 1 : dans ce cadre, E. del Barrio, E. Giné
et C. Matràn [38] établissent un théorème de la limite centrale en distance de Wasserstein pour
la mesure empirique.
Quantification fonctionnelle. Une incitation supplémentaire à considérer le problème hors
du cadre des espaces vectoriels de dimension finie est la connexion avec le problème de la quantifi-
cation fonctionnelle. D'une façon générale, la quantification de mesures de probabilité s'intéresse
à l'approximation d'une mesure donnée par une mesure à support fini. Une référence générale
sur ce sujet est la monographie de S. Graf et H. Luschgy [62]. L'un des plus importants critères
de distorsion employé pour mesurer la qualité de cette approximation est la famille des distances
de Wasserstein - bien qu'elle apparaisse assez rarement sous ce nom dans la communauté de la
quantification.
Etant donné une mesure de probabilité µ sur un espace métrique (E, d) et 1 ≤ r < +∞, on
appelle erreur de distorsion Lr au niveau n, ou erreur Lr-minimale de quantification au niveau
n, la quantité
δrn,r = inf
ν∈Pn
W rr (ν, µ)
où l'infimum est pris sur l'ensemble des mesures de probabilité ν ∈ P(E) qui ont un support
fini de cardinal plus petit que n. Une telle mesure est appelée un quantifieur, son support est
appelé un dictionnaire (codebook), et une application T : E → E telle que ν = T#µ est appelée
un classifieur.
Sous des hypothèses très générales (par exemple dès lors que la loi empirique des grands
nombres en distance Wr a cours), on a δn,r → 0 quand n → +∞. Deux questions naturelles se
posent immédiatement :
• à quelle vitesse la convergence δn,r → 0 a-t-elle lieu ?
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• Peut-on construire une suite de mesures à support fini νn telle que Wr(µ, νn) ≈ δn,r ?
Lorsque E = Rd, la première question admet pour réponse le théorème de Zador dont on
peut trouver une démonstration dans [62].
Théorème 2.2 (Théorème de Zador, 1963). Si µ ∈ P(Rd) admet un moment fini d'ordre
supérieur à r, et si h est la densité de la partie Lebesgue-régulière de µ, on a
δn,r ∼ cr,d
(∫
h(x)d/(d+r)dx
)(d+r)/dr
n−1/d
pour une certaine constante cr,d > 0 qui ne dépend que de r, d et de la norme choisie.
En comparant avec les résultats évoqués plus haut sur le problème de mariage de deux
échantillons, on voit donc qu'en dimension suffisament grande (d ≥ 3 pour r = 1 par exemple),
si µ ∈ P(Rd) est une mesure à densité par rapport à la mesure de Lebesgue,
E(Wr(Ln, µ)) = O(δn,r) = O(n−1/d),
autrement dit la mesure empirique associée à µ est en moyenne un quantifieur performant.
Depuis une dizaine d'année, le problème de la quantification de mesures à support dans des
espaces fonctionnels soulève un intérêt en relation avec les méthodes numériques en probabilités.
Le but est de fournir des versions quantifiées de lois de processus stochastiques afin de permettre
le calcul approximé en machine de fonctionnelles de ces processus. L'une des problématiques
est donc la construction effective de quantifieurs performants, c'est-à-dire réalisant presque la
meilleure approximation possible. Plusieurs travaux ont notamment étudié la question de la
quantification de mesures gaussiennes dans des espaces de Banach de dimension infinie (l'exemple
le plus typique est celui de la mesure de Wiener sur C([0, 1]) ou L2([0, 1])) : voir entre autres [85],
[86], [53], [41], [42], [63]. Ces travaux établissent un lien entre plusieurs objets, qui décrivent
tous la structure fine de la mesure gaussienne considérée.
Soit (E, |.|) un espace de Banach séparable, soit µ une mesure gaussienne centrée sur E,
c'est-à-dire une mesure de probabilité telle que tous ses poussés en avant par des formes linéaires
de E∗ soient des variables gaussiennes centrées, et soit X une variable de loi µ. On peut définir
• l'erreur de quantification δn,r,
• la fonction de petite boule
ψ(t) = − logP (|X| ≤ t) ,
• l'entropie métrique de la boule-unité de l'espace de Cameron-MartinHµ associé à (E,µ),
voir [80] pour une définition,
• si (E, |.|) est un espace de Hilbert, on peut également mentionner la suite des valeurs
propres de l'opérateur de covariance associé à µ, défini par Cov(x, y) = E[< X, x ><
X, y >].
Les résultats des articles évoqués plus haut font le lien entre les comportements asympto-
tiques de ces suites ou fonctions. Nous nous contentons de mentionner le lien entre l'erreur de
quantification et la fonction de petite boule.
Définition 2.1. On dit que la fonction L :]0,+∞[→]0,+∞[ varie lentement en +∞ si pour
tout a > 0,
12 1. INTRODUCTION
lim
x→+∞
L(ax)
L(x)
= 1.
On dit que la fonction L :]0,+∞[→]0,+∞[ est à variation régulière d'indice α en +∞ s'il
existe M :]0,+∞[→]0,+∞[ variant lentement telle que L(x) = xαM(x).
Théorème 2.3 ([41], Théorème 4.1). Si x 7→ ψ(1/x) est à variation régulière en +∞, on a
δn,r = Θ(ψ
−1(log n))
(on rappelle que an = Θ(bn) signifie an = O(bn) et bn = O(an)).
Par exemple, pour la mesure de Wiener sur (C([0, 1]), ‖.‖∞), on obtient que δn,r est de l'ordre
de 1/
√
log n. Des résultats asymptotiques fins sont établis notamment dans [86].
Les articles [53], [41], [42] envisagent le cadre où les centres sont choisis aléatoirement,
c'est à dire que l'on considère la meilleure approximation à support dans {X1, . . . Xn} où les Xi
sont i.i.d. de loi µ. Les performances de ces quantifieurs aléatoires sont comparables à celles des
quantifieurs optimaux. On souligne qu'il s'agit d'un problème distinct de celui de la convergence
des mesures empiriques puisque les coefficients de la mesure discrète sont optimaux. Les résultats
obtenus peuvent être considérés comme non-constructifs puisqu'on ne peut pas en général évaluer
ces coefficients.
La question de la construction de quantifieurs presque optimaux déterministes est également
abordée dans certains des articles mentionnés ci-dessus, ou bien dans [87]. On peut rapidement
décrire l'idée implémentée dans l'article précédent. On considère un développement en série de
la v.a. gaussienne que l'on veut quantifier
X ∼
∑
i≥1
ξiei
où les ξi sont des variables N (0, 1) i.i.d. et ei ∈ E (un tel développement existe toujours pour
une variable gaussienne sur un espace de Banach séparable, voir par exemple [80]). On fixe n0 ≥ 1,
et on contrôle séparément l'erreur effectuée en tronquant la série au terme de rang n0 d'une part,
et d'autre part l'erreur de quantification pour la variable (fini-dimensionnelle)
∑n0
i=1 ξiei. Enfin,
on optimise en le choix de n0. Sous certaines hypothèses sur la décroissance de la suite (|ei|)i≥1,
on peut établir que les quantifieurs construits ainsi ont une vitesse de convergence d'ordre presque
optimal.
Pour finir, nous mentionnons le domaine du partitionnement (clustering), c'est-à-dire le pro-
blème du regroupement d'échantillons. On peut décrire l'une des problématiques générales de la
façon suivante : étant donnés une mesure µ et un échantillon X1, . . . , Xn issu de µ, ainsi que
k < n, on souhaite comparer les k-quantifieurs optimaux construits à partir de µ d'une part et de
la mesure empirique d'autre part. Ceci fait intervenir naturellement les distances de Wasserstein
entre la mesure empirique et la véritable mesure. En guise de référence, nous renvoyons à l'article
de G. Biau, L. Devroye et G. Lugosi [12] où cette question est traitée dans un espace de Hilbert
de dimension infinie.
Présentation des résultats obtenus.
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Présentation des résultats du chapitre 3. Ce chapitre est une version de l'article soumis [20],
écrit en collaboration avec T. le Gouic. Le problème du contrôle deWp(Ln, µ) (avec les notations
précédentes) peut se diviser en l'estimation, d'une part, de l'espérance E[Wp(Ln, µ)], et d'autre
part de la concentration autour de l'espérance, c'est-à-dire des quantités
P(Wp(Ln, µ)− E[Wp(Ln, µ)] ≥ t)
pour t > 0. Ces deux questions sont traitées séparément.
La question du contrôle de l'espérance est abordée dans le cadre général d'une mesure sur un
espace polonais. Ce travail est inspiré par l'article de R.M. Dudley [47], dont nous étendons les
techniques au cadre du transport. Notre résultat principal est une borne supérieure explicite et
non-asymptotique. On suppose pour la suite que l'on considère un espace polonais (E, d) muni
d'une mesure de probabilité µ ∈ P(E).
Définition 2.2. Pour tout X ⊂ E, le nombre de recouvrement d'ordre δ pour X, noté
N(X, δ), est défini comme le plus petit entier naturel n ∈ N tel qu'il existe x1, . . . , xn dans X
tels que
X ⊂
n⋃
j=1
B(xi, δ).
Théorème 2.4. Fixons t > 0. On suppose que µ ∈ P(E) est de support inclus dans un
certain sous-ensemble X ⊂ E, de diamètre fini d, et tel que N(X, t) < +∞. On a alors
E(Wp(Ln, µ)) ≤ c
(
t+ n−1/2p
∫ d/4
t
N(X, δ)1/2pdδ
)
.
où c > 0 est une constante numérique universelle (bornée par 100 par exemple).
La démonstration de ce résultat repose sur un argument de nature combinatoire. On définit
(ici) un arbre métrique fini comme un espace métrique fini dans lequel deux points sont reliés
par un unique chemin sans boucles (où un chemin est la donnée d'une suite finie de points
de l'espace). Les problèmes de transport s'étudient relativement aisément sur les arbres, en
raison de leur structure hiérarchique. On peut décrire notre construction de la façon suivante :
premièrement, on utilise une suite de partitions de X croissante pour l'inclusion afin de construire
un arbre métrique fini inclus dans X qui approxime bien l'ensemble X, au sens suivant :
• tout point de X est proche d'une feuille de l'arbre,
• les distances dans l'arbre majorent les distances dans X.
Ensuite, on résout le problème de transport sur l'arbre pour obtenir notre borne supérieure.
Comme nous allons le voir, cette idée est assez performante pour récupérer certaines vitesses de
convergence aux constantes près.
Le résultat abstrait du Théorème 2.4 est ensuite spécialisé à plusieurs cas particuliers.
On considère pour commencer un ensemble E borné et de type fini-dimensionnel.
Définition 2.3. On dira que (E, d) est de type fini-dimensionnel s'il existe kE > 0, α > 0
tels que
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N(E, δ) ≤ kE(Diam E/δ)α.
Le paramètre α joue le rôle d'une dimension (ou d'un majorant de la dimension). Dans
la littérature, il est parfois appelé dimension de Kolmogorov, dimension entropique ou bien
encore upper box-counting dimension en anglais. Pour une partie bornée de Rd ou d'une variété
riemannienne de dimension d, α = d convient.
Corollaire 2.1. Si E est borné, de type fini-dimensionnel et α > 2p, on a :
E[Wp(Ln, µ)] ≤ c( 2p
α− 2p)
2p/αDiam E k
1/α
E n
−1/α
Si E est une partie ouverte bornée de Rd, si µ est une mesure à densité par rapport à la
mesure de Lebesgue, et d > 2p, on voit en comparant avec le théorème de Zador ci-dessus
que la vitesse n−1/d obtenue est optimale, puisque c'est également la vitesse de convergence du
quantifieur optimal. Bien sûr, comme nous l'avons souligné précedemment, des résultats plus fins
sont disponibles dans ce cadre, voir par exemple [44].
Passons maintenant à un cas de dimension infinie. On considère un espace de Banach sépa-
rable (E, |.|), et une mesure de probabilité gaussienne µ ∈ P(E).
Définition 2.4. La variance faible de µ est définie par la relation suivante :
σ = sup
f∈E∗, |f |≤1
(
Ef2(X)
)1/2
.
On fait les hypothèses suivantes sur la fonction de petite boule :
(1) il existe κ > 1 tel que ψ(t) ≤ κψ(2t) for 0 < t ≤ t0 pour un certain t0 > 0,
(2) pour tout ε > 0, on a n−ε = o(ψ−1(log n)).
La seconde hypothèse entraîne que la mesure gaussienne considérée est véritablement infini-
dimensionnelle : en effet, dans le cas où la mesure est à support dans un espace de dimension
finie, la fonction de petite boule se comporte comme log t.
Sous ces hypothèses, on obtient comme second corollaire le résultat suivant :
Corollaire 2.2. Soit (E,µ) un espace de Banach gaussien, on note σ et ψ respectivement
la variance faible et la fonction de petite boule associées à µ. Supposons que les hypothèses (1) et
(2) sont vérifiées.
Alors il existe une constante universelle c > 0 telle que pour
n ≥ (6 + κ)(log 2 ∨ ψ(1) ∨ ψ(t0/2) ∨ 1/σ2),
on a :
E(W2(Ln, µ)) ≤ c
[
ψ−1(
1
6 + κ
log n) + σn−1/[4(6+κ)]
]
.
En particulier, il existe C = C(µ) tel que
E(W2(Ln, µ)) ≤ Cψ−1(log n).
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Par comparaison avec les résultats évoqués plus haut pour les mesures gaussiennes, on voit
que sous les bonnes hypothèses (vérifiées pour les processus gaussiens courants), on a
E(W2(Ln, µ)) = O(δn,2),
autrement dit la mesure empirique est en moyenne un quantifieur de performance optimale
aux constantes près.
Enfin, on considère le cas où on remplace l'hypothèse d'indépendance des réalisations par
une hypothèse plus faible.
On considère une chaîne de Markov (Xi)i≥0 d'espace d'états E, définie par un noyau de
Markov P : E → P(E). On suppose que la chaîne admet µ ∈ P(E) pour mesure invariante, i.e.
pour toute fonction f ∈ Cb(E), on a
Eµ[f(X1)] = Eµ[f(X0)].
On s'intéresse désormais à la mesure d'occupation associée à la chaîne, définie par
Ln =
n
n∑
i=1
δXi ,
et on cherche à évaluer siWp(Ln, µ)→ 0 et à quelle vitesse. En d'autres termes on s'intéresse
maintenant à une version quantitative du théorème ergodique pour les chaînes de Markov.
Pour motiver cette question, on peut rappeler que le cadre usuel des méthodes de type
Markov Chain Monte Carlo est le suivant : on s'intéresse à une mesure µ ∈ P(E) que l'on connaît
imparfaitement - en particulier, on ne sait pas simuler une variable de loi µ. En revanche, on sait
construire une chaîne de Markov simulable qui admet pour unique loi invariante la mesure µ. On
utilise habituellement ces chaînes pour faire de l'échantillonnage, en utilisant le fait que la loi de
Xn converge vers la loi invariante. Mais on peut aussi penser à utiliser la mesure d'occupation
associée à une trajectoire comme une approximation de la loi invariante.
Il est nécessaire de formuler une hypothèse quantitative sur le caractère ergodique de la chaîne
de Markov. Le noyau de Markov P agit sur L2(µ) via l'identité∫
Pf(x)g(x)µ(dx) = Eµ[f(X1)g(X0)] pour tout g ∈ L2(µ).
Définition 2.5. On dira que le noyau de Markov P satisfait une inégalité de décroissance
de la variance s'il existe C > 0 et 0 < λ < 1 tels que pour toute fonction f ∈ L2(µ), on a
VarµP
nf ≤ CλnVarµf.
Dans le cas où µ est réversible pour P (i.e. l'action de P sur L2 est auto-adjointe), une
inégalité de ce type est vraie dès que l'on a une inégalité de Poincaré pour P . On rappelle une
définition possible dans le cadre des chaînes de Markov à temps discret.
Définition 2.6. Soit P un noyau de Markov admettant µ ∈ P(E) pour mesure réversible.
On dit que P satisfait une inégalité de Poincaré s'il existe CP > 0 tel que
Varµf ≤ CP
∫
f(I − P 2)fdµ
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pour toute fonction f ∈ L2(µ).
Dans ce cas, on a
VarpiP
nf ≤ λnVarpif
avec λ = (CP − 1)/CP .
Sous ces hypothèses, on montre le théorème suivant, qui est le pendant du cas i.i.d. dans le
cadre markovien.
Théorème 2.5. On suppose que (E, d) est de diamètre fini, et de type fini-dimensionnel
(voir plus haut). On note α le paramètre dimensionnel apparaissant dans la définition.
Soit µ ∈ P(E), et soit (Xi)i≥0 une chaîne de Markov d'espace d'états E, de loi initiale
ν ∈ P(E) admettant µ pour unique loi invariante. On suppose qu'il existe C > 0 et λ < 1 pour
lesquels la chaîne satisfait une inégalité de décroissance de la variance.
Alors, dès que 2p < α(1 + 1/r), on a :
Eν [Wp(Ln, pi)] ≤ Ck(1/α(1+1/r))E Diam E
(
C‖ dνdpi‖r
(1− λ)n
)1/[α(1+1/r)]
où la constante C vérifie C ≤ 64/3( 2pα(1+1/r)−2p)2p/(α(1+1/r)).
On donne également dans le chapitre 3 une extension de ce théorème au cas où l'espace
d'états est non-borné.
Pour conclure la présentation de ces premiers résultats, on évoque deux problèmes laissés en
suspens :
• pour le cas indépendant, la détermination du comportement asymptotique précis dans le
cadre des espaces de Banach gaussiens (de façon analogue à [86] pour la quantification
optimale),
• pour le cas dépendant, le cas où on considère une suite aléatoire sous des hypothèses de
mélange plus générales.
Dans un deuxième temps, on considère le problème de concentration autour de l'espérance.
On se replace dans le cadre indépendant, où on considère la mesure empirique associée à une
probabilité µ ∈ P(E). L'observation principale, faite dans l'article de N. Gozlan et C. Léonard
[60], est la suivante : si on munit l'espace-produit En de la distance
dp (x1, . . . , xn), (y1, . . . , yn)) = (d
p(x1, y1) + . . . , d
p(xn, yn))
1/p ,
et si on pose pour x = (x1, . . . , xn)
Lxn =
1
n
n∑
i=1
δxi ,
alors l'application x 7→Wp(Lxn, µ) est n−1/p-lipschitzienne de (En, dp) dans R.
Notons µ⊗n la mesure-produit sur En. On a
P(Wp(Ln, µ) ≥ E(Wp(Ln, µ)) + t) = µ⊗n ({x ∈ En,Wp(Lxn, µ) ≥M + t})
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où M =
∫
Wp(L
x
n, µ)µ
⊗n(dx). A partir de l'observation précédente, on voit que pour obtenir
une borne sur cette quantité, il suffit de connaître une borne sur
µ⊗n
(
{x ∈ En, f(x) ≥
∫
fdµ⊗n + t}
)
,
pour f : (En, dp) → R 1-lipschitzienne. Autrement dit, il suffit d'établir des inégalités de
concentration pour la mesure-produit µ⊗n.
Pour une référence générale sur la concentration de la mesure, on peut consulter le livre de
M. Ledoux [81]. Ici, on s'intéresse particulièrement à la tensorisation des inégalités de concentra-
tion. Dans cette optique, on utilise des inégalités de transport : pour une introduction détaillée,
on peut consulter la section 2 du manuscrit et les références qu'il contient, notamment [61]. Ces
inégalités ont été introduites par K. Marton [89] et M. Talagrand [113]. Elles impliquent des
inégalités de concentration, et leur comportement vis-à-vis de la tensorisation est bien compris.
Les résultats de concentration obtenus sont rejetés dans l'annexe du manuscrit. La plupart
des techniques employées sont bien connues, mais nous étendons cependant des résultats qui
peuvent présenter un intérêt indépendant. Nous proposons notamment une inégalité de transport
optimale pour les mesures gaussiennes en dimension infinie.
Lemme 2.3. Soit (E,µ) un espace de Banach gaussien, et soit σ2 la variance faible de µ.
Alors µ vérifie une inégalité T2(2σ
2).
Présentation des résultats du chapitre 4. Ce chapitre s'inscrit dans la continuité du précédent,
et il est constitué de l'article soumis [19]. On s'intéresse au même problème que précédemment,
en se restreignant au cas de la distance de WassersteinW1. Dans ce cas, l'identité de Kantorovich-
Rubinstein énonce que si µ, ν ∈ P1(E) sont deux mesures de probabilités, on a
W1(µ, ν) = sup
f1−Lip
∫
fdµ−
∫
fdν.
On utilise cette dualité pour fournir des arguments différents et plus élémentaires pour le
problème des déviations de la mesure empirique en distance W1. On considère des mesures
satisfaisant une inégalité de transport α(Td) avec α convexe croissante (voir le chapitre 2). On
rappelle que cette hypothèse est vérifiée à la condition que µ admette un moment fini d'ordre
exponentiel ou plus, voir le Théorème 2.6. On va obtenir sous cette hypothèses des inégalités
de déviation qui améliorent et étendent le résultat de F. Bolley, A. Guillin et C. Villani [22],
lorsqu'on se restreint au cas W1.
Dans le reste de ce paragraphe, (E, d) désigne un espace polonais. Si K ⊂ E, on note
FK l'ensemble des fonctions 1-Lipschitziennes sur K. On redonne la définition du nombre de
recouvrement :
Définition 2.7. Le nombre de recouvrement de FK au niveau t > 0, noté N(FK , t), est le
plus petit entier naturel n ≥ 1 tel qu'il existe f1, . . . , fn ∈ FK tels que
FK ⊂
n⋃
i=1
B(fi, t)
où B(fi, t) = {f ∈ FK , ‖f − fi‖L∞(K) ≤ t}.
Nous énonçons d'abord un résultat général.
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Théorème 2.6. Supposons que µ ∈ P(E) vérifie une inégalité α(Td). Soit a > 0 tel que
Ea,1 =
∫
ead(x0,x)µ(dx) ≤ 2. Soit K ⊂ E un compact satisfaisant
µ(Kc) ≤
[
32
at
log
32
at
− 32
at
+ 1
]−1
.
Notons
(1) Ct = N(FK , t/8).
On a alors l'inégalité de déviation suivante :
P(W1(Ln, µ) ≥ t) ≤ exp−nα [t/2− Γ(Ct, n)]
où Γ(Ct, n) = infλ>0 1/λ[log Ct+nα~(λ/n)], et où l'on fait la convention que α(x) = 0 quand
x < 0.
Corollaire 2.4. Si µ vérifie T1(C) et Ct est définie comme précédemment, on a
P(W1(Ln, µ) ≥ t) ≤ Ct exp− 1
8C
nt2.
Si µ vérifie l'inégalité de transport modifiée
W1(ν, µ) ≤ C
(
H(ν|µ) +
√
H(ν|µ)
)
(qui est équivalente à l'existence d'un moment exponentiel fini pour µ, voir le Théorème 2.6),
alors
P(W1(Ln, µ) ≥ t) ≤ A(n, t) exp−(
√
2− 1)2
2C2
nt2
où
A(n, t) = exp
[
4(
√
2− 1)2n(
√
1 +
n
log Ct − 1)
−2
]
(on remarque que A(n, t)→ Ct quand n→ +∞).
Les résultats ci-dessus s'appliquent dès lors que l'on sait évaluer la quantité Ct. Le problème
est donc ramené à la recherche d'ensembles compacts K ⊂ E gros pour la mesure µ, mais le
plus petits possibles au sens métrique (i.e. tels que le nombre de recouvrement de FK soit le
plus petit possible).
Plusieurs exemples sont considérés dans le chapitre 4. On va décrire le cas de la loi de la
solution d'une E.D.S..
H.Djellout, A.Guillin and L.Wu établissent dans [66] une inégalité T1 pour les trajectoires
de la solution d'une E.D.S. : considérons l'E.D.S. sur Rd
(2) dXt = b(Xt)dt+ σ(Xt)dBt, X0 = x0 ∈ Rd
où b : Rd → Rd, σ : Rd → Md×m et (Bt) est un mouvement Brownien standard en dimen-
sion m.On fait les hypothèses suivantes : b et σ sont localement lipschitziennes, et pour tous
x, y ∈ Rd,
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sup
x
|
√
trσ(x)tσ(x)| ≤ A, 〈y − x, b(y)− b(x)〉 ≤ B(1 + |y − x|2)
Pour toute donnée initiale x, l'équation a une unique solution non-explosive (Xt(x))t≥0. On
note Px sa loi sur C([0, 1],Rd).
Théorème 2.7 ([66]). Sous les conditions ci-dessus, il existe C dépendant seulement de A
et B tel que pour tout x ∈ Rd, Px vérifie une inégalité T1(C) sur C([0, 1],Rd) muni de la norme
L∞.
Pour simplifier, on suppose également que le coefficient de dérive b est globalement borné
par B. On obtient le résultat suivant.
Corollaire 2.5. Soit µ la loi de la solution de (2) sur C([0, 1],Rd) muni de la norme L∞.
Soit C > 0 tel que µ vérifie T1(C). Pour tout 0 < α < 1/2, il existe Cα et c, qui ne dépendent
que de A, B, α et d, tels que pour t ≤ c,
P(W1(Ln, µ) ≥ t) ≤ Cte−nt2/8C
où Ct est borné comme suit :
Ct ≤ exp exp
[
Cα
(
log
1
t
)−1+1/2α(1
t
)−1+3/2α]
.
La démonstration du corollaire précédent repose sur le fait que la loi de l'E.D.S. est concentrée
sur l'ensemble des fonctions α-Hölder pour α < 1/2, et que les boules hölderiennes sont compactes
pour la topologie uniforme.
Lorsque α→ 1/2, l'exposant −1 + 3/2α tend vers 2, mais la constante Cα explose. On peut
néanmoins conjecturer qu'un majorant optimal de Ct dans ce cas est du type exp exp(1/t2).
Dans la suite du chapitre, on envisage à nouveau le cas où on remplace la mesure empirique
par la mesure d'occupation d'une chaîne de Markov. On se place dans le cadre d'une chaîne de
Markov à valeurs dans Rd, définie par sa loi initiale et son noyau de transition P (x, dy).
Théorème 2.8. On suppose que P (x, dy) vérifie les hypothèses suivantes
(1) les mesures P (x, .) satisfont une inégalité T1(C) commune (i.e. C ne dépend pas de x),
(2) il existe r < 1 tel que W1(P (x, .), P (y, .)) ≤ r|x− y| (hypothèse de contraction).
Soit pi la mesure invariante associée à P . Soit (Xi)i≥0 associée à P sous X0 = 0.
Posons a = 2C
(√
4m21 + C log 2− 2m1
)
. Il existe Cd > 0 ne dépendant que de d tel que pour
tout t ≤ 2/a,
P(W1(Ln, pi) ≥ t) ≤ K(n, t) exp−n(1− r)
2
8C
t2
où
K(n, t) = exp
[
m1√
nC
+ Cd(
1
at
log
1
at
)
d
2
]2
.
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Donnons quelques commentaires. L'hypothèse de contraction apparaît plusieurs fois dans la
littérature des chaînes de Markov, voir [66], [95], [75]. Elle admet une interprétation géométrique,
mise en avant dans [95] : on peut la voir comme une condition de stricte positivité de la courbure
de Ricci de la chaîne de Markov considérée. Cette hypothèse semble plus forte que celle que l'on
fait au chapitre 3 : par exemple, dans le cas où la chaîne est réversible, la contractivité implique
une inégalité de Poincaré ([95], Proposition 30 et Corollaire 31). Néanmoins il est difficile d'aller
au delà d'un résultat en espérance sans une hypothèse de ce type, et elle apparaît dans de
nombreux travaux sur la concentration pour la loi d'une chaîne de Markov. Un autre point
remarquable est que la dépendance en la loi initiale n'est pas la même que dans le chapitre 3 :
ce point est également évoque dans [75].
Dans un dernier temps, on revient au cas indépendant, et on propose une variante des théo-
rèmes ci-dessus, qui repose sur l'idée simple suivante : on contrôle les déviations de la mesure
empirique à l'aide d'un quantifieur de la mesure de référence, c'est-à-dire d'une mesure de pro-
babilité déterministe à support fini.
Théorème 2.9. Supposons que µ ∈ P(E) vérifie une inégalité T1(C), alors
P(W1(µ,Ln) ≥ t) ≤ Kte−nt2/8C
où
Kt = exp
[
1
C
inf
ν
Card (Supp ν)(Diam Supp ν)2
]
et où ν parcourt l'ensemble des mesures de probabilité à support fini telles queW1(µ, ν) ≤ t/4.
Nous avons choisi de faire figurer ce théorème car sa démonstration est particulièrement
élémentaire, et il est applicable de façon naturelle. A la suite de ce résultat, on peut revisiter le
cas des mesures gaussiennes.
Corollaire 2.6. Soit (E,µ) un espace de Banach gaussien. On note ψ sa fonction de petite
boule et σ sa variance faible. Supposons que t > 0 vérifie ψ(t/16) ≥ log 2 et t/σ ≤ 8√2 log 2.
alors
P(W1(Ln, µ) ≥ t) ≤ Kte−nt2/16σ2
avec
Kt = exp exp [c(ψ(t/32) + log(σ/t))]
pour une certaine constante universelle c > 0.
2.2. Chapitre 5. Ce chapitre est issu d'un travail en cours de réalisation avec S. Motsch,
initié lors d'un séjours de deux mois au laboratoire C.S.C.A.M.M. de l'université du Maryland à
College Park, Md..
On s'intéresse à la description d'un système de n particules en interaction lorsque n→ +∞.
Le modèle en question, que nous décrirons plus bas, consiste en un systèmes de 2n Equations
Différentielles Ordinaires (E.D.O.s) couplées, représentant les positions et les vitesses de n oiseaux
soumis à une force d'alignement.
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Plusieurs communautés (biologistes, physiciens, mathématiciens) s'intéressent à la représen-
tation du mouvement collectif de grandes populations, notamment afin d'étudier les phénomènes
d'auto-organisation observés dans la nature : déplacement collectif à grande échelle, attroupe-
ment, formation de motifs... De nombreux articles ont introduit des modèles exhibant ce genre
de comportements, on peut citer par exemple [119], [99], [83], [46], [14].
Le système de Cucker-Smale. Le modèle qui nous intéresse ici est une variante du modèle
introduit par F. Cucker et S. Smale dans [36], [37], et étudié en détails dans [14], [30], [31],
[67], [68]. On commence par donner une description du système de Cucker-Smale. Il s'agit de 2n
E.D.O.s couplées décrivant le mouvement de n particules dans Rd représentées par les couples
position-vitesse (Xi, Vi) ∈ Rd × Rd, 1 ≤ i ≤ n. La règle est que les particules se déplacent
suivant leur vitesse, et tendent à aligner leur vitesse sur celles de leurs voisins. Les équations du
mouvement sont
(3)
dXi
dt
= Vi,
dVi
dt
= α
n∑
j=1
ϕij × (Vj − Vi).
Ici, α est un nombre positif qui joue le rôle d'un paramètre d'intensité, et le coefficient ϕij
représente l'intensité de l'influence de j sur i. On suppose qu'il est dépend de la distance entre
i et j : il existe une fonction ϕ : R+ → R+ telle que ϕij = ϕ(|xj − xi|). Dans toute la suite, on
supposera que ϕ est décroissante : cela correspond à l'idée que l'interaction est plus faible quand
les deux particules sont éloignées.
Effectuons une première modification : lorsque l'on s'intéresse au régime où n est grand, il
est coutumier de modifier le paramètre α en α/n. On peut l'expliquer de la façon suivante : α
représente l'intensité d'une interaction binaire, et on voudrait que l'influence du système entier
sur une particule i reste d'ordre un quand la taille du système est grande. Pour simplifier, on
prend α = 1. On réécrit donc les équations de la façon suivante :
(4)
dXi
dt
= Vi,
dVi
dt
=
1
n
n∑
j=1
ϕij(Vj − Vi).
Lorsque nous ferons référence au système de Cucker-Smale, nous parlerons des équations
ci-dessus.
Avant toute chose, on va expliquer pourquoi ce système a suscité un intérêt particulier.
On peut caractériser de façon élémentaire son comportement asymptotique sous des hypothèses
suffisantes concernant la fonction ϕ.
Théorème 2.10 (Voir [36]). Si ϕ(t) = c(1 + t)−β pour 0 < β < 1, pour toute configura-
tion initiale, on a le comportement asymptotique suivant, appelé formation de nuée (flocking en
anglais), lorsque t→ +∞ :
• les vitesses Vi(t) convergent vers une valeur commune,
• les distances relatives |Xi −Xj | restent bornées.
On donne une démonstration de ce résultat pour illustrer les propriétés du système.
Démonstration. Posons Vm = 1/n
∑n
i=1 Vi, et observons la dispersion quadratique des
vitesses autour de cette vitesse moyenne :
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E(t) =
n∑
i=1
|Vi − Vm|2.
En dérivant, on a d'une part
d
dt
Vm =
1
n2
n∑
i=1
n∑
j=1
ϕij(Vj − Vi) = 0,
et d'autre part
E′(t) = 2
n∑
i=1
(Vi − Vm).
 1
n
n∑
j=1
ϕij(Vj − Vi)
 .
En utilisant la symétrie des interactions binaires, c'est-à-dire ϕij = ϕji, on obtient
E′(t) = − 1
n
n∑
i=1
n∑
j=1
ϕij |Vj − Vi|2.
Introduisons m(t) = min1≤i,j≤n ϕij , on obtient
E′(t) ≤ − 1
n
m(t)
n∑
i=1
n∑
j=1
|Vj − Vi|2 = −2m(t)E(t),
et en intégrant on déduit que
E(t) ≤ E(0) exp[−
∫ t
0
m(s)ds].
Maintenant, on va chercher à contrôler m(t). Posons Xm(t) = 1/n
∑n
i=1Xi(t) et U(t) =∑n
i=1 |Xi −Xm|2. On a alors X ′m(t) = Vm(t), et
U ′(t) = 2
n∑
i=1
(Xi −Xm).(Vi − Vm) ≤ 2
√
U(t)E(t)
≤ 2
√
E(0) exp[−1/2
∫ t
0
m(s)ds]
√
U(t) ≤ 2
√
E(0)
√
U(t).
On en déduit que U(t) ≤ (√U(0) + √E(0)t)2. Pour finir, on remarque que pour tous
1 ≤ i, j ≤ n, on a
|Xi −Xj | ≤
√
2(|Xi −Xm|2 + |Xj −Xm|2) ≤
√
2U(t) ≤
√
2
√
U(0) +
√
E(0)t).
On a une borne du type |Xi−Xj | ≤ C(1 + t) où C > 0 ne dépend que des données initiales.
Comme ϕ est décroissante, on a maintenant
ϕij ≥ ϕ(C(1 + t)),
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et si l'on appelle Φ la primitive de ϕ qui s'annule en 0, ceci implique
E(t) ≤ E(0) exp[− 1
C
Φ(C(1 + t))].
Ceci tend bien vers 0 si Φ→ +∞ en +∞.
Dans le cas où ϕ(t) = c(1 + t)−β avec β < 1, pour voir que les distances relatives restent
bornées, on écrit
U ′(t) ≤ 2
√
U(t)E(t) ≤ 2
√
E(0) exp[− 1
2C
Φ(C(1 + t))]
√
U(t)
d'où
√
U
′
(t) ≤ c exp[−c′t1−β]
où c, c′ sont des constantes. La fonction dans le membre de droite est intégrable et on observe
bien que U(t) est borné quand t→ +∞. 
Si on s'intéresse à la description du système dans la limite n→ +∞, il est pratique d'intro-
duire la mesure empirique associée à la solution
µn(t) =
1
n
n∑
i=1
δ(Xi(t),Vi(t)) ∈ P(Rd × Rd)
car pour tout n ces mesures existent dans le même espace. On considère alors l'équation
vérifiée par cette mesure. En intégrant contre des fonctions-test et en intégrant par parties, on
voit qu'elle est solution au sens faible de l'équation suivante :
∂µ
∂t
+ v.∇xµ+∇v · [F (µ)µ] = 0,(5)
F [µ] = (ϕv) ∗ µ,(6)
µ|t=0 = 1
n
n∑
i=1
δX0,V0 .(7)
On voit que cette équation ne dépend pas de n ≥ 1, elle est donc appropriée pour décrire
le comportement du système quand n→ +∞ et la donnée initiale µ0,n tend vers une limite µ0.
Pour rendre ceci précis, on a besoin d'un résultat qui affirme la chose suivante : si on a une suite
de données initiales µn0 qui converge vers µ0, alors les solutions associées au temps t, notées µn(t),
convergent vers la solution au temps t de donnée initiale µ0.
Nous venons de décrire un cadre classique, utilisé par exemple pour étudier l'équation de
Vlasov par R.M. Dobrushin, voir [45] 1. Pour l'équation (5), un tel théorème est établi dans [30].
Théorème 2.11 ([30], Theorème 4.8). Soit f0, g0 deux mesures à support compact sur Rd×
Rd, et ft gt les solutions de l'équation (5) associées à ces données initiales. Il existe une fonction
strictement croissante r : [0,+∞[→ R, avec r(0) = 1, qui ne dépend que de la taille des supports
de f0 et g0, telle que
1Au passage, on souligne que cet article contient l'une des premières utilisations de la distance W1 pour
l'étude d'une équation aux dérivées partielles.
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W1(ft, gt) ≤ r(t)W1(f0, g0).
Un modèle de champ moyen local. Dans [93], S. Motsch et E. Tadmor proposent une
variante du système de Cucker-Smale, décrite par les équations suivantes :
dXi
dt
= Vi(8)
dVi
dt
=
1∑
j Γij
∑
j
Γij(Vj − Vi)(9)
avec Γij = ϕ(|Xj −Xi|) où ϕ : R+ → R+ est une fonction décroissante.
La différence avec le modèle de Cucker-Smale est que l'on remplace le facteur de normalisation
1/n par une moyenne locale des intensités d'interaction, mesurée par le terme 1∑
j Γij
. L'idée est
de remédier au problème suivant : dans le modèle de Cucker-Smale, la renormalisation par 1/n
n'a pas beaucoup de sens lorsque la distribution spatiale des particules n'est pas homogène. Si
l'on utilise la fonction d'interaction
ϕ(t) = 1 si t ≤ R, 0 sinon,
et si une particule a n0 ≤ n voisins à distance au plus R à un instant donné t, alors dans le
modèle présenté ici, sa vitesse au temps t vérifie
dVi
dt
=
1
n0
∑
j
Γij(Vj − Vi)
tandis que pour le système de Cucker-Smale elle vérifie la même équation avec un facteur
1/n au lieu de 1/n0.
Ce nouveau choix paraît raisonnable du point de vue de la modélisation. En revanche, il
introduit des difficultés nouvelles : certaines proviennent du fait que l'on perd de la régularité,
et d'autres du fait que l'on perd la symétrie des interactions binaires. Or ces deux propriétés
interviennent fortement dans les démonstrations des deux théorèmes discutés ci-dessus.
Le comportement asymptotique du système (8, 9) est étudié dans [93]. Dans le chapitre 5, on
étudie l'équation cinétique associée à ce système, c'est-à-dire l'équation aux dérivées partielles
satisfaite par la mesure empirique. Cette équation est :
(10) ∂tft + ω.∇xft +∇ω · (E [ft]ft) = 0
où le champ de vitesses est donné par
E(f) =
∫
ϕ(y − x)(v − ω)f(dy, dv)∫
ϕ(y − x)f(dy, dv)
=
(ϕv) ∗ f
(ϕ1) ∗ f .
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Premier cas : fonction d'interaction à support compact. Dans un premier temps, on s'intéresse
au cas où la fonction d'interaction ϕ est à support borné. Dans ce cas, le champ de vitesses
apparaissant dans l'équation (10) est peu régulier, et les méthodes développées dans [30] ne
s'appliquent pas directement.
On commence par établir l'existence et l'unicité des solutions de l'équation (10). Soit f0 ∈
P1(Rd × Rd) une mesure à support compact. Il existe alors une unique solution sur R+ pour
l'équation 79 avec donnée initiale f0, en un sens défini précisément dans l'introduction du chapitre
5. De plus, on a le résultat de stabilité suivant.
Théorème 2.12. Soit f0, fn0 ∈ P1(Rd ×Rd) des mesures à support compact, et soit ft, resp.
fnt , les solutions associées. Supposons queW1(f
n
0 , f0)→ 0 et Supp fn0 → Supp f0 pour la distance
de Hausdorff. Alors pour tout t > 0, W1(f
n
t , ft) → 0 et les supports convergent en distance de
Hausdorff.
Malheureusement, on ne sait rien dire de plus précis que ce résultat, c'est-à-dire que l'on n'a
pas de borne quantitative sur la distance des solutions au temps t en fonction de la distance des
solutions au temps 0.
On s'intéresse également au régime dit hydrodynamique : c'est-à-dire que l'on cherche des
équations vérifiées par la densité et la quantité de mouvement de la solution, qui sont des quantités
macroscopiques définies par
ρ(x, t) =
∫
ft(x, ω)dω, ρ(x, t)u(x, t) =
∫
ωft(x, ω)dω.
On cherche des équations vérifiées par ces quantités quand on effectue le changement d'échelle
x′ = εx, t′ = εt, quand ε→ 0. On donne des arguments non-rigoureux en faveur du fait que (ρ, u)
devrait être solution du système d'Euler à pression nulle, donné par les équations suivantes :
∂
∂t
ρ+∇(ρu) = 0,
∂
∂t
(ρu) +∇ · u⊗ (ρu) = 0.
Interactions à longue portée. Lorsqu'on suppose que ϕ ne s'annule pas sur R+, et même que
sa décroissance n'est pas trop rapide, on peut obtenir des résultats plus détaillés que dans le cas
précédent pour la stabilité des solutions.
Théorème 2.13. Supposons que la fonction d'interaction ϕ est décroissante et strictement
positive sur R+. Soit f0, g0 ∈ P(Rd × Rd), à support dans B(0, Rx) × B(0, Rω), il existe C, C ′
qui ne dépendent que de Rx, Rω, ϕ, tels que
W1(ft, gt) ≤ exp[
∫ t
0
2C
ϕ(C2s)2
ds]W1(f0, g0).
Ensuite, on peut s'intéresser au comportement en temps long des solutions. On obtient un
résultat de formation de nuée, analogue à celui obtenu pour le système de Cucker-Smale plus
haut dans cette introduction. Un tel résultat est aussi obtenu pour notre modèle au niveau du
système d'équations différentielles par S. Motsch et E. Tadmor [93], et nous reprenons l'idée
introduite dans cet article d'obtenir une estimation sur le diamètre du support de la solution.
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Théorème 2.14. Soit ft une solution de (10), admettant pour donnée initiale la mesure f0
à support dans B(0, Rx)×B(0, Rω). Définissons
Dx(t) = sup
(x,ω),(x′,ω′)∈Supp ft
|x− x′|,
Dω(t) = sup
(x,ω),(x′,ω′)∈Supp ft
|ω − ω′|.
Soit Φ la primitive de ϕ qui s'annule en 0. Si Φ→ +∞ en +∞, i.e. si ϕ n'est pas intégrable
en +∞, alors il existe C ≤ 3(Rx +Rω) tel que
Dω(t) ≤ Dω(0) exp[− 1
C
Φ(Ct)]→ 0.
De plus si l'intégrale
∫ +∞
0 exp[− 1CΦ(Cs)]ds a une valeur finie M , on a
Dx(t) ≤ Dx,∞ = Dx(0) exp[2Dω(0)M ]
Dω(t) ≤ Dω(0) exp[−tDx,∞].
Cette hypothèse est vérifiée notamment si ϕ(t) = c(1 + t)−β avec c > 0 et 0 < β < 1.
2.3. Chapitre 6. Ce chapitre est constitué de l'article soumis ... réalisé avec Pierre Degond
et Sébastien Motsch. Nous proposons un modèle individu-centré pour la formation des pistes de
fourmis, et nous étudions les propriétés de ce modèle à l'aide de simulations numériques
La formation spontanée de pistes par des populations de fourmis ou de termites a été lar-
gement étudiée par les biologistes, et des modèles ont été proposés pour rendre compte de ce
comportement : on peut citer les articles [8], [35], [43], [49], [50], [123].
Une première série de modèles [28], [27], [35] considère le mouvement des fourmis par rapport
à une piste de phéromone pré-existante, et ne rend pas compte de sa formation spontanée.
D'autres modèles décrivent par un système d'équations différentielles les mécanismes déci-
sionnels qui provoquent la sélection d'une branche lorsque plusieurs chemins sont initialement
disponibles : [9], [40], [59], [102]. Ces modèles ne prennent pas en compte l'aspect spatial du
problème, ni la formation spontanée de pistes. Dans le cadre des modèles non-spatiaux, on peut
également mentionner [49] qui étudie un système dynamique représentant la distribution des
directions de pistes.
Une autre série d'articles envisage le mouvements des fourmis sur le réseau 2-dimensionnel
Z2. Ces travaux sont basés sur des automates cellulaires [52], [50], [123], ou bien des modèles
de type Monte-Carlo [9], [40], [106], [109], [114].
Dans cette introduction, nous donnons une description succinte du modèle proposé dans le
chapitre 6.
• Les fourmis sont représentées par N > 0 particules, décrites par leur position xi ∈ R2
et leur direction ωi ∈ S1 (pour les simulations, on remplace R2 par le tore R2/Z2). Elles
se déplacent à vitesse unité en suivant leur direction.
• Le mouvement autonome des fourmis (c'est-à-dire indépendamment des interactions) est
décrit par un processus à sauts. A chaque particule, on associe un processus de Poisson
Ti : aux temps de saut de ce processus, la direction ωi est modifiée aléatoirement.
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• L'interaction entre les fourmis est indirecte, et a lieu par l'intermédiaire d'un ensemble de
marqueurs phéromonaux, que nous appelons phéromones dans la suite. Une phéromone
est un couple (x, ω) ∈ R2 × S1.
• Nous associons à chaque fourmi un processus de Poisson indépendant Di (qui représente
les temps de dépôt de phéromone). Aux temps de saut t de ce processus, la fourmi
ajoute à la liste des phéromones le couple (xi(t), ωi(t)) correspondant à sa position et
sa direction à cet instant.
• Les phéromones ont des durées de vie représentées par des variables exponentielles
indépendantes. Au delà de ce temps, la phéromone est enlevée de la liste. Ceci représente
le phénomène d'évaporation.
• Lorsque la fourmi choisit de suivre une piste, elle considère l'ensemble des phéromones
dans un disque de rayon r > 0 autour de sa position, et choisit uniformément une
direction parmi les directions de ces phéromones. On désigne ce phénomène par le terme
de "recrutement". La probabilité de recrutement pour la fourmi i entre les temps t et
t+ dt est proportionnelle au nombre de phéromones présentes autour de xi(t).
Ce modèle est proche des modèles microscopiques étudiés pour représenter le phénomène
de chemotaxie. La chemotaxie décrit le déplacement de cellules en réaction à la présence d'une
substance attractive (chemoattractant). Les modèles de chemotaxie représentent une population
de cellules qui produit cette substance et se déplace dans le sens des concentrations croissantes.
Les équations macroscopiques représentant la chemotaxie ont été introduites par E.F. Keller et
L.A. Segel dans [76]. Un modèle microscopique est étudié dans [111].
Le phénomène caractéristique capturé par les équations de la chemotaxie est l'agrégation
des particules en un point donné en temps fini, représenté par l'explosion en temps fini de la
norme L∞ des solutions : voir par exemple [16], [29]. Ici, nous constatons un comportement
qualitativement différent (formation de pistes), lié à la nature du médiateur des interactions.
Du point de vue mathématique, le modèle que nous proposons présente des caractéristiques
qui le rapprochent de deux types d'objets connus : d'une part, les systèmes de particules en
interaction, et d'autre part les processus renforcés, c'est-à-dire les processus non-markoviens qui
interagissent avec leur propre passé. Nous n'évoquons pas plus en détail ces questions, et nous
mentionnons pour les lecteurs intéressés l'article de survol [100] de R. Pemantle sur les processus
renforcés.
Le modèle décrit ci-dessus dépend de plusieurs paramètres, essentiellement les différentes
intensités des processus de Poisson utilisés. Pour l'étude expérimentale des simulations, nous
calibrons certaines de ces valeurs sur des données obtenues dans la littérature biologique, et
nous gardons comme paramètre d'étude principal l'intensité de recrutement par les pistes de
phéromone, que nous notons λp. Nous introduisons des indicateurs quantitatifs pour mesurer la
présence de pistes dans les simulations, et nous étudions le comportement de ces indicateurs en
fonction de λp. On peut résumer les observations numériques de la façon suivante : lorsque λp est
nul (pas d'interaction entre les fourmis et les phéromones), la taille moyenne des pistes est très
basse, et elle croît rapidement avec λp jusqu'à une valeur-plateau, ce qui décrit bien la transition
d'une phase désordonnée vers une phase ordonnée lorsque la force des interactions augmente.
Dans la dernière partie de ce travail, nous établissons une formulation cinétique du modèle
de formation de pistes, et nous considérons sa limite d'échelle hydrodynamique. Nous consta-
tons que le modèle obtenu ne peut présenter un comportement de formation de pistes que si
28 1. INTRODUCTION
l'on impose une propension à renforcer les pics de phéromone, similaire au comportement des
modèles d'attachement préférentiel, tandis que les simulations indiquent que l'on peut observer
des pistes sans cette hypothèse supplémentaire. L'obtention de résultats rigoureux sur le modèle
microscopique ou les équations associées conduit donc à des problèmes encore non résolus.
2.4. Chapitre 7. Ce chapitre est l'objet d'un travail en cours avec J.M. Loubes. On s'inté-
resse à la définition d'une notion d'observation moyenne à partir d'une collection d'observations.
Lorsque ces observations peuvent êtres représentées comme des éléments d'un espace affine eu-
clidien, la définition usuelle convient ; mais il est possible que la structure naturelle associée aux
données n'entre pas dans ce cadre. Cette problématique apparaît fréquemment en statistiques et
en analyse d'images. Nous donnons plusieurs exemples.
• L'analyse de données fonctionnelles, où l'on étudie des familles de courbes, voir [15],
[104], [56], [48].
• L'analyse des formes, voir [77], [65], [72]. L'espace des formes de Kendall peut être
décrit comme l'ensemble des k-uplets de points de Rm quotienté par l'action des simi-
litudes affines (isométries-dilatations). Comme cette action n'est pas discrète, l'espace
des formes a une structure singulière (en particulier ce n'est pas une variété).
• L'analyse d'images, voir [116] [115], [4]. Dans le cadre de l'analyse d'images, si on
représente une image comme un vecteur de RN (où N représente un nombre de pixels
et chaque entrée code un niveau de gris), la distance euclidienne naturelle de RN n'est
pas particulièrement cohérente avec les perceptions usuelles de similarité entre images.
En particulier, les notions provenant du transport optimal ont suscité un intérêt, voir
[69], [103], pour des problèmes d'interpolation entre images (warping en anglais) et de
mélange de textures.
On considère que les données appartiennent à un certain ensemble E et que l'on a une fonction
ρ : E × E → R mesurant la proximité de deux éléments. Une notion intéressante de moyenne
associée à ce cadre est celle de moyenne de Fréchet. On définit l'ensemble des moyennes de
Fréchet associée aux points x1, . . ., xn, aux poids λ1, . . ., λn et à la fonction ρ comme l'ensemble
des points m ∈ E minimisant la fonctionnelle
n∑
i=1
λiρ(xi,m)
2.
Si E = Rd et ρ est la distance euclidienne, on vérifie aisément que l'unique minimiseur est le
barycentre
∑n
i=1 λixi.
Nous nous plaçons dans ce cadre pour évaluer des moyennes de distributions de variables
aléatoires, en choisissant comme ensemble des observations l'ensemble des mesures de probabilité
sur Rd et comme mesure de similarité la distance de WassersteinW2. Les propriétés du barycentre
de Wasserstein d'une collection finie de mesures ont été étudiées par M. Agueh et G. Carlier dans
[1].
Definition 2.1. Soient µ1, . . . , µJ ∈ P(Rd) et λ1, . . . , λJ > 0 vérifiant
∑J
j=1 λj = 1, on dit
que µB est un barycentre de Wasserstein associé aux mesures µj avec les poids λj si c'est un
minimiseur de la fonctionnelle
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E((µj , λj)1≤j≤J , µ) =
J∑
j=1
λjW
2
2 (µj , µ).
Les résultats de [1] montrent que si par exemple les µj sont absolument continues par rapport
à la mesure de Lebesgue, alors le barycentre existe et est unique.
Nous considérons que l'on observe soit directement J distributions µ1, . . . , µJ (on peut penser
à des images), soit des échantillons Xi,j issus des mesures µj . Nous établissons la continuité du
barycentre en fonction des points extrémaux, et la consistance de l'estimateur empirique du
barycentre. On se place ensuite dans la situation où les mesures µj sont des poussés-en-avant
d'une mesure de référence : il existe des applications Tj : Rd → Rd et µ ∈ P2(Rd) tels que
µj = Tj#µ. Pour certaines familles de déformations (Tj)1≤j≤J , nous montrons que prendre le
barycentre revient à moyenner les déformations, c'est à dire que le barycentre (avec des poids
uniformes) est  1
J
J∑
j=1
Tj

#
µ.
Si les Tj sont des réalisations d'une variable aléatoire à valeurs dans une bonne famille de
déformations et centrée en l'identité, ceci permet de voir que le barycentre permet de récupérer
la distribution d'origine lorsque le nombre d'observations J tend vers +∞.
Enfin, nous introduisons une notion de barycentre itéré, c'est-à-dire calculé de proche en
proche, et nous montrons que dans le cadre où les mesures µj sont les images d'une même
mesure par une bonne famille de déformations, le barycentre itéré coïncide avec le barycentre
usuel - en d'autres termes, dans ce cadre, le barycentre vérifie la propriété d'associativité (ce
qui n'est pas vrai en général). Ce fait présente un intérêt pratique : le calcul du barycentre est
un problème de minimisation lourd, et le calcul d'un barycentre itéré peut être effectué à l'aide
d'outils existants et performants.
Ces résultats peuvent s'appliquer à des problèmes de détermination d'un phénomène moyen
à partir d'une collection de résultats d'expériences. Nous concluons en décrivant certaines de ces
applications.
Dans le cas de la dimension 1, les idées précédentes ont été mises en oeuvre dans [48] pour
estimer le profil d'une courbe croissante de façon non-paramétrique, lorsque l'on observe des
versions déformées de cette courbe. Soit F : [a, b]→ [0, 1], on observe les courbes F ◦ h−1i où les
hi sont des homéomorphismes croissants de l'intervalle [a, b] dans lui-même. Si on considère F
comme la fonction de répartition d'une mesure de probabilité réelle, la procédure décrite dans
[48] consiste à calculer le barycentre des mesures observées. Nos résultats peuvent être considérés
comme une extension de ces travaux à des cas multi-dimensionnels.
On décrit le problème du jury virtuel : le problème est d'assurer l'équité des notes délivrées
lors d'un examen, lorsque les candidats ne sont pas tous évalués par le même jury. Les candidats
sont divisés en J ≥ 1 groupes de n ≥ 1 personnes, chaque groupe est assigné à un jury et le jury
délivre p > 0 notes à chaque candidat. Le résultat global d'un candidat est représenté par un point
de [0, 1]p. La répartition des candidats est supposée uniforme et indépendante de leur niveau.
Si les jurys évaluent les candidats de façon identique, on observe alors J mesures empiriques à
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n points de même loi µ ∈ P([0, 1]p). Mais il est possible que ces jurys ne déterminent pas les
notes de façon identique ; on peut associer à chaque jury une version déformée de µ notée µj .
On estime alors le barycentre µB des mesures µj , que l'on appelle jury virtuel, et l'on obtient les
notes virtuelles d'un candidat en considérant l'image de ses notes par l'application de transport
qui pousse en avant µj vers µB.
Enfin, les résultats présentés ici pourront peut-être trouver des applications à des problèmes
d'estimation spatiale issus de la biologie. Un cadre assez général est le suivant : on observe
plusieurs réalisations d'un processus de Poisson ponctuel d'intensité inconnue dans Rd, déformées
par une famille d'applications (par exemple des translations). Sous certaines conditions (par
exemple d'intensité totale du processus), on peut peut-être utiliser des barycentres de mesures
pour l'estimation de l'intensité inconnue.
CHAPITRE 2
Notions from optimal transport theory
This preliminary chapter contains a summary of useful results on optimal transport. It contains
no original results, and proofs are provided only when deemed significant. A very comprehensive
reference book on the subjects mentioned below is C. Villani's Saint-Flour course [120].
1. Definitions and main properties
1.1. Transportation cost and Wasserstein metric. Here and in the rest of this chapter,
E denotes a Polish (complete, separable, metric) space, and P(E) denotes the set of probability
measures on E. For 1 ≤ p < +∞, Pp(E) denotes the set of probability measures with finite p-th
moment, i.e. the set of all µ ∈ P(E) such that there exists x0 ∈ E with
∫
d(x, x0)
pµ(dx) < +∞.
Let c : E × E → [0,+∞) denote a lower semi-continuous function, called the transportation
cost function. In the following, for simplicity, we will always consider symmetric cost functions :
c(x, y) = c(y, x).
Definition 1.1. For µ, ν ∈ P(E), we call transportation cost from µ to ν the quantity
Tc(µ, ν) = inf
∫
E×E
c(x, y)pi(dx, dy) ∈ [0,+∞]
where the infimum is on all probability measures pi ∈ P(E × E) with first, resp. second,
marginal µ, resp. ν. Equivalently, we have
Tc(µ, ν) = inf
X∼µ, Y∼ν
E[c(X,Y )],
i.e. the transportation cost is the infimum of expected values of c(X,Y ) over all couplings of
µ and ν.
In the case where c is dp, a power of the distance d with p ≥ 1, the transportation cost defines
a metric on a subset of P(E).
Definition 1.2. The p-Wasserstein metric between µ, ν ∈ Pp is defined by
Wp(µ, ν) =
[
inf
∫
d(x, y)ppi(dx, dy)
]1/p
where the infimum is on the probability measures pi ∈ P(E × E) with marginals µ and ν.
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1.2. The dual problem. As a convex optimisation problem, the transportation cost admits
a dual formulation : namely, under some mild condition on the cost function c (for example c ≥ 0
suffices), we have the equality
Tc(µ, ν) = sup
∫
fdµ−
∫
gdν
where the supremum is on all couples of continuous bounded functions f, g : E → R such
that f(x) − g(y) ≤ c(x, y), or equivalently on all couples f ∈ L1(µ), g ∈ L1(ν) such that
f(x)− g(y) ≤ c(x, y).
In order to better characterize optimal couples in the dual problem above, we introduce
the notion of c-convexity, a generalization of the Legendre transform in the setting of convex
functions.
Definition 1.3. A function f : E → R∪ {+∞} is said to be c-convex if it is not identically
+∞ and there exists h : E → R ∪ {±∞} such that
∀x ∈ E, f(x) = sup
y∈E
h(y)− c(x, y).
The c-transform of f is defined by
f c(y) = inf
x∈E
f(x) + c(x, y).
The functions f and f c are said to be c-conjugate.
In analogy with the Legendre duality, we have the following :
Proposition 1.1. Suppose that f is c-convex: then
f(x) = sup
y∈E
f c(y)− c(x, y).
Now, notice that if (φ, ψ) is a couple of bounded continuous functions satisfying φ(x) −
ψ(y) ≤ c(x, y), and we denote f(y) = supx∈E φ(x)− c(x, y), then the couple (f c, f) also satisfies
f c(x)− f(y) ≤ c(x, y), as well as f c ≥ φ and f ≤ ψ, so that we have∫
φdµ−
∫
ψdν ≤
∫
f cdµ−
∫
fdν.
Therefore, we may restrict accordingly the set of functions on which to take the supremum
in the dual formulation of the transportation cost problem.
Proposition 1.2. We have
Tc(µ, ν) = sup
fc−convex
∫
f cdµ−
∫
fdν.
The particular case of c = d is notable insofar as, in this case, a c-convex function is just a
1-Lipschitz function, and it is its own c-transform. This leads to the well-known Kantorovich-
Rubinstein characterization of W1.
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Proposition 1.3 (Kantorovich-Rubinstein characterization of W1). Let µ, ν ∈ P1(E). The
following identity holds :
(11) W1(µ, ν) = inf
f1−Lip
∫
fdµ−
∫
fdν.
1.3. The topology of Wasserstein distance. The topologies induced by the family of
Wasserstein metrics are slightly stronger than the weak topology. In the next proposition, we
characterize the convergent sequences for Wp, 1 ≤ p < +∞.
Proposition 1.4 ([120], Definition 6.8 and Theorem 6.9). Let p ≥ 1 and µn ∈ Pp(E), n ≥ 0
be a sequence of probability measures. Let µ ∈ Pp(E). The following properties are equivalent.
(1) Wp(µn, µ)→ 0 as n→∞,
(2) µn ⇀ µ (where the arrow denotes weak convergence), and there exists x0 ∈ E such that∫
dp(x, x0)dµn →
∫
dp(x, x0)dµ,
(3) µn ⇀ µ and there exists x0 ∈ E such that lim sup
∫
dp(x, x0)dµn ≤
∫
dp(x, x0)dµ,
(4) µn ⇀ µ and there exists x0 ∈ E such that limR→+∞ lim sup
∫
d(x,x0)≥R d
p(x, x0)dµn = 0,
(5) For all continuous functions ϕ : E → R with bounded growth |ϕ(x) ≤ C(1 + d(x, x0))p,
C ∈ R, it holds that ∫ ϕdµn → ∫ ϕdµ.
2. Transportation-entropy inequalities
2.1. Definition. Transportation-entropy inequalities relate the cost Tc(ν, µ) of transport-
ing a probability measure ν onto a reference probability measure µ with the relative entropy
functional H(ν|µ). They were introduced by K. Marton in [88], [89], in connection with the
phenomenon of concentration of measure, and investigated further by M. Talagrand [113]. For
a very complete overview of the subject, the reader is invited to consult the review [61].
For µ, ν ∈ P(E), define the relative entropy H(ν|µ) as
H(ν|µ) =
∫
E
log
dν
dµ
ν(dx)
if ν is absolutely continuous relatively to µ, and H(ν|µ) = +∞ otherwise. Let α : [0, +∞)→
R denote a convex, increasing, left-continous function such that α(0) = 0.
Definition 2.1. We say that µ ∈ P(E) satisfies a α(Tc) inequality if for all ν ∈ P(E),
(12) α(Tc(µ, ν)) ≤ H(ν|µ).
We say that µ ∈ P(E) satisfies a α(Td) inequality if for all ν ∈ P(E),
(13) α(W1(µ, ν)) ≤ H(ν|µ).
Let p ≥ 1, we say that µ ∈ Pp(E) satisfies a Tp(C) inequality for some C > 0 if for all
ν ∈ Pp(E),
(14) Wp(µ, ν) ≤
√
CH(ν|µ).
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Observe that T1(C) inequalities are particular cases of α(Td) inequalities with α(t) = 1C t2/p.
Also observe that, by Jensen's inequality, Tp(C) implies Tq(C) whenever 1 ≤ q ≤ p.
The best-known transportation-entropy inequality actually lies in disguise, as it does not
explicitely reference transportation cost.
Definition 2.2. Let µ, ν ∈ P(E). The total variation distance between µ and ν is defined
by
‖ν − µ‖TV = sup |µ(A)− ν(A)|
where the supremum runs over all measurable A ⊂ E.
Theorem 2.1 (Csiszár-Kullback-Pinsker inequality). For all µ, ν ∈ P(E), we have
‖ν − µ‖TV ≤
√
1
2
H(ν|µ).
For a proof, see e.g. [120], Remark 22.12. The link with transport theory is made once one
notices that ‖ν − µ‖TV is actually the transport cost from ν to µ when one chooses for cost
function the Hamming metric
c(x, x) = 0
c(x, y) = 1, x 6= y.
We quote another famous inequality : in [113], M. Talagrand proved that the Gaussian
measure on R satisfies a T2 inequality.
Theorem 2.2. The standard Gaussian measure γ on the real line satisfies
W2(ν, γ) ≤
√
2H(ν|γ)
for all ν ∈ P2(R), ν << γ.
By tensorization of this inequality, one deduces that it is also satisfied by the standard
Gaussian measure on Rn, n ≥ 1, see [61]. Appendix 2 contains an extension of this result to
infinite-dimensional Gaussian measures.
2.2. Dual characterization : Bobkov-Götze's criterion and more. Bobkov and Götze
([18]) were the first to obtain an equivalent dual formulation of transportation inequalities. We
present it here in a more general form obtained by Gozlan and Leonard (see [61]), in the case
when the transportation cost function is the distance.
Definition 2.3. Let α : [0,+∞) → R be convex, increasing, left-continuous and vanishing
at 0. The monotone conjugate of α is
α~(s) = sup
t≥0
st− α(t).
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Proposition 2.3 ([61]). Assume that d is a metric defining the topology of E, and that there
exist a > 0, x0 ∈ E such that
∫
exp[ad(x, x0)]µ(dx) < +∞.
Then µ satisfies the α(Td) inequality
α(Td(µ, ν)) ≤ H(ν|µ)
for all ν ∈ P(E) with finite first moment if and only if for all f : E → R 1-Lipschitz and all
λ > 0,
(15)
∫
eλ(f(x)−
∫
fdµ)µ(dx) ≤ eα~(λ).
In the case T1(C), Condition (15) becomes : for all 1-Lipschitz f : E → R and λ > 0,
(16)
∫
eλ(f−
∫
fdµ)µ(x) ≤ eCλ2/4.
2.3. Transport inequalities and measure concentration. A crucial feature of trans-
portation inequalities is that they imply the concentration of measure phenomenon, a fact first
discovered by K. Marton ([89]). The following proposition is obtained by a straightforward
adaptation of her famous argument. We give its very nice proof below.
Proposition 2.4. If µ verifies a α(Td) inequality, then for all measurable sets A ⊂ E with
µ(A) ≥ 12 and r ≥ r0 = α−1(log 2),
µ(Ar) ≥ 1− e−α(r−r0)
where Ar = {x ∈ E, d(x,A) ≤ r}.
Moreover, let X be a r.v. with law µ. For all 1-Lipschitz functions f : E → R and all r ≥ r0,
we have
P(f(X) ≥ mf + r) ≤ e−α(r−r0)
where mf denotes a median of f .
Proof. Let A be as in the theorem, and set B = (Ar)c. Assume µ(B) > 0 (there is nothing
to prove otherwise), and define
µA =
1
µ(A)
1Aµ, µB =
1
µ(B)
1Bµ.
One the one hand, since d(A,B) ≥ r, we have W1(µA, µB) ≥ r. And on the other hand,
W1(µA, µB) ≤W1(µA, µ) +W1(µB, µ)
≤ α−1(H(µA|µ)) + α−1(H(µB|µ))
= α−1(− logµ(A)) + α−1(− logµ(B)) ≤ α−1(log 2) + α−1(− logµ(B)).
From this, one deduces r ≤ α−1(log 2) +α−1(− logµ(B)) and the first part of the result. For
the second part, it suffices to notice that if one sets A = {x, f(x) ≤ mf}, then µ(A) ≥ 1/2 by
definition of the median, and that
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{x, f(x) ≥ mf + r} ⊂ (Ar)c.

A different direction to related results is to use Bobkov-Götze's characterization of transport
inequalities. Let µ satisfy T1(C) and f be 1-Lipschitz, then, writing µ(f) =
∫
fdµ,
µ({x, f(x) ≥ µ(f) + r}) ≤ e−λr
∫
(eλ(f−µ(f)))dµ
≤ exp[−λr + Cλ2/4] ≤ exp[−r2/C].
The last inequality is obtained by optimizing in λ > 0. This can be extended to α(Td) inequal-
ities, α convex, by using the generalized Bobkov-Götze criterion of N. Gozlan and C. Léonard.
2.4. Tensorization of transport-entropy inequalities. Tensorization answers the fol-
lowing question : assuming that µ satisfies a transport-entropy inequality, what kind of inequality
does the product measure µ⊗ . . .⊗ µ on En satisfy ?
The following Proposition is taken from [61].
Proposition 2.5 ([61], Proposition 1.9). Suppose that µ ∈ P(E) satisfies a α(Tc) inequality.
Define the cost function c⊕n on En by
c⊕n ((x1, . . . , xn), (y1, . . . , yn)) = c(x1, y1) + . . .+ c(xn, yn).
Then µ⊗n satisfies the inequality
nα
(
1
n
Tc⊕n(ν, µ)
)
≤ H(ν|µ).
Let us give a consequence of this for Tp inequalities. On the product space En, define for
1 ≤ p ≤ 2 the metric
dp ((x1, . . . , xn), (y1, . . . , yn)) = (d
p(x1, y1) + . . .+ d
p(xn, yn))
1/p .
Then if µ ∈ P(E) satisfies Tp(C), the product measure µ⊗n ∈ P(En) satisfies Tp(n1−2/pC)
on the metric space (En, dp). In particular, when p = 2, the inequality enjoys dimension-free
tensorization.
2.5. Integral criteria for the case c = d. An interesting feature of transportation in-
equalities, notably in view of applications, is that some of them are characterized by simple
moment conditions. In [66], H. Djellout, A. Guillin and L. Wu showed that µ satisfies a T1
inequality if and only if ∫
ea0d
2(x0,y)µ(dy) < +∞
for some a0 and some x0. They also connect the value of a0 and of the Gaussian moment
with the value of the constant C appearing in the transportation inequality. More generally,
N. Gozlan and C. Leonard provide in [60] a nice criterion to ensure that a α(Td) inequality
holds. We only quote here one side of what is actually an equivalence :
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Theorem 2.6. Let µ ∈ P(E). Suppose there exists a > 0 with ∫ ead(x0,x)µ(dx) ≤ 2 for some
x0 ∈ E, and a convex, increasing function γ on [0,+∞) vanishing at 0 and x1 ∈ E such that∫
exp γ(d(x1, x))µ(dx) ≤ B < +∞.
Then µ satisfies the α(Td) inequality
α(W1(µ, ν)) ≤ H(ν|µ)
for all ν ∈ P(E) with finite first moment, with
α(x) = max
(
(
√
ax+ 1− 1)2, 2γ(x
2
− 2 logB)
)
.
One particular instance of the result above was first obtained by F. Bolley and C. Villani,
with sharper constants, in the case when µ only has a finite exponential moment ([23], Corollary
2.6). Their technique involves the study of weighted Pinsker inequalities, and encompasses more
generally costs of the form dp, p ≥ 1 (we give only the case p = 1 here).
Theorem 2.7. Let a > 0 be such that Ea,1 =
∫
ead(x0,x)µ(dx) < +∞. Then for ν ∈ P1(E),
we have
W1(µ, ν) ≤ C
(
H(ν|µ) +
√
H(ν|µ)
)
where C = 2a
(
3
2 + logEa,1
)
< +∞.
And in the case when µ admits a finite Gaussian moment, the following holds ([23], Corollary
2.4) :
Theorem 2.8. Let a > 0 be such that Ea,2 =
∫
ead
2(x0,x)µ(dx) < +∞. Then µ satisfies a
T1(C) inequality where C =
2
a (1 + logEa,2) < +∞.

CHAPITRE 3
On the mean speed of convergence of empirical and occupation
measures in Wasserstein distance
In this chapter, we provide non-asymptotic bounds for the average speed of convergence of the
empirical measure in the law of large numbers, in Wasserstein distance. We also consider occu-
pation measures of ergodic Markov chains. One motivation is the approximation of a probability
measure by finitely supported measures (the quantization problem). It is found that rates for
empirical or occupation measures match or are close to previously known optimal quantization
rates in several cases. This is notably highlighted in the example of infinite-dimensional Gaussian
measures.
1. Introduction
This chapter is concerned with the rate of convergence in Wasserstein distance for the so-
called empirical law of large numbers : let (E, d, µ) denote a measured Polish space, and let
(17) Ln =
1
n
n∑
i=1
δXi
denote the empirical measure associated with the i.i.d. sample (Xi)1≤i≤n of law µ, then with
probability 1, Ln ⇀ µ as n→ +∞ (convergence is understood in the sense of the weak topology
of measures). This theorem is also known as Glivenko-Cantelli theorem and is due in this form
to Varadarajan [118].
For 1 ≤ p < +∞, the p-Wasserstein distance is defined on the set Pp(E)2 of couples of
measures with a finite p-th moment by
W pp (µ, ν) = inf
pi∈P(µ,ν)
∫
dp(x, y)pi(dx, dy)
where the infimum is taken on the set P(µ, ν) of probability measures with first, resp. second,
marginal µ, resp. ν. This defines a metric on Pp, and convergence in this metric is equivalent to
weak convergence plus convergence of the moment of order p. These metrics, and more generally
the Monge transportation problem from which they originate, have played a prominent role in
several areas of probability, statistics and the analysis of P.D.E.s : for a rich account, see C.
Villani's St-Flour course [120].
Our purpose here is to give bounds on the speed of convergence in Wp distance for the
Glivenko-Cantelli theorem, i.e. bounds for the convergence Wp(Ln, µ) → 0. Such results are
desirable notably in view of numerical and statistical applications : indeed, the approximation
of a given probability measure by a measure with finite support in Wasserstein distance is a
topic that appears in various guises in the literature, see for example [62]. The first motivation
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for this work was to extend the results obtained by F. Bolley, A. Guillin and C. Villani [22]
in the case of variables with support in Rd. As in this article, we aim to produce bounds that
are non-asymptotic and effective (that is with explicit constants), in order to achieve practical
relevance.
We also extend the investigation to the convergence of occupation measure for suitably
ergodic Markov chains : again, we have practical applications in mind, as this allows to use
Metropolis-Hastings-type algorithms to approximate an unknown measure (see section 1.3 for a
discussion of this).
There are many works in statistics devoted to convergence rates in some metric associated
with the weak convergence of measures, see e.g. the book of A. Van der Vaart and J. Wellner
[117]. Of particular interest for us is R.M. Dudley's article [47], see Remark 1.1.
Other works have been devoted to convergence of empirical measures in Wasserstein distance,
we quote some of them. Horowitz and Karandikar [71] gave a bound for the rate of convergence
of E[W 22 (Ln, µ)] to 0 for general measures supported in Rd under a moment condition. M. Ajtai,
J. Komlos and G. Tusnady [2] and M.Talagrand [112] studied the related problem of the average
cost of matching two i.i.d. samples from the uniform law on the unit cube in dimension d ≥ 2.
This line of research was pushed further, among others, by V. Dobri¢ and J.E. Yukich [44]
or F. Barthe and C. Bordenave [7] (the reader may refer to this last article for an up-to-date
account of the Euclidean matching problem). These articless give a sharp result for measures
in Rd, with an improvement both over [71] and [22]. In the case µ ∈ P(R), E. del Barrio, E.
Giné and C. Matran [38] obtain a central limit theorem for W1(Ln, µ) under the condition that∫ +∞
−∞
√
F (t)(1− F (t))dt < +∞ where F is the cumulative distribution function (c.d.f.) of µ. In
Chapter 4, we investigate the case of the W1 distance by using the dual expression of the W1
transportation cost by L. Kantorovich and G. Rubinstein, see therein for more references.
Before moving on to our results, we make a remark on the scope of this work. Generally
speaking, the problem of convergence of Wp(Ln, µ) to 0 can be divided in two separate questions
:
• the first one is to estimate the mean rate of convergence, that is the convergence rate
of E[Wp(Ln, µ)],
• while the second one is to study the concentration properties of Wp(Ln, µ) around its
mean, that is to find bounds on the quantities
P(Wp(Ln, µ)− E[Wp(Ln, µ)] ≥ t).
Our main concern here is the first point. The second one can be dealt with by techniques of
measure concentration. We will elaborate on this in Appendices 1 and 2.
1.1. Main result and first consequences.
Definition 1.1. For X ⊂ E, the covering number of order δ for X, denoted by N(X, δ), is
defined as the minimal n ∈ N such that there exist x1, . . . , xn in X with
X ⊂
n⋃
j=1
B(xi, δ).
Our main statement is summed up in the following result.
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Theorem 1.1. Choose t > 0. Let µ ∈ P(E) with support included in X ⊂ E with finite
diameter d such that N(X, t) < +∞. We have the bound :
E(Wp(Ln, µ)) ≤ c
(
t+ n−1/2p
∫ d/4
t
N(X, δ)1/2pdδ
)
.
with c ≤ 64/3.
Remark. Theorem 1.1 is related in spirit and proof to the results of R.M. Dudley [47] in
the case of the bounded Lipschitz metric
dBL(µ, ν) = inf
f1−Lip,|f |≤1
∫
fd(µ− ν).
The analogy is not at all fortuitous : indeed, the bounded Lipschitz metric is linked to the
1-Wasserstein distance via the well-known Kantorovich-Rubinstein dual definition of W1 :
W1(µ, ν) = sup
f1−Lip
∫
fd(µ− ν).
The analogy stops at p = 1 since there is no representation of Wp as an empirical process
for p > 1 (there is, however, a general dual expression of the transport cost). In spite of this,
the technique of proof in [47] proves useful in our case, and the technique of using a sequence
of coarser and coarser partitions is at the heart of many later results, notably in the literature
concerned with the problem of matching two independent samples in Euclidean space, see e.g.
[112] or the recent article [7].
We now give a first example of application, under an assumption that the underlying metric
space is of finite-dimensional type in some sense. More precisely, we assume that there exist
kE > 0, α > 0 such that
(18) N(E, δ) ≤ kE(Diam E/δ)α.
Here, the parameter α plays the role of a dimension.
Corollary 1.2. Assume that E satisfies (18), and that α > 2p. With notations as earlier,
the following holds :
E[Wp(Ln, µ)] ≤ c( 2p
α− 2p)
2p/αDiam E k
1/α
E n
−1/α
with c ≤ 64/3.
Remark. In the case of measures supported in Rd, this result is neither new nor fully optimal.
For a sharp statement in this case, the reader may refer to [7] and references therein. However,
we recover at least the exponent of n−1/d which is sharp for d > 2α, see [7] for a discussion.
And on the other hand, Corollary 1.2 extends to more general metric spaces of finite-dimensional
type, for example finite-dimensional compact manifolds.
For a second example we remove the assumption of boundedness of the metric space and
replace it with the following : we assume that there exist kE > 0, α > 0 such that for all
bounded X ⊂ E,
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(19) N(X, δ) ≤ kE(Diam X/δ)α.
Corollary 1.3. Assume that (E, d) satisfies (19), that that µ ∈ Pp(E) has a finite moment
of order ζ ≥ 1, meaning that Mζ =
∫
dζ(x0, x)dµ < +∞ for some x0 ∈ E. Also assume
that α > 2p. Then there exists C > 0, C ′ > 0 depending only on p, ζ, α such that whenever
n ≥ C ′Mα/pp , we have
E[Wp(Ln, µ)] ≤ K(ζ)n−1/(α(1+1/ζ)).
where
K(ζ) = Ck
1/(α(1+ζ))
E
(
M−ζ
2/(ζ+1)
p maxM(ζ+2)pM
−1
p ,M(ζ+1)p
)1/p
As opposed to Corollary 1.2, our next result is set in an infinite-dimensional framework.
1.2. An application to Gaussian r.v.s in Banach spaces. We apply the results above
to the case where E is a separable Banach space with norm ‖.‖, and µ is a centered Gaussian
random variable with values in E, meaning that the image of µ by every continuous linear
functional f ∈ E∗ is a centered Gaussian variable in R. The couple (E,µ) is called a (separable)
Gaussian Banach space.
Let X be a E-valued r.v. with law µ, and define the weak variance of µ as
σ = sup
f∈E∗, |f |≤1
(
Ef2(X)
)1/2
.
The small ball function of a Gaussian Banach space (E,µ) is the function
ψ(t) = − logµ(B(0, t)).
We can associate to the couple (E,µ) their Cameron-Martin Hilbert space H ⊂ E, see e.g.
[80] for a reference. It is known that the small ball function has deep links with the covering
numbers of the unit ball of H, see e.g. Kuelbs-Li [79] and Li-Linde [84], as well as with the
approximation of µ by measures with finite support in Wasserstein distance (the quantization or
optimal quantization problem), see Fehringer's Ph.D. thesis [53], Dereich-Fehringer-Matoussi-
Scheutzow [41], Graf-Luschgy-Pagès [63].
We make the following assumptions on the small ball function :
(1) there exists κ > 1 such that ψ(t) ≤ κψ(2t) for 0 < t ≤ t0,
(2) for all ε > 0, n−ε = o(ψ−1(log n)).
Assumption (2) implies that the Gaussian measure is genuinely infinite dimensional : indeed,
in the case when dim K < +∞, the measure is supported in a finite-dimensional Banach space,
and in this case the small ball function behaves as log t.
Theorem 1.4. Let (E,µ) be a Gaussian Banach space with weak variance σ and small ball
function ψ. Assume that Assumptions (1) and (2) hold.
Then there exists a universal constant c such that for all
n ≥ (6 + κ)(log 2 ∨ ψ(1) ∨ ψ(t0/2) ∨ 1/σ2),
the following holds :
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(20) E(W2(Ln, µ)) ≤ c
[
ψ−1(
1
6 + κ
log n) + σn−1/[4(6+κ)]
]
.
In particular, there is a C = C(µ) such that
(21) E(W2(Ln, µ)) ≤ Cψ−1(log n).
Moreover, for λ > 0,
(22) W2(Ln, µ) ≤ (C + λ)ψ−1(log n) with probability 1− exp−nψ−1(log n) λ
2
2σ2
.
Remark. Note that the choice of 6+κ is not particularly sharp and may likely be improved.
In order to underline the interest of the result above, we introduce some definitions from
optimal quantization. For n ≥ 1 and 1 ≤ r < +∞, define the optimal quantization error at rate
n as
δn,r(µ) = inf
ν∈Pn
Wr(µ, ν)
where the infimum runs on the set Pn of probability measures with finite support of cardinal
bounded by n. Under some natural assumptions, the upper bound of (22) is matched by a lower
bound for the quantization error. Theorem 3.1 in [41] states the following : if for every 0 < ζ < 1,
µ((1− ζ)εB) = o(µ(εB)) as ε→ 0,
then
δn,r & ψ−1(log n)
(where an & bn means lim inf an/bn ≥ 1).
In the terminology of quantization, Theorem 1.4 states that the empirical measure is a rate-
optimal quantizer with high probability (under some assumptions on the small ball function).
This is of practical interest, since obtaining the empirical measure is only as difficult as simulating
an instance of the Gaussian vector, and one avoids dealing with computation of appropriate
weights in the approximating discrete measure.
We leave aside the question of determining the sharp asymptotics for the average error
E(W2(Ln, µ)), that is of finding c such that E(W2(Ln, µ)) ∼ cψ−1(log n). Let us underline that
the corresponding question for quantizers is tackled for example in [86].
1.3. The case of Markov chains. We wish to extend the control of the speed of conver-
gence to weakly dependent sequences, such as rapidly-mixing Markov chains. There is a natural
incentive to consider this question : there are cases when one does not know hom to sample from
a given measure pi, but a Markov chain with stationary measure pi is nevertheless available for
simulation. This is the basic set-up of the Markov Chain Monte Carlo framework, and a very
frequent situation, even in finite dimension.
When looking at the proof of Theorem 1.1, it is apparent that the main ingredient missing
in the dependent case is the argument following (35), i.e. that whenever A ⊂ X is measurable,
nLn(A) follows a binomial law with parameters n and µ(A), and this must be remedied in
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some way. It is natural to look for some type of quantitative ergodicity property of the chain,
expressing almost-independence of Xi and Xj in the long range (|i− j| large).
We will consider decay-of-variance inequalities of the following form :
(23) VarpiP
nf ≤ CλnVarpif.
In the reversible case, a bound of the type of (23) is ensured by Poincaré or spectral gap
inequalities. We recall one possible definition in the discrete-time Markov chain setting.
Definition 1.2. Let P be a Markov kernel with reversible measure pi ∈ P(E). We say that
a Poincaré inequality with constant CP > 0 holds if
(24) Varpif ≤ CP
∫
f(I − P 2)fdpi
for all f ∈ L2(pi).
If (24) holds, we have
VarpiP
nf ≤ λnVarpif
with λ = (CP − 1)/CP .
The choice of assumption (23) is fairly standard. More generally, one may assume that we
have a control of the decay of the variance in the following form :
(25) VarpiP
nf ≤ Cλn‖f −
∫
fdpi‖Lp .
As soon as p > 2, these inequalities are weaker than (23). Our proof would be easily adaptable
to this weaker decay-of-variance setting. We do not provide a complete statement of this claim.
For a discussion of the links between Poincaré inequality and other notions of weak depen-
dence (e.g. mixing coefficients), see the recent article [33].
For the next two theorems, we make the following dimension assumption on E : there exists
kE > 0 and α > 0 such that for all X ⊂ E with finite diameter,
(26) N(X, δ) ≤ kE(Diam X/δ)α.
The following theorem is the analogue of Corollary 1.2 under the assumption that the Markov
chain satisfies a decay-of-variance inequality.
Theorem 1.5. Assume that E has finite diameter d > 0 and (26) holds. Let pi ∈ P(E),
and let (Xi)i≥0 be a E-valued Markov chain with initial law ν such that pi is its unique invariant
probability. Assume also that (23) holds for some C > 0 and λ < 1.
Then if 2p < α(1 + 1/r) and Ln denotes the occupation measure 1/n
∑n
i=1 δXi , the following
holds :
Eν [Wp(Ln, pi)] ≤ Ck(1/α(1+1/r))E d
(
C‖ dνdpi‖r
(1− λ)n
)1/[α(1+1/r)]
with C ≤ 64/3( 2pα(1+1/r)−2p)2p/(α(1+1/r)).
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The previous theorem has the drawback of assuming that the state space has finite diame-
ter. This can be circumvented, for example by truncation arguments. Our next theorem is an
extension to the unbounded case under some moment conditions on pi. The statement and the
proof involve more technicalities than Theorem 1.5, so we separate the two in spite of the obvious
similarities.
Theorem 1.6. Assume that (26) holds. Let pi ∈ P(E), and let (Xi)i≥0 be a E-valued Markov
chain with initial law ν such that pi is its unique invariant probability. Assume also that (23)
holds for some C > 0 and λ < 1. Let x0 ∈ E and for all θ ≥ 1, denote Mθ =
∫
d(x0, x)
θdpi. Fix
r and ζ > 1 and assume 2p < α(1 + 1/r).
There exist two numerical constant C1 > 0 and C2 > 0 only depending on p, r, ζ and α such
that whenever
C‖ dνdpi‖r
(1− λ)n ≤ C1M
−α/p
p ,
the following holds :
Eν [Wp(Ln, pi)] ≤ K(ζ)
(
C‖ dνdpi‖r
(1− λ)n
)1/[α(1+1/r)(1+1/ζ)]
where
K(ζ) =C2k
1/(α(1+ζ))
E
(
M−ζ
2/(ζ+1)
p maxM(ζ+2)pM
−1
p ,M(ζ+1)p
)1/p
.
2. Proofs in the independent case
Lemma 2.1. Let X ⊂ E, s > 0 and u, v ∈ N with u < v. Suppose that N(X, 4−vs) < +∞.
For u ≤ j ≤ v, there exist integers
(27) m(j) ≤ N(X, 4−js)
and non-empty subsets Xj,l of X, u ≤ j ≤ v, 1 ≤ l ≤ m(j), such that the sets Xj,l 1 ≤ l ≤
m(j) satisfy
(1) for each j, (Xj,l)1≤l≤m(j) is a partition of X,
(2) Diam Xj,l ≤ 4−j+1s,
(3) for each j > u, for each 1 ≤ l ≤ m(j) there exists 1 ≤ l′ ≤ m(j − 1) such that
Xj,l ⊂ Xj−1,l′ .
In other words, the sets Xj,l form a sequence of partitions of X that get coarser as j decreases
(tiles at the scale j − 1 are unions of tiles at the scale j).
Proof. We begin by picking a set of balls Bj,l = B(xj,l, 4−js) ∩ X with u ≤ j ≤ v and
1 ≤ l ≤ N(X, 4−js), such that for all j,
X ⊂
N(X,4−js)⋃
l=1
Bj,l.
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Define Xv,1 = Bv,1, and successively set Xv,l = Bv,l \ Xv,l−1. Discard the possible empty
sets and relabel the existing sets accordingly. We have obtained the finest partition, obviously
satisfying conditions (1)-(2).
Assume now that the sets Xj,l have been built for k+ 1 ≤ j ≤ v. Set Xk,1 to be the reunion
of all Xk+1,l′ such that Xk+1,l′ ∩ Bk,1 6= ∅. Likewise, define by induction on l the set Xk,l as
the reunion of all Xk+1,l′ such that Xk+1,l′ ∩ Bk,l 6= ∅ and Xk+1,l′ * Xk,p for 1 ≤ p < l. Again,
discard the possible empty sets and relabel the remaining tiles. It is readily checked that the sets
obtained satisfy assumptions (1) and (3). We check assumption (2) : let xk,l denote the center
of Bk,l and let y ∈ Xk+1,l′ ⊂ Xk,l. We have
d(xk,l, y) ≤ 4−ks+ Diam Xk+1,l′ ≤ 2× 4−ks,
thus Diam Xk,l ≤ 4−k+1s as desired.

Consider as above a subset X of E with finite diameter d, and assume that N(X, 4−kd) <
+∞. Pick a sequence of partitions (Xj,l)1≤l≤m(j) for 1 ≤ j ≤ k, as per Lemma 2.1. For each (j, l)
choose a point xj,l ∈ Xj,l. Define the set of points of level j as the set L(j) = {xj,l}1≤l≤m(j). Say
that xj′,l′ is an ancestor of xj,l if Xj,l ⊂ Xj′,l′ : we will denote this relation by (j′, l′)→ (j, l).
The next two lemmas study the cost of transporting a finite measure mk to another measure
nk when these measures have support in L(k). The underlying idea is that we consider the finite
metric space formed by the points xj,l, 1 ≤ j ≤ k, as a metric tree, where points are connected to
their ancestor at the previous level, and we consider the problem of transportation between two
masses at the leaves of the tree. The transportation algorithm we consider consists in allocating
as much mass as possible at each point, then moving the remaining mass up one level in the tree,
and iterating the procedure.
A technical warning : please note that the transportation cost is usually defined between
two probability measures ; however there is no difficulty in extending its definition to the trans-
portation between two finite measures of equal total mass, and we will freely use this fact in the
sequel.
Lemma 2.2. Let mj, nj be measures with support in Lj. Define the measures m˜j−1 and n˜j−1
on Lj−1 by setting
m˜j−1(xj−1,l′) =
∑
(j−1,l′)→(j,l)
(mj(xj,l)− nj(xj,l)) ∧ 0,(28)
n˜j−1(xj−1,l′) =
∑
(j−1,l′)→(j,l)
(nj(xj,l)−mj(xj,l)) ∧ 0.(29)
The measures ˜mj−1 and ˜nj−1 have same mass, so the transportation cost between them may
be defined. Moreover, if d = Diam X, the following bound holds :
(30) Wp(mj , nj) ≤ 2× 4−j+2d‖mj − nj‖1/pTV +Wp(m˜j−1, n˜j−1).
Proof. Set mj ∧ nj(xj,l) = mj(xj,l) ∧ nj(xj,l). By the triangle inequality,
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Wp(m,n) ≤Wp(mj ,mj ∧ nj) + m˜j−1 +Wp(mj ∧ nj + m˜j−1,mj ∧ nj + n˜j−1)
+Wp(mj ∧ nj + n˜j−1, nj).
We bound the term on the left. Introduce the transport plan pim defined by
pim(xj,l, xj,l) = mj ∧ nj(xj,l),
pim(xj,l, xj−1,l′) = (mj(xj,l)− nj(xj,l))+ when (j − 1, l′)→ (j, l).
The reader can check that pim ∈ P(mj ,mj ∧ nj + m˜j−1). Moreover,
Wp(mj , ˜mj−1) ≤
(∫
dp(x, y)pim(dx, dy)
)1/p
≤ 4−j+2d
m(j)∑
l=1
(mj(xj,l)− nj(xj,l))+
1/p .
Likewise,
Wp(nj ,mj ∧ nj + ˜nj−1) ≤ 4−j+2d
m(j)∑
l=1
(nj(xj,l)−mj(xj,l))+
1/p .
As for the term in the middle, it is bounded by Wp(m˜j−1, n˜j−1). Putting this together and
using the inequality x+ y ≤ 21−1/p(xp + yp)1/p we get
Wp(mj , nj) ≤ 21−1/p4−j+2d
m(j)∑
l=1
|mj(xj,l)− nj(xj,l)|
1/p +Wp(m˜j−1, n˜j−1).

Lemma 2.3. Let mj, nj be measures with support in Lj. Define for 1 ≤ j′ < j the measures
m′j, n
′
j with support in L
′
j by
(31) mj′(xj′,l′) =
∑
(j′,l′)→(j,l)
mj(xj,l), nj′(xj′,l′) =
∑
(j′,l′)→(j,l)
nj(xj,l).
The following bound holds :
(32) Wp(mj , nj) ≤
j∑
j′=1
2× 4−j′+2d‖m′j − n′j‖1/pTV
Proof. We proceed by induction on j. For j = 1, the result is obtained by using the simple
bound Wp(m1, n1) ≤ d‖m1 − n1‖1/pTV.
Suppose that (32) holds for measures with support in Lj−1. By lemma 2.2, we have
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Wp(mj , nj) ≤ 2× 4−j+2d‖mj − nj‖1/pTV +Wp(m˜j−1, n˜j−1)
where m˜j−1 and n˜j−1 are defined by (28) and (29) respectively. For 1 ≤ i < j − 1, define
following (31)
m˜i(xi,l′) =
∑
(i,l′)→(j−1,l)
m˜j−1(xj−1,l), n˜i(xi,l′) =
∑
(i,l′)→(j−1,l)
n˜j−1(xj−1,l).
We have
Wp(mj , nj) ≤ 2× 4−j+2d‖mj − nj‖1/pTV +
j−1∑
j′=1
2× 4−j′+2d‖m˜i − n˜i‖1/pTV .
To conclude, it suffices to check that for 1 ≤ i ≤ j − 1, ‖m˜i − n˜i‖TV = ‖mi − ni‖TV .

Proof of Theorem 1.1. We pick some positive integer k whose value will be determined
at a later point. Introduce the sequence of partitions (Xj,l)1≤l≤m(j) for 0 ≤ j ≤ k as in the
lemmas above, as well as the points xj,l. Define µk as the measure with support in L(k) such
that µk(xk,l) = µ(Xk,l) for 1 ≤ l ≤ m(k). The diameter of the sets Xk,l is bounded by 4−k+1d,
therefore Wp(µ, µk) ≤ 4−k+1d.
Let Lkn denote the empirical measure associated to µk.
For 0 ≤ j ≤ k − 1, define as in Lemma 2.3 the measures µj and Ljn with support in L(j) by
µj(xj,l′) =
∑
(j,l′)→(k,l)
µk(xk,l)(33)
Ljn(xj,l′) =
∑
(j,l′)→(k,l)
Lkn(xk,l).(34)
It is simple to check that µj(xj,l) = µ(Xj,l), and that L
j
n is the empirical measure associated
with µj . Applying (32), we get
(35) Wp(µk, L
k
n) ≤
k∑
j=1
2× 4−j+2d‖µj − Ljn‖1/pTV .
Observe that nLjn(xj,l) is a binomial law with parameters n and µ(Xj,l). The expectation of
‖µj − Ljn‖TV is bounded as follows :
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E(‖µi − Lin‖TV ) = 1/2
m(j)∑
l=1
E(|(Ljn − µj)(xj,l)|)
≤ 1/2
m(j)∑
l=1
√
E(|(Ljn − µj)(xj,l)|2)
= 1/2
m(j)∑
l=1
√
µ(Xj,l)(1− µ(Xj,l))
n
≤ 1/2
√
m(j)
n
.
In the last inequality, we use Cauchy-Schwarz's inequality and the fact that (Xj,l)1≤l≤m(j) is
a partition of X. Putting this back in (35), we get
E(Wp(µk, Lkn)) ≤ n−1/2p
k∑
j=1
21−1/p4(−j+2)dm(i)1/2p
≤ 25−1/pn−1/2p
k∑
j=1
4−jdN(X, 4−jd)1/2p
≤ 26−1/p/3n−1/2p
∫ d/4
4−(k+1)d
N(X, δ)1/2pdδ.
In the last line, we use a standard sum-integral comparison argument.
By the triangle inequality, we have
Wp(µ,Ln) ≤Wp(µ, µk) +Wp(µk, Lkn) +Wp(Lkn, Ln).
We claim that E(Wp(Lkn, Ln)) ≤Wp(µ, µk). Indeed, choose n i.i.d. couples (Xi, Xki ) such that
Xi ∼ µ, Xki ∼ µk, and the joint law of (Xi, Xki ) achieves an optimal coupling, i.e. E|Xi−Xki |p =
W pp (µ, µk). Observe that existence of this optimal coupling is guaranteed e.g. by Theorem 4.1
in [120]. We have the identities in law
Ln ∼ 1
n
n∑
i=1
δXi , L
k
n ∼
1
n
n∑
i=1
δXki
.
Choose the transport plan that sends Xi to Xki : this gives the upper bound
W pp (Ln, L
k
n) ≤ 1/n
n∑
i=1
|Xi −Xki |p
and passing to expectation proves our claim.
Thus, E(Wp(µ,Ln)) ≤ 2Wp(µ, µk) + E(Wp(µk, Lkn)). Choose now k as the largest integer
such that 4−(k+1)d ≥ t. This imposes 4−k+1d ≤ 16t, and this finishes the proof.

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Proof of Corollary 1.2. The proof simply consists in plugging the bound 18 on covering
numbers in the estimate of Theorem 1.1, and optimizing in the choice of t > 0. 
Proof of Corollary 1.3. We remind the reader of the following assumption : for X ⊂ E
with diameter bounded by d,
(36) N(X, δ) ≤ kE(d/δ)α.
In the following lines, we will make use of the elementary inequalities
(37) (x+ y)p ≤ 2p−1(xp + yp) ≤ 2p−1(x+ y)p.
Step 1.
Pick increasing sequence of numbers di > 0 to be set later on, and some point x0 ∈ E. Define
C1 = B(x0, d1), and Ci = B(x0, di) \B(x0, di−1) for i ≥ 2.
The idea is as follows : we decompose the state space E into a union of rings, and deal
separately with C1 on the one hand, using the case of Corollary 1.2 as guideline, and with the
union of the Ci, i ≥ 2 on the other hand, where we use more brutal bounds.
We define partial occupation measures
Lin = 1/n
n∑
j=1
δXj1Xj∈Ci
and their masses mi = Lin(E). We have the inequality
(38) W pp (Ln, pi) ≤
∑
i≥1
miW
p
p (1/miL
i
n, pi).
On the other hand,
Wp(1/miL
i
n, pi) ≤ (
∫
d(x0, x)
pdpi)1/p + (
∫
d(x0, x)
pd(1/miL
i
n))
1/p
≤M1/pp + di,
so that W pp (1/miLin, pi) ≤ 2p−1 (Mp + dpi ) using (37). Also, using (38) and (37) yields
Wp(Ln, pi) ≤ m1/p1 Wp(1/m1L1n, pi) + 21−1/p
∑
i≥2
mi [Mp + d
p
i ]
1/p .
Pass to expectations to get
(39) E[Wp(Ln, pi)] ≤ E
[
m
1/p
1 Wp(1/m1L
1
n, pi)
]
+ 21−1/p
∑
i≥2
pi(Ci) [Mp + d
p
i ]
1/p
We bound separately the left and right term in the right-hand side of (39), starting with the
right one.
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Step 2.
Choose some q > p and use Chebyshev's inequality to bound the sum on the right by
(40)
∑
i≥2
Mq
dqi−1
[Mp + d
p
i ]
Take di = ρiM
1/p
p , (40) becomes
MqM
1−q/p
p ρ
q
∑
i≥2
[ρ−qi + ρ(p−q)i]
=MqM
1−q/p
p
[
ρ−q
1− ρ−q +
ρ2p−q
1− ρp−q
]
.
Assume for example that ρ ≥ 2 : this implies∑
i≥2
pi(Ci) [Mp + d
p
i ] ≤ 4MqM1−q/pp ρ2p−q.
For later use, we set ζ = q/p− 2 and the above yields
(41) 21−1/p
∑
i≥2
pi(Ci) [Mp + d
p
i ]
1/p ≤ 4M1/p(ζ+2)pM−(1+ζ)/pp ρ−ζ .
Step 3.
We now turn our attention to the term on the left in (39). Let
pi|C1 = 1C1pi/pi(C1)
denote the conditioning of pi to C1. By the triangle inequality,
Wp(1/m1L
1
n, pi) ≤Wp(1/m1L1n, pi|C1) +Wp(pi|C1 , pi).
We bound the two terms on the right-hand side. The second one is taken care of by Lemma
2.4 :
Wp(pi, pi|C1) ≤M1/p(ζ+1)pM−ζ/pp ρ−p.
To bound the first one, we apply (32) once again to obtain
Wp(1/m1L
1
n, pi|C1) . 4−kd1 +
k∑
j=1
4−j
m(j)∑
l=1
|((1/m1)Ln − 1/pi(C1)pi)(Xj,l)|
1/p
Multiply by m1/p1 and pass to expectations :
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E
[
m
1/p
1 Wp(m
−1
1 L
1
n, pi)
]
.
k∑
j=1
4−j
m(j)∑
l=1
E|(Ln −m1/pi(C1)pi)(Xj,l)|
1/p
+ 4−kd1E(m
1/p
1 ).
First, notice that 0 ≤ m1 ≤ 1 a.s. so that E(m1/p1 ) ≤ 1. Next, write
m(j)∑
l=1
E|(Ln − m1
pi(C1)
pi)(Xj,l)| ≤
m(j)∑
l=1
E
(
|(Ln − pi)(Xj,l)|+ |( m1
pi(C1)
pi − pi)(Xj , l)|
)
≤
m(j)∑
l=1
E|(Ln − pi)(Xj,l)|+ E(|m1 − pi(C1)|)
≤
m(j)∑
l=1
E|(Ln − pi)(Xj,l)|+ E|(Ln − pi)(C1)|.
These two terms are controlled as in the proof of Theorem 1.1, using a binomial argument :
we have
m(j)∑
l=1
E|(Ln − pi)(Xj,l)| ≤
√
m(j)
n
and
E|(Ln − pi)(C1)| ≤ 1√
n
.
We skip over details here as they are similar to those in previous proofs. Choosing an
appropriate value for k and using the estimates above allows us to recover the following :
E
[
m
1/p
1 Wp(1/m1L
1
n, pi)
]
.
(
1
n
)1/2p ∫ d1/4
t
N(C1, δ)
1/2pdδ(42)
+M
1/p
(ζ+1)pM
−ζ/p
p ρ
−ζ + t.
Step 4.
Use (41) and (42), along with assumption (36) : this yields
E(Wp(Ln, pi)) . K(ζ)
(
ρ−ζ + t+Anρα/2pt1−α/2p
)
where
An = k
1/2p
E
1
α/2p− 1M
α/(2p2)
p n
−1/2p
and
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K(ζ) = M
1/p
(ζ+2)pM
−(1+ζ)/p
p ∨M1/p(ζ+1)pM−ζ/pp .
The remaining step is optimization in t and ρ. We obtain the following result : there exists
a constant C(p, ζ) depending only on the values of p, ζ, such that
E(Wp(Ln, pi)) ≤ C(p, ζ)K(ζ)A2p/(α(1+1/ζ))n .
There is a caveat : we have used the condition ρ ≥ 2 at some point, and with this restriction
the optimization above is valid only when An ≤ C ′, where the constant C ′ only depends on the
values of p, ζ, α.

Lemma 2.4. Let B = B(x0, R) and let pi|B = 1Bpi/pi(B). The following bound holds :
Wp(pi, pi|B) ≤ 2M1/p(ζ+1)pR−ζ .
Proof. Choose X ∼ pi, Y ′ ∼ pi|B independent, and set
Y = 1X∈BX + 1X/∈BY ′.
As Y ∼ pi|B, we have Wp(pi, pi|B) ≤ (E|d(X,Y )|p)1/p, and for 1/r + 1/s = 1,
Wp(pi, pi|B) ≤ (E|d(X,Y )1X/∈B|p)1/p ≤ 21/p (E|d(x0, X)1X/∈B|p)1/p
≤ 2(Ed(x0, X)pr)1/prµ(Bc)1/ps
≤ 2M1/prpr M1/psζps R−ζ .
In the first line we have used the triangle inequality and the fact that a.s. d(x0, Y ) ≤ d(x0, X).
Choose s = (ζ + 1)/ζ to conclude.

3. Empirical measures in Gaussian Banach spaces
Proof of Theorem 1.4. We begin by noticing that statement (22) is a simple consequence
of statement (21) and the tensorization of the transportation inequality T2 (see Appendices 1
and 2) : we have by Corollary 1.1
P(W2(Ln, µ) ≥ E(W2(Ln, µ)) + t) ≤ e−nt2/(2σ2),
and it suffices to choose t = λψ−1(log n) to conclude. We now turn to the other claims.
Denote by K the unit ball of the Cameron-Martin space associated to E and µ, and by B
the unit ball of E. According to the Gaussian isoperimetric inequality (see [80]), for all λ > 0
and ε > 0,
µ(λK + εB) ≥ Φ (λ+ Φ−1(µ(εB)))
where Φ(t) =
∫ t
−∞ e
−u2/2du/
√
2pi is the Gaussian c.d.f..
Choose λ > 0 and ε > 0, and set X = λK + εB. Note
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µ′ =
1
µ(X)
1Xµ
the restriction of µ to the enlarged ball.
The diameter of X is bounded by 2(σλ + ε). The W2 distance between Ln and µ is thus
bounded as follows :
(43) W2(Ln, µ) ≤ 2W2(µ, µ′) + ct+ cn−1/4
∫ (σλ+ε)/2
t
N(X, δ)1/4dδ
Set
I1 = W2(µ, µ
′)(44)
I2 = t(45)
I3 = n
−1/4
∫ (σλ+ε)/2
t
N(X, δ)1/4dδ.(46)
To begin with, set ε = t/2.
Controlling I1. We use transportation inequalities and the Gaussian isoperimetric inequality.
By Lemma 2.1, µ satisfies a T2(2σ2) inequality, so that we have
W2(µ, µ
′) ≤
√
2σ2H(µ′|µ) =
√
−2σ2 logµ(λK + εB)
≤
√
−2σ2 log Φ(λ+ Φ−1(µ(εB)))
=
√
2σ
√
− log Φ(λ+ Φ−1(e−ψ(t/2))).
Introduce the tail function of the Gaussian distribution
Υ(x) =
√
2pi
−1
∫ +∞
x
e−y
2/2dy.
We will use the fact that Φ−1 + Υ−1 = 0, which comes from symmetry of the Gaussian
distribution. We will also use the bound Υ(t) ≤ e−t2/2/2, t ≥ 0 and its consequence
Υ−1(u) ≤
√
−2 log u, 0 < u ≤ 1/2.
We have
Φ−1(e−ψ(t/2)) = −Υ−1(e−ψ(t/2)) ≥ −
√
2ψ(t/2)
as soon as ψ(t/2) ≥ log 2. The elementary bound log 11−x ≤ 2x for x ≤ 1/2 yields
√
−2 log Φ(u) =
√
2
(
log
1
1−Υ(u)
)1/2
≤
√
2e−u
2/4
whenever u ≥ Υ−1(1/2) = 0. Putting this together, we have
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(47) I1 ≤
√
2σe−(λ−
√
2ψ(t/2))2/4.
whenever
(48) ψ(t/2) ≥ log 2 and λ−
√
2ψ(t/2) ≥ 0.
Controlling I3. The term I3 is bounded by 1/2n−1/4(σλ + t/2)N(X, t)1/4 (just bound the
function inside by its value at t, which is minimal). Denote k = N(λK, t−ε) the covering number
of λK (w.r.t. the norm of E). Let x1, . . . , xk ∈ K be such that union of the balls B(xi, t − ε)
contains λK. From the triangle inequality we get the inclusion
λK + εB ⊂
k⋃
i=1
B(xi, t).
Therefore, N(X, t) ≤ N(λK, t− ε) = N(λK, t/2).
We now use the well-known link between N(λK, t/2) and the small ball function. Lemma 1
in [79] gives the bound
N(λK, t/2) ≤ eλ2/2+ψ(t/4) ≤ eλ2/2+κψ(t/2).
so that
(49) I3 ≤ 1
2
(σλ+ t/2)e
λ2
8
+κ
4
ψ(t/2)− 1
4
logn.
Remark that we have used the doubling condition on ψ, so that we require
(50) t/4 ≤ t0.
Final step. Set now t = 2ψ−1(a log n) and λ = 2
√
2a log n, with a > 0 yet undetermined.
Using (47) and (49), we see that there exists a universal constant c such that
E(W2(Ln, µ)) ≤c
[
ψ−1(a log n) + σe−(a/2) logn
+(σ
√
a log n+ ψ−1(a log n))e[a(1+κ/4)−1/4] logn
]
.
Choose a = 1/(6 + κ) and assume log n ≥ (6 + κ)(log 2 ∨ ψ(1) ∨ ψ(t0/2)). This guarantees
that the technical conditions (48) and (50) are enforced, and that ψ−1(a log n) ≤ 1. Summing
up, we get :
E(W2(Ln, µ)) ≤ c
[
ψ−1(
1
6 + κ
log n) + (1 + σ
√
1
6 + κ
log n)n−1/(12+2κ)
]
.
Impose log n ≥ (6 + κ)/σ2 : this ensures σ
√
1
6+κ log n ≥ 1. And finally, there exists some
c > 0 such that for all x ≥ 1, √log xx−1/4 ≤ c : this implies
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√
1
6 + κ
log nn−1/(24+4κ) ≤ c.
This gives
(1 + σ
√
1
6 + κ
log n)n−1/(12+2κ) ≤ cσn−1/[4(6+κ)]
and the proof is finished.

4. Proofs in the dependent case
We consider hereafter a Markov chain (Xn)n∈N defined by X0 ∼ ν and the transition kernel
P . Let us denote by
Ln =
n∑
i=1
δXi
its occupation measure.
Proposition 4.1. Suppose that the Markov chain satisfies (23) for some C > 0 and λ < 1.
Then the following holds :
(51) Eν(Wp(Ln, pi)) ≤ c
(
t+
(
C
(1− λ)n‖
dν
dpi
‖r
)1/2p ∫ d/4
t
N(X, t)1/2p(1+1/r)dt
)
.
Proof. An application of (32) as in (35) yields
(52) E(Wp(Ln, pi)) ≤ 2× 4−k+1d+
k∑
j=1
2× 4−j+2d
m(j)∑
l=1
E|(Ln − pi)(Xj,l)|
1/p .
Let A be a measurable subset of X, and set fA(x) = 1A(x)− pi(A). We have
E|(Ln − pi)(A)| = 1/nEν |
n∑
i=1
fA(Xi)|
≤ 1/n
√√√√ n∑
i=1
n∑
j=1
Eν [fA(Xi)fA(Xj)].
Let p˜, q˜, r ≥ 1 be such that 1/p˜ + 1/q˜ + 1/r = 1, and let s be defined by 1/s = 1/p˜ + 1/q˜.
Now, using Hölder's inequality with r and s,
Eν [fA(Xi)fA(Xj)] ≤ ‖dν
dpi
‖r(Epi|fA(Xi)fA(Xj)|s)1/s.
Use the Markov property and the fact that f 7→ Pf is a contraction in Ls to get
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Eν [fA(Xi)fA(Xj)] ≤ ‖dν
dpi
‖r‖fAP j−ifA‖s.
Finally, use Hölder's inequality with p˜, q˜ : we get
(53) Eν [fA(Xi)fA(Xj)] ≤ ‖dν
dpi
‖r‖P j−ifA‖p˜‖fA‖q˜.
Set p˜ = 2 and note that for 1 ≤ t ≤ +∞, we have ‖fA‖t ≤ 2pi(A)1/t. Use (23) applied to the
centered function fA to get
Eν [fA(Xi)fA(Xj)] ≤ 4Cλj−i‖dν
dpi
‖rpi(A)1−1/r,
and as a consequence,
(54) E|(Ln − pi)(A)| ≤ 1√
n
2
√
2C√
1− λ‖
dν
dpi
‖1/2r pi(A)1/2−1/2r.
Come back to (52) : we have
E(Wp(Ln, pi)) ≤ 4−k+1d+ 32( 2
√
2C√
1− λ)
1/p‖dν
dpi
‖1/2pr n−1/2p
×
k∑
j=1
4−jd
m(j)∑
l=1
pi(Xj,l)
1/2−1/2r
1/p
≤ 4−k+1d+ c
(
C
(1− λ)n‖
dν
dpi
‖r
)1/2p k∑
j=1
4−jdm(j)1/2p(1+1/r)
≤ c
(
t+
(
C
(1− λ)n‖
dν
dpi
‖r
)1/2p ∫ d/4
t
N(X, t)1/2p(1+1/r)dt
)
.

Proof of Theorem 1.5. Use (51) and (26) to get
EWp(Ln, µ) ≤ c
[
t+At−α/2p(1+1/r)+1
]
where
A =
2p
α(1 + 1/r)
(C/(1− λ))1/2p‖dν
dpi
‖1/2pr n−1/2pdα/2p(1+1/r).
Optimizing in t finishes the proof.

We now move to the proof in the unbounded case.
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Proof of Theorem 1.6. The proof is basically identical to that of Corollary 1.3 : one only
needs to use (54) when appropriate instead of the binomial argument. This can be carried out
in a straightforward manner and we omit the lengthy proof.

CHAPITRE 4
Simple bounds for the convergence of empirical and occupation
measures in 1-Wasserstein distance
In this chapter, we study the problem of non-asymptotic deviations between a reference measure
µ and its empirical version Ln, in the 1-Wasserstein metric, under the standing assumption
that µ satisfies a transport-entropy inequality. We extend some results of F. Bolley, A. Guillin
and C. Villani [22] with simple proofs. Our methods are based on concentration inequalities and
extend to the general setting of measures on a Polish space. Deviation bounds for the occupation
measure of a contracting Markov chain in W1 distance are also given.
Throughout the text, several examples are worked out, including the cases of Gaussian mea-
sures on separable Banach spaces, and laws of diffusion processes.
1. Introduction
1.1. Generalities. In the whole paper, (E, d) will denote a Polish space with metric d,
equipped with its Borel σ-field and P(E) will denote the set of probability measures over E.
Consider µ ∈ P(E) and a sequence of i.i.d. variables Xi, 1 ≤ i ≤ n, with common law µ. Let
(55) Ln =
1
n
n∑
i=1
δXi
denote the empirical measure associated with the i.i.d. sample (Xi)1≤i≤n, then with proba-
bility 1, Ln ⇀ µ as n→ +∞ (here the arrow denotes narrow convergence, or convergence against
all bounded continuous functions over E). This theorem is known as the empirical law of large
number or Glivenko-Cantelli theorem and is due in this form to Varadarajan [118]. Quantifying
the speed of convergence for an appropriate notion of distance between probability measures is
an old problem, with notable importance in statistics. For many examples, we refer to the book
of Van der Vaart and Wellner [117] and the Saint-Flour course of P.Massart [90].
Our aim here is to study non-asymptotic deviations in 1-Wasserstein distance. This is a
problem of interest in the fields of statistics and numerical probability. More specifically, we
provide bounds for the quantity P(W1(Ln, µ) ≥ t) for t > 0, i.e. we quantify the speed of
convergence of the variable W1(Ln, µ) to 0 in probability.
This paper seeks to complement the work of F.Bolley, A.Guillin and C.Villani in [22] where
such estimates are obtained for measures supported in Rd. We sum up (part of) their result
here. Suppose that µ is a probability measure on Rd for 1 ≤ p ≤ 2 that satisfies a Tp(C)
transportation-entropy inequality, that is
Wp(ν, µ) ≤
√
CH(ν|µ) for all ν ∈ Pp(Rd)
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(see below for definitions). They obtain a non-asymptotic Gaussian deviation estimate for
the p−Wasserstein distance between the empirical and true measures :
P(Wp(Ln, µ) ≥ t) ≤ C(t) exp(−Knt2).
This is an effective result : the constants K and C(t) may be explicitely computed from the
value of some square-exponential moment of µ and the constant C appearing in the transportation
inequality.
The strategy used in [22] relies on a non-asymptotic version of (the upper bound in) Sanov's
theorem. Roughly speaking, Sanov's theorem states that the proper rate function for the devi-
ations of empirical measures is the entropy functional, or in other words that for 'good' subsets
A ∈ P(E),
P(Ln ∈ A)  e−nH(A|µ)
where H(A|µ) = infν∈AH(ν|µ) (see [39] for a full statement of the theorem).
In a companion work [20], we derive sharper bounds for this problem, using a construction
originally due to R.M. Dudley [47]. The interested reader may refer to [20] for a summary of
existing results. Here, our purpose is to show that in the case p = 1, the results of [22] can
be recovered with simple arguments of measure concentration, and to give various extensions of
interest.
• We would like to consider spaces more general than Rd.
• We would like to encompass a wide class of measures in a synthetic treatment. In order
to do so we will consider more general transportation inequalities, see below.
• Another interesting feature is to extend the result to dependent sequences such as
the occupation measure of a Markov chain. This is a particularly desirable feature in
applications : one may wish to approximate a distribution that is unknown, or from
which it is practically impossible to sample uniformly, but that is known to be the
invariant measure of a simulable Markov chain.
In Section 2, we give our main results, as well as explicit estimates in several relevant cases.
Section 3 is devoted to the proof of the main result. Section 4 is devoted to the proof of Theorem
2.4. In Section 5 we show how our strategy of proof can extend to the dependent case.
2. Results and applications
2.1. General bounds in the independent case. Let us first introduce some notation :
if K ⊂ E is compact and x0 ∈ K, we define the set FK of 1-Lipschitz functions over K vanishing
at x0, which is is also compact w.r.t. the uniform distance (as a consequence of the Ascoli-Arzela
theorem). We will also need the following definition :
Definition 2.1. Let (A, d) be a totally bounded metric space. For every δ > 0, define the
covering number N (A, δ) of order δ for A as the minimal number of balls of radius δ needed to
cover A.
We state our first result in a fairly general fashion.
Theorem 2.1. Suppose that µ ∈ P(E) satisfies a α(Td) inequality. Let a > 0 be such that
Ea,1 =
∫
ead(x0,x)µ(dx) ≤ 2. Choose a compact K ⊂ E such that
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µ(Kc) ≤
[
32
at
log
32
at
− 32
at
+ 1
]−1
.
Denote
(56) Ct = N (FK , t/8).
We have
(57) P(W1(Ln, µ) ≥ t) ≤ exp−nα [t/2− Γ(Ct, n)]
where Γ(Ct, n) = infλ>0 1/λ[log Ct + nα~(λ/n)], and with the convention that α(x) = 0 for
x < 0.
Remark. With a mild change in the proof, one may replace in (57) the term t/2 by ct for
any c < 1, with the trade-off of choosing a larger compact set, and thus a larger value of Ct. For
the sake of readability we do not make further mention of this.
The result in its general form is abtruse, but it yields interesting results as soon as one knows
more about α. Let us give a few examples.
Corollary 2.2. If µ satisfies T1(C), we have
P(W1(Ln, µ) ≥ t) ≤ Ct exp− 1
8C
nt2.
Corollary 2.3. Suppose that µ verifies the modified transport inequality
W1(ν, µ) ≤ C
(
H(ν|µ) +
√
H(ν|µ)
)
(as observed in section 2.5, this is equivalent to the finiteness of an exponential moment for
µ). Then, for t ≤ C/2,
P(W1(Ln, µ) ≥ t) ≤ A(n, t) exp−(
√
2− 1)2
2C2
nt2
where
A(n, t) = exp
[
4(
√
2− 1)2n(
√
1 +
n
log Ct − 1)
−2
]
(observe that A(n, t)→ Ct when n→ +∞).
Proof of Corollary 2.2. In this case, we have α(t) = 1C t
2, and so
Γ(Ct, n) =
√
C log Ct
n
,
so that we get
P(W1(Ln, µ) ≥ t) ≤ exp− n
C
(
t
2
−
√
C log Ct
n
)2
and conclude with the elementary inequality (a− b)2 ≥ 12a2 − b2.
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
Proof of Corollary 2.3. Here, α(x) = 14(
√
1 + 4xC − 1)2, and one can get the bound
Γ(Ct, N) ≤ C√
1 + Nlog Ct − 1
.
By concavity of the square root function, for u ≤ 1, we have √1 + u− 1 ≥ (√2− 1)u. Thus,
for t ≤ C2 , we have
α(
t
2
− Γ(Ct, N)) ≥ (
√
2− 1)2
4
(
2
C
t− 4√
1 + Nlog Ct − 1
)2
≥ (
√
2− 1)2
2C2
t2 − 4(
√
2− 1)2(
√
1 +
N
log Ct − 1)
−2
(in the last line we have used again the inequality (a− b)2 ≥ a22 − b2). This in turn gives the
announced result.

Our technique of proof, though related to the one in [22], is based on different arguments :
we make use of the tensorization properties of transportation inequalities as well as the estimates
(15) in the spirit of Bobkov-Götze, instead of a Sanov-type bound. The notion that is key here is
the phenomenon of concentration of measure (see e.g. [81]) : its relevance in statistics was put
forth very explicitely in [90]. We may sum up our approach as follows : first, we rely on existing
tensorization results to obtain concentration of W1(Ln, µ) around its mean E[W1(Ln, µ)], and in
a second time we estimate the decay of the mean as n→ +∞. Despite technical difficulties, the
arguments are mostly elementary.
The next theorem is a variation on Corollary 2.2. Its proof is based on different arguments,
and it is postponed to Section 4. We will use this theorem to obtain bounds for Gaussian
measures in Theorem 2.4.
Theorem 2.4. Let µ ∈ P(E) satisfy a T1(C) inequality. Then :
P(W1(µ,Ln) ≥ t) ≤ Kte−nt2/8C
where
Kt = exp
[
1
C
inf
ν
Card (Supp ν)(Diam Supp ν)2
]
and ν runs over all probability measures with finite support such that W1(µ, ν) ≤ t/4.
Remark. As earlier, we could improve the factor 1/8C in the statement above to any
constant c < 1/C, with the trade-off of a larger constant Kt.
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2.2. Comments. We give some comments on the pertinence of the results above. First of
all, we argue that the asymptotic order of magnitude of our estimates is the correct one. The
term asymptotic here means that we consider the regime n → +∞, and the relevant tool in
this setting is Sanov's large deviation principle for empirical measures. A technical point needs
to be stressed : there are several variations of Sanov's theorem, and the most common ones (see
e.g. [39]) deal with the weak topology on probability measures. What we require is a version
of the principle that holds for the stronger topology induced by the 1-Wasserstein metric, which
leads to slightly more stringent assumptions on the measure than in Theorem 2.1. With this in
mind, we quote the following result from Wang [122] :
Proposition 2.5. Suppose that µ ∈ P(E) satisfies ∫ ead(x,x0)µ(dx) < +∞ for all a > 0 and
some x0 ∈ E, and a α(Td) inequality. Then :
• for all A ⊂ P(E) closed for the W1 topology,
lim sup
n→+∞
1
n
logµ(A) ≤ − inf
ν∈A
H(ν|µ)
• for all B ⊂ P(E) open w.r.t. the W1 topology,
lim inf
n→+∞
1
n
logµ(B) ≥ − inf
ν∈B
H(ν|µ).
Consider the closed set A = {ν ∈ P(E), W1(µ, ν) ≥ t}, then we have according to the above
lim sup
n→+∞
1
n
logP(W1(Ln, µ) ≥ t) ≤ −α(t).
With Theorem 2.1 (and the remark following it), we obtain the bound
lim sup
n→+∞
1
n
logP(W1(Ln, µ) ≥ t) ≤ −α(ct)
for all c < 1, and since α is left-continuous, we indeed obtain the same asymptotic bound as
from Sanov's theorem.
Let us come back to the non-asymptotic regime. When we assume for example a T1 inequal-
ity, we get a bound in the form P(W1(Ln, µ) ≥ t) ≤ C(t)e−Cnt2 involving the large constant C(t).
By the Kantorovich-Rubinstein dual formulation of W1, this amounts to simultaneous deviation
inequalities for all 1-Lipschitz observables. We recall briefly the well-known fact that it is fairly
easy to obtain a deviation inequality for one Lipschitz observable without a constant depending
on the deviation scale t. Indeed, consider a 1-Lipschitz function f and a sequence Xi of i.i.d.
variables with law µ. By Chebyshev's bound, for θ > 0,
P(
1
n
∑
f(Xi)−
∫
fµ ≥ ε) ≤ exp−n[θε− log(
∫
eθf(x)µ(dx)e−θ
∫
fµ)]
According to Bobkov-Götze's dual characterization of T1, the term inside the log is bounded
above by eCθ
2
, for some positive C, whence P( 1n
∑
f(Xi) −
∫
fµ ≥ ε) ≤ exp−n[θε − Cθ2].
Finally, take θ = 12C ε to get
P(
1
n
∑
f(Xi)−
∫
fµ ≥ ε) ≤ e−Cnt2/2.
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Thus, we may see the multiplicative constant that we obtain as a trade-off for the obtention
of uniform deviation estimates on all Lipschitz observables.
2.3. Examples of application. For practical purposes, it is important to give the order of
magnitude of the multiplicative constant Ct depending on t. We address this question on several
important examples in this paragraph.
2.3.1. The Rd case.
Example 2.1. Denote θ(x) = 32x log [2 (32x log 32x− 32x+ 1)]. In the case E = Rd, the
numerical constant Ct appearing in Theorem 2.1 satisfies :
(58) Ct ≤ 2
(
1 + θ(
1
at
)
)
2
Cdθ(
1
at
)d
where Cd only depends on d. In particular, for all t ≤ 12a , there exist numerical constants C1
and C2 such that
Ct ≤ C1(1 + 1
at
log
1
at
)e
CdC
d
2 (
1
at
log
1
at
)d
.
Remark. The constants Cd, C1, C2 may be explicitely determined from the proof. We do
not do so and only state that Cd grows exponentially with d.
Proof. For a measure µ ∈ P(Rd), a convenient natural choice for a compact set of large
measure is a Euclidean ball. Denote BR = {x ∈ Rd, |x| ≤ R}. We will denote by Cd a constant
depending only on the dimension d, that may change from line to line. Suppose that µ satisfies
the assumptions in Theorem 2.1. By Chebyshev's bound, µ(BcR) ≤ 2e−aR, so we may choose
K = BRt with
Rt ≥ 1
a
log
[
2
(
32
at
log
32
at
− 32
at
+ 1
)]
.
Next, the covering numbers for BR are bounded by :
N (BR, δ) ≤ Cd
(
R
δ
)d
.
Using the bound (135) of Proposition 3.2, we have
Ct ≤
(
2 + 2b32Rt
t
c
)
2
Cd
(
32Rt
t
)d
.
This concludes the proof for the first part of the proposition. The second claim derives from
the fact that for x > 2, there exists a numerical constant k such that θ(x) ≤ kx log x.

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Example 2.1 improves slightly upon the result for the W1 metric in [22]. One may wonder
whether this order of magnitude is close to optimality. It is in fact not sharp, and we point out
where better results may be found.
In the case d = 1, W1(Ln, µ) is bounded above by the Kolmogorov-Smirnov divergence
supx∈R |Fn(x)−F (x)| where Fn and F denote respectively the cumulative distribution functions
(c.d.f.) of Ln and µ. As a consequence of the celebrated Dvorestky-Kiefer-Wolfowitz theorem
(see [91], [117]), we have the following : if µ ∈ P(R) has a continuous c.d.f., then
P(W1(Ln, µ) > t) ≤ 2e−2nt2 .
The behaviour of the Wasserstein distance between empirical and true distribution in one
dimension has been very thoroughly studied by del Barrio, Giné, Matran, see [38].
In dimensions greater than 1, the result is also not sharp. Integrating (58), one recovers a
bound of the type E(W1(Ln, µ)) ≤ Cn−1/(d+2)(log n)c. Looking into the proof of our main result,
one sees that any improvement of this bound will automatically give a sharper result than (58).
For the uniform measure over the unit cube, results have been known for a while. The pioneering
work in this framework is the celebrated article of Ajtai, Komlos and Tusnády [2]. M.Talagrand
[112] showed that when µ is the uniform distribution on the unit cube (in which case it clearly
satisfies a T1 inequality) and d ≥ 3, there exists cd ≤ Cd such that
cdn
−1/d ≤ EW1(Ln, µ) ≤ Cdn−1/d.
Sharp results for general measures are much more recent : as a consequence of the results
of F. Barthe and C. Bordenave [7], one may get an estimate of the type EW1(Ln, µ) ≤ cn−1/d
under some polynomial moment condition on µ.
2.3.2. A first bound for Standard Brownian motion. We wish now to illustrate our results
on an infinite-dimensional case. A first natural candidate is the law of the standard Brownian
motion, with the sup-norm as reference metric. The natural idea that we put in place in this
paragraph is to choose as large compact sets the α-Hölder balls, which are compact for the
sup-norm. However the remainder of this paragraph serves mainly an illustrative purpose : we
will obtain sharper results, valid for general Gaussian measures on (separable) Banach spaces,
in paragraph 2.3.4.
We consider the canonical Wiener space (C([0, 1],R), γ, ‖.‖∞), where γ denotes the Wiener
measure, under which the coordinate process Bt : ω → ω(t) is a standard Brownian motion.
Example 2.2. Denote by γ the Wiener measure on (C([0, 1],R), γ, ‖.‖∞), and for α < 1/2,
define
Cα = 2
1+α 2
(1−2α)/4
1− 24/(1−2α) ‖Z‖4/(1−2α)
where ‖Z‖p denotes the Lp norm of a N (0, 1) variable Z. There exists k > 0 such that for
every t ≤ 144/√2 log 2, γ satisfies
P(W1(Ln, γ) ≥ t) ≤ Cte−nt2/64
with
Ct ≤ exp exp(kCα
√
log 1/t
t
)1/α.
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Proof. For 0 < α ≤ 1, define the α-Hölder semi-norm as
|x|α = sup
t,s∈[0,1]
|x(t)− x(s)|
|t− s|α .
Let 0 < α ≤ 1 and denote by Cα the Banach space of α-Hölder continuous functions vanishing
at 0, endowed with the norm ‖.‖α. It is a classical fact that the Wiener measure is concentrated
on Cα for all α ∈]0, 1/2[. By Ascoli-Arzela's theorem, Cα is compactly embedded in C([0, 1],R),
or in other words the α-Hölder balls Bα,R = {x ∈ C([0, 1],R), ‖x‖α ≤ R} are totally bounded for
the uniform norm. This makes B(α,R) good candidates for compact spaces of large measure.
We need to evaluate how big B(α,R) is w.r.t. γ.
To this end we use the fact that the Wiener measure is also a Gaussian measure on Cα (see
[6]). Therefore Lemma 2.2 applies : denote
mα = E sup
t
‖Bt‖α, s2α = E(sup
t
‖Bt‖α)2,
we have
γ(B(α,R)c) ≤ 2e−(R−mα)2/2s2α
for R ≥ mα. Choosing
(59) Rt ≥ mα +
[
2s2α log 2(
32
at
log
32
at
− 32
at
+ 1)
]1/2
guarantees that
γ(B(α,Rt)
c) ≤
(
32
at
log
32
at
− 32
at
+ 1
)−1
.
On the other hand, according to Corollary 4.2, mα and sα are bounded by Cα. And Lemma
2.4 shows that choosing a =
√
2 log 2/3 ensures Eea supt |Bt| ≤ 2.
Elementary computations show that for t ≤ 144/√2 log 2, we can pick
Rt = 3Cα
√
log(96/(
√
2 log 2t))
to comply with the requirement in (59).
Bounds for the covering numbers in α-Hölder balls are computed in [21] :
(60) N (B(α,R), δ) ≤ 10R
δ
exp
[
log(3)5
1
α
(
R
δ
) 1
α
]
.
We recover the (unpretty !) bound
Ct ≤ 2(1 + 96Cα
t
√
log 96/(
√
2 log 2t)) exp
[
240 log 2
Cα
t
√
log 96/(
√
2 log 2t)
× exp log 3
(
120
Cα
t
√
log 96/(
√
2 log 2t)
)1/α]
.
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The final claim in the Proposition is obtained by elementary majorizations.

2.3.3. Paths of S.D.E.s. H.Djellout, A.Guillin and L.Wu established aT1 inequality for paths
of S.D.E.s that allows us to work as in the case of Brownian motion. We quote their result from
[66].
Consider the S.D.E. on Rd
(61) dXt = b(Xt)dt+ σ(Xt)dBt, X0 = x0 ∈ Rd
with b : Rd → Rd, σ : Rd →Md×m and (Bt) is a standard m-dimensional Brownian motion.
We assume that b and σ are locally Lipschitz and that for all x, y ∈ Rd,
sup
x
|
√
trσ(x)tσ(x)| ≤ A, 〈y − x, b(y)− b(x)〉 ≤ B(1 + |y − x|2)
For each starting point x it has a unique non-explosive solution denoted (Xt(x)t≥0 and we
denote its law on C([0, 1],Rd) by Px.
Theorem 2.6 ([66]). Assume the conditions above. There exists C depending on A and B
only such that for every x ∈ Rd, Px satisfies a T1(C) inequality on the space C([0, 1],Rd) endowed
with the sup-norm.
We will now state our result. A word of caution : in order to balance readability, the
following computations are neither optimized nor made fully explicit. However it should be a
simple, though dull, task for the reader to track the dependence of the numerical constants on
the parameters.
From now on we make the simplifying assumption that the drift coefficient is globally bounded
by B (this assumption is certainly not minimal).
Example 2.3. Let µ denote the law of the solution of the S.D.E. (61) on the Banach space
C([0, 1],Rd) endowed with the sup-norm. Let C be such that µ satisfies T1(C). For all 0 < α <
1/2 there exist Cα and c depending only on A, B, α and d, and such that for t ≤ c,
P(W1(Ln, µ) ≥ t) ≤ Cte−nt2/8C
and
Ct ≤ exp exp
[
Cα
(
log
1
t
)−1+1/2α(1
t
)−1+3/2α]
.
Proof. The proof goes along the same lines as the Brownian motion case, so we only
outline the important steps. First, there exists a depending explicitely on A, B, d such that
EPxea‖X.‖∞ ≤ 2 : this can be seen by checking that the proof of Djellout-Guillin-Wu actually
gives the value of a Gaussian moment for µ as a function of A, B, d, and using standard bounds.
Corollary 4.3 applies for α < 1/2 and p such that 1/p = 1/2 − α : there exists C ′ < +∞
depending explicitely on A, B, α, d, such that E‖X.‖pα ≤ C ′. Consequently,
µ(B(α,R)c) ≤ C ′/Rp.
So choosing
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R =
(
C ′(
32
at
log
32
at
− 32
at
+ 1)
)1/p
guarantees that
µ(B(α,Rt)
c) ≤
(
32
at
log
32
at
− 32
at
+ 1
)−1
.
For t ≤ c small enough, R ≤ C ′′ (1t log 1t )1/p with c, C ′′ depending on A, B, α, d. The
conclusion is reached again by using estimate (60) on the covering numbers of Hölder balls.

2.3.4. Gaussian r.v.s in Banach spaces. In this paragraph we apply Theorem 2.4 to the case
where E is a separable Banach space with norm ‖.‖, and µ is a centered Gaussian random
variable with values in E, meaning that the image of µ by every continuous linear functional
f ∈ E∗ is a centered Gaussian variable in R. The couple (E,µ) is said to be a Gaussian Banach
space.
Let X be a E-valued r.v. with law µ, and define the weak variance of µ as
σ = sup
f∈E∗, |f |≤1
(
Ef2(X)
)1/2
.
The small ball function of a Gaussian Banach space (E,µ) is the function
ψ(t) = − logµ(B(0, t)).
We can associate to the couple (E,µ) their Cameron-Martin Hilbert space H ⊂ E, see e.g.
[80] for a reference. It is known that the small ball function has deep links with the covering
numbers of the unit ball of H, see e.g. Kuelbs-Li [79] and Li-Linde [84], as well as with the
approximation of µ by measures with finite support in Wasserstein distance (the quantization or
optimal quantization problem), see Fehringer's Ph.D. thesis [53], Dereich-Fehringer-Matoussi-
Scheutzow [41], Graf-Luschgy-Pagès [63]. It should thus come as no surprise that we can give a
bound on the constant Kt depending solely on ψ and σ. This is the content of the next example.
Example 2.4. Let (E,µ) be a Gaussian Banach space. Denote by ψ its small ball function
and by σ its weak variance. Assume that t is such that ψ(t/16) ≥ log 2 and t/σ ≤ 8√2 log 2.
Then
P(W1(Ln, µ) ≥ t) ≤ Kte−nt2/16σ2
with
Kt = exp exp [c(ψ(t/32) + log(σ/t))]
for some universal constant c.
A bound for c may be tracked in the proof.
2. RESULTS AND APPLICATIONS 69
Proof. Step 1. Building an approximating measure of finite support.
Denote by K the unit ball of the Cameron-Martin space associated to E and µ, and by B
the unit ball of E. According to the Gaussian isoperimetric inequality (see [80]), for all λ > 0
and ε > 0,
µ(λK + εB) ≥ Φ (λ+ Φ−1(µ(εB)))
where Φ(t) =
∫ t
−∞ e
−u2/2du/
√
2pi is the Gaussian c.d.f.. Note
µ′ =
1
µ(λK + εB)
1λK+εBµ
the restriction of µ to the enlarged ball. As proved in [20], Appendix 1, the Gaussian measure
µ satisfies a T2(2σ2) inequality, hence a T1 inequality with the same constant. We have
W1(µ, µ
′) ≤
√
2σ2H(µ′|µ) =
√
−2σ2 logµ(λK + εB)
≤
√
−2σ2 log Φ(λ+ Φ−1(µ(εB))).
On the other hand, denote k = N (λK, ε) the covering number of λK (w.r.t. the norm of
E). Let x1, . . . , xk ∈ K be such that union of the balls B(xi, ε) contains λK. From the triangle
inequality we get the inclusion
λK + εB ⊂
k⋃
i=1
B(xi, 2ε).
Choose a measurable map T : λK + εB → {x1, . . . , xk} such that for all x, |x− T (x)| ≤ 2ε.
The push-forward measure µk = T#µ′ has support in the finite set {x1, . . . , xk}, and clearly
W1(µ
′, µk) ≤ 2ε.
Choose ε = t/16, and
λ = Φ−1(e−t
2/(128σ2))− Φ−1(µ(εB))(62)
= Υ−1(e−ψ(t/16)) + Φ−1(e−t
2/(128σ2))(63)
where Υ(t) =
∫ +∞
t e
−u2/2du/
√
2pi is the tail of the Gaussian distribution (we have used the
fact that Φ−1 + Υ−1 = 0, which comes from symmetry of the Gaussian distribution).
Altogether, this ensures that W1(µ, µk) ≤ t/4.
Step 2. Bounding λ.
We can use the elementary bound Υ(t) ≤ e−t2/2, t ≥ 0 to get
Υ−1(u) ≤
√
−2 log u, 0 < u ≤ 1/2
which yields Υ−1(e−ψ(t/16)) ≤√ψ(t/16) as soon as ψ(t/16) ≥ log 2. Likewise,
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Φ−1(e−t
2/128σ2) = Υ−1(1− e−t2/128σ2)
≤
√
2 log
1
1− e−t2/128σ2
as soon as t2/128σ2 ≤ log 2. Moreover, for u ≤ log 2, we have 1/(1 − e−u) ≤ 2 log 2/u.
Putting everything together, we get
(64) λ ≤
√
ψ(t/16) + c
√
log σ/t
for some universal constant c > 0. Observe that the first term in (64) will usually be much
larger than the second one.
Step 3.
From Theorem 2.4 we know that
P(W2(µ,Ln) ≥ t) ≤ Kte−nt2/16σ2
with
Kt = exp
[
1
2σ2
k
2
(Diam {x1, . . . , xk})2
]
.
The diameter is bounded by Diam K = 2σλ ≤ cσ(√ψ(t/16) + c√log σ/t).
We wish now to control k = N (λK, t/16) in terms of the small ball function ψ. The two
quantities are known to be connected : for example, Lemma 1 in [79] gives the bound
N (λK, ε) ≤ eλ2/2+ψ(ε/2).
Thus
k ≤ exp [ψ(t/16) + ψ(t/32) + c log σ/t] .
With some elementary majorizations, this ends the proof.

We can now sharpen the results of Proposition 2.2. Let γ denote the Wiener measure on
C([0, 1],Rd) endowed with the sup-norm, and denote by σ2 its weak variance. Let λ1 be the
first nonzero eigenvalue of the Laplacian operator on the ball of Rd with homogeneous Dirichlet
boundary conditions : it is well-known that the small ball function for the Brownian motion on
Rd is equivalent to λ1/t2 when t→ +∞. for t small enough.
As a consequence, there exists C = C(d) such that for small enough t > 0 we have
(65) W1(Ln, γ) ≤ exp exp
[
Cλ1/t
2
]
e−nt
2/16σ2 .
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2.4. Bounds in the dependent case : occupation measures of contractive Markov
chains. The results above can be extended to the convergence of the occupation measure for a
Markov process. As an example, we establish the following result.
Theorem 2.7. Let P (x, dy) be a Markov kernel on Rd such that
(1) the measures P (x, .) satisfy a T1(C) inequality
(2) W1(P (x, .), P (y, .)) ≤ r|x− y| for some r < 1.
Let pi denote its invariant measure. Let (Xi)i≥0 denote the Markov chain associated with P
under X0 = 0.
Set a = 2C
(√
4m21 + C log 2− 2m1
)
. There exists Cd > 0 depending only on d such that for
t ≤ 2/a,
P(W1(Ln, pi) ≥ t) ≤ K(n, t) exp−n(1− r)
2
8C
t2
where
K(n, t) = exp
[
m1√
nC
+ Cd(
1
at
log
1
at
)
d
2
]2
.
Remark. The result is close to the one obtained in the independent case, and, as stressed in
the introduction, it holds interest from the perspective of numerical simulation, in cases where
one cannot sample uniformly from a given probability distribution pi but may build a Markov
chain that admits pi as its invariant measure.
Remark. We comment on the assumptions on the transition kernel. The first one ensures
that the T1 inequality is propagated to the laws of Xn, n ≥ 1. As for the second one, it has
appeared several times in the Markov chain literature (see e.g. [66], [95], [75]) as a particular
variant of the Dobrushin uniqueness condition for Gibbs measures. It has a nice geometric
interpretation as a positive lower bound on the Ricci curvature of the Markov chain, put forward
for example in [95]. Heuristically, this condition implies that the Markov chains started from
two different points and suitably coupled tend to get closer.
3. Proof of the main result
The starting point is the following result, obtained by Gozlan and Leonard ([60], see Chapter
6) by studying the tensorization properties of transportation inequalities.
Lemma 3.1. Suppose that µ ∈ P(E) verifies a α(Td) inequality. Define on En the metric
d⊕n((x1, . . . , xn), (y1, . . . , yn)) =
n∑
i=1
d(xi, yi).
Then µ⊗n ∈ P(En) verifies a α′(Td⊕n) inequality, where α′(t) = 1nα(nt). Hence, for all
Lipschitz functionals Z : En → R (w.r.t. the distance d⊕n), we have the concentration inequality
µ⊗n(Z ≥
∫
Zdµ⊗n + t) ≤ exp−nα( t
n‖Z‖Lip ) for all t ≥ 0.
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Let Xi be an i.i.d. sample of µ. Recalling that
W1(Ln, µ) = sup
f1−Lip
1
n
n∑
i=1
f(Xi)−
∫
fdµ
and that
(x1, . . . , xn) 7→ sup
f1−Lip
1
n
n∑
i=1
f(xi)−
∫
fdµ
is 1n -Lipschitz w.r.t. the distance d
⊕n on En (as a supremum of 1n -Lipschitz functions), the
following ensues :
(66) P(W1(Ln, µ) ≥ E[W1(Ln, µ)] + t) ≤ exp−nα(t).
Therefore, we are led to seek a control on E[W1(Ln, µ)]. This is what we do in the next
lemma.
Lemma 3.2. Let a > 0 be such that Ea,1 =
∫
ead(x,x0)µ(dx) ≤ 2.
Let δ > 0 and K ∈ E be a compact subset containing x0. Let Nδ denote the covering number
of order δ for the set FK of 1-Lipschitz functions on K vanishing at x0 (endowed with the uniform
distance).
Also define σ : [0,+∞)→ [1,+∞) as the inverse function of x 7→ x lnx− x+ 1 on [1,+∞).
The following holds :
E[W1(Ln, µ)] ≤ 2δ + 81
a
1
σ( 1µ(Kc))
+ Γ(Nδ, n)
where
Γ(Nδ, n) = inf
λ>0
1
λ
[logNδ + nα∗(λ
n
)].
Proof. We denote by F the set of 1-Lipschitz functions f over E such that f(x0) = 0. Let
us denote
Ψ(f) =
∫
fdµ−
∫
fdLn,
we have for f, g ∈ F :
|Ψ(f)−Ψ(g)| ≤
∫
|f − g|1Kdµ+
∫
|f − g|1KdLn
+
∫
(|f |+ |g|)1Kcdµ+
∫
(|f |+ |g|)1KcdLn
≤ 2‖f − g‖L∞(K) + 2
∫
d(x, x0)1Kcdµ+ 2
∫
d(x, x0)1KcdLn
When f : E → R is a measurable function, denote by f |K its restriction to K. Notice that
for every g ∈ FK , there exists f ∈ F such that f |K = g. Indeed, one may set
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f(x) =
{
g(x) if x ∈ K
infy∈K f(y) + d(x, y) otherwise
and check that f is 1-Lipschitz over E.
By definition of Nδ, there exist functions g1, . . . , gNδ ∈ FK such that the balls of center gi
and radius δ (for the uniform distance) cover FK . We can extend these functions to functions
fi ∈ F as noted above.
Consider f ∈ F and choose fi such that |f − fi| ≤ δ on K :
Ψ(f) ≤ |Ψ(f)−Ψ(fi)|+ Ψ(fi)
≤ Ψ(fi) + 2δ + 2
∫
d(x, x0)1Kcdµ+ 2
∫
d(x, x0)1KcdLn
≤ max
j=1,...,Nδ
Ψ(fj) + 2δ + 2
∫
d(x, x0)1Kcdµ+ 2
∫
d(x, x0)1KcdLn
The right-hand side in the last line does not depend on f , so it is also greater thanW1(Ln, µ) =
supF Ψ(f).
We pass to expectations, and bound the terms on the right. We use Orlicz-Hölder's inequality
with the pair of conjugate Young functions
τ(x) =
{
0 if x ≤ 1
x log x− x+ 1 otherwise
τ∗(x) = ex − 1
(for definitions and a proof of Orlicz-Hölder's inequality, the reader may refer to [105],
Chapter 10). We get ∫
d(x, x0)1Kcdµ ≤ 2‖1Kc‖τ‖d(x, x0)‖τ∗
where
‖1Kc‖τ = inf{θ > 0,
∫
τ
(
1Kc
θ
)
dµ ≤ 1}
and
‖d(x, x0)‖τ∗ = inf{θ > 0,
∫ [
e
d(x,x0)
θ − 1
]
dµ ≤ 1}.
It is easily seen that ‖1Kc‖τ = 1/σ(1/µ(Kc)). And we assumed that a is such that Ea,1 =∫
exp ad(x, x0)dµ ≤ 2, so ‖d(x, x0)‖τ∗ ≤ 1/a. Altogether, this yields∫
d(x, x0)1Kcdµ ≤ 21
a
1
σ( 1µ(Kc))
.
Also, if X1, . . . , Xn are i.i.d. variables of law µ,
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E[
∫
d(x, x0)1KcdLn] = E[d(X1, x0)1Kc(X1)] ≤ 2
a
1
σ(1/µ(Kc))
as seen above. Putting this together yields the inequality
E[W1(Ln, µ)] ≤ 2δ + 8
a
1
σ(1/µ(Kc))
+ E[ max
j=1,...,Nδ
Ψ(fj)].
The remaining term can be bounded by a form of maximal inequality. First fix some i and
λ > 0 : we have
E[expλΨ(fi)] = E[exp
λ
n
n∑
j=1
(f(Xj)−
∫
fdµ)]
= (E[exp
λ
n
(f(X1)−
∫
fdµ)])n
≤ enα~(λ/n).
In the last line, we have used estimate (15). Using Jensen's inequality, we may then write
E[ max
j=1,...,Nδ
Ψ(fj)] ≤ 1
λ
logE[ max
j=1,...,Nδ
expλΨ(fj)]
≤ 1
λ
log
Nδ∑
j=1
E[expλΨ(fj)]
≤ 1
λ
[logNδ + nα∗(λ
n
)]
So minimizing in λ we have
E[ max
j=1,...,Nδ
Ψ(fj)] ≤ Γ(Nδ, n).
Bringing it all together finishes the proof of the lemma.

We can now finish the proof of Theorem 2.1.
Proof. Come back to the deviation bound (66). Choose δ = t/8, and choose K such that
µ(Kc) ≤
[
32
at
log
32
at
− 32
at
+ 1
]−1
.
We thus have 2δ + 8[aσ(1/µ(Kc))]−1 ≤ t/2, which implies
(67) E(W1(Ln, µ) ≤ t/2 + Γ(Ct, n)
and so
P(W1(Ln, µ) ≥ t) ≤ exp−nα( t
2
− Γ(Nδ, n)),
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with the convention α(y) = 0 if y < 0.

4. Proof of the variant
In this section, we provide a different approach to our result in the independent case. As
earlier we first aim to get a bound on the speed of convergence on the average W1 distance
between empirical and true measure. The lemma below provides another way to obtain such an
estimate.
Lemma 4.1. Let µk ∈ P(E) be a finitely supported measure such that |Supp µk| ≤ k. Let
D(µk) = Diam Supp µk be the diameter of Supp µk. The following holds :
EW1(µ,Ln) ≤ 2W1(µ, µk) +D(µk)
√
k/n.
Proof. Let piopt be an optimal coupling of µ and µk (it exists : see e.g. Theorem 4.1 in
[120]), and let (Xi, Yi), 1 ≤ i ≤ n, be i.i.d. variables on E × E with common law piopt.
Let Ln = 1/n
∑n
i=1 δXi and L
k
n = 1/n
∑n
i=1 δYi . By the triangle inequality, we have
W1(Ln, µ) ≤W1(Ln, Lkn) +W1(µ, µk) +W1(µk, Lkn).
With our choice of coupling for Ln and Lkn it is easily seen that
EW1(Ln, Lkn) ≤W1(µ, µk)
Let us take care of the last term. We use Lemma 4.2 below to obtain that
EW1(Lkn, µk) ≤ D(µk)E
(
1−
k∑
i=1
µk(xi) ∧ Lkn(xi)
)
= D(µk)
k∑
i=1
E(µk(xi)− µk(xi) ∧ Lkn(xi))
≤ D(µk)
k∑
i=1
E|µk(xi)− Lkn(xi)|
≤ D(µ
k)
n
k∑
i=1
√
E|nµk(xi)− nLkn(xi)|2.
Observe that the variables nLkn(xi) follow binomial laws with parameter µ
k(xi) and n. We
get :
EW1(µk, Lkn) ≤
D(µk)
n
k∑
i=1
√
nµk(xi)(1− µk(xi)) ≤ D(µk)
√
k/n
(the last inequality being a consequence of the Cauchy-Schwarz inequality).

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Lemma 4.2. Let µ, ν be probability measures with support in a finite metric space {x1, . . . , xk}
of diameter bounded by D. Then
W1(µ, ν) ≤ D
(
1−
k∑
i=1
(µ(xi) ∧ ν(xi))
)
.
Proof. We build a coupling of µ and ν that leaves as much mass in place as possible, in
the following fashion : set f(xi) = µ(xi) ∧ ν(xi) and λ =
∑k
i1
fi. Set q(xi) = fi/λ, and define
the measures
µ1 =
1
1− λ(µ− f)
ν1 =
1
1− λ(ν − f).
Finally, build independent random variables X1 ∼ µ1, Y1 ∼ ν1, Z ∼ q and B with Bernoulli
law of parameter λ. Define
X = (1−B)X1 +BZ, Y = (1−B)Y1 +BZ.
It is an easy check that X ∼ µ, Y ∼ ν.
Thus we have the bound
W1(µ, ν) ≤ E|X − Y |
= (1− λ)E|X1 − Y1| ≤ D(1− λ)
and this concludes the proof.

Proof of Theorem 2.4. As stated earlier, we have the concentration bound
P(Wp(Ln, µ) ≥ t+ EWp(Ln, µ)) ≤ e−nt2/C .
The proof is concluded by arguments similar to the ones used before, calling upon Lemma
4.1 to bound the mean.

5. Proofs in the dependent case
Before proving Theorem 2.7, we establish a more general result in the spirit of Lemma 3.2.
As earlier, the first ingredient we need to apply our strategy of proof is a tensorization
property for the transport-entropy inequalities in the case of non-independent sequences. To this
end, we restate results from [66], where only T1 inequalities were investigated, in our framework.
For x = (x1, . . . , xn) ∈ En, and 1 ≤ i ≤ n, denote xi = (x1, . . . , xi). Endow En with the
distance d1(x, y) =
∑n
i1
d(xi, yi). Let ν ∈ P(En), the notation νi(dx1, . . . , dxi) stands for the
marginal measure on Ei, and νi(.|xi−1) stands for the regular conditional law of xi knowing xi−1,
or in other words the conditional disintegration of νi with respect to νi−1 at xI−1(its existence
is assumed throughout).
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The next theorem is a slight extension of Theorem 2.11 in [66]. Its proof can be adapted
without difficulty, and we omit it here.
Theorem 5.1. Let ν ∈ P(En) be a probability measure such that
(1) For all i ≥ 1 and all xi−1 ∈ Ei−1 (E0 = {x0}), νi(.|xi−1) satisfies a α(Td) inequality,
and
(2) There exists S > 0 such that for every 1-Lipschitz function
f : (xk+1, . . . , xn)→ f(xk+1, . . . , xn),
for all xk−1 ∈ Ek−1 and xk, yk ∈ E, we have
|Eν
(
f(Xk+1, . . . , Xn)|Xk = (xk−1, xk)
)
−
Eν
(
f(Xk+1, . . . , Xn)|Xk = (xk−1, yk)
)
|
≤ Sd(xk, yk)
(68)
Then ν verifies the transportation inequality α˜(Td) ≤ H with
α˜(t) = nα(
1
n(1 + S)
t).
In the case of a homogeneous Markov chain (Xn)n∈N with transition kernel P (x, dy), the
next proposition gives sufficient conditions on the transition probabilities for the laws of the
variables Xn and the path-level law of (X1, . . . , Xn) to satisfy some transportation inequalities.
Once again the statement and its proof are adaptations of the corresponding Proposition 2.10 of
[66].
Proposition 5.2. Let P (x, dy) be a Markov kernel such that
(1) the transition measures P (x, .) satisfies α(Td) ≤ H for all x ∈ E, and
(2) W1(P (x, .), P (y, .)) ≤ rd(x, y) for all x, y ∈ E and some r < 1.
Then there exists a unique invariant probability measure pi for the Markov chain associated
to P , and the measures Pn(x, .) and pi satisfy α′(Td) ≤ H, where α′(t) = 11−rα((1− r)t).
Moreover, under these hypotheses, the conditions of Theorem 5.1 are verified with S = r1−r
so that the law Pn of the n-uple (X1, . . . , Xn) under X0 = x0 ∈ E verifies α˜(Td) ≤ H where
α˜(t) = nα(1−rn t).
Proof. The first claim is obtained exactly as in the proof of Proposition 2.10 in [66], ob-
serving that the contraction condition 2 is equivalent to
W1(ν1P, ν2P ) ≤ rW1(ν1, ν2) for all ν1, ν2 ∈ P1(E)
and also to
‖Pf‖Lip ≤ r‖f‖Lip for all f.
This entails that whenever f is 1-Lipschitz, Pnf is rn-Lipschitz. Now, by condition 1, we
have
78 4. SIMPLE PROOFS FOR 1-WASSERSTEIN CONVERGENCE
Pn(esf ) ≤ Pn−1 (exp (sPf + α~(s)))
≤ Pn−2 ((sP 2f + α~(s) + α~(rs)))
≤ . . .
≤ exp ((sPnf + α~(s) + . . .+ α~(rns))) .
As α~ is convex and vanishes at 0, we have α~(rt) ≤ rα~(t) for all t ≥ 0. Thus,
Pn(esf ≤ exp
(
sPnf +
+∞∑
k=0
rkα~(s)
)
= exp
(
sPnf +
1
1− rα
~(s)
)
It remains only to check that 11−rα
~ is the monotone conjugate of α′ and to invoke Proposition
2.3.
Moving on to the final claim, since the process is homogeneous, to ensure that (68) is satisfied,
we need only show that for all k ≥ 1, for all f : Ek → R 1-Lipschitz w.r.t. d1, the function
x 7→ E [f(X1, . . . , Xk)|X0 = x]
is r1−r -Lipschitz. We show the following : if g : E
2 → R is such that for all x1, x2 ∈ E the
functions g(., x2), resp. g(x1, .), are 1-Lipschitz, resp. λ-Lipschitz, then the function
x1 7→
∫
g(x1, x2)P (x1, dx2)
is (1 + λr)-Lipschitz. Indeed,
|
∫
g(x1, x2)P (x1, dx2)−
∫
g(y1, x2)P (y1, dx2)|
≤
∫
|g(x1, x2)− g(y1, x2)|P (x1, dx2)
+ |
∫
g(y1, x2)(P (x1, dx2)− P (y1, dx2))|
≤ (1 + λr)d(x1, y1).
It follows easily by induction that the function
fk : x1 7→
∫
f(x1, . . . , xk)P (xk−1, dxk) . . . P (x1, dx2)
has Lipschitz norm bounded by 1+r+. . . rk ≤ 11−r . Hence the function x 7→
∫
fk(x1)P (x, dx1)
has Lipschitz norm bounded by r1−r . But this function is precisely
x 7→ E [f(X1, . . . , Xk)|X0 = x]
and the proof is complete. 
We are in position to prove the analogue of Lemma 3.2 in the Markov case.
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Lemma 5.3. Consider the Markov chain associated to a transition kernel P as in Proposition
5.2. Let Pn denote the law of the Markov path (X1, . . . , Xn) associated to P under X0 = x0.
Introduce the averaged occupation measure pin = EPn(Ln) and the invariant measure pi. Let
m1 =
∫
d(x, x0)pi(dx).
Suppose that there exists a > 0 such that for all i ≥ 1 Ea,i =
∫
ead(x,x0)P i(dx) ≤ 2.
Let δ > 0 and K ∈ E be a compact subset containing x0. Let Nδ denote the metric entropy of
order δ for the set FK of 1-Lipschitz functions on K vanishing at x0 (endowed with the uniform
distance). Also define σ : [0,+∞) → [1,+∞) as the inverse function of x 7→ x lnx − x + 1 on
[1,+∞).
The following holds :
EPn [W1(Ln, pin)] ≤ 2δ +
8
a
1
n
n∑
i=1
1
σ( 1
P i(Kc)
)
+ Γ(Nδ, n)
W1(pin, pi) ≤ m1
n(1− r) .
where Γ(Nδ, n) = infλ>0 1λ
[
logNδ + nα~( λn(1−r))
]
Proof. Convergence to the equilibrium measure is dealt with using the contraction hypoth-
esis. Indeed, by convexity of the map µ 7→W1(µ, pi), we first have
W1(pin, pi) ≤ 1
n
n∑
i=1
W1(P
i(x0, .), pi).
Now, using that the contraction property (2) in Proposition 5.2 is equivalent to the inequality
W1(µ1P, µ2P ) ≤ rW1(µ1, µ2) for all µ1, µ2 ∈ P1(E), and using the fact that pi is P -invariant,
W1(pin, pi) ≤ 1
n
n∑
i=1
riW1(δx0 , pi) ≤
W1(δx0 , pi)
n(1− r) =
m1
n(1− r) .
In order to take care of the second term, we will use the same strategy (and notations) as in
the independent case. Introduce once again a compact subset K ⊂ E and a covering of FK by
functions f1, . . . , fNδ suitably extendend to E. With the same arguments as before, we get
EPnW1(Ln, pin) ≤EPn( max
j=1,...,Nδ
Ψ(fj)) + 2δ + 2
∫
d(x, x0)1Kcdpin
+ 2EPn(
∫
d(x, x0)1KcdLn)
Then,
∫
d(x0, y)pin(dy) =
1
n
n∑
i=1
∫
d(x0, y)1KcP
i(x0, dy).
As before we can use Orlicz-Hölder's inequality to recover the bound
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∫
d(x0, y)dpin ≤ 2
a
1
n
n∑
i=1
1
σ( 1
P i(Kc)
)
.
And likewise,
E(
∫
d(x, x0)1KcdLn) = E
[
1
n
n∑
i=1
d(x0, Xi)1Kc
]
=
1
n
n∑
i=1
∫
d(x0, y)1KcP
i(x0, dy)
and we have the same bound as above.
As for the last term remaining : it will be possible to use the maximal inequality techniques
just as in the proof of Theorem 2.1, provided that we can find bounds on the terms E [expλΨ(fj)],
where this time
Ψ(f) =
∫
fdLn −
∫
fdpin.
Denote
Fj(x1, . . . , xn) =
1
n
n∑
i=1
fj(xi).
This is a 1n -Lipschitz function on E
n. Since Pn satisfies a α˜(Td) ≤ H inequality, we have∫
expλFjdPn ≤ exp
[
λ
∫
FjdPn + nα
~(
λ
n(1− r))
]
.
But this is exactly the bound
E [expλΨ(fj)] ≤ enα
~( λ
n(1−r) ).
We may then proceed as in the independent case and obtain
E[ max
j=1,...,Nδ
Ψ(fj)] ≤ inf
λ>0
1
λ
[
logNδ + nα~( λ
n(1− r))
]
.

For any Lipschitz function f : En → R (w.r.t. d1), we have the concentration inequality
Pn(x ∈ En, f(x) ≥
∫
fdPn + t) ≤ exp−nα
(
(1− r)t
n‖f‖Lip
)
.
Remembering that En 3 x 7→W1(Lxn, pin) is 1n -Lipschitz, we get the bound
(69) P(W1(Ln, pin) ≥ EPn [W1(Ln, pin)] + t) ≤ exp−nα ((1− r)t) .
Thanks to the triangular inequality W1(Ln, pin) ≥W1(Ln, pi)−W1(pin, pi), it holds that
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(70) P(W1(Ln, pi) ≥W1(pin, pi) + EPn [W1(Ln, pin)] + t) ≤ exp−nα ((1− r)t) .
This in turn leads to an estimate on the deviations, under the condition that we may exhibit
a compact set with large measure for all the measures P i. We now move on to the proof of
Theorem 2.7.
Proof of Theorem 2.7. Fix δ = t/8. Set mi1 =
∫ |x|P i(dx). We have
mi1 ≤ m1 +W1(P i, pi)
≤ m1 + riW1(δ0, pi)
≤ 2m1.
Thus ∫
ea|x|P i(dx) ≤ eami1+Ca2/4 ≤ e2m1a+Ca2/4.
With a as in the theorem, the above ensures that
∫
ea|x|P i(dx) ≤ 2.
Let BR denote the ball of center 0 and radius R : we have P i(BcR) ≤ 2e−aR. Let
R =
1
a
log 2σ−1(
32
at
).
so that 2δ + 8a
1
n
∑n
i=1
1
σ( 1
Pi(Kc)
)
≤ t/2.
As α(t) = 1C t
2 we can compute
Γ(Nδ, n) = 1
1− r
√
C
n
√
logNδ.
We have chosen K = BR and δ = t/8. Working as in the proof of Proposition 2.1, when
t ≤ 2/a, we can bound logNδ by
logNδ ≤ Cd( 1
at
log
1
at
)d
where Cd is a numerical constant depending on the dimension d. Plugging the above estimates
in (70) and using the inequality (u− v)2 ≥ u2/2− v2 gives the desired result.


CHAPITRE 5
A local-mean-field model for particle interaction
1. Introduction
The purpose of this chapter is to establish some properties of the kinetic Partial Differen-
tial Equation (P.D.E.) associated with a system of Ordinary Differential Equations (O.D.E.s)
introduced in [93] to describe the motion of a flock of birds.
1.1. The Cucker-Smale model. The description of collective behaviour in large groups
of animals, bacteria, or other kinds of agents holds interest for several communities in biology,
physics and mathematics. Interest has been strong for models that represent the motion of large
groups of birds or fishes, and that predict self-organization in populations, that is to say the
apparition of long-range order from local rules : we can cite [119], [99], [83], [46], [14]... Most
of these models consist in a description of the group of animals as interacting particles (individual-
based models), although some works deal with macroscopic quantities by giving P.D.E.s satisfied
by the density or momentum of the bulk of particles, see e.g. [67], [68].
Before presenting the model of interest to us, we discuss the model of animal behaviour
introduced by F. Cucker and S. Smale in [36], [37], and further studied in [14], [30], [31], [67],
[68].
It is a system of 2n coupled O.D.E.s governing the motion of n particles described by their
location and speed (Xi(t), Vi(t)) ∈ Rd × Rd, 1 ≤ i ≤ n. The rule is that particles tend to align
their speed with the speed of their neighbors. The equations of motion are given below :
(71)
dXi
dt
= Vi,
dVi
dt
= α
n∑
j=1
ϕij(Vj − Vi).
Here, α is a positive constant and ϕij represents the interaction strength of particles i and
j. It is given by a function of their relative distance : there exists ϕ : R+ → R+ such that
(72) ϕij := ϕ(|Xj −Xi|).
The interest for this model has arisen from the fact that its long-time behaviour is well-
characterized. When the interaction function ϕ decays sufficiently slowly, one observes flocking
behaviour : velocities converge to a common value and the relative distances |Xi−Xj | 1 ≤ i, j ≤ n
remain bounded as t→ 0, see [36].
When one is interested in the behaviour of this system when the number n of interacting
particles tends to +∞, it is customary to change the constant α to α/n, giving the system of
equations
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(73)
dxi
dt
= vi,
dvi
dt
=
α
n
n∑
j=1
ϕij(vj − vi).
This is sometimes called the mean-field rescaling of the system. Roughly speaking, we can
give the following justification : the constant α represents a mean strength of the particle inter-
action, and as the number of particles grows, one would like the influence of the system on one
given particle to remain of unit order. Therefore it makes sense to assume that if all particles
interact with one another at a given time, the order of strength for their interaction should be
α/n. For simplicity we set α = 1 from here on.
When n grows, the state space of the solution (Rd ×Rd)n changes. To study convergence, it
is convenient to consider the empirical measure
µn(t) =
1
n
n∑
i=1
δ(Xi(t),Vi(t)) ∈ P(Rd × Rd)
associated with the solution, as all these measures live simultaneously in the space P(Rd×Rd).
We would now like to write the evolution equation at the level of the empirical measure. When
integrating against a test function f ∈ Cc(Rd × Rd), we get∫
fdµn(t) =
1
n
n∑
i=1
f(Xi(t), Vi(t)),
and derivating in t yields
d
dt
(∫
fdµn(t)
)
=
1
n
n∑
i=1
∇xf.Vi(t) +∇vf. 1
n
n∑
j=1
ϕ(|Xi(t)−Xj(t)|)(Vj(t)− Vi(t))

=
∫
∇xf.vdµn(x, v) +
∫
∇vf.(µn ∗ (ϕv))dµn(x, v).
Integrating by parts shows us that the empirical measure µn is a weak solution (in the sense
of measures) to the following equation :
∂µ
∂t
+ v.∇xµ+∇v · [F (µ)µ] = 0,(74)
F [µ] = (ϕv) ∗ µ,(75)
µ|t=0 = 1
n
n∑
i=1
δX0,V0 .(76)
The P.D.E. 74 falls into the class of transport equations, it is also called a kinetic equation,
as it governs the evolution of a distribution on the location-speed state space.
The problem of studying the system for n large is thus brought back to the problem of
stability or well-posedness of solutions to Equation 74. Suppose that we show the following :
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when the empirical measure at initial time µn|t=0 converges to some measure µ0, the empirical
measure at time t > 0 converges to the solution at time t of Equation 74 with initial data µ0.
Then Equation 74 is the appropriate description of the large n behaviour of the initial dynamical
system, in the sense that if one approximates the initial distribution of points by, say, a measure
with a density w.r.t. the Lebesgue measure, its behaviour at positive times will accurately
represent the behaviour of the dynamical system.
The problem of well-posedness (existence, uniqueness and stability of the solutions) for Equa-
tion 74 and related equations for interacting particle systems is tackled in [30] for solutions in
the sense of measures. The main tool there is the use of the method of characteristics which we
discuss below. The articles [68], [67] also discuss the Cucker-Smale model at the kinetic scale,
with an emphasis on its long-time behaviour.
1.2. Introduction of the local-mean-field model. In [93], S. Motsch and E. Tadmor
introduced a modified version of the Cucker-Smale model to address a particular shortcoming.
As we noted in the section above, the large n limit is studied through a mean-field scaling where
the parameter α is replaced with α/n, considering that the mean influence of the system on a
particle should be of order one. However, when far from a homogeneous spatial distribution, this
makes little sense for modelization, and the authors of [93] suggest a different normalization,
that we call local-mean-field here. It is described by the following set of equations.
dXi
dt
= Vi(77)
dVi
dt
=
1∑
j Γij
∑
j
Γij(Vj − Vi)(78)
where Γij = ϕ(Xj −Xi). Here ϕ : R+ → R+ is a smooth, non-negative, decreasing function
representing the interaction strength. We refer to this model as the Motsch-Tadmor or M.-T.
model from here on.
The difference with the Cucker-Smale model lies within the renormalization factor which is∑
j Γij instead of n. In the case where all particles have almost identical relative distances, we
have Γij ≈ Γ0, and we retrieve the mean-field scaling. On the other hand, suppose that
ϕ(r) = 1 if r ≤M, 0 else,
then the renormalizing factor counts the neighbors at distance less thanM , so that if particle
i is has n0 ≤ n neighbors at distacne less than M ,
dVi
dt
=
1
n0
∑
j
Γij(Vj − Vi).
This renormalization induces new difficulties, in part because of its lack of smoothness when
the interaction function has compact support, and also because the symmetry in the Cucker-
Smale model is lost : indeed, the relative influences of two particles are no longer equal, but
depend on the neighborhoods of these two particles. This is discussed in greater detail in the
introduction of [93].
We are interested here in the kinetic equation associated with the M.-T. particle model : this
is the equation satisfied (in the sense of distributions) by the empirical measure
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µn(t) =
1
n
n∑
i=1
δ(Xi(t),Vi(t)) ∈ P(Rd × Rd)
for the n-particle system described by Equations (77) and (78). As earlier, the equation
under consideration is easily seen to be :
(79) ∂tft + ω.∇xft +∇ω · (E [ft]ft) = 0
with driving kinetic field described by
E(f) =
∫
ϕ(y − x)(v − ω)f(dy, dv)∫
ϕ(y − x)f(dy, dv)
=
(ϕv) ∗ f
(ϕ1) ∗ f .
1.3. The case of finite-range interactions. In a first time, we will be concerned with
the case where the interaction function ϕ has finite support. This case is obviously motivated by
modelization considerations : we would like to represent agents that have a limited communica-
tion range. Thus for this section, we assume that ϕ : R+ → R+ is a smooth decreasing function
that is zero for large enough values.
1.3.1. Well-posedness. The question we are interested in is to show the well-posedness of
Equation 79 in a suitable sense. This induces several technical challenges.
Our first goal is to define a suitable notion of solution for Equation 79. We are interested
in measure-valued solutions, so we will first recall the usual framework for this kind of objects.
Consider a given vector field F : [0, T ]× Rd × Rd → Rd. Consider now the equation
(80) ∂tut + ω.∇xut +∇ω · (F (t, .)ut) = 0.
The characteristics equation associated to the equation above writes
dX
dt
= V
dV
dt
= F (t,X, V ).
Assume that F is regular enough so that the flow for the characteristics equation TF :
[0, T ]×Rd×Rd → Rd×Rd is well-defined and regular. It is easily checked that if u0 ∈ P(Rd×Rd),
the application u : [0, T ] → P(Rd × Rd) defined by ut = TF (t, .)#u0 is a solution to Equation
80 in the sense of distributions. Another way to put it is that the solution at time t ≥ 0 is the
solution at time 0, pushed along the characteristics during a time equal to t.
Now, let us allow the vector field F to depend on ut as well : the equation writes
(81) ∂tut + ω.∇xut +∇ω · (F (t, ut, .)ut) = 0.
Assume that when v ∈ C([0, T ],P(Rd ×Rd)) is chosen, the flow TF for the equations
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dX
dt
= V
dV
dt
= F (t, vt(X,V ), X, V ).
exists and is regular. In keeping with the previous observation, a solution to Equation
81 is defined to be a fixed point for the application that maps (vt)t≥0 to (ut)t≥0 defined by
ut = TF (t,vt,.)#u0.
In the case of interest for us, this construction breaks down. Indeed, let us first consider a
fixed f : [0, T ]→ P1(Rd × Rd) and look at the equation
(82) ∂tu+ ω.∇xu+∇ω · (E [ft]u) = 0
The associated characteristic equation is
dX
dt
= V
dV
dt
= E [ft](X,V ).
In this form, the characteristics equation is not regular enough to ensure existence of the
characteristics : indeed, the vector field E [f.] may not be locally Lipschitz with regards to the
space and speed variables.
In order to get Lipschitz regularity, we tweak the vector field away from the support of the
first marginal of ft : the regularity disappears when the denominator (ϕ1) ∗ ft vanishes, which
only happens far from Suppx ft (remember that ϕ is assumed to be bounded away from 0 in a
neighborhood of the origin). Informally, the idea that we use goes along these lines : if θft is a
function of the x variable with values in [0, 1], such that θft = 1 on a neighborhood of Suppx ft,
then the equality θftft = ft holds, and ft is a solution to the original equation if and only if it
is a solution to
∂tft + ω.∇xft +∇ · (E(ft)θftft) = 0.
What we do then is choose an appropriate θft to ensure that the vector field E(ft)θft is nice.
Definition 1.1. We say that the Borel-measurable function θf : [0, T ] × Rd → [0, 1] is a
suitable cut-off if there exist  > 0 and γ > 0 such that
(1) Supp θf (t, .) ⊂ {x, (ϕ1) ∗ ft(x) ≥ γ} for all t ∈ [0, T ],
(2) θf (t, .) = 1 on Suppx ft +B(0, ) for all t ∈ [0, T ],
(3) the vector field
(83) E(ft) =
θf (t, .)
(ϕ1) ∗ f (ϕv) ∗ f
is locally Lipschitz with respect to the x and ω variables, uniformly in time, that is
: for every compact set K ⊂ Rd × Rd, there exists a constant C > 0 such that for all
(x, ω), (x′, ω′) ∈ K and t ∈ [0, T ]
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|E(ft)(x, ω)− E(ft)(x′, ω′)| ≤ C|(x, ω)− (x′, ω′)|.
For convenience, we shall denote θf (t, .) = θft in the rest of this text.
By definition, for all t ∈ [0, T ], the vector field E(ft) has Lipschitz regularity. Moreover :
Lemma 1.1. Assume that for all t ∈ [0, T ], Supp (ft) ⊂ Rd × B(0, Rω) for some Rω > 0.
Then, for all t ∈ [0, T ] :
‖E(ft)‖L∞(Rd×Rd) ≤ 2Rω.
Proof. Let (x, ω) ∈ Rd × Rd. If θft(x) = 0, the bound is obvious. If not, notice that
(ϕ1) ∗ f(x, ω) ≥ γ,
and that
|(ϕv) ∗ ft(x, ω)| = |
∫
x∈Rd, ω∈B(0,Rω)
ϕ(y − x)(v − ω)ft(dy, dv)|
≤
∫
Rd×Rd
2Rωϕ(y − x)ft(dy, dv) = 2Rω(ϕ1) ∗ ft(x, ω).
This together with the bound θft ≤ 1 yields the result.

Usual theorems for O.D.E.s then guarantee existence for the flow of the characteristic equa-
tion
dX
dt
= V
dV
dt
= E[ft](X,V ).
Let us denote Tf (t, x, ω) this flow. This is a continuous map from [0, T ]×Rd×Rd to Rd×Rd.
We are now assured that the following definition makes sense :
Definition 1.2. We say that the function f ∈ C([0, T ],P1(Rd×Rd)) is a solution to Equation
79 if there exists a suitable cut-off θf for f such that
Tf (t)#f0 = ft
where Tf (x, ω, t) is defined as above.
A function f ∈ C(R+,P1(Rd × Rd)) is said to be a solution to Equation 79 if for all T > 0,
f is a solution on [0, T ] in the sense above.
Our next goal is to show that this definition is in fact independent of the choice of a particular
cut-off.
Proposition 1.2. Let f ∈ C([0, T ],P1(Rd × Rd)) be a solution to Equation 79 in the sense
of Definition 1.2, associated with a suitable cut-off θf . Assume that for some Rx, Rω > 0, ft has
support in B(0, Rx) × B(0, Rω) at all times. Let γf be another suitable cut-off, and let Eˆ(ft)
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and Tˆf denote respectively the vector field and flow associated with γf as before. Then for all
t ∈ [0, T ] :
Tˆf (t)#f0 = ft.
The main result for this section is the following existence and uniqueness theorem. It is
obtained by adapting the techniques described above and in [30] : we can broadly outline the
strategy by saying that we use W1 estimates to prove a fixed-point theorem for the characteristic
application described above.
Theorem 1.3. Let f0 ∈ P1(Rd × Rd) be a compactly supported measure. There exists a
unique solution on R+ for Equation 79 with initial data f0, in the sense of Definition 1.2.
We also get a result of stability of the solutions for an appropriate topology.
Theorem 1.4. Let f0, fn0 ∈ P1(Rd × Rd) be compactly supported measures and let ft, resp.
fnt , be the solutions of Equation 79 with initial data f0, resp. f
n
0 . Suppose that W1(f
n
0 , f0) → 0
and Supp fn0 → Supp f0 for the Hausdorff distance. Then for all t > 0, W1(fnt , ft)→ 0 and the
supports converge in Hausdorff distance.
We give a very important comment on this result : a major setback in the application of
the program set forth by [30] is that we are unable to obtain a quantitative result, with rates of
convergence for the solution at time t > 0.
Another striking fact in comparison to the Cucker-Smale case is that the topology of W1
convergence alone is not enough to ensure stability : one has to add a stronger requirement, in
the form of Hausdorff convergence of the supports.
1.3.2. Formal hydrodynamic scaling : links with pressureless Euler equations. In the case of
finite-range interaction, it is obviously impossible to expect a comprehensive description of long-
time behaviour, since it is easy to produce initial conditions for which an arbitrary number of
flocks stay forever apart. As an attempt to get an idea for the large-scale dynamics, we propose
a formal derivation of the hydrodynamic scaling for our equation. In this framework, we look at
the density and momentum of the solution, which are respectively the zero-th and first moment
of the solution with respect to the speed variable :
ρ(x, t) =
∫
ft(x, ω, t)dω, ρu =
∫
ωft(x, ω, t)dω.
Then we perform a hydrodynamic scaling, meaning that we take for new space- and time-
variables x˜ = εx, t˜ = εt respectively, and let ε tend to 0. We argue (unrigorously) that the set
of equations satisfied by ρ and u in this limit should be the following :
∂
∂t
ρ+∇(ρu) = 0
∂
∂t
(ρu) +∇ · u⊗ (ρu) = 0.
These equations are known as the pressureless Euler equations : they are the equations of
fluid motions (Euler equations) with the pressure term set to be identically 0. They arise in
several contexts and we quote only a very few related works : in [26], they are introduced (in
one dimension) as the equations for a system of sticky particles, they are also used as a simplified
model for cosmology [125].
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1.4. Long-range interaction. We now discuss the case of a long-range interaction func-
tion, meaning that we will assume the function ϕ to be heavy-tailed. In this case, many technical
difficulties are alleviated in the program set up above.
We skip entirely the discussion of existence and uniqueness in this case, and we give a stability
result for the solutions. Satisfactorily and in contrast with finite-range interactions, this result
is quantitative.
Theorem 1.5. Assume that the interaction function ϕ is decreasing and positive on R+.
For f0, g0 ∈ P(Rd × Rd) with support in B(0, Rx) × B(0, Rω), there exist C, C ′ depending only
on Rx, Rω, ϕ, such that
W1(ft, gt) ≤ exp[
∫ t
0
C
ϕ(C ′s)2
ds]W1(f0, g0).
With further assumptions on the decay of the interaction function ϕ, we can characterize
the asymptotic behaviour of the equation. The results extend those of [93] to the kinetic scale.
Denote Φ the primitive of ϕ vanishing at 0.
Theorem 1.6. Let ft denote a solution of Equation 79, with initial data f0 supported in
B(0, Rx)×B(0, Rω). Define
Dx(t) = sup
(x,ω),(x′,ω′)∈Supp ft
|x− x′|,
Dω(t) = sup
(x,ω),(x′,ω′)∈Supp ft
|ω − ω′|.
If Φ→ +∞ at +∞, i.e. if ϕ is non-integrable at +∞, there exists C ≤ 3(Rx+Rω) such that
Dω(t) ≤ Dω(0) exp[− 1
C
Φ(Ct)]→ 0.
Moreover, if the integral
∫ +∞
0 exp[− 1CΦ(Cs)]ds has a finite value M then we have
Dx(t) ≤ Dx,∞ = Dx(0) exp[2Dω(0)M ]
Dω(t) ≤ Dω(0) exp[−tDx,∞].
In conclusion, we observe that for a sufficiently long-range interaction, we obtain bounded-
ness of the relative distances and convergence of the speeds to a common value in large times.
F. Cucker and S. Smale ([36]) use the term flocking to describe this asymptotic behaviour. It is
also observed in the original C.-S. model, both at the level of the particle system ([36]) and at
the level of kinetic equations ([68]). This fact actually originated much of the interest for the
Cucker-Smale model.
2. The case of finite range interaction
2.1. Regularity in time and space for the characteristics. Throughout this section,
we choose a function f ∈ C([0, T ],P1(Rd × Rd)), and we assume that we can associate with it a
suitable cut-off θf . Let E(ft) and Tf (t) be the associated vector field and flow map respectively.
Let ζt(x, ω) = (ω,E(ft)(x, ω)) denote the vector field associated with the characteristics equation.
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Assume that for all t ∈ [0, T ], Supp (ft) ⊂ B(0, Rx)×B(0, Rω) for some Rx, Rω > 0. We establish
usual properties for the flow map.
Lemma 2.1. For all s, t ∈ [0, T ] :
‖Tf (t)− Tf (s)‖L∞(Rd×B(0,Rω)) ≤ 3Rω|t− s|.
Proof. First note that (x, ω) ∈ Rd × B(0, Rω) implies that for all t ∈ [0, T ], Tf (u)(x, ω) ∈
Rd ×B(0, Rω). To see this, consider the characteristic equation.
dX
dt
= V
dV
dt
= E(ft)(X,V ).
Suppose that V /∈ B(0, Rω). Multiplying the second equation by V , one gets
d|V |2
dt
= E(ft)(X,V ).V
=
θft
(ϕ1) ∗ ft
∫
ϕ(y −X)(w − V )ft(dy, dw).V
=
θft
(ϕ1) ∗ ft (
∫
ϕ(y −X)w.V ft(dy, dw)− |V |2(ϕ1) ∗ ft)
≤ θft
(ϕ1) ∗ ft (
∫
ϕ(y −X)|V |2ft(dy, dw)− |V |2(ϕ1) ∗ ft) = 0
where the last inequality uses the fact that Suppω ft ⊂ B(0, Rω) and V /∈ B(0, Rω), whence
for ft-a.e. (y, w), |w.V | ≤ |V |2. This implies that Rd × B(0, Rω) is a stable set for the flow Tf ,
which was our desired result.
To conclude, we simply write
|Tf (t)(x, ω)− Tf (s)(x, ω)| = |
∫ t
s
ζu[Tf (u)(x, ω)]du| ≤ (Rω + 2Rω)|t− s|.

Lemma 2.2. The function t→ Tf (t)#f0 is Lipschitz-continuous when endowing P1 with the
W1 distance. Indeed,
W1(Tf (t)#f0, Tf (s)#f0) ≤ 3Rω|t− s|.
Proof. This is a consequence of Lemma 2.1 and Lemma 5.1. 
Lemma 2.3. Let t ∈ [0, T ]. The application Tf (t) : Rd × B(0, Rω) → Rd × Rd is a locally
Lipschitz homeomorphism on its image.
Proof. This is a general property of flows of O.D.E.s. 
The next lemma describes the evolution of the support of a push-forward measure by a
regular family of homeomorphisms.
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Lemma 2.4. Let U, V be Borel subsets of Rd. Let Ψ : [0, T ]×U×V → Rd×Rd be a continuous
map, such that
• for each t ∈ [0, T ], Ψ(t, .) is a homeomorphism
• there exists A > 0 such that for t, s ∈ [0, T ], ‖Ψ(t, .)−Ψ(s, .)‖L∞ ≤ A|t− s|
Let µ ∈ P(U × V ) be a compactly supported probability measure. Let Xt = Suppx Ψ(t, .)#µ.
The set-valued application t 7→ Xt is Lipschitz continuous for the Hausdorff distance with Lips-
chitz constant A.
Proof. We first show that Supp Ψ(t, .)#µ = Ψ(t, Supp µ). On the one hand, if (y, v) ∈
Supp µ, then Ψ(t, y, v) ∈ Supp Ψ(t, .)#µ. Indeed, if V is a neighborhood of Ψ(t, y, v), then
Ψ(t, .)−1(V ) is a neighborhood of (y, v) and thus Ψ(t, .)#µ(V ) = µ(Ψ(t, .)−1(V )) has positive
measure. For the other inclusion, suppose that (x, ω) /∈ Ψ(t, Supp µ). Set (y, v) = Ψ(t, .)−1(x, ω)
: there exists δ > 0 such that B((y, v), δ) has µ-measure 0. Its image Ψ(t, .)(B((y, v), δ)) is a
neighborhood of (x, ω), with Ψ(t, .)#µ-measure 0
Now, let x ∈ Xt : there exists ω ∈ Rd such that (x, ω) ∈ Supp Ψ(t, .)#µ. In turn, there exists
a couple (y, v) ∈ Supp µ such that (x, ω) = Ψ(t, y, v). The point Ψ(s, y, v) lies in Supp Ψ(s, .)#µ
and |(x, ω)−Ψ(s, y, v)| ≤ A|t− s|. Whence d((x, ω), Supp Ψ(s, .)#µ) ≤ A|t− s| ; and d(x,Xs) ≤
A|t − s|. Since this holds for all x ∈ Xt we have dH(Xt, Xs) ≤ A|t − s|, where dH denotes the
Hausdorff distance.

2.2. Proof of Proposition 1.2. Throughout this section, let f : [0, T ]→ P1(Rd × Rd) be
a solution of the equation in the sense of definition 1.2, with Supp ft ∈ B(0, Rx)×B(0, Rω) for
some Rx, Rω > 0, so that the previous lemmas hold. Let θft be the cut-off associated with f by
our definition, with associated vector field and flow map E(ft) and Tf (t) respectively. Also let
 > 0 be such that θft = 1 on Suppx ft +B(0, ).
Lemma 2.5. There exists t1 > 0 such that for 0 ≤ t ≤ t1, the following inclusion holds :
Suppx f0 +B(0,

2
) ⊂ Suppx ft +B(0, ).
Proof. Lemma 2.2 and 2.3 show that Tf : [0, T ] × Rd × Rd → Rd × Rd satisfies the as-
sumptions in Lemma 2.4. Accordingly, the application t 7→ Suppx ft is Lipschitz continu-
ous for the Hausdorff distance, with Lipschitz constant 3Rω. Therefore, for t ≤ 6R , we have
Suppx f0 ⊂ Suppx ft +B(0, 2), which yields the desired inclusion.

Lemma 2.6. Let γf be another suitable cut-off, and let Eˆ(ft) and Tˆf denote respectively the
vector field and flow associated with γf as before. Then there exists t∗ > 0 such that Tˆf (t)#f0 = ft
for all t ∈ [0, t∗].
Proof. Upon modifying , we can assume that it is such that for all t ∈ [0, T ] we have both
θft = 1 and γft = 1 on Suppx ft +B(0, ).
Let ′ = 2 . Lemma 2.5 provides us with t1 > 0 such that for 0 ≤ t ≤ t1,
Suppx f0 +B(0, 
′) ⊂ Suppx ft +B(0, ).
Now, write that θft = γft = 1 on Suppx f0 + B(0, 
′), and E(ft) = Eˆ(ft) on (Suppx f0 +
B(0, ′))× Rd for 0 ≤ t ≤ t1.
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Applying Lemma 5.1 yields :
W1(Tˆf (t)#f0, Tf (t)#f0) ≤ ‖Tˆf (t)− Tf (t)‖L∞(Suppx f0×B(0,Rω))
Let (x, ω) ∈ Suppx f0 ×B(0, Rω), we have according to Lemma 2.1, we have for all s ≥ 0
|Tf (s)(x, ω)− (x, ω)| ≤ 3Rωs
and likewise |Tˆf (s)(x, ω) − (x, ω)| ≤ 3Rωs. This implies that for s ≤ t2 = ′3Rω , we have
Tf (s)(x, ω), Tˆf (s)(x, ω) ∈ (Suppx f0 + B(0, ′)) × Rd. In turn, this implies that for t ≤ t1 ∧ t2,
Tf (t)(x, ω) = Tˆf (t)(x, ω) : indeed,
|Tˆf (t)(x, ω)− Tf (t)(x, ω)| =
∫ t
0
(1 + C)|Tˆf (s)(x, ω)− Tf (s)(x, ω)|ds.
with C a Lipschitz bound for E(ft) = Eˆ(ft) for t ≤ t1∧t2 on (Suppx f0+B(0, ′))×B(0, Rω).
Gronwall's lemma then implies our claim.
Therefore, for t ≤ t1 ∧ t2,
W1(Tˆf (t)#f0, Tf (t)#f0) = 0
which is the expected result. 
Proof. of Proposition 1.2. Lemma 2.2 ensures that the functions t → Tf (t)#f0 and
t→ Tˆf (t)#f0 are both Lipschitz continuous, and coincide at t = 0. Therefore, it is sufficient to
show that if they coincide on [0, t∗] for some time t∗ < T , then they also coincide on [t∗, t∗′] for
some t∗′ > t∗.
It is straightforward that the flow map Tf has the following semi-group property : set
f∗(t, .) = f(t∗ + t, .) and define Tf∗ as the flow map for the equations
dX
dt
= V
dV
dt
= E[f∗(t, .)](X,V ).
Then, Tf (t∗ + t) = Tf∗(t) ◦ Tf (t∗). In particular, f∗(t) = Tf∗(t)#f(t∗). If we define Tˆf∗ in
the same way, we also have Tˆf (t∗ + t) = Tˆf∗(t) ◦ Tˆf (t∗) = Tˆf∗(t) ◦ Tf (t∗), and Tˆf (t∗ + t)#f0 =
Tˆf∗#f(t
∗).
Now, Lemma 2.6 ensures that there exists t∗ > 0 such that for t ≤ t∗, Tˆf∗(t)#f(t∗) = f∗(t),
which means that for t ∈ [t∗, t∗ + t∗], Tˆf (t)#f0 = f(t), and this completes our proof. 
2.3. Building a good cut-off. In this section, we give a sufficient condition for the exis-
tence of a suitable cut-off function. Heuristically, the requirement is that the mass should not
be too spread out, uniformly in time, so that the denominator (ϕ1) ∗ ft is bounded from below.
Lemma 2.7. Let u ∈ C([0, T ],P1(Rd × Rd)). Assume that there exist Rx, Rω > 0 and α > 0
such that
• for all t ∈ [0, T ], Supp (ut) ⊂ B(0, Rx)×B(0, Rω).
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• for all t ∈ [0, T ], for all x ∈ Suppx ut,
(84) (ϕ1) ∗ ut ≥ α.
Then there exists a suitable cut-off θu, such that :
• θu is continous.
• θut = 1 on Suppx ut +B(0, ) with  = α2‖∇ϕ‖L∞ .• The following inclusion holds :
Supp θut ⊂ {x ∈ Rd, (ϕ1) ∗ ut(x) ≥
α
4
}
• the associated vector field
E[ut] =
θut
(ϕ1) ∗ ut [(ϕv) ∗ ut]
is Lipschitz continuous, with Lipschitz constant depending only on α, Rω and ϕ.
Proof. Observe that for all t ∈ [0, T ], (ϕ1) ∗ ut is Lipschitz continuous with Lipschitz
constant ‖∇ϕ‖L∞ . Moreover, the following inclusion holds : Suppx ut + B(0, ) ⊂ {x, (ϕ1) ∗
ut(x) ≥ α2 }. Let Θ : R+ → [0, 1] be a continuous function such that Θ = 0 on [0, α4 ], Θ = 1 on
[α2 ,+∞[ and Θ is 8α -Lipschitz. Set θut = Θ((ϕ1) ∗ ut).
The continuity of θu is a consequence of the continuity of t 7→ ut. Moreover, according to
the remarks above, points 2 and 3 hold, and θut is Lipschitz continuous, with Lipschitz constant
8‖∇ϕ‖L∞
α .
The only point that remains to be shown is the Lipschitz regularity of E[ut]. Note that the
applications θut , (ϕ1) ∗ ut and (ϕv) ∗ ut are bounded and Lipschitz continuous, with bounds
and Lipschitz constants depending only on ϕ, α and Rω. Moreover θut has support in {x ∈
Rd, (ϕ1) ∗ ut(x) ≥ α4 } and on this set the application 1(ϕ1)∗ut coincides with 1(ϕ1)∗ut ∧ 4α which
is also bounded and Lipschitz continuous, with bounds depending only on ϕ, α and Rω. It is
straightforward to check that E[ut] must also be Lipschitz continuous with Lipschitz constant
depending on ϕ, α and Rω only.

The next lemma will be of use to apply a fixed point theorem. It shows that the condition
mentioned above to build a nice cut-off holds for some positive time if a stronger version holds
at time 0. Remember that r0 > 0 is such that ϕ ≥ 1 on B(0, r0).
Lemma 2.8. Let f : [0, T ] → P1(Rd × Rd), and let Rx, Rω > 0 be such that Supp ft ⊂
B(0, Rx)×B(0, Rω) for all t ∈ [0, T ].
Let α > 0 be such that for all y ∈ Suppx f0∫
B(y,
r0
2
)×B(0,Rω)
f0(dz, dω) ≥ α.
Let θft be a cut-off and Tf be the associated flow. Let ht = Tf (t)#f0. Set t
∗ = r012Rω , then :
for all t ≤ t∗ ∧ T , for all x ∈ Suppx ht,
(ϕ1) ∗ ht ≥ α.
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Proof. As ϕ ≥ 1 on B(0, r0), we have (ϕ1)∗ht(x) ≥ ht(B(x, r0)×Rd) for all x ∈ Rd. By def-
inition of the push-forward, the quantity on the right-hand side is equal to f0(Tf (t)−1(B(x, r0)×
Rd)). But then it suffices to show that if x ∈ Suppx ht there exists y ∈ Suppx f0 such that
B(y, r02 )×B(0, Rω) ⊂ Tf (t)−1(B(x, r0)× Rd).
From Lemma 2.1, we get that Tf (t)−1(B(x, r0)× Rd) ⊃ B(x, 3r04 )× B(0, Rω) provided that
t ≤ r012Rω . And Lemma 2.4 shows that for t ≤ r012Rω there exists y ∈ Suppx f0 such that
|y − x| ≤ r04 , which implies that B(y, r02 ) ⊂ B(x, 3r04 ), and this gives the desired result. 
2.4. W1 estimates. Let f, g ∈ C([0, T ]→ P1(Rd ×Rd)). Assume that for some Rx, Rω > 0
and some α > 0 :
• for all t ∈ [0, T ], Supp (ft) ⊂ B(0, Rx)×B(0, Rω),
• for all t ∈ [0, T ], for all x ∈ Suppx ft,
(85) (ϕ1) ∗ ft(x) ≥ α.
and that the same holds for gt (with the same α). Let Θ be as in the proof of Lemma 2.7, so
that θf = Θ((ϕ1) ∗ f) and θg = Θ((ϕ1) ∗ g) are cut-offs for f and g repectively, with associated
vector fields E[f.] and E[g.]. The following estimate holds :
Lemma 2.9. There exists C > 0 depending only on Rω, α, ‖ϕ‖L∞ and ‖∇ϕ‖L∞ such that
‖E[ft]− E[gt]‖L∞ ≤ CW1(ft, gt).
Proof. Write E(ft) = A(ft)(ϕv) ∗ ft with
A(ft) =
θft
(ϕ1) ∗ ft
and similarly Egt = A(gt)(ϕv) ∗ gt. Then
|E(ft)− E(gt)| ≤ |A(ft)−A(gt)|(ϕv) ∗ ft +A(gt)|(ϕv) ∗ (ft − gt)|.
Let us first dominate the second term A(gt)|(ϕv) ∗ (ft − gt)|. Since θgt has support in
{(ϕ1) ∗ gt ≥ α4 }, we have A(gt) ≤ 4α . And Lemma 5.2 yields
|(ϕv) ∗ (ft − gt)| ≤ 2Rω‖∇ϕ‖L∞W1(ft, gt).
As for the first term, it is easily seen that (ϕv) ∗ ft ≤ ‖ϕ‖L∞ . Then, write that :
|A(ft)−A(gt)| = |Θ((ϕ1) ∗ ft)
(ϕ1) ∗ ft −
Θ((ϕ1) ∗ gt)
(ϕ1) ∗ gt |.
As Θ is 8α -Lipschitz, bounded by 1 and supported on [
α
4 ,+∞[, the function λ 7→ Θ(λ)λ is
Lipschitz continuous, with Lipschitz constant 100
α2
.
Thus |A(ft) − A(gt)| ≤ 100α2 |(ϕ1) ∗ ft − (ϕ1) ∗ gt| ≤ 100‖∇ϕ‖L
∞
α2
W1(ft, gt) (where the last
inequality derives again from Lemma 5.2).

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2.5. Proof of the main theorem. We first state a local existence and uniqueness result
Proposition 2.10. Let f0 ∈ P1(Rd × Rd) be a compactly supported probability measure.
Let Rx, Rω > 0 be such that Supp f0 ⊂ B(0, Rx) × B(0, Rω), and let α > 0 be such that for
x ∈ Supp f0, ∫
B(x,
r0
2
)×Rd
f0(dx, dω) ≥ α.
There exist T > 0 depending only on Rω, α and ϕ, and a function f ∈ C([0, T ],P1(Rd×Rd))
solution to the equation with initial data f0 in the sense of Definition 1.2.
The solution has the following properties : for all t ∈ [0, T ],
• Supp ft ⊂ B(0, Rx(1 + 3RωT ))×B(0, Rω),
• for all x ∈ Suppx ut, (ϕ1) ∗ ut ≥ α.
Moreover, it is the unique solution among functions u ∈ C([0, T ],P1(Rd × Rd)) with these
properties.
Proof. We will use a fixed-point argument. Introduce the subset F of C([0, T ],P1(Rd×Rd))
comprising all continuous measure-valued functions f such that
(1) f(0) = f0,
(2) for all t ∈ [0, T ], Supp ft ∈ B(0, Rx(1 + 3RωT ))×B(0, Rω),
(3) for all t ∈ [0, T ], (ϕ1) ∗ ft ≥ α.
Let Θ be as in the proof of Lemma 2.7. For f ∈ F , set θf = Θ((ϕ1) ∗ f), define Ef and Tf
as before, and define
Γ(f)(t) = Tf (t)#f0.
Let us show that the operator Γ sends F into itself. Lemmas 2.8 and 2.4 show that when
f ∈ F , Γ(f) verifies points (1) and (3), and Suppx Γ(f)(t) ⊂ B(0, Rx(1 + 3RωT )). The only
remaining point is to show that Suppω Γ(f)(t) ⊂ B(0, Rω). It suffices to show that for all
t ∈ [0, T ], and all (x, ω) ∈ Rd × B(0, Rω), we have Tf (t)(x, ω) ∈ Rd × B(0, Rω). This is done
exactly as in the proof of Lemma 2.1.
Endow F with the distance
W1(f, g) = sup
t∈[0,T ]
W1(ft, gt).
Now we wish to prove that, up to restrictions on T , Γ is a strict contraction in the W1
distance. Let f, g ∈ F . Write that
W1(Γ(f)(t),Γ(g)(t)) = W1(Tf (t)#f0, Tg(t)#f0)
≤ ‖Tf (t)− Tg(t)‖L∞(Supp f0).
Now, for (x, ω) ∈ Supp f0, we have
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|Tf (t)(x, ω)− Tf (t)(x, ω)| ≤
∫ t
0
|Tf (s)(x, ω)− Tf (s)(x, ω)|ds
+
∫ t
0
|Efs(Tf (s)(x, ω))− Egs(Tg(s)(x, ω))|ds
≤
∫ t
0
|Tf (s)(x, ω)− Tf (s)(x, ω)|ds
+
∫ t
0
|Efs(Tf (s)(x, ω))− Efs(Tg(s)(x, ω))|ds
+
∫ t
0
|Efs(Tg(s)(x, ω))− Egs(Tg(s)(x, ω))|ds
Let C denote a constant depending on Rω, α and ϕ that may change from line to line. Because
of the Lipschitz regularity of Efs , the second expression in the right-hand term is dominated by∫ t
0
C|Tg(s)(x, ω)− Tf (s)(x, ω)|ds.
For the third term, we use Lemma 2.9 to write∫ t
0
|Efs(Tg(s)(x, ω))− Egs(Tg(s)(x, ω))|ds ≤ C
∫ t
0
W1(fs, gs)ds.
We get
|Tf (t)(x, ω)− Tf (t)(x, ω)| ≤ C(
∫ t
0
|Tg(s)(x, ω)− Tf (s)(x, ω)|ds+ TW1(f, g)).
An application of Gronwall's lemma yields
|Tf (t)(x, ω)− Tf (t)(x, ω)| ≤ T (eCt − 1)W1(f, g)
Plugging it back into our previous estimates yields for all t ∈ [0, T ]
W1(Γ(f)(t),Γ(g)(t)) ≤ T (eCT − 1)W1(f, g)
or equivalently
W1(Γ(f),Γ(g)) ≤ T (eCT − 1)W1(f, g)
Upon restricting T , the term T (eCT − 1) is strictly smaller than 1, thus giving us our result.

We now give the proof of global existence.
Proof of Theorem 1.3. As f0 is compactly supported, there exists α > 0 as in Lemma
2.8, therefore a solution exists locally in time. Consider now a solution t 7→ ft defined on some
time interval [0, T [, such that for all t ∈ [0, T [, ft has support in B(0, Rx + 2RωT ) × B(0, Rω).
Observe that it is Lipschitz continuous for the W1 distance according to Lemma 2.2, so that it
converges weakly at T to some measure µ that also has support in B(0, Rx + 2RωT )×B(0, Rω).
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By a compactness argument, one may find α′ > 0 such that (ϕ1) ∗ ft ≥ α′ on Suppx ft and
(ϕ1) ∗ µ ≥ α′ on Suppx µ and it is easily checked that setting fT = µ prolonges the solution to
[0, T ].
To conclude, it suffices to notice that a solution defined on some closed time interval [0, T ]
may be extended to a longer time. This is easily done using the local existence result and the
sub-linear growth of the support.

We now prove the stability result for the measure-valued solutions of Equation 79.
Proof of Theorem 1.4. .
By convergence of the supports there exist Rx and Rω such that the supports of fn0 and
f0 are included in B(0, Rx) × B(0, Rω). By Lemma 5.2 it is possible to find α such that the
estimates ∫
B(y,
r0
2
)×B(0,Rω)
fn0 (dy, dω) ≥ α,
resp. ∫
B(y,
r0
2
)×B(0,Rω)
f0(dy, dω) ≥ α
hold for all measures simultaneously for y on their respective supports, and therefore we
know that for t ≤ t∗, t∗ = r08Rω , we have (ϕ1) ∗ fnt ≥ α and (ϕ1) ∗ ft ≥ α respectively on the
supports of fnt and ft.
We first prove W1 convergence : write that
W1(ft, f
n
t ) ≤W1(Tf (t)#f0, Tf (t)#fn0 ) +W1(Tf (t)#fn0 , Tfn(t)#fn0 ).
Let U be a compact set such that all solutions are supported on U between times 0 and t∗.
The first term is bounded by KW1(f0, fn0 ) where K is a Lipschitz constant for Tf on [0, t
∗]×U .
The second term is bounded by ‖Tf (t)− Tfn(t)‖L∞ . This expression in turn may be treated as
in the proof of local existence to obtain
‖Tf (t)− Tfn(t)‖L∞ ≤ C(
∫ t
0
‖Tf (s)− Tfn(s)‖L∞ds+
∫ t
0
W1(fs, f
n
s )ds)
and another application of Gronwall's lemma yields
‖Tf (t)− Tfn(t)‖L∞ ≤ C
∫ t
0
eC(t−s)W1(fs, fns )ds.
Applying Gronwall's lemma yet again gives
W1(ft, f
n
t ) ≤ KW1(f0, fn0 )e2Ct
which proves convergence in W1 distance. As for convergence of the supports, remember
that supports are carried by the flow of the solution, i.e. Supp ft = Tf (t)(Supp f0) (resp.
Supp fnt = Tfn(t)(Supp f
n
0 )). Therefore it suffices to prove the uniform convergence
‖Tf (t)− Tfn(t)‖L∞ → 0,
and this is established by noticing that
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‖Tf (t)− Tfn(t)‖L∞ ≤ C
∫ t
0
eC(t−s)W1(fs, fns )ds
≤ CKW1(f0, fn0 )
∫ t
0
eC(t+s)ds
thanks to the two previous estimates.
Thus our claim is established for times up to r08Rω . As supports in the ω variable do not grow
with time, we can repeat the argument n times to obtain convergence up to time n r08Rω , which
completes the proof.

3. Formal hydrodynamic scaling
We are now interested in the large-scale behaviour of Equation 79. The following is a formal
derivation of the so-called hydrodynamic limit of our main equation. To this end, we introduce
the new set of variables x˜ = x, t˜ = t. Introduce the following notations for the density and
momentum : note
ρ(x, t) =
∫
f t (x, ω, t)dω, ρ
u =
∫
ωf t (x, ω, t)dω.
Rewriting the equation in this new set of variables gives (we drop the tildes for notational
clarity) :

(
∂
∂t
f t + ω.∇xf t
)
+∇ω.(E(f t )f t ) = 0
with
E(f t ) =
∫
ϕ(y−x )(v − ω)f t (y, v)dydv∫
ϕ(y−x )f

t (y, v)dydv
=
∫
vϕ(y−x )f

t (y, v)dydv∫
ϕ(y−x )f

t (y, v)dydv
− ω.
As → 0, we have the expansion
E(f t ) = u − ω +O(2)
(the cancellation of the first-order term is a consequence of the isotropy of the interaction
kernel). Suppose that f  converges to a limit f0, and denote by ρ0 and u0 the corresponding
density and flux respectively. The rescaled equation reads
(86) 
(
∂
∂t
f t + ω.∇xf t
)
+∇ω.((u − ω)f t ) +O(2) = 0.
At leading order 0, we get
∇ω · ((u0 − ω)f0) = 0
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and this is easily seen to imply the monophasic property of the limiting distribution :
f0(x, ω, t) = ρ0(x, t)δu0(x,t)(ω).
In order to obtain equations for the evolution of ρ0 and u0, we look at the first two moments
of f . Integrating Equation 86 with respect to ω yields the continuity equation :

(
∂
∂t
ρt +∇x(ρtut)
)
+
∫
∇ω.((u − ω)f t )dω +O(2) = 0
while multiplying by ω and integrating yields

(
∂
∂t
(ρtu

t) +
∫
ωω.∇x(f t )dω
)
+
∫
ω∇ω.((u − ω)f t )dω +O(2) = 0,
Notice that the terms of order 0 cancel out, so that we are left with
∂
∂t
ρt +∇x(ρtut) = O()
∂
∂t
(ρtu

t) +
∫
ωω.∇x(f t )dω = O()
Let us look at the second term : inside the integral is a vector of j-th component
∑
i
ωjωi
∂
∂xi
f  =
∑
i
∂
∂xi
(ωjωif
).
Integrating over ω and remembering that f t → ρ0t δu0t , as → 0, we see that the term under
consideration becomes
∑
i
∂
∂xi
(u0,iu0,jρ0),
(where u0,k denotes the k-th component of u0).
Introducing usual operators from fluid mechanics, the middle term can be written as ∇x ·
u0 ⊗ (ρu0) in the limit  → 0. The equations verified by ρ0, u0 are thus (dropping sub- and
superscripts for clarity of notations):
∂
∂t
ρ+∇(ρu) = 0
∂
∂t
(ρu) +∇ · u⊗ (ρu) = 0.
As discussed in the Introduction, this set of equations is known as the pressureless Euler
equations, i.e. they are the Euler equations of fluid motion with pressure term set to 0.
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4. Long range interaction
From this point onwards, we work under the assmption that ϕ is positive on R+. We skip
the questions of existence and uniqueness of the solution in this case and move on to prove the
results announced in the introduction.
Lemma 4.1. Let f0, g0 be measures with support in B(0, Rx) × B(0, Rω), and denote by
(ft)t≥0, resp. (gt)t≥0, the associated solutions. There exists C1, C2 depending only on ϕ, Rx,
Rω, such that on the set
At = B(0, Rx + 3Rωt)×B(0, Rω),
we have
‖Efs − Egs‖L∞(At) ≤
C1
ϕ(C2t)2
W1(ft, gt).
Proof. We give a sketch of proof only, as many of the arguments have been given before.
First, suppose that (ϕ1) ∗ ft ≥ m(t), (ϕ1) ∗ gt ≥ m(t) on the set A ⊂ Rd ×B(0, Rω), then there
exists C > 0 depending only on ϕ such that
‖Efs − Egs‖L∞(A) ≤
CRω
m(t)2
W1(ft, gt).
The proof of this claim is the same as for Lemma 2.9.
Then, we state the finite speed of propagation for characteristics when the initial data has
bounded speed : if Supp f0 ⊂ B(0, Rx)×B(0, Rω), then for all (x, ω) ∈ B(0, Rx)×B(0, Rω),
Tft(x, ω) ∈ B(0, Rx + 3Rωt)×B(0, Rω).
The proof of this claim uses Lemma 2.4 and is omitted.
Finally, on B(0, Rx + 3Rωt)×B(0, Rω), we have
(ϕ1) ∗ ft ≥ ϕ(Ct)
where C depends only on Rx, Rω. Indeed, as ϕ is decreasing, we have for all R > 0
(ϕ1) ∗ ft ≥ ϕ(R)
∫
|y−x|≤R
ρt(y)dy.
If R = 2(Rx + 3Rωt), the integral of the right-hand side is 1, which gives the announced
result.

Lemma 4.2. On the set
At = B(0, Rx + 3Rωt)×B(0, Rω),
we have
‖Eft‖Lip ≤
C
ϕ2(C2t)
where C depends only on ‖ϕ‖∞, ‖∇ϕ‖∞ and Rω and C2 is as in the lemma above.
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Proof. We have
|Eft(x,w)− Eft(x′, w′)| ≤
1
ϕ2(C2t)
(|(ϕv) ∗ ft(x,w)− (ϕv) ∗ ft(x′, w′)||(ϕ1) ∗ ft(x′, w′)|
+|(ϕ1) ∗ ft(x,w)− (ϕ1) ∗ ft(x′, w′)||(ϕv) ∗ ft(x′, w′)|
)
≤ C
ϕ2(C2t)
(|x− x′|+ |w − w′|)
where C depends only on ‖ϕ‖∞, ‖∇ϕ‖∞ and Rω.

Proof of Theorem 1.5. Using the triangle inequality, we have :
W1(ft, gt) ≤W1(Tft#f0, Tft#g0) +W1(Tft#g0, Tgt#g0)
≤ ‖Tft‖LipW1(f0, g0) + ‖Tft − Tgt‖L∞(Supp g0).
We deal separately with the two terms above. First, we want to bound ‖Tft‖Lip. For this,
write
|Tf (t)(x, ω)− Tf (t)(x′, ω′)| − |(x, ω)− (x′, ω′)|
≤
∫ t
0
|Tf (s)(x, ω)− Tf (s)(x′, ω′)|ds
+
∫ t
0
|Efs(Tf (s)(x, ω))− Efs(Tf (s)(x′, ω′))|ds
≤
∫ t
0
(1 + ‖Efs‖Lip)|Tf (s)(x, ω)− Tf (s)(x′, ω′)|ds
≤
∫ t
0
C
ϕ2(C2s)
|Tf (s)(x, ω)− Tf (s)(x′, ω′)|ds.
By Gronwall's lemma we conclude that
‖Tft‖Lip ≤ exp
∫ t
0
C
ϕ(C2s)2
ds.
We bound the second term with the same computations as before : for (x, ω) ∈ Supp g0, we
have
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|Tf (t)(x, ω)− Tg(t)(x, ω)| ≤
∫ t
0
|Tf (s)(x, ω)− Tg(s)(x, ω)|ds
+
∫ t
0
|Efs(Tf (s)(x, ω))− Egs(Tg(s)(x, ω))|ds
≤
∫ t
0
|Tf (s)(x, ω)− Tg(s)(x, ω)|ds
+
∫ t
0
|Efs(Tf (s)(x, ω))− Efs(Tg(s)(x, ω))|ds
+
∫ t
0
|Efs(Tg(s)(x, ω))− Egs(Tg(s)(x, ω))|ds
≤
∫ t
0
(1 + ‖Efs‖Lip(As))‖Tf (s)− Tg(s)‖L∞(Supp g0)ds
+
∫ t
0
‖Efs − Egs‖L∞(As)ds.
The set As in the subscripts denotes B(0, Rx + 3Rws)×B(0, Rw) : by Lemma 4.1, we know
that the second integral is bounded by∫ t
0
C1
ϕ(C2s)2
W1(fs, gs)ds.
Likewise, the first term is bounded by∫
C
ϕ(C2s)2
‖Tf (s)− Tg(s)‖L∞(Supp g0)ds.
Altogether, we have
‖Tf (t)− Tg(t)‖L∞ ≤
(∫ t
0
C
ϕ(C2s)2
‖Tf (s)− Tg(s)‖L∞ds+
∫ t
0
C
ϕ(C2s)2
W1(fs, gs)ds
)
.
With Gronwall's lemma, we get
‖Tf (t)− Tg(t)‖L∞ ≤ exp[
∫ t
0
C
ϕ(C2s)2
ds]
∫ t
0
C
ϕ(C2s)2
W1(fs, gs)ds.
Collecting everything, we have the following estimate for W1(ft, gt) :
W1(ft, gt) ≤ exp[
∫ t
0
C
ϕ(C2s)2
ds]
(
W1(f0, g0) +
∫ t
0
C
ϕ(C2s)2
W1(fs, gs)ds
)
.
A final application of Gronwall's lemma gives
W1(ft, gt) ≤ exp[
∫ t
0
2C
ϕ(C2s)2
ds]W1(f0, g0).

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Proof of Theorem 1.6. Choose (x, ω), (x′, ω′) ∈ Supp f0, and set
(xt, ωt) = Tft(x, ω), (x
′
t, ω
′
t) = Tft(x
′, ω′).
By definition of Tft , we have
d
dt
xt = ωt,
d
dt
ωt = Eft(xt, ωt)
and likewise for x′t, ω′t.
Denote δt = |xt − x′t|, we have
d
dt
1
2
δ2t = (xt − x′t).(ωt − ω′t)
By definition of Dx(t) and Dω(t), the above is bounded by Dx(t)Dω(t), so that
δ2t ≤ |x− x′|2 + 2
∫ t
0
Dx(s)Dω(s)ds.
Taking the supremum on all x, x′ on the x-support of f0 yields
Dx(t)
2 ≤ Dx(0)2 + 2
∫ t
0
Dx(s)Dω(s)ds.
By Gronwall's inequality,
(87) Dx(t) ≤ Dx(0) exp[
∫ t
0
Dω(s)ds].
Now, set θt = |ωt − ω′t|. Denote
q(x, y) =
ϕ(y − x)∫
ϕ(z − x)ft(dy, dv) ,
so that Eft(x, ω) =
∫
q(x, y)vft(dy, dv)− ω. We have
d
dt
1
2
θ2t = (ωt − ω′t).(Eft(xt, ωt)− Eft(x′t, ω′t))
= (ωt − ω′t).
[∫
q(x, y)vft(dy, dv)−
∫
q(x′, y)vft(dy, dv)− (ωt − ω′t)
]
≤ θt|
∫
q(x, y)vft(dy, dv)−
∫
q(x′, y)vft(dy, dv)| − θ2t .
We rewrite this as
d
dt
θt + θt ≤ |
∫
q(x, y)vft(dy, dv)−
∫
q(x′, y)vft(dy, dv)|.
We study the term in the absolute value. Assume that there exists m > 0 with q(x, y) ≥ m,
q(x′, y) ≥ m for all y ∈ Suppx ft. Observe that
∫
[q(x, y)−m]ft(dy, dv) = 1−m (and the same
holds with x′ instead of x). Keeping this in mind, we have
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|
∫
q(x, y)vft(dy, dv)−
∫
q(x′, y)vft(dy, dv)|
= |
∫
[q(x, y)−m]vft(dy, dv)−
∫
[q(x′, y)−m]vft(dy, dv)|
= | 1
1−m
∫
(v − v′)[q(x, y)−m][q(x′, y′)−m]ft(dy, dv)ft(dy′, dv′)|
≤ Dω(t)
1−m
∫
[q(x, y)−m][q(x′, y′)−m]ft(dy, dv)ft(dy′, dv′)
= Dω(t)(1−m).
Here, ϕ is decreasing so that for all x, y ∈ Suppx ft,
q(x, y) =
ϕ(|x− y|)∫
ϕ(|x− z|)ρt(z)dz ≥
ϕ(Dx(t))
ϕ(0)
.
For simplicity, we can assume ϕ(0) = 1. Using the lower bound, we get
|
∫
q(x, y)vft(dy, dv)−
∫
q(x′, y)vft(dy, dv)| ≤ Dω(t) [1− ϕ(Dx(t))] .
We consider the differential inequality
d
dt
θt + θt ≤ Ψ(t)Dω(t)
with Ψ(t) = 1− ϕ(Dx(t)). Integrating, we get
θt ≤ e−tθ0 +
∫ t
0
es−tΨ(s)Dω(s)ds.
But notice that θ0 ≤ Dω(0), and that Dω(t) is the supremum of θt over all choices of initial
points (x, ω), (x′, ω′). Passing to the supremum, we get
Dω(t) ≤ e−tD0 +
∫ t
0
es−tΨ(s)Dω(s)ds.
By Gronwall's inequality,
(88) Dω(t) ≤ Dω(0) exp[
∫ t
0
Ψ(s)ds− t] = Dω(0) exp[−
∫ t
0
ϕ(Dx(s))ds].
We know that Dx(t) ≤ Ct where C depends on Rx, Rω. Denoting by Φ the primitive of ϕ
vanishing at 0, this implies
Dω(t) ≤ Dω(0) exp[− 1
C
Φ(Ct)].
At this point, we can observe that if Φ→ +∞ at +∞, then Dω → 0.
We plug this in the bound (87) :
Dx(t) ≤ Dx(0) exp[2Dω(0)
∫ t
0
exp[− 1
C
Φ(Cs)]ds].
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If the integral
∫ +∞
0 exp[− 1CΦ(Cs)]ds has a finite value M then we see that for all t ≥ 0,
Dx(t) ≤ Dx(0) exp[2Dω(0)M ] = Dx,∞.
We use this again in (88) and get
Dω(t) ≤ Dω(0) exp[−tDx,∞].

5. Results related to the transportation of measures
Lemma 5.1. Let A,B : (Rd)2 → (Rd)2 and µ ∈ P(Rd × Rd), we have
W1(A#µ,B#µ) ≤ ‖A−B‖L∞(Supp µ).
Proof. It suffices to choose the transport plan pi = (A×B)#µ and to write
W1(A#µ,B#µ) ≤
∫
|x− y|pi(dx, dy) =
∫
|A(x)−B(x)|µ(dx) ≤ ‖A−B‖L∞(Supp µ).

Lemma 5.2. Let ψ : (Rd)2 → (Rd)2 be a Lipschitz function, and let µ, ν ∈ P(Rd × Rd), we
have
‖ψ ∗ µ− ψ ∗ ν‖L∞ ≤ ‖ψ‖LipW1(µ, ν)
Proof. Let pi be an optimal coupling of µ and ν, and write
|ψ ∗ µ− ψ ∗ ν|(x) = |
∫
ψ(y − x)µ(dy)−
∫
ψ(y − x)ν(dy)|
= |
∫
[ψ(y − x)− ψ(y′ − x)]pi(dy, dy′)|
≤ ‖ψ‖Lip
∫
|y − y′|pi(dy, dy′) = ‖ψ‖LipW1(µ, ν).

CHAPITRE 6
Modelling ant trail formation
We propose an Individual-Based Model of ant-trail formation. The ants are modeled as self-
propelled particles which deposit directed pheromones and interact with them through alignment
interaction. The directed pheromones intend to model pieces of trails, while the alignment
interaction translates the tendency for an ant to follow a trail when it meets it. Thanks to
adequate quantitative descriptors of the trail patterns, the existence of a phase transition as the
ant-pheromone interaction frequency is increased can be evidenced. Finally, we propose both
kinetic and fluid descriptions of this model and analyze the capabilities of the fluid model to
develop trail patterns. We observe that the development of patterns by fluid models require
extra trail amplification mechanisms that are not needed at the Individual-Based Model level.
1. Introduction
One of the many features displayed by self-organized collective motion of animals or indi-
viduals is the formation of trails. For instance, ant displacements are characterized by their
organization into lanes consisting of a large number of individuals, for the purpose of exploring
the environment or exploiting its resources. Another example involving species with higher cog-
nitive capacities is the formation of mountain trails by hikers or herds of animals. In both cases,
the main feature is that the interaction between the individuals is not direct, but instead, is
mediated by a chemical substance or by the environment. Indeed, ants lay down pheromones as
chemical markers. These pheromones are sensed by other individuals which use them to adjust
their path. In the case of mountain trails, the modification of the soil by walkers facilitates the
passage of the next group of individuals and attracts them. This phenomenon is well-known
to biologists under the name of stigmergy, a concept first forged by Pierre-Paul Grassé [64] to
describe the coordination of social insects in nest building.
The formation of trails by ants has been widely studied in the biological literature [8, 35,
43, 49, 50, 123]. One general observation is the fact that trail formation is a self-organized
phenomenon and expresses the emergence of a large-scale order stemming from simple rules at
the individual level. Indeed, ant colonies in the numbers of thousands of individuals or more
arrange into lines without resorting to long-range signaling or hierarchical organization. Another
striking feature is the variability of the trail patterns, which may range from densely woven
networks to a few large trails. This flexibility may result from the ability of the individuals to
adapt their activity to variable external conditions such as food availability, temperature, terrain
conditions, the presence of predators, etc. Trail plasticity derives from internal and external
factors: for example it may vary according to the species of ant under consideration or depends
on the properties of the soil. Our goal is to provide a model that accounts for these two general
facts: spontaneous formation of trails, and variability of the trail pattern.
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At the mathematical level, several types of ant displacement and pheromone deposition
models have been introduced. A first series of works deal with ant displacement on a pre-
existing pheromone trail and focus on the role of the antennas in the trail sensing mechanism
[28, 27, 35]. Spatially one-dimensional models do not specifically address the question of trail
build-up either, since motion occurs on a one-dimensional predefined trail. One-dimensional
cellular automata models have been used to determine the fundamental diagram of pheromone-
regulated traffic and to study the spontaneous break-up of bi-directional traffic in one preferred
direction [74, 94].
The decision-making mechanisms which lead to the selection of a particular branch when
several routes are available have been modeled by considering Ordinary Differential Equations
(ODE's) for the global ant and pheromone densities on each trail [9, 40, 59, 102]. These models
do not account for the spontaneous formation of the trails. In [49], the spatial distribution of
trails is ignored in a similar way. However, it introduces the concept of a space-averaged statistical
distribution of trails, which reveals to be very effective. In the present work, we have borrowed
from [49] the idea of considering trails as particles in the same fashion as ants, and of dealing
with them through the definition of a trail distribution function. However, by contrast to [49],
we keep track of both the spatial and directional distribution of these trails.
In general, two dimensional models consider that ant motion occurs on a fixed lattice. Two
classes of ant models have been considered: Cellular Automata models [52, 50, 123], and Monte-
Carlo models [9, 40, 106, 109, 114]. In the first class of models, no site can be occupied by
more than one ant, while in the second class, ants are modeled as particles subject to a biased
random walk on the lattice. In [121], the authors introduce some mean-field approximation
of the previous models: a time-continuous Master equation formalism is used to determine the
evolution of the ant density on each edge. In all these models, the jump probabilities are modified
by the presence of pheromones. The pheromones can be located on the nodes [109, 114, 106],
but the trail reinforcement mechanism seems more efficient if they are located on the edges [52,
9, 40, 50, 123]. To enhance the trail formation mechanisms, some authors [109, 114] introduce
two sorts of pheromones, an exploration pheromone which is deposited during foraging and a
recruit pheromone which is laid down by ants who have found food and try to recruit congeners
to exploit it. In [106], it is demonstrated that trail formation is enhanced by introducing some
saturation of the ant sensitivity to pheromones at high pheromone concentrations. Inspired by
the observation that pheromone deposition on edges seems to be more efficient in producing
self-organized trails, we suppose that laid down pheromones give rise to trails (i.e. directed
quantities) rather than substance concentration (i.e. scalar quantities).
All these previously cited two-dimensional models assume a pre-existing lattice structure.
One questions which is seldom addressed is whether this pre-existing lattice may influence the
formation of the trails. For instance, it is well-known that lattice Boltzmann models with too few
velocities have incorrect behavior. One may wonder if similar effects could be encountered with
spatially discrete ant trail formation models. For this reason, in the present work, we will depart
from a lattice-like spatial organization and treat the motion of the ants in the two-dimensional
continuous space.
In this work, we propose a time- and space-continuous Individual-Based Model for self-
organized trail formation. In this model, self-propelled particles interact by laying down trails of
pheromone that indicate both the position and direction of the trails. Ants adapt their course
by following trails deposited by others, therefore reinforcing existing trails while evaporation
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of pheromones allows weaker trails to disappear. The ant dynamics is time-discrete and is a
succession of free flights and velocity jumps occuring at time intervals ∆t. Velocity jumps occur
with an exponential probability. Two kinds of velocity jumps are considered: purely random
jumps which translate the ability of ants to explore a new environment, and trail-recruitment
jumps. In order to perform the latter, ants look for trails in a disk around themselves, pick up
one of these trails with uniform probability and adopt the direction of the chosen trail.
This model bears analogies with chemotaxis models. Chemotaxis is the name given to remote
attraction interaction through chemical signaling in colonies of bacteria. Mathematical modelling
of chemotaxis has been largely studied. Macroscopic models were first introduced by Keller and
Segel in the form of a set of parabolic equations [76]. These equations can be obtained as
macroscopic limits of kinetic models [51, 54, 70, 96, 97]. Kinetic models describe the evolution
of the population density in position-velocity space. In [111] a direct derivation of the Keller-
Segel model from a stochastic many-particle model is given. The common feature of most
chemotaxis models is the appearance of blow-up, which corresponds to the fast aggregation of
individuals at a specific point in space (see e.g. [16, 29]). By contrast, in the present paper,
the dynamics gives rise to the spontaneous organization of lane-like spatial patterns, much alike
to the observed behavior of ants. The reason for this different morphogenetic behavior is the
directed nature of the mediator of the interaction.
The model also bears analogies with the kinetic model of cell migration developed in [98]. In
this model, cells move in a medium consisting of interwoven extra-cellular fibers in the direction
of one, randomly chosen fiber direction. As they move, cells specifically destroy the extracellular
fibers which are transverse to their motion. The induced trail reinforcement mechanism produces
a network. There are two differences with the trail formation mechanism that we present here.
The first one is that the dynamics starts from a prescribed set of motion directions and gradually
reduces this set, while our algorithms builds up the set of available directions gradually and new
directions are created through random velocity jumps. The second difference is the role of trail
evaporation in our algorithm, which has no equivalent in the cell motion model. Indeed, trail
evaporation is a major ingredient for network plasticity.
In the last part of the present work, we derive a kinetic formulation of the proposed ant trail
formation model in the spirit of [98]. Then, the fluid limit of this kinetic model is considered.
We show that the resulting fluid model can exhibit trail formation only if some concentration
mechanism is involved, while numerical simulations indicate that trail formation may occur
without such a mechanism. Therefore, the appearance of trails is enhanced when the model
provides more information about the ant velocity distribution function.
The outline of this paper is as follows. In section 2, we provide the model description.
Section 3 is devoted to the analysis of the numerical simulations. We establish a methodology
for the detection of trail patterns from a simulation outcome, and analyze the dependency of
the observed features on the model parameters. In section 4, we formally establish a set of
kinetic equations that describes the dynamics and we investigate their fluid limit. A conclusion
in section 5 draws some perspectives of this work.
2. An Individual-Based-Model of ant behavior
based on directed pheromone deposition
We consider N ants in a flat (2-dimensional) domain: each ant is described by its position
xi ∈ R2 and the direction of its motion ωi. The vector ωi is supposed to be of unit-length, i.e.
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ωi ∈ S1, where S1 denotes the unit circle. We also consider pieces of trails described by pairs
(yp, ωp) where yp ∈ R2 is the trail piece position and ωp is a unit vector describing the trail
direction (see figure 1). In the case of ants, the marking of the trail is realized by a chemical
marker, namely a trail pheromone. We assume that the ants can distinguishably perceive the
direction of the trail of this chemical marker and that they are able to follow, not the line of
steepest gradient, like in chemotaxis, but the direction of this trail. Note that in the case of
walkers or sheep in an outdoor terrain, the marking of the trail is realized by the modification
of the terrain consecutive to the passage of the walkers, such as flattened grass. For wild white
bears, this modification is realized by the trail left in the snow by the animals. In the sequel, we
concentrate on the modeling of ant trail formation, and we will indistinguishably refer to these
pieces of trails as 'trails' or 'trail pheromones', or simply, 'pheromones'. The set of pheromones
varies with time, since new pheromones are created by the deposition process and pheromones
disappear after some time in order to model the evaporation process. We will denote by P(t)
the set of pheromones at time t.
The simulated ants follow a random walk process. During free flights, Ant imoves in direction
ωi at a constant speed c, i.e. is subject to the differential equation:
(89) x˙i = cωi, ω˙i = 0,
where the dots stand for time derivatives. This free motion is randomly interrupted by velocity
jumps. When Ant i undergoes a velocity jump at time t, its velocity direction before the jump
ωi(t− 0) is suddenly changed into a different one ωi(t+ 0). The jump times are drawn according
to Poisson distributions. In practice, a time discrete algorithm is used, with time steps ∆t. With
such a discretization, a Poisson process of frequency λ is represented by an event occuring with
probability 1− e−λ∆t over this time step. There are two kinds of jumps: random velocity jumps
and trail recruitment jumps.
Random velocity jumps. In this case, ωi(t + 0) differs from ωi(t − 0) by a random angle ε, i.e.
̂(ωi(t− 0), ωi(t+ 0)) = ε, where ε is drawn out of a Gaussian distribution p(ε) with zero mean
and variance σ2, periodized over [0, 2pi], i.e.
p(ε) dε =
∑
n∈Z
1
(2piσ2)1/2
exp
(
−(ε+ 2npi)
2
2σ2
)
dε, ε ∈ [0, 2pi].
The frequency of the Poisson process is constant in time and denoted by λr.
Trail recruitment jump. In this case, ωi(t+ 0), is picked up with uniform probability among the
directions ωp of the trail pheromones located in the ball BR(xi(t)) of radius R centered at xi(t)
(see figure 1). BR(xi(t)) is the ant detection region and R its detection radius. More precisely,
defining the set
Si(t) = {p ∈ P(t) , |xp − xi(t)| ≤ R},
Ant i chooses an index p in Si(t) with uniform probability and sets
(90) ωi(t+ 0) = ωp.
A variant of this mechanism involves a nematic interaction (i.e. the deposited trails have no
specific orientation). In this case, the new direction is defined by
(91) ωi(t+ 0) = ±ωp, such that ̂(ωi(t+ 0), ωp) is acute.
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(xi, ωi)
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(xp, ωp)
Figure 1. Ants follow a random walk process. Each ant is moving on a straight
line until it undergoes a random velocity jump (left) or a trail recruitment jump
(right). In this picture, a trail pheromone is located in the disk centered at the
ant location when the jump occurs, and of given radius R.
The nematic interaction makes more biological sense, since it seems difficult to envision a mech-
anism which would allow the ants to detect the orientation of a given trail. The use of a uniform
probability to select the interacting pheromone can be questioned. For instance, the choice of
the trail pheromone p could be dependent on the angle ̂(ωi(t), ωp) like considered in [121], but
in the present work we will discard this effect. Ants may also preferably choose the largest trails
indicated by a large concentration of pheromones in one given direction. This 'preferential choice'
will be discussed in connection to the kinetic and fluid models in section 4 but discarded in the
numerical simulations of the Individual-Based Model.
The frequency of the Poisson process is given by λpMi(t) where Mi(t) is the number of
pheromones in the detection region of Ant i: Mi(t) = Card(Si(t)), and λp is the trail recruitment
frequency per unit pheromone. The dependency of the jump frequency upon the number of
detected pheromones accounts for the observed increase of the alignment probability with the
pheromone density. Of course, nonlinear functions of the pheromone density could be chosen
as well. For instance, some saturation of the detection capability occurs at large pheromone
densities, such as investigated in [106]. This effect will also be discarded here. We also discard
any consideration of the detection mechanism, such as discussed e.g. in [28, 27, 35].
During their walk, ants leave trail pheromones at a certain deposition rate νd. If at time
t, ant i deposits a pheromone, a new pheromone particle is created at position xi(t) with the
direction ωi(t). Hence, we postulate that:
At deposition times t, a pheromone p is created with (xp, ωp) = (xi(t), ωi(t)).
Pheromones have a life-time Tp and remain immobile during their lifetime. In this work,
pheromone diffusion is neglected. Pheromone deposition and evaporation times are modeled
by Poisson processes: each ant has a probability νd per unit of time to lay down a pheromone
and each pheromone has a probability 1/Tp per unit of time to disappear.
Pheromone deposition mediates the interactions between the ants. This interaction is nonlo-
cal in both space and time (because the ant which has deposited a pheromone may have moved
away quite far before another ant interacts with it). Random velocity jumps and trail recruitment
jumps have opposite effects. Random velocity jumps generate diffusion at large scales whereas
trail recruitment jumps tend to produce concentrations of the ants trajectories on the pheromone
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trails. Therefore, the pheromone-meditated interaction induces correlations of the ants motions
and these correlations result in trail formation.
The trail recruitment process together with pheromone evaporation result in network plas-
ticity. To illustrate this mechanism, let us consider the following simplified situation. Suppose
an ant reaches a crossroads of trails, meaning a spot where pheromones point in two different
directions denoted by 1 and 2. Suppose there are n1 pheromones in one direction and n2 in the
other one. The probability for the ant to choose to orient in direction i; i = 1, 2, is equal to the
ratio nin1+n2 . When the ant turns to its new direction, it may release a pheromone which will
serve to reinforce this branch. Eventually, one under-selected branch of the crossroads will vanish
due to evaporation of the pheromones. Note that the choice of the surviving branch depends on
random fluctuations of this process: therefore, the outcome of this situation is non-deterministic
and even an initially strongly populated branch has a non-zero probability to vanish away.
3. Simulations and results
3.1. Choice of the modeling and numerical parameters. We use experimentally de-
termined parameter values as often as possible. Since parameters are species-dependent, we focus
on the species 'Lasius Niger'.
In our model, the motion of a single ant is described by three quantities: the speed c, the
frequency of random velocity jumps λr and their amplitude σ. These three parameters have
been estimated in different studies [10, 32] which give us a range of possible values. We choose
rather low estimations of λr and σ (see Table 1) since in real experiments the estimation of
these coefficients counts both for random jumps and recruitment by trails. The deposition rate
of pheromones νd and their life time Tp have also been measured experimentally for 'Lasius
Niger' [8]. After leaving a food source, an ant drops on the average .5 pheromone per second.
This experimental value gives us an upper bound for νd because it corresponds to an estimation
of νd in a very specific situation where the ant activity level is high. In our simulations, we
use νd = .2 s−1. Since in our model, all the ants lay down pheromones, we also take a low
estimation of the pheromone lifetime (Tp = 100 s) otherwise the domain becomes saturated with
pheromones.
By contrast, the interaction between ants and pheromones has not been quantified experi-
mentally. For this reason, we do not have experimental values for the pheromone detection radius
R and the alignment probability per unit of time λp. In our simulations, we fix the radius of
perception R equal to 1 cm (corresponding roughly to 2 body lengths). The alignment proba-
bility λp remains a free parameter in our model. By changing the value of λp, we can tune the
influence of the pheromone-mediated interaction between the ants. A low value of λp corresponds
to a weak interaction, whereas, for large values of λp, the ant velocities become controlled by the
pheromone directions. In our simulations, λp varies from 0 to 3 s−1.
For simplicity, all simulations are carried out in a square domain of size L = 100 cm with
periodic boundary conditions. For the initial condition, 200 ants are randomly distributed in the
domain. Their velocity ωi is chosen uniformly on the circle S1. The ant-pheromone interaction
is always taken nematic unless otherwise stated.
We can estimate the average number of pheromones 〈M〉 at equilibrium, when the average is
taken over realizations. The evolution of 〈M〉(t) is given by the following differential equation:
d〈M〉(t)
dt
= νdN − 1
Tp
〈M〉(t),
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Parameters Value
L Box size 100 cm
N Number of ants 200
c Ant speed 2 cm/s
λr Random jump frequency 2 s−1
σ Random jump standard deviation .1
νd Pheromone deposition rate .2 s−1
Tp Pheromone lifetime 100 s
R Detection radius 1 cm
λp Trail recruitment frequency 0-3 s−1
Table 1. Table of the parameters used in the simulations.
where N is the number of ants, νd and Tp are (resp.) the deposition rate and pheromone lifetime.
Thus, at equilibrium (i.e. d〈M〉/dt = 0), the average number of pheromones is given by νd TpN .
For our choice of parameters (Table 1), this corresponds to 4000 pheromones.
3.2. Detection of trails.
3.2.1. Evidence of trail formation. The typical outcomes of the model are shown in figure 2.
After an initial transient, we observe the formation of a network of trails. This network is not
static, as we observe in the two graphics: the network at time t = 2000 s is significantly different
from the network observed at time t = 1000 s. Here, the goal is to provide statistical descriptors
of this trail formation phenomenon and to analyze it.
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Figure 2. A typical output of the model at two different times. The ants are
represented in blue and the pheromones in green. We clearly observe the forma-
tion of trails. Parameters of the simulation: λp = 2s−1, ∆t = .05 (see also Table
1).
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3.2.2. Definition of a trail. To quantify the amount of particles that are organized into trails
at a given time, we consider the collection of all particles, that is to say, the union of the sets
of ants and of pheromones. Indeed collecting the pheromones allows us to trace back the recent
history of the individuals. To define a trail, we fix two parameters: a distance rmax and an angle
θmax. We say that particle Pi = (xi, ωi) (Pi being either an ant or a pheromone) is linked to
particle Pj = (xj , ωj) if the distance between the two particles is less than rmax and the angle
between ωi and ωj is either less than θmax or greater than pi − θmax. In other words, we define
a relationship (see figure 3):
(92) Pi ∼ Pj if and only if |xi − xj | < rmax and sin(ωj − ωi) < sin θmax.
Using this relationship, particles can be sorted into different trails: we say that P and Q belong to
the same trail if there exists particles P1, . . . , Pk (a path) such that P ∼ P1, P1 ∼ P2, . . ., Pk ∼ Q.
Thus, a trail is defined as the connected components of the particles under the relationship (92).
A trail is approximately a slowly turning lane of particles.
As a first example, in figure 4, we display the partitioning into trails of the previous simu-
lations (figure 2) at time t = 2000 s with rmax = 2 cm and θmax = 45◦. For these values, the
largest trail (drawn in red in figure 4) consists of 2670 particles and the second largest (drawn
in orange in figure 4) is made of 254 particles.
3.2.3. Statistics of the trails. We expect that trail formation results in the development of
a small number of large trails, while unorganized states are characterized by a large number of
small trails, most of them being reduced to single elements. Therefore, trail formation can be
detected by observing the trail sizes. With this aim, we denote by Si(t) the size of the trail to
which particle i belongs at time t. Let N (t) be the total number of particles, i.e. N (t) = N+P(t)
where N is the number of ants and P(t) is the number of pheromones at time t. We form
pt(S) =
Card({i |Si(t) = S})
N (t) , S ∈ N.
pt(S) is the probability that a particle belongs to a trail of size S at time t. An unorganized
state is therefore characterized by a quickly decaying pt(S) as a function of S while a state where
the particles are highly organized into trails displays a bimodal pt(S) with high values for large
values of S. To display the distribution of pt(S) is easy: it is nothing but the histogram of the
trail sizes Si, collected from several independent simulations with identical parameters.
As an illustration, we provide the distribution pt(S) for the set parameters used to generate
Figs. 2 and 4, (i.e. λp = 2 s−1, rmax = 2 cm and θmax = 45◦), with 1000 realizations. We clearly
observe in Fig. 5 (left) that the distribution pt(S) is bimodal: a first maximum is observed near
the minimal value of S, i.e. S = 1, and a second maximum is observed near the values S ≈ 2500.
This indicates that a particle (i.e. an ant or a pheromone) belongs to either a small-size trail
(S < 100) or to a large-size trail (S ≈ 2500). As a control sample for our statistical measurement,
we run the same simulations but cutting off the ant-pheromone interaction (i.e. λp = 0) and
proceed to the same analysis. In Fig. 5 (right), we observe that without the influence of the
pheromones (blue histogram) the probability pt(s) is only concentrated near the value S = 1 and
decays very fast to almost vanish for S > 500.
3.3. Trail size. As observed in figure 5, ant-pheromone interactions lead to the formation
of trails which are evidenced by the transformation of the shape of the distribution pt(S). To
perform a systematic parametric analysis of the trail formation phenomenon, we use the mean
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〈S〉 of the distribution S:
〈S〉 =
∑
S∈N
S pt(S).
The quantity 〈S〉 quantifies the level of organization of the system into trails. Indeed, large
values of 〈S〉 indicate a high level of organization into trails while smaller values of 〈S〉 are the
signature of a disordered system. For example, in Fig. 5, we have 〈S〉 = 1333.7 when the
ant-pheromone interaction is on with interaction frequency λp = 2. By contrast, its value falls
down to 〈S〉 = 76.8 when the ant-pheromone interaction is turned off (i.e. λp = 0) and the
system is in a fully disordered state.
Our first use of the mean trail size 〈S〉 is to show that it stabilizes to a fixed value after
an initial transient. Fig 6 shows the mean trail size 〈S〉(t) for one simulation (dashed line)
and averaged over 1000 different simulations (solid line). It appears that, after some transient,
〈S〉(t) presents a lot of fluctuations about an averaged value. If the simulation is reproduced a
large number of times and the mean trail size 〈S〉(t) is averaged over all these realizations, the
convergence towards a constant value becomes apparent.
Therefore, statistical analysis of the trail patterns using the mean trail size 〈S〉 become
significant only once this constant value has been reached. In the forthcoming sections, analysis
will be performed for simulation times equal to 2000 s, which is significantly larger than the time
needed for the stabilization of 〈S〉 (about 800 s).
3.4. Evidence of a phase transition. In Fig. 7, we display 〈S〉 as a function of λp. For
each value of λp, we estimate 〈S〉 by averaging it over 1000 independent simulations. We observe
an abrupt increase of 〈S〉 when λp varies from 0 to 1 which means that a sharp transition from an
unorganized system to a system organized into trails arises. For larger values of λp, the influence
of the ant-pheromone interaction saturates and 〈S〉 reaches a plateau at the approximate value
〈S〉 ≈ 1300.
The transition from disorder to trails also depends on the other parameters of the model. For
example, if we increase the noise by increasing the random jump frequency λr, the corresponding
value of 〈S〉 decreases. In order to restore the previous value of 〈S〉 the ant-pheromone interaction
frequency λp must be increased simultaneously. In Fig. 8, we plot 〈S〉 as a function of both
the random jump frequency λr and the ant-pheromone interaction frequency λp. We estimate
〈S〉 by averaging it over 100 realizations for each value of the pair (λp, λr). We still observe a
fast transition from an unorganized state (〈S〉 < 100) to a state organized into trails (〈S〉 ≥
1000) when λp increases. However, as the noise λr increases, this transition becomes smoother.
Moreover, the plateau reached by 〈S〉 when λp is large is still comprised between 1300 and 1500
for all values of λr, but reaching this plateau for large values of λr requires larger value of λp.
At the value λr = 0, the transition from disorder (〈S〉 ≤ 100) to trail-like organization
(〈S〉 ≥ 1000) is the fastest. However, the plateau reached by 〈S〉 when λp is large is significantly
lower than for larger values of λr (〈S〉 ≈ 1000 instead of 1300). This could be attributed to the
fact that, without random jumps, the level of diffusion is too low, the ants do not mix enough,
and trails have little opportunities to merge.
On the other hand, we can look for another explanation of this paradoxical lower value of
〈S〉 when λr is very small. Indeed, we notice that, in this case, the formed trails are much
narrower than for larger values of λr. Fig. 9 (left) shows a simulation result using a quite small
random jump frequency of λr = .2. We observe that the trails are narrower and more straight
than those obtained with the larger value λr = 2 (figure 2). We can quantify statistically this
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feature by changing the parameters of trail detection rmax and θmax. We reduce the maximum
distance (rmax = 1.5 cm) and the maximum angle (θmax = 35◦). With these smaller values,
two particles are less likely to be connected. Then we proceed to the same analysis as in figure
8, by estimating the mean size of the trails 〈S〉 as a function of λr and λp, averaged over 100
realizations. As we observe in figure 9 (right), the mean size of the trails 〈S〉 is much larger for
smaller values of λr and we recover the same behavior as that observed for larger values of λr.
This discussion illustrates the difficulty of working with an estimator which depends on arbitrary
choices of scales (here the space and angular threshold of trail detection). A discussion of the
dependence of the trail width upon the biological parameters is developed in the next section.
3.5. Trail width. A way to highlight the dependence of the trail width upon the model pa-
rameters is to compute a two-particle correlation distribution. Let a particle (ant or pheromone)
i be located at position xi and velocity ωi. Denote by ω⊥i the orthogonal vector to ωi in the
direct orientation. For all particles j 6= i, we form the vector
Xij =
(
(xj − xi) · ω⊥i
(xj − xi) · ωi
)
.
The distribution 2N (N−1)f2(X), with
f2(X) = f2(Xx, Xy) =
∑
(i,j), i6=j
δ(X −Xij),
where δ is the Dirac delta, provides the probability that, given a first particle (located at say x0
with orientation ω0), a second particle lies at location x0 + ω⊥0 Xx + ω0Xy (see figure 10 (left)
for an illustration of the construction of f2). Looking at this 2-particle density, trails appear as
concentrations near a line passing through the origin and directed in the y-direction. Figure 10
(right) provides a histogram of the two-particle density f2 for the simulation corresponding to
the right picture of fig. 2. The above mentioned concentration is clearly visible. Additionally,
the typical width of this concentration gives access to the typical width of the trails.
In order to better estimate the typical width of the trails, we plot cuts of the two-particle
density f2 along the line {y = 0} (see figure 10). In practice, these cuts are determined by
computing the following density
f¯2(r) =
∑
(i,j), i6=j, |(Xij)y |≤ξ
δ(r − |(Xij)x|).
where ξ is suitable chosen (of the order of 1 cm). Figure 11 (left) displays f¯2(r) as a function
of r for different values of the trail recruitment frequency λp and a fixed value of the random
jump frequency equal to λr = 2 s−1. It appears that f¯2 is higher and decreases faster for larger
values of λp. The decay of f¯2 can give an estimate of the width of the trail: if we approximate
the decay of f¯2 by an exponential,
f¯2(r) ≈ f0 exp
(
− r
r0
)
for r ≈ 0,
then r0 measures the typical width of the trail. This quantity can be estimated using the formula:
(93) r0 =
1
|(ln f¯2)′(0)|
.
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As we observe in Table 2, the width r0 increases as λp decreases. Therefore, increasing the trail
recruitment frequency increases the intensity of the particles interactions and produces trails
with smaller width. Figure 11 (right) displays f¯2(r) as a function of r for different values of the
random jump frequency λr and a fixed value of the trail recruitment frequency equal to λp = 2
s−1. Here, the trail width r0 estimated from f¯2 is larger for large values of λr (see Table 2),
indicating that the typical width of the trails increases with increasing λr, as it should.
We also observe a discontinuity at r = 0 for all the functions f¯2 (figure 11). These jumps are
easily explained by the deposit process: each time an ant drops a pheromone, the new pheromone
and the ant are located at the same position exactly. This results in a peak of concentration of
f¯2 at r = 0.
λp r0 (cm)
3 2.796
2 3.181
1 4.350
λr r0 (cm)
0 2.532
1 2.964
2 3.181
3 3.345
Table 2. Estimations of the width r0 (93) of the trails using f¯2 given in figure
11. We estimate the derivative of ln f¯2(r) near 0 using the values of r between .1
and 2.
4. Kinetic and continuum descriptions
4.1. Framework. In this section, we propose meso- and macro-scopic descriptions of the
previously discussed ant dynamics. We first propose a kinetic model, i.e. a model for the
probability distributions of ants and pheromones. The derivation of this kinetic model is formal
and based on analogies with the underlying discrete dynamics. A rigorous derivation of the
kinetic model from the discrete dynamics is up to now beyond reach. Issues such as the validity
of the chaos propagation property [34], which is the key for proving such results, may be quite
difficult to solve. Then, fluid limits of this kinetic model will be considered. We will notice
that the resulting fluid models can only exhibit the development of trails if some concentration
mechanism is added, while the numerical simulations above indicate that such a mechanism is
not needed at the level of the Individual-Based Model.
4.2. Kinetic model. In this section, we introduce the kinetic model of the discrete ant-
pheromone interaction on a purely formal basis. We introduce the ant distribution function
F (x, ω, t) and the pheromone distribution function G(x, ω, t), for x ∈ R2, ω ∈ S1 and t ≥ 0.
They are respectively the number density in phase-space (x, ω) of the ants (respectively of the
pheromones), i.e. the number of such particles located at position x with orientation ω at time
t. Here, we remark that the consideration of directed pheromones requires the introduction of a
pheromone density in (position, orientation) phase-space in the same manner as for the ants.
Trail dynamics. The trail dynamics is described by the ordinary differential equation:
(94) ∂tG(x, ω, t) = νdF (x, ω, t)− νeG(x, ω, t),
This equation can be easily deduced from the evolution of the probability density of the under-
lying stochastic Poisson process. The first term describes deposition by the ants according to a
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Poisson process of frequency νd while the second term results from the finite lifetime expectancy
Tp = ν
−1
e of the pheromones. Pheromones are supposed immobile, which explains the absence of
any convection or diffusion operator in this model. Discarding pheromone diffusion is done for
simplicity only and can be easily added. It would add a term ∆xG or ∆ωG at the right-hand
side of (94) according to whether one considers spatial or orientational diffusion.
Ant dynamics. The evolution of the ant distribution function is ruled by the following kinetic
equation:
(95) ∂tF + c ω · ∇xF = Q(F ).
The left-hand side describes the ant motion with constant speed c in the direction ω. The right
hand side is a Boltzmann-type operator which describes the rate of change of the distribution
function due to the velocity jump processes. Q is decomposed into
Q = Qr +Qp,
where Qr and Qp respectively describe the random velocity jumps and the trail recruitment
jumps.
Both operators Qk(x, ω, t), k = p or r express the balance between gain and loss due to
velocity jumps, i.e. Qk(x, ω, t) = Q
+
k −Q−k . The gain term Q+k describes the rate of increase of
F (x, ω, t) due to particles which have post-jump velocity ω and pre-jump velocity ω′. Similarly,
the loss term Q−k describes the rate of decay of F (x, ω, t) due to particles jumping from ω to
another velocity ω′. The jump probability Pk(ω → ω′)dω′ is the probability per unit time that a
particle with velocity ω jumps to the neighborhood dω′ of ω′ due to jump process k. Therefore,
the expression of Qk is:
(96) Qk(F )(x, ω, t) =
∫
S1
(
Pk(ω
′ → ω)F (x, ω′, t)− Pk(ω → ω′)F (x, ω, t)
)
dω′.
where the positive term corresponds to gain and the second term, to loss. By symmetry, we note
that
(97)
∫
S1
Qk(F )(x, ω, t) dω = 0,
for any distribution F . This expresses that the local number density of particles is preserved by
the velocity jump process.
Now we describe the expressions of the jump probabilities Pk. For both processes, we pos-
tulate the existence of a detailed balance principle, which means that the ratio of the direct and
inverse collision probabilities are equal to the ratios of the corresponding equilibrium probabilities
(98)
Pk(ω
′ → ω)
Pk(ω → ω′) =
hk(ω)
hk(ω′)
,
where hk is the equilibrium probability of the process k (k = r or k = p). Using (98), we can
define:
Φk(ω
′, ω) =
1
hk(ω)
Pk(ω
′ → ω) = Φk(ω, ω′),
which is symmetric by exchange of ω and ω′ and write
(99) Qk(F )(x, ω, t) =
∫
S1
Φk(ω, ω
′)
(
hk(ω)F (x, ω
′, t)− hk(ω′)F (x, ω, t)
)
dω′.
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From this equation, it is classically deduced that the equilibria, i.e. the solutions of Qk(F ) = 0
are given by F (x, ω, t) = ρ(x, t)hk(ω) with arbitrary ρ. We recall the argument here for the sake
of completeness. Indeed, such F are clearly equilibria. Reciprocally, if F is an equilibrium, then,
using the symmetry of Φk leads to
0 =
∫
S1
Qk(F )
F
hk
dω
= −1
2
∫
(S1)2
Φk(ω, ω
′)hk(ω)hk(ω′)
(
F (x, ω′, t)
hk(ω′)
− F (x, ω, t)
hk(ω)
)2
dω dω′.
The last expression is the integral of a non-negative function which therefore must be identically
zero for any choice of (ω, ω′). It follows that the only equilibria are functions of the form ρhk
with ρ only depending on (x, t). It is not clear if the biological processes actually do satisfy
the detailed balance property but this hypothesis simplifies the discussion. Indeed, with this
assumption, the equilibria hk and the jump probabilities Φk can be specified independently.
Trail recruitment jumps. For trail recruitment, we first need to specify the equilibrium
distribution as a function of the pheromone distribution. Several options are possible: non-local
interactions, local ones, preferential choice, nematic interactions.
1. Non-local interaction. We first introduce the sensing application:
SR(x, ω, t) =
1
piR2
∫
|x−y|<R
G(y, ω, t)dy,
where R represents the perception radius of the particle, i.e. the maximal distance at which it
can feel a deposited pheromones. The quantity SR(x, ω, t) represents the density of pheromones
pointing towards ω which can be perceived by an ant at point x in its perception area. We also
define
TR(x, t) =
∫
S1
SR(x, ω, t) dω,
the pheromone total density within the perception radius, regardless of orientation. Then, we
let the equilibrium distribution of the trail recruitment process as follows:
(100) hp(ω) = gR(x, ω, t) :=
SR(x, ω, t)
TR(x, t)
,
which, by construction, is a probability density. Now, The expression for the transition proba-
bility reads:
(101) Φp(ω → ω′;x, t) = λpγ(TR(x, t))φp(ω · ω′),
where λp is the trail-recruitment frequency and γ is a dimensionless increasing function of T
which accounts for the fact that recruitment by trails increases with pheromone density (in the
discrete particle dynamics, we have taken γ(T ) = piR2T , the total number of pheromones in the
sensing region). The function φp(ω · ω′) represents the angular dependence of the interaction
process and is such that
(102)
1
2pi
∫
S1
φp(ω · ω′) dω′ = 1.
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We assume that it is independent of the pheromone distribution for simplicity. Inserting (101)
into (99), the trail-recruitment operator is written:
Qp(F )(x, ω, t) = λpγ(TR(x, t))
∫
S1
φp(ω · ω′)(gR(ω)F (x, ω′, t)
−gR(ω′)F (x, ω, t))dω′.(103)
The choice of φp which corresponds to the discrete dynamics discussed in the previous sections
is φp(ω · ω′) = 1. Inserting this prescription into (103) and using (100) leads to the simplified
operator
Qp(F )(x, ω, t) = λpγ(TR(x, t))
(
ρ(x, t)
SR(x, ω, t)
TR(x, t)
− F (x, ω, t)
)
,
with
ρ(x, t) =
∫
F (x, ω, t)dω,
the local ant density at x.
2. Local interaction. This corresponds to taking the limit of the sensing radius to zero: R → 0
which leads to
hp(ω) = g(ω) :=
G(x, ω, t)
T (x, t)
, T (x, t) =
∫
S1
G(x, ω, t) dω.
T is the local trail density. Then, the expression of the collision operator is easily deduced from
(103) by changing gR into g. In the case where φp = 1, we get the expression:
Qp(F )(x, ω, t) = λpγ(T (x, t)) (ρ(x, t)g(x, ω, t)− F (x, ω, t)) .
3. Preferential choice. We can envision a mechanism by which the ants can sense and choose the
most frequently used trails. A possible way to model this preferential choice is by postulating
an equilibrium distribution of the form
(104) hp(ω) = g
[k]
R (ω) =
gkR(ω)∫
S1 g
k
R(ω) dω
,
with a power k > 1. Indeed, it can be shown that the maxima of g[k]R are larger than those of gR
and similarly, the minima are lower. Additionally, the monotony is preserved, i.e.
gR(ω) ≤ gR(ω′) =⇒ g[k]R (ω) ≤ g[k]R (ω′), ∀(ω, ω′) ∈ (S1)2.
Therefore, taking g[k]R (ω) as equilibrium distribution of the ant-pheromone interaction means
that the ants choose the trails ω with a higher probability when the trail density in direction ω
is high and with lower probability when the trail density is low. The expression of the collision
operator is easily deduced from (103) by changing gR into g
[k]
R . In the case where φp = 1, we get:
Qp(F )(x, ω, t) = λpγ(TR(x, t))
(
ρ(x, t)g
[k]
R (x, ω, t)− F (x, ω, t)
)
.
This mechanism can also be combined with a local interaction, by replacing gR by the local
angular pheromone probability g. We note that this mechanism is not implementable in the
discrete dynamics because the operation g → g[k] is only defined for measures g which belong to
the Lebesgue space Lk(S1). However, sums of Dirac deltas, which correspond to the measure g
in the Individual-Based Model, do not belong to this space. Therefore, a smoothing procedure
must be applied to such measures beforehand. Since, it is not possible to obtain experimental
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data about the smoothing procedure and the power k, the preferential choice model has not been
used in the numerical experiments of the previous sections.
4. Nematic interaction. The above described ant-pheromone interactions are polar ones, i.e. the
pheromones are supposed to have both a direction and an orientation. However, we can easily
propose a nematic interaction, for which an ant of velocity ω chooses ω′ among the pheromone
directions and their opposite in such a way that the angle (̂ω, ω′) is acute, i.e. such that ω ·ω′ > 0.
For this purpose, we modify the equilibria of the trail recruitment operator as follows:
hp(x, ω, t) = g
(sym)
R :=
SR(x, ω, t) + SR(x,−ω, t)
2TR(x, t)
,
and suppose that
(105) φp(ω · ω′) = 0, when ω · ω′ ≤ 0.
The expression of the collision operator is easily deduced from (103) by making the change of gR
into g(sym)R and imposing the restriction (105). In the case where
φp(ω · ω′) = 2H(ω · ω′),
where H is the Heaviside function (i.e. the indicator function of the positive real line), we find
Qp(F )(x, ω, t) = λpγ(TR(x, t))
[
1
TR(x, t)
(
ρ+ω (x, t)SR(x, ω, t)+
+ρ−ω (x, t)SR(x,−ω, t)
)− F (x, ω, t)] ,
with
ρ±ω (x, t) =
∫
F (x, ω′, t)H(±ω · ω′) dω′,
is the local density of ants pointing in a direction making respectively an acute angle (for ρ+ω ) or
obtuse angle (for ρ−ω ) with ω at x.
Random velocity jumps. For random velocity jumps, we assume a uniform equilibrium
hr(ω) =
1
2pi
,
with a given jump probability
Φr(ω, ω
′) = λr φr(ω, ω′).
Here, φr satisfies the same normalization condition (102) as the trail recruitment jump transition
probability and λr is the random velocity jump frequency. With (99), we find the expression of
Qr:
Qr(F ) = λr
(∫
φr(ω.ω
′)F (x, ω′, t)
dω′
2pi
− F (x, ω, t)
)
.
If φr = 1, then Qr reduces to
Qr(F ) = λr
(
ρ(x, t)
2pi
− F (x, ω, t)
)
.
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Summary of the kinetic model. Below, we collect all equations of the kinetic model. We
have written the model in the framework of non-local interaction, preferential choice and nematic
interaction. The restriction to simpler rules is easily deduced.
∂tG(x, ω, t) = νdF (x, ω, t)− νeG(x, ω, t),(106)
∂tF + c ω · ∇xF = Qr(F ) +Qp(F ),(107)
Qp(F )(x, ω, t) = λpγ(TR(x, t))
∫
S1
φp(ω, ω
′)
(
hp(ω)F (x, ω
′, t)
−hp(ω′)F (x, ω, t)
)
dω′,(108)
Qr(F )(x, ω, t) = λr
∫
S1
φr(ω, ω
′)
(
F (x, ω′, t)− F (x, ω, t))dω′,(109)
hp(ω) = (g
(sym)
R )
[k](ω), g
(sym)
R (x, ω, t) =
SR(x, ω, t) + SR(x,−ω, t)
2TR(x, t)
,(110)
SR(x, ω, t) =
1
piR2
∫
|x−y|<R
G(y, ω, t)dy, TR(x, t) =
∫
S1
SR(x, ω, t) dω.(111)
In the following section, we consider fluid limits of the present kinetic model.
4.3. Macroscopic model. Scaling. In order to study the macroscopic limit of the kinetic
model (106)-(111), we use the local interaction approximation R = 0, with non-nematic inter-
action and uniform transition probabilities φr = 1, φp = 1. In this case, the model simplifies
into
∂tG = νd F − νeG,(112)
∂tF + c ω · ∇xF = Qr(F ) +Qp(F ),(113)
Qp(F ) = λp γ(T ) [ρ h− F ] ,(114)
Qr(F ) = λr
( ρ
2pi
− F
)
,(115)
h = g[k], g =
G
T
, T =
∫
S1
Gdω, ρ =
∫
S1
F dω,(116)
where the meaning of the power [k] operation has been defined at (104). We now change to
dimensionless variables. We let t0, x0, ρ0, T0, be respectively units of time, space, ant density
and pheromone density and we introduce x′ = x/x0, t′ = t/t0, ρ′ = ρ/ρ0, T ′ = T/T0, F ′ = F/ρ0,
G′ = G/T0 as new variables and unknowns. Specifically, t0 is chosen to be the macroscopic time
scale (e.g. the observation time scale). Similarly, x0 is the macroscopic length scale (e.g. the
size of the experimental arena). We impose x0 = ct0, so that the time and space derivatives in
(113) are of the same orders of magnitude. This scaling allows us to observe the system at the
convection scale where the convection speed of the ant density is finite.
We introduce the following dimensionless parameters:
ν¯d = νd t0, ν¯e = νe t0
T0
ρ0
, λ¯p = λp t0, λ¯r = λr t0.
We make the assumption that the macroscopic time scale t0 is very large compared to the
microscopic time scales λ−1r and λ−1p which are both supposed to be of the same orders of
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magnitude. Indeed, during the time needed for patterns to develop, ants make a large number
of jumps of either kind. Following this assumption, we introduce:
ε =
1
λ¯p
=
1
λpt0
 1, σ = λ¯r
λ¯p
=
λr
λp
= O(1).
Concerning the pheromone dynamics, we assume that ν¯d and ν¯e are of the same orders of
magnitude, which amounts to supposing that pheromone deposition and evaporation balance
each other. Indeed, if one of these two antagonist phenomena predominates, then, after some
transient the pheromone density will become either too low or too large and we cannot expect
any interesting patterns to emerge in this case. We introduce
η =
1
ν¯d
=
1
νd t0
, κ =
ν¯e
ν¯d
=
νe
νd
= O(1).
In what follows, we will assume that η = O(1) i.e. that the pheromone dynamics occurs at the
macroscopic time scale.
After rescaling, system (112)-(116) becomes (dropping the primes for the sake of clarity):
η ∂tG
ε = F ε − κGε,(117)
ε (∂tF
ε + ω · ∇xF ε) = Q(F ε),(118)
with the collision operator Q = Qr +Qp given by
Q(F ) = (Qr +Qp)(F ) = (γ(T ) + σ) (µρ− F ),(119)
µ =
γ(T )h+ σ2pi
γ(T ) + σ
, h = g[k], g =
G
T
,(120)
T =
∫
S1
Gdω, ρ =
∫
S1
F dω.(121)
Macroscopic limit ε→ 0 of the kinetic model (117)-(121). Here, we suppose that η = O(1)
i.e. we assume that the pheromone dynamics occurs at the macroscopic scale. We show that the
limit ε→ 0 of (117)-(121) consists of the following system for the ant density ρ(x, t), pheromone
density T (x, t) and pheromone distribution function g(x, ω, t):
∂tρ+∇x ·
(
γ(T )
γ(T ) + σ
jh
)
= 0.,(122)
η∂tT = ρ− κT,(123)
η∂tg =
ρ
T
(
γ(T )g[k] + σ2pi
γ(T ) + σ
− g
)
,(124)
with h = g[k] and where jϕ =
∫
S1 ϕ(ω)ω dω, denotes the flux of any function ϕ(ω). Eq. (124) is
a closed equation for g. Once g is determined and inserted into (122) the evolution of the ant
density ρ can be computed. The ant distribution function f is equal to µ at any time, with µ
given by (120).
Indeed, in this limit, supposing that F ε → F , we get Q(F ) = 0 from (118). Therefore, from
(119), we obtain
(125) F = ρµ, or f = µ.
124 6. MODELLING ANT TRAIL FORMATION
The equation for ρ(x, t) is obtained by integrating (118) with respect to ω and using (97). We
find:
∂tρ+∇x · jF = 0.
Remarking that jF = ρjµ and that the flux of the isotropic distribution vanishes, we finally get
from (120):
(126) jµ =
γ(T )
γ(T ) + σ
jh,
and consequently, ρ satisfies (122). To compute the pheromone distribution function g, we
integrate (117) with respect to ω and get (123). Then, combining (123) with (117), we deduce
that
(127) η∂tg =
ρ
T
(f − g).
But, with (125) and (120), we deduce that g satisfies (124).
Some comments are now in order. In the limit ε → 0 the ant distribution function instan-
taneously relaxes to the distribution µ. This distribution reflects the antagonist effects of trail
recruitment and random velocity jumps. Indeed, µ is the convex combination of the equilib-
rium distributions h and 12pi of the two processes respectively. The weights, respectively equal
to γ(T )/(γ(T ) + σ) and σ/(γ(T ) + σ) show that the influence of the trail recruitment process is
more pronounced at large pheromone densities, since γ increases with T . On the other hand, if
the frequency of random jump σ is increased, the trail recruitment process is comparatively less
important.
Case k = 1: no preferential choice. If the ants do not implement a preferential choice of the
largest trails, i.e. if k = 1, eq. (124) simplifies into
η∂tg =
ρ
T
σ
γ(T ) + σ
(
1
2pi
− g
)
.(128)
This is a classical relaxation equation of g towards the isotropic distribution 12pi . As a conse-
quence, in this case, there is no trail formation and the large time behavior of the system leads to
a homogeneous steady state. This description can be complemented by looking at the pheromone
flux jg. Indeed, (128) leads to
η∂tjg = − ρ
T
σ
γ(T ) + σ
jg.
As a consequence, the direction of the local pheromone flux never changes and its intensity decays
to 0 as t→∞. Additionally, eq. (126) which in the case k = 1 gives jµ = γ(T )γ(T )+σ jg shows that
the ant flux is always proportional to and smaller than the pheromone flux. Therefore, it also
converges to 0 for large times. Note that this direction may not correspond to the maximum of
the pheromone distribution g. Therefore, the ant flux may not be aligned with any particular
trail, defined as such a maximum.
The ant distribution µ is just the convex combination of the pheromone distribution g and of
the isotropic distribution. Therefore, the ant distribution is always smoother than the pheromone
distribution. The random velocity jump process, even if very weak, seems to prevent a positive
feedback between the ant and pheromone distributions which could lead to the formation of
trails. Of course, these conclusions hold only when ε→ 0, i.e. if the equilibrium of the ant jump
operator is instantaneously reached. The fact that the simulations do indeed show the formation
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of trails without any implementation of a preferential choice seems to indicate that the fast
microscopic dynamics plays an important role in the formation of trails which the macroscopic
model is unable to capture. We also note that if σ = 0, the pheromone distribution is constant
in time. This is due to the fact that, in the absence of random velocity jumps, newly created
pheromones are deposited according to a distribution which coincides exactly with the current
pheromone distribution, resulting in an exact zero balance for this distribution. Therefore, even
if σ = 0, no trails can develop.
Case k > 1: existence of a preferential choice. In this case, Eq. (124) is a non-local
equation due to the operator g → g[k]. No analysis is available yet (to our knowledge) for such
an equation. The large-time behavior of the system depends on the limit as t→∞ of eq. (124).
We note that (124) may produce concentrations. Indeed, the contribution of the largest trails is
amplified and the ant flux becomes more strongly correlated to the direction of the largest trails.
Therefore if the ants choose preferably the largest trail, the resulting concentration dynamics
may counterbalance the effect of the random velocity jumps and a positive feedback between the
ants and the pheromones is more likely to occur. The study of this case is deferred to future
work.
Conclusion on macroscopic models. We have shown that macroscopic models are unable
to develop trail formation without some mechanism allowing to amplify the variations of the
pheromone distribution function. We have provided an example of such a mechanism, referred
to as the preferential choice and which consists for the ants to choose the strong trails with
higher probability than the weak ones. However, the need for such an amplification mechanism
is not observed on the simulations of the microscopic model (see section 3). This difference
may indicate that the use of such macroscopic models is not fully justified for this dynamics.
In particular, the chaos property (see e.g. [34]), which is the corner stone of the derivation of
macroscopic models, may not be valid. Further rigorous mathematical studies are needed to
make this point clearer.
5. Conclusion
In this article, we have introduced an Individual-Based Model of ant-trail formation. The ants
are modeled as self-propelled particles which deposit directed pheromones (or pieces of trails)
and interact with them through alignment interaction. We have introduced a trail detection
technique which provides numerical evidence for the formation of trail patterns, and allowed
us to quantify the effects of the biological parameters on the pattern formation. Finally, we
have proposed both kinetic and fluid descriptions of this model and analyzed the capabilities
of the fluid model to develop trail patterns. From the biological viewpoint, the model can be
further improved. The ant and pheromone dynamics can be complexified for instance by adding
extra pheromone diffusion, anisotropy or saturation in the pheromone detection mechanism, or
by investigating the effect of a non-homogeneous medium. From the mathematical viewpoint, a
rigorous derivation of the kinetic and fluid equations are still open problems.
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Figure 3. In this example, Ants 1, 2 and 3 are linked together: they form a
trail. Ant 4 is not linked to Ant 2 since their directions are too different.
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Figure 4. The two largest trails (drawn in red and orange) for the simulation
depicted in figure 2 at time t = 2000 s. Parameters for the estimation of the
trails: rmax = 2 cm and θmax = 45◦.
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Figure 5. (Left) Histogram of the trail sizes S estimated from 1000 realizations.
(Right) Histograms of S with and without trail-pheromone interaction (λp = 2
and λp = 0 resp.). The parameters for this simulation are the same as in Figs. 2
and 4.
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Figure 6. Mean trail size 〈S〉 as a function of time for one simulation (dashed
line) and averaged over 1000 different simulations (solid line).
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Figure 7. The mean 〈S〉 of the distribution pt(s) as a function of the ant-
pheromone interaction frequency λp for a fixed value of the random jump fre-
quency λr.
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Figure 8. The mean 〈S〉 of the distribution pt(s) as a function of the pair
(λr, λp), The cuts of this surface at a fixed value of λr shows the same behavior
as in figure 7.
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Figure 9. (Left) A simulation with low noise (λr = .2); the other parameters
are the same as in figure 2 (t = 2000 s). (Right) The mean size of the trails 〈S〉
estimated with rmax = 1.5 cm and θmax = 35◦.
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Figure 10. (Left) Construction of the two-particle distribution f2. (Right)
Histogram of the two-particle density f2 for the test-case corresponding to the
right picture of fig. 2. f2(X) is represented via a color scale as a function of the
two components of X.
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Figure 11. (Left) f¯2(r) as a function of r for different values of the trail re-
cruitment frequency λp and a fixed value of the random jump frequency equal to
λr = 2 s−1. (Right) f¯2(r) as a function of r for different values of the random
jump frequency λr and a fixed value of the trail recruitment frequency equal to
λp = 2 s−1.
CHAPITRE 7
Distribution template estimate with Wasserstein metrics
1. Introduction
Giving a sense to the notion ofmean behaviourmay be counted among the very early activities
of statisticians. When confronted to large sample of high dimensional data, the usual notion of
Euclidean mean is not usually enough since the information conveyed by the data possesses an
inner geometry far from the Euclidean one. This problem arises naturally for a wide range of
statistical research fields such as functional data analysis for instance in [56], [104] or [78] and
references therein, image analysis in [116] [115] or [4], shape analysis in [77] or [65] with many
applications ranging from biology in [73] or [24] to pattern recognition [108] just to name a few.
Without any additional knowledge, this problem is too difficult to be solve. Hence to tackle
this issue, two main directions have been investigated. On the one hand, some assumptions are
made on the deformations. Models governed by parameters have been proposed, involving for
instances scale location parameters, rotations, actions of parameters of Lie groups as in [13] or
in a more general way deformations parametrized by their coefficients on a given basis or in an
RKHS set [3]. Adding structure on the deformations enables to define the mean behaviour as
the data warped by the mean deformation, i.e the deformation parametrized by the mean of the
parameters. Bayesian statistics or semi-parametric enable to provide sharp estimation of these
parameters. However, the consistency of the estimator remains a theoretical issue for many cases.
On the other hand, another direction consists in finding an adequate distance between the
data which reveals the information which is conveyed. Actually, the chosen distance depends on
the nature of the set where the observations belong, whose estimation is a hard task. We refer
for instance to [5] or [101] for some examples. Once an appropriate distance has been chosen,
difficulties arise when trying to define the mean as the minimum if the square distance since
its uniqueness nor its mere existence rely on assumptions on the geometry of the data sets as
pointed out in [11]. This will be the framework of our work.
Here we tackle the problem of comparing distributions of random variables and defining
a mean pattern between a sample of random events. Actually, we consider that we observe
j = 1, . . . , J sample of i = 1, . . . , n independent random variables Xi,j ∈ Rd with distribution µj .
We aim at defining the mean behaviour of this observations, i.e the mean distribution. For this
we will consider the barycenter of the distributions with respect to Wasserstein distance as in [1]
and prove consistency of the empirical version. Moreover, in the case where the distributions are
transformed from an unknown original distribution by a random operator which is a perturbation
of the identity, we prove that the mean enables to recover the original template distribution when
the number of replications J is large enough.
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The paper falls into the following parts. Section 2 is devoted to the extension of the notion of
Barycenter in the Wasserstein space for empirical measures. In Section 3, we consider a modifi-
cation of the notion of barycenter by considering iterative barycenters, which have the advantage
to enable to recover the distribution pattern as proved in Section 4. Finally some applications to
real data case are pointed out in Section 5.
2. Barycenters in the Wasserstein space
Let (E, d,Ω) denote a metric measurable space. The set of probability measures over E is
denoted by P(E). Given a collection of probability measures µ1, . . . , µJ over E, and weights
λ1, . . . , λJ ∈ R, λj ≥ 0, 1 ≤ j ≤ J ,
∑J
j=1 λj = 1, there are several natural ways to define
a weighted average of these measures. Perhaps the most straightforward is to take the convex
combination of these measures
µc =
J∑
j=1
λjµj ,
using the fact that probability measures form a convex subset of the linear space of finite
measures. However, if we provide P(E) with some metric structure, the definition above is not
really appropriate.
We denote by P2(E) the set of all probability measures over E with a finite second-order
moment. Given two measures µ, ν in P(E), we denote by P(µ, ν) the set of all probability
measures pi over the product set E × E with first, resp. second, marginal µ, resp. ν.
The transportation cost with quadratic cost function, or quadratic transportation cost, bet-
ween two measures µ, ν in P2(E), is defined as
T2(µ, ν) = inf
pi∈P(µ,ν)
∫
d(x, y)2dpi.
The quadratic transportation cost allows to endow the set of probability measures (with finite
second-order moment) with a metric by setting
W2(µ, ν) = T2(µ, ν)1/2.
This metric is known under the name of 2-Wasserstein distance.
In Euclidean space, the barycenter of the points x1, . . . , xJ with weights λ1, . . . , λJ , λj ≥ 0,∑J
j=1 = 1, is defined as
b =
J∑
j=1
λjxj .
It is also the unique minimizer for the functional
E(y) =
J∑
j=1
λj |xj − y|2.
By analogy with the Euclidean case, we give the following definition for Wasserstein bary-
center, introduced by M. Agueh and G. Carlier in [1].
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Definition 2.1. We say that the measure µ ∈ P2(E) is a Wasserstein barycenter for the
measures µ1, . . . , µJ ∈ P2(E) endowed with weights λ1, . . . , λJ , where λj ≥ 0, ≤ j ≤ J , and∑J
j=1 λj = 1, if µ minimizes
E(ν) =
J∑
j=1
λjW
2
2 (ν, µj).
We will write
µ = Bar((µj , λj)1≤j≤J).
In other words, the barycenter is the weighted Fréchet mean in the Wasserstein space. In
[1], the authors prove that when E = Rd and the measures µj , 1 ≤ j ≤ J satisfy suitable
assumptions, the barycenter exists and is unique. For example, a sufficient condition is that one
of the measures µj admits a density with respect to the Lebesgue measure. They also provide
a problem that is the dual of the minimization of the functional E defined above, as well as
characterizations of the barycenter.
We are interested here in statistical properties of the barycenter. We begin by establishing a
consistency result for weak and Wasserstein topologies.
Theorem 2.1. Let J ≥ 1, and for every n ≥ 0, let µnj ∈ P2(Rd), 1 ≤ j ≤ J , be measures
absolutely continuous w.r.t. Lebesgue measure. Let λ1, . . . , λJ be positive weights. Let
µˆn = Bar((µnj , λj)1≤j≤J).
Let µ1, . . . , µJ ∈ P2(Rd) be absolutely continuous w.r.t. Lebesgue measure, and let
µ∗ = Bar((µj , λj)1≤j≤J).
Assume that for 1 ≤ j ≤ J , W2(µnj , µj)→ 0 for 1 ≤ j ≤ J , then W2(µˆn, µ∗)→ 0.
Démonstration. Let
T : (x1, . . . , xJ) 7→
J∑
j=1
λjxj .
Following [1], we call γ ∈ P(Rd×J) a solution of the multi-marginal problem associated with
µ1, . . . , µJ if it is a minimizer for the functional
F (γ˜) =
∫
(
J∑
j=1
λj |xi − T (x)|2)γ˜(dx1, . . . , dxJ)
among all measures γ˜ ∈ P(Rd×J) with marginals µ1, . . . , µJ . Theorem 4.1 in [1], quoting from
W.Gangbo and A.wiech [57], shows that when the µj are absolutely continuous w.r.t. Lebesgue
measure the multi-marginal problem has a unique solution γ (actually absolute continuity of
the measures is more than is required in the theorem). Moreover (Proposition 4.2 in [1]) the
barycenter of the µj is obtained as µB = T#γ.
For every n ≥ 1, we associate to µnj , 1 ≤ j ≤ J , the solution γn of the multi-marginal
problem. We also denote by γ∗ the solution of the multi-marginal problem w.r.t. µ1, . . . , µJ .
134 7. DISTRIBUTION TEMPLATE ESTIMATE
We show that the sequence γn is weakly tight. Let B1, . . . , BJ be large balls in Rd, we have
γn((B1 × . . . BJ)c) = γn(∪Jj=1E × . . .× E ×Bj × E . . .× E)
≤
J∑
j=1
γn(E × . . .× E ×Bj × E . . .× E)
=
J∑
j=1
µnj (Bj).
Tightness of the sequences µnj guarantees tightness of γ
n. If convergence of µnj , n ≥ 1, holds in
Waserstein distance, we also recover tightness of γn in Wasserstein topology. Indeed, the second
moments are bounded as they form a convergent sequence :
∫
|x|2dγn =
J∑
j=1
∫
|xj |2dµnj
→
∫
|xj |2dµn.
The above implies tightness of the sequence of barycenters : indeed, it is the push-forward of
the tight sequence (γn)n≥1 by the application T : Rd×J → Rd, which is Lipschitz continuous (with
Lipschitz constant bounded by 1). It is readily checked that this operation preserves tightness,
as it preserves convergence (in weak and Wasserstein topologies).
We conclude by showing that any limiting point µˆ∞ is a minimizer for the barycenter problem
associated with µ1, . . . , µJ , and by invoking the uniqueness of the barycenter. Since µˆn is the
barycenter for µn1 , . . . , µ
n
J , we have
J∑
j=1
λjW
2
2 (µˆ
n, µnj ) ≤
J∑
j=1
λjW
2
2 (µˆ
∗, µnj ).
Assume now that up to a subsequence, µˆn → µˆ∞ in Wasserstein distance, and let n→ +∞.
Since W2 is weakly lower semi-continuous, we get
J∑
j=1
λjW
2
2 (µˆ∞, µj) ≤ lim inf
J∑
j=1
λjW
2
2 (µˆ
n, µnj ) ≤ lim inf
J∑
j=1
λjW
2
2 (µˆ
∗, µnj ).
The right-hand side converges to the value
∑J
j=1 λjW
2
2 (µˆ
∗, µj), which is minimal by defini-
tion. This shows that the inequalities are equalities and it concludes the proof.

3. Iterated barycenters
We begin by recalling a version of Brenier's theorem on the characterization of quadratic
optimal transport in Rd.
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Definition 3.1. Let E, F be measurable spaces and µ ∈ P(E). Let T : E → F be a
measurable map. The push-forward of µ by T is the probability measure T#µ ∈ P(F ) defined
by the relations
T#µ(A) = µ(T
−1(A)), A ⊂ F measurable.
Theorem 3.1 (Brenier's theorem, see [25]). Let µ, ν ∈ P2(Rd) be compactly supported mea-
sures, with µ absolutely continuous w.r.t. Lebesgue measure. Then there exists a µ-a.e. unique
map T : Rd → Rd such that
• T#µ = ν,
• W 22 (µ, ν) =
∫
Rd |T (x)− x|2µ(dx).
Moreover, there exists a lower semi-continuous convex function ϕ : Rd → R such that T = ∇ϕ
µ-a.e., and T is the only map of this type pushing forward µ to ν, up to a µ-negligible modification.
The map T is called the Brenier map from µ to ν.
As observed in [1], the barycenter of two measures is the interpolant of these two measures
in the sense of McCann.
Proposition 3.2 (See [1], Section 6.2). Let µ, ν ∈ P2(Rd) be absolutely continuous w.r.t.
Lebesgue measure. Let T : Rd → Rd denote the Brenier map from µ to ν. The barycenter of
(µ, λ) and (ν, 1− λ) is
µλ = (λId + (1− λ)T )# µ.
This is a well-understood object and it is natural to ask how it could come into play in our
problem.
Barycenters in Euclidean spaces enjoy the associativity property : the barycenter of x1, x2, x3
with weights λ1, λ2, λ3 coincides with the barycenter of x12, x3 with weights λ1 +λ2, λ3 when x12
is the barycenter of x1, x2 with weights λ1, λ2. This property, as we will see, no longer holds when
considering barycenters in Wasserstein spaces over Euclidean spaces, with the notable exception
of dimension 1. Therefore we introduce a notion of iterated barycenter as the point obtained by
successively taking two-measures barycenters with appropriate weights. This does not in general
coincide with the ordinary barycenter. However, we will identify cases where the two notions
match.
Definition 3.2. Let µi ∈ P2(E), 1 ≤ i ≤ n, and λi > 0, 1 ≤ i ≤ n with
∑n
i=1 λi =
1. The iterated barycenter of the measures µ1, . . . , µn with weights λ1, . . . , λn is denoted by
IB((µi, λi)1≤i≤n) and is defined as follows :
• IB((µ1, λ1)) = µ1,
• IB((µi, λi)1≤i≤n) = Bar [(IB((µi, λi)1≤i≤n−1), λ1 + . . .+ λn−1), (µn, λn)]
Remark. Iterated barycenters are well-suited to computations, since there exist efficient
numerical methods to compute McCann's interpolant, see e.g. [69], [110]. Moreover, as we will
see later, in some cases of interest the iterated barycenter does not depend on the order in which
two-measures barycenters are taken, allowing for parallel computation schemes.
The next proposition establishes consistency of iterated barycenters.
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Proposition 3.3. The iterated barycenter is consistent : if µnj → µj in W2 distance for
j = 1, . . . , J , then
IB((µnj , λj)1≤j≤J)→ IB((µj , λj)1≤j≤J)
in W2 distance.
Démonstration. One sees from the definition that it is sufficient to prove the result for
two measures, because then the result may be obtained by recurrence. Consider then µn → µ
and νn → ν (convergence is understood in Wasserstein topology), and fix t ∈ (0, 1). The Brenier
transport map between µ and ν (resp. µn and νn) will be denoted by T (resp. Tn). Also denote
by µt, resp. µtn the point in the Wasserstein geodesic between µ and ν (resp. µn and νn) at time
t, that is to say
µt = ((1− t)Id + tT )#µ(129)
µtn = ((1− t)Id + tTn)#µn.(130)
As noted earlier, µt is the barycenter of µ and ν with weights 1 − t and t, so that we
need only prove weak continuity of (µ, ν) 7→ µt. We first take care of weak convergence, i.e.
we assume that µn ⇀ µ, νn ⇀ ν and we show that µtn → µt. The measure pi ∈ P(Rn × Rn)
defined by pi = (Id × T )#µ is the unique optimal transport plan between µ and ν. Likewise,
pin = (Id×Tn)#µn is the optimal transport plan between µn and νn. Now, Theorem 5.20 in [120]
(stability of transport plans) ensures that pin weakly converges to pi. Let ft : Rn × Rn → Rn be
defined by ft(x, y) = (1 − t)x + ty. The map ft is continuous, so that pushing forward by ft is
a weakly continuous mapping. Therefore, ft#pin ⇀ ft#pi. It only remains to check that in fact,
ft#pin = µ
t
n and ft#pi = µ
t.
We now look at the convergence in W2 distance. Observe that the transport plans converge
for theW2 metric over P2(Rn×Rn) : to see this, we use the fact that convergence inW2 topology
is equivalent to weak convergence plus convergence of second moments. And indeed, as we noted,
pin ⇀ pi, and on the other hand,
∫
|(x, y)|2dpin(x, y) =
∫ (|x|2 + |y|2) dpin(x, y)
=
∫
|x|2dµn(x) +
∫
|y|2dνn(y)
→n→+∞
∫
|x|2dµ(x) +
∫
|y|2dν(y)
=
∫
|(x, y)|2dpi.
Now we observe that µtn = ft#pin and µ
t = ft#pi. But ft is Lipschitz, and it suffices to use
the fact that W2(ft#pin, ft#pi) ≤ ‖ft‖LipW2(pin, pi).

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4. Deformations of a template measure
We now would like to use Wasserstein barycenters or iterated barycenters in the following
framework : assume that we observe probability measures µ1, . . . , µJ that are deformed versions,
in some sense, of an original measure µ. We would like to recover µ from the observations. Here,
we propose to study the relevance of the barycenter as an estimator of the template measure,
when the deformed measures are of the type µj = Tj#µ for suitable push-forward maps Tj .
Our aim here is to extend the results of J.F. Dupuy, J.M. Loubes and E. Maza in [48].
They study the problem of curve registration, that we can describe as follows : given an unknown
increasing function F : [a, b] 7→ [0, 1], and a random variableH with values in the set of continuous
increasing functions h : [a, b] 7→ [a, b], we observe F ◦h−11 , . . . , F ◦h−1n where hi are i.i.d. versions
of H (randomly warped versions of F ). Let µ ∈ P(R) denote the probability measure that admits
F as its c.d.f. : then the above amounts to saying that we observe hi#µ, 1 ≤ i ≤ n. The authors
build an estimator by using quantile functions that turns out to be the Wasserstein barycenter
of the observed measures. They show that the estimator converges to (EH)#µ.
4.1. Admissible deformations.
Definition 4.1. The set GCF (Ω) is the set of all gradients of convex functions, that is
to say the set of all maps T : Ω → Rn such that there exists a proper convex l.s.c. function
φ : Ω→ R with T = ∇φ.
Definition 4.2. We say that the family (Ti)i∈I of maps on Ω is an admissible family of
deformations if the following requirements are satisfied :
(1) there exists i0 ∈ I with Ti0 = Id,
(2) the maps Ti : Ω→ Ω are one-to-one and onto,
(3) for i, j ∈ I we have Ti ◦ T−1j ∈ GCF (Ω).
Here are some examples of classes of admissible deformations.
Proposition 4.1. The following are admissible families of deformations on domains of Rn.
• The set of all product continuous increasing maps on Rn, i.e. the set of all maps
T : x 7→ (F1(x1), . . . , Fn(xn))
where the functions Fi : R → R are continuous increasing functions with Fi →−∞
−∞, Fi →+∞ +∞.
In particular, this includes the family of scale-location transformations, i.e. maps of
the type x 7→ ax+ b, a > 0, b ∈ Rn.
• The set of radial distorsion transformations, i.e. the set of maps
T : Rn → Rn, x 7→ F (|x|) x|x|
where F : R+ 7→ R+ is a continuous increasing function such that F (0) = 0.
• The maps tG ◦ Ti ◦ G where (Ti)i∈I is an admissible family of deformations on Ω and
G ∈ On is a fixed orthogonal matrix. This family has tG(Ω) as its domain.
Démonstration. Let us consider the first family. Checking the two first requirements is
straightforward and we only take care of the last one. Let S : x 7→ (F1(x1), . . . , Fn(xn)) and
T : x 7→ (G1(x1), . . . , Gn(xn)). The map S ◦ T−1 is given by
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S ◦ T−1(x) = (F1 ◦G−11 (x1), . . . , Fn ◦G−1n (xn)) ,
and this is the gradient of the function
x 7→
∫ x1
0
F1 ◦G−11 (z)dz + . . .+
∫ xn
0
Fn ◦G−1n (z)dz.
The functions Fi ◦ G−1i are increasing, so that their primitives are convex functions, which
makes the function above convex.
Second point : observe that radial distortion transformations form a group, so that we only
need show that each such transformation is the gradient of a convex function. And indeed,
T : x 7→ F (|x|) x|x| is the gradient of the function
x 7→
∫ |x|
0
F (r)dr
and this is a convex function because F is increasing.
The final item is a simple consequence of the observation that if G ∈ GLn and f : Rn → R
is differentiable, then ∇(f ◦G) =t G ◦ ∇f ◦G. 
4.2. Barycenter of admissible deformations. We come back to the situation exposed
at the beginning of the section : one would like to recover a template measure from deformed
observations. The unknown template is a probability measure µ on the domain Ω ⊂ Rd, absolutely
continuous w.r.t. Lebesgue measure. We represent the deformed observations as push-forwards
of µ by maps T : Ω→ Ω, i.e. we observe (Tj)#µ, j = 1, . . . , J .
Theorem 4.2 states that when Ti come from an admissible family of deformations, taking the
iterated barycenter of the observations corresponds to averaging the deformations.
Theorem 4.2. Assume that (Ti)i∈I is an admissible family of deformations on a domain
Ω ⊂ Rn, and let µ ∈ P2(Ω), µ << λ. Let µj = (Tj)#µ. The following holds :
IB((µj , λj)1≤j≤J) = (
J∑
j=1
λjTj)#µ.
Démonstration. We use induction on J . For J = 1, the result is obvious. Suppose then
that it is established for J ≥ 1. Choose T1, . . . , TJ+1 from a family of admissible deformations,
and fix λ1, . . . , λJ+1 with
∑J+1
j=1 λj = 1. Using the definition of the iterated barycenter, we have
IB((µj , λj)1≤j≤J+1) = Bar
IB
(µj , λj)1≤j≤J), J∑
j=1
λ,j
 , (µJ+1, λJ+1)

= Bar
( 1
Λj
J∑
j=1
λjTj)#µ,ΛJ
 , (µJ+1, λJ+1)

where we set ΛJ =
∑J
j=1 λj .
Set ν = ( 1Λj
∑J
j=1 λjTj)#µ. As µJ+1 = TJ+1#µ, we have also µ = (TJ+1)
−1
# µJ+1, and
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ν = (
1
Λj
J∑
j=1
λjTj) ◦ (TJ+1)−1# µ
= (
1
Λj
J∑
j=1
λjTj ◦ (TJ+1)−1)#µJ+1.
Now, observe that by assumption all the maps Tj◦(TJ+1)−1 are gradients of convex functions,
so that their convex combination also is. By Brenier's theorem, the map
T = 1
Λj
J∑
j=1
λjTj ◦ (TJ+1)−1
is the Brenier map from µJ+1 to ν. We deduce that the barycenter of ν and µJ+1 is
(λJ+1Id + ΛJT )# µJ+1
= (λJ+1TJ+1 + ΛJT ◦ TJ+1)# µ
= (
J+1∑
j=1
λjTj)#µ.
This finishes the proof.

With this explicit expression at hand, we can check that in the case described above, the
iterated barycenter coincides with the usual notion of barycenter.
Proposition 4.3. Let µj = (Tj)#µ, where (Ti)i∈I is an admissible family of deformations
and µ << λ. Then
IB((µj , λj)1≤j≤J) = Bar((µj , λj)1≤j≤J).
Démonstration. Set T (x1, . . . , xJ) =
∑J
j=1 λjxj for x1, . . . , xJ ∈ Rd. Proposition 4.2 of
[1] claims that the barycenter of (µj , λj)1≤j≤J , denoted by µB, satisfies µB = T#γ where γ ∈
P((Rd)J) is the unique solution of the optimization problem
inf

∫ J∑
j=1
λj |T (x)− xi|2dγ(x1, . . . , xJ), γ ∈ Π(µ1, . . . , µJ)

where Π(µ1, . . . , µJ) is the set of probability measures on RdJ with j-th marginal µj , 1 ≤
j ≤ J . This can be rewritten as
inf

∫ J∑
i,j=1
λiλj |xi − xj |2dγ(x1, . . . , xJ), γ ∈ Π(µ1, . . . , µJ)
 .
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The integral is bounded below by
∑J
i,j=1 λiλjW
2
2 (µi, µj) (because each term of the sum is
bounded by W 22 (µi, µj)). On the other hand, choosing
γ = (T1, . . . , Tj)#µ,
we see that γ ∈ Π(µ1, . . . , µJ), and that∫
|xj − xi|2dγ =
∫
|Tj(x)− Ti(x)|2dµ(x) =
∫
[Tj ◦ Ti−1(x)− x|2µi(dx) = W 22 (µi, µj).
Thus γ is optimal, and we have
µB = T#γ = (
J∑
j=1
λjTj)#µ.

4.3. Comments.
4.3.1. The dimension 1. In dimension 1, the set of all continuous increasing maps is an
admissible family of deformations. The previous theorem applies for this very large class of
deformations. Results in this case are known from [48] or [55] : the only new part here is that
the estimator can be computed iteratively.
4.3.2. Barycenters and iterated barycenters do not match in general. The fact that the two
notions of barycenter introduced above coincide no longer holds as soon as the dimension is larger
than 2. For a counterexample, consider the case of non-degenerate centered Gaussian measures
γ1, . . . , γJ on Rn, defined by their covariances matrices S1, . . . SJ ∈ S++n .
According e.g. to [92], Example 1.7, the optimal transport map from N (0, S) to N (0, T ) is
given by
x 7→ T 1/2(T 1/2ST 1/2)−1/2T 1/2x.
From this result, it is possible to give an explicit expression of the iterated barycenter.
On the other hand, according to Theorem 6.1 in [1], the barycenter of the µj with weights
1/J is the Gaussian measure with covariance matrix the unique positive definite solution of the
fixed point equation
M =
1
J
J∑
j=1
(
M1/2SjM
1/2
)1/2
.
One may check that these two covariance matrices do not match in general.
4.4. Estimation from admissible deformations. Thanks to Theorem 4.2, we can study
the efficiency of the barycenter as an estimator of the template distribution.
Corollary 4.4. Let (Ti)i∈I be an admissible family of deformations on a domain Ω ⊂ Rn,
and let µ ∈ P2(Ω), µ << λ. Let µj = (Tj)#µ. Denote by µB the barycenter with equal weights
1/J . For every ν in P2(Rd), we have
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W2(µB, ν) ≤ ‖ 1
J
J∑
j=1
Tj − Tν‖L2(µ)
where Tν is the Brenier map from µ to ν.
Démonstration. With the explicit expression of the barycenter, we know that the Brenier
map from µ to µB is 1/J
∑J
j=1 Tj , which implies that
pi = (
1
J
J∑
j=1
Tj , Tν)#µ
is a coupling of µB and ν. Consequently,
W 22 (µB, ν) ≤
∫
| 1
J
J∑
j=1
Tj(x)− Tν(x)|2µ(dx).

Let T be a process with values in some admissible family of deformations acting on a subset
I ⊂ Rd.
T : Ω → T (I)
w 7→ T (w, ·),
where (Ω,A,P) is an unknown probability space, Assume that T is bounded and has a finite
moment ϕ(.) = E(T (.)). We observe measures µj which are warped by an i.i.d sample Tj in the
sense that for all j = 1, . . . , J , µj = Tj#µ.
Corollary 4.5. Assume that µ is compactly supported. As soon as ϕ = id, the barycenter
µB is a consistent estimate of µ when J tends to infinity in the sense that a.s
W 22 (µB, µ)
J→∞−→ 0
.
Moreover, assuming that ‖T − id‖L2 ≤M a.s., we get the following error bounds :
P(W2(µB, µ) ≥ ε) ≤ 2 exp−J ε
2
M2(1 + cε/M)
.
Note that when the warping process is not centered, the problem of estimating the original
measure µ is not identifiable and we can only estimate by the barycenter µB the original measure
transported by the mean of the deformation process, namely ϕ#µ.
Démonstration. Using the results of Corollary 4.4, we get that
W 22 (µB, µ) ≤
∫
| 1
J
J∑
j=1
Tj(x)− x|2µ(dx).
Almost sure convergence towards 0 of 1J
∑J
j=1(Tj − id) is directly deduced from Corollary 7.10
(p. 189) in [82], which is an extension of the Strong Law of Large Numbers to Banach spaces.
Then the result follows from dominated convergence.
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Likewise, obtaining error bounds is straightforward. Assuming that ‖T − id‖L2 ≤M a.s., we
can use Yurinskii's version of Bernstein's inequality in Hilbert spaces ([124], p. 491) to get the
result announced. 
5. Applications
Assume we observe j = 1, . . . , J samples of i = 1, . . . , n points Xi,j ∈ Rd which are reali-
zations of measures µj . For instance in biology, a main issue concerns the evolution of markers
in a cell in order to analyze the law of their dispersions after a given time. Hence we observe
cloud points or in an equivalent way µnj =
1
n
∑n
i=1 δXi,j empirical versions of the measures µj . It
is well-known that considering the mean with respect to the number of samples J of all observa-
tion points does not provide a good model of the mean behaviour. Instead we here consider the
iterative barycenter µB = IB(µj , 1J ) as a estimate of the mean phenomenon which is observed
when J is large enough. The following proposition shows that by a regularization of the empi-
rical distributions provides a consistent estimator of the true barycenter of the corresponding
distributions.
Theorem 5.1. Let γε denote a N (0, ε) measure. Set
µ̂nj = µ
n
j ∗ γ1/n.
Set µ̂B = Bar(µ̂nj ,
1
J ). As n→ +∞, we have
µ̂nB → µB.
Démonstration. By the empirical law of large numbers, µnj → µj weakly and in fact in
W2 metric. Moreover, W2(µ̂nj , µ
n
j ) ≤ 1n , so that µ̂nj → µj in W2 metric. The claimed result is
obtained by invoking the consistency of the barycenter. 
Then it seems natural to try to differentiate the different experiments with respect to this
average distribution. For this consider the transport plan between the µj and µB and write
µj = Sj#µB. Clustering the experiments in order to build coherent groups is usually achieved
by comparing a distance between these distributions. Here by choosing the Wasserstein distance
we get that
W 22 (µB, µj) =
∫
|Sj(x)− x|2dµB = ‖Sj − id‖2L2(µB).
Hence statistical analysis of the distributions µj 's amounts to clustering their Wasserstein square
distance ‖Sj − id‖2L2(µB) ∈ R+, which can be easily achieved by any clustering methodology.
Another important applications is given by the issue of ensuring equality between the can-
didates in an exam with several different referees, see for instance [48] for further description.
Consider an examination with a large number of candidates, such that it is impossible to
evaluate the candidates one after another. The students are divided into J groups, and J boards
of examiners are charged to grade these groups : each board grades one group of candidates. The
evaluation is performed by assigning p scores. The m different boards of examiners are supposed
to behave the same way, so as to respect the equality among the candidates. Moreover it is
assumed that the sampling of the candidates is perfect in the sense that it is done in such a way
that each board of examiners evaluates candidates with the same global level. Hence, if all the
examiners had the same requirement levels, the distribution of the ranks would be the same for
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all the boards of examiners. Here, we aim at balancing the effects of the differences between the
examiners, gaining equity for the candidates. The situation can be modeled as follows. For each
group j among J groups of candidates, let Xj =
{
Xji ∈ Rp, i = 1, . . . , n
}
denote the scores of
the students within this group. Let µj and µj,n be respectively the measure and the empirical
measure of the scores in the j-th group.
We aim at finding the average way of ranking, with respect to the ranks that were given
within the p bunches of candidates. For this, assume that there is such an average measure, and
that each group-specific measure is warped from this reference measure by a random process. A
good choice is given by the barycenter measure In order to obtain a global common ranking for
the N candidates, one can now replace the p group-specific rankings by the sole ranking based
on barycenter measure. Indeed each measure can be pushed towards the barycenter. As a result,
we obtain a new set of scores for the N candidates, which can be interpreted as the scores that
would have been obtained, had the candidates been judged by an average board of examiners.

ANNEXE A
Annexes des chapitres 3 et 4
1. Some results from measure concentration
In this appendix, we provide results for the deviation of Wp(Ln, µ) from its mean. We
consider only the independent case here. Together with our main results, they give quantitative
bounds for the convergence in probability of the empirical measure.
It is an easy observation that when En is endowed with the the lp metric
(131) dp((x1, . . . , xn), (y1, . . . , yn)) = (d(x1, y1)
p + . . .+ d(xn, yn)
p)1/p ,
the application (x1, . . . , xn) → Lxn = 1/n
∑n
i=1 δxi is Lipschitz with constant n
−1/p, when
the arrival space Pp(E) is endowed with the metric Wp. Therefore, it is natural to look for
concentration inequalities for Lipschitz functions on the space En endowed with the product
measure µ⊗n, under which Lxn is the empirical measure associated with µ. One suitable choice
is to look for transportation inequalities.
Let Ln denote the empirical measure associated with µ ∈ P(E). The next result states that
a Tp inequality on µ implies a Gaussian concentration inequality for Wp(Ln, µ). We reproduce
a particular case of more general results of N. Gozlan and C. Léonard ([60], [61]).
Theorem 1.1 ([60], Theorem 12). Let µ ∈ P(E) satisfy a Tp(C) inequality. The following
holds :
(132) P(Wp(Ln, µ) ≥ E[Wp(Ln, µ)] + t) ≤ e−nt2/C .
Likewise, if µ satisfies the modified inequality Wp(µ, ν) ≤ (CH(ν|µ))1/2p, the following holds
:
(133) P(Wp(Ln, µ) ≥ E[Wp(Ln, µ)] + t) ≤ e−nt2p/C .
Remark. Actually, it is not difficult to check that in Theorem 1.1 we can actually replace
Wp(Ln, µ) withWp(Ln, ν) for any ν ∈ P(E) (the only important point being that x 7→Wp(Lxn, ν)
is always Lipschitz).
The bound (132) is used for Gaussian measures in Appendix 2. As for the bound (133), its
interest is made clear by the following result of F. Bolley and C. Villani ( [23], Particular case
2.5): whenever µ ∈ Pp(E) has support with finite diameter D, it satisfies
(134) Wp(ν, µ) ≤
(
2D2pH(ν|µ))1/2p ∀ν ∈ Pp(E).
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With this in hand, we are in a position to give deviation bounds for measures satisfying only
some boundedness or moment condition.
Proposition 1.2. If µ ∈ Pp(E) satisfies D = Diam Supp µ < +∞, we have
P(Wp(Ln, µ) ≥ E[Wp(Ln, µ)] + t) ≤ e−nt2p/(2D2p).
Likewise, if µ has finite moment of order β, i.e. Mβ =
∫
d(x0, x)
βdµ < +∞, and β > 2p,
we have
P(Wp(Ln, µ) ≥ E[Wp(Ln, µ)] + t) ≤ Cβn1−β/2pt−β
(
1 + (log nβ/2p−1tβ)β/2p
)
where the constant Cβ is bounded by 2
β(1+1/2p)Mβ.
Remark. In contrast with the case of transportation inequalities, we get a polynomial speed
of convergence under a polynomial moment assumption. This is not too surprising if one ponders
the fact that a transportation inequality implies the finiteness of a square-exponential moment
(see [66]), and more generally that any convex transportation-entropy inequality, as defined in
[60], requires at least the finiteness of an exponential moment.
Proof. The majorization in the bounded case is a straightforward consequence of (133) and
(134).
In the unbounded case, we use a conditioning argument. Let Xi denote i.i.d. variables of
law µ. Let us call M = max1≤i≤n d(x0, Xi) with x0 some fixed point, and Ln =
∑n
i=1 δXi . Let
R > 0 and denote by B the ball B(x0, R) : conditionally to M ≤ R, Ln is the empirical measure
associated with the measure µ|B = µ1B/µ(B).
We have
P(Wp(Ln, µ) ≥ E[Wp(Ln, µ)] + t) ≤P(Wp(Ln, µ) ≥ E[Wp(Ln, µ)] + t|M ≤ R)
+ P(M ≥ R).
Thanks to the first result, we know that
P(Wp(Ln, µ) ≥ E[Wp(Ln, µ)] + t|M ≤ R) ≤ e−nt2p/(2(2R)2p).
Observe that we used our first result with Wp(Ln, µ) instead of Wp(Ln, µ|B), but it is still
valid in this case for the same reasons as in the remark following Theorem 1.1.
On the other hand,
P(M ≥ R) = 1− P(X1 ≤ R)n = 1− (1− P(X1 ≥ R))n
≤ nP(X1 ≥ R)
≤ nMβ/Rβ.
Altogether,
P(Wp(Ln, µ) ≥ E[Wp(Ln, µ)] + t) ≤ e−nt2p/(22p+1R2p) + nMβ/Rβ.
Set y = nt2p/(22p+1R2p : the right-hand side is equal to
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e−y + n1−β/2pt−βMβ2β(2p+1)/2pyβ/2p.
We pick a value for y by setting y = − log n1−β/2pt−β , which is positive as soon as n ≥
t−2pβ/(β−2p). We get the announced result.

Observe that, at least in the case p = 1, the result of Proposition 1.2 in the bounded support
case can be recovered in an alternate fashion, using Azuma's inequality (also known as the
method of bounded martingale differences). To do so, one should note that the function
(x1, . . . , xn)→W1(Lxn, µ)
has increments bounded by D/n in all its variables.
We do not go any further in the discussion of this topic. However, it is clear that there
exist many more functional inequalities yielding concentration-of-measure estimates, such as
Poincaré and log-Sobolev inequalities and their weak or weighted forms, and the behaviour
under tensorization of these inequalities, which is crucial in the argument above, is generally well
understood. References may be found e.g. in the book [81].
Remark. We have left aside the case of dependent samples, which requires results on de-
pendent tensorization of concentration inequalities. Results in this case are not as numerous as
in the independent framework. The reader may refer to Theorem 2.5 in [66] as well as to [75] in
the W1 case.
2. Transportation inequalities for Gaussian measures
We identify what kind of transport inequality is satisfied by a Gaussian measure on a Banach
space. We remind the reader of the following definition : let (E,µ) be a Gaussian Banach space
and X ∼ µ be a E-valued r.v.. The weak variance of µ or X is defined by
σ2 = sup
f∈E∗,|f |≤1
E(f2(X)).
The lemma below is optimal, as shown by the finite-dimensional case.
Lemma 2.1. Let (E,µ) be a Gaussian Banach space, and let σ2 denote the weak variance of
µ. Then µ satisfies a T2(2σ
2) inequality.
Proof. According e.g. to [82], there exists a sequence (xi)i≥1 in E and an orthogaussian
sequence (gi)i≥1 (meaning a sequence of i.i.d. standard normal variables) such that∑
i≥1
gixi ∼ µ,
where convergence of the series holds a.s. and in all the Lp's. In particular, the laws µn of
the partial sums
∑n
i=1 gixi converge weakly to µ.
As a consequence of the stability result of Djellout-Guillin-Wu (Lemma 2.2 in [66]) showing
that T2 is stable under weak convergence, it thus suffices to show that the measures µn all satisfy
the T2(2σ2) inequality.
First, by definition of σ, we have
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σ2 = sup
f∈E∗,|f |≤1
E(
+∞∑
i=1
f(xi)gi)
2
and since (gi) is an orthogaussian sequence, the sum is equal to
∑+∞
i=1 f
2(xi).
Consider the mapping
T :(Rn, N)→ (E, ‖.‖)
(a1, . . . , an) 7→
n∑
i=1
aixi.
(here Rn is equipped with the Euclidean norm N). With the remark above it is easy to check
that ‖T (a)‖ ≤ σN(a) for a ∈ Rn. Consequently, T is σ-Lipschitz, and we can use the second
stability result of Djellout-Guillin-Wu (Lemma 2.1 in [66]) : the push forward of a measure
satisfying T2(C) by a L-Lipschitz function satisfies T2(L2C). As is well-known, the standard
Gaussian measure γn on Rn satisfies T2(2) and thus T#γn satisfies T2(2σ2). But it is readily
checked that T#γn = µn, which concludes this proof.

Remark. M.Ledoux indicated to us another way to obtain this result. First, one shows that
the Gaussian measure satisfies a T2(2) inequality when considering the cost function c = d2H ,
where dH denotes the Cameron-Martin metric on E inherited from the scalar product on the
Cameron-Martin space. This can be done in a number of ways, for example by tensorization of
the finite-dimensional T2 inequality for Gaussian measures or by adapting the Hamilton-Jacobi
arguments of Bobkov-Gentil-Ledoux [17] in the infinite-dimensional setting. It then suffices to
observe that this transport inequality implies the one we are looking for since we have the bound
d ≤ σdH (here d denotes the metric inherited from the norm of the Banach space). For more
details, one may look at the last part of I. Gentil's Ph.D. thesis manuscript [58], available online
at http://math.univ-lyon1.fr/ gentil/maths.html.
The next proposition is a bound on the size of the tail of a Gaussian measure. A proof may
be found e.g. in [80], Chapter 4.
Lemma 2.2. Let (E,µ) be a Gaussian Banach space, and define m =
∫ ‖x‖µ(dx). Also let
σ2 denote the weak variance of µ. The tail of µ is bounded as follows : for all R ≥ 0,
µ{x ∈ E, ‖x‖ ≥ m+R} ≤ e−R2/2σ2 .
Finally we collect some computational results on the Wiener measure on the Banach space
(C([0, 1],R), ‖.‖∞).
Lemma 2.3. The Wiener measure satisfies a T2(8) inequality (and therefore a T1(8) inequal-
ity).
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Proof. The Wiener measure satisfies the T2(2σ2) inequality, where
σ2 = sup
µ
E(
∫ 1
0
Bsdµ(s))
2
and the supremum runs over all Radon measures on [0, 1] with total variation bounded by
1. Note that the weak variance σ2 is bounded by the variance s2 defined as s2 = E(supt |Bt|)2
(here and hereafter supt |Bt| refers to the supremum on [0, 1]). In turn we can give a (quite
crude) bound on s : write supt |Bt| ≤ suptBt− inftBt, thus (supt |Bt|)2 ≤ (suptBt− inftBt)2 ≤
2(suptBt)
2 + 2(− inftBt)2. Remember the well-known fact that suptBt, − inftBt and |B1| have
the same law, so that
E(sup
t
|Bt|)2 ≤ 4E|B1|2 = 4.

Lemma 2.4. Let γ denote the Wiener measure. For a =
√
2 log 2/3, we have∫
ea‖x‖∞γ(dx) ≤ 2
.
Proof. We have ∫
ea‖x‖∞γ(dx) =
∫ +∞
0
P(ea‖x‖∞ ≥ t)dt
=
∫ +∞
0
P(‖x‖∞ ≥ u)aeaudu
=
∫ +∞
0
P(τu ≤ 1)aeaudu
where τu is the stopping time inf{t, |Bt| = u}. It is a simple exercise to compute
Ee−λ
2τu/2 = 1/ cosh(λu) ≤ 2e−λu.
This yields ∫
ea‖x‖∞γ(dx) ≤ 2aeλ2/2
∫ +∞
0
e(a−λ)udu =
2aeλ
2/2
λ− a .
We can choose λ = 3a to get
∫
ea‖x‖∞γ(dx) ≤ e9a2/2. In turn it implies the desired result.

3. Covering numbers of the set of 1-Lipschitz functions
In this section, we provide bounds for the covering numbers of the set of 1-Lipschitz functions
over a precompact space.
Note that these results are likely not new. However, we have been unable to find an original
work, so we provide proofs for completeness.
Let (K, d) be a precompact metric space, and let N (K, δ) denote the minimal number of
balls of radius δ necessary to cover K. Let x0 ∈ K be a fixed point, and let F denote the set
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of 1-Lipschitz functions over K vanishing at x0. This is also a precompact space when endowed
with the metric of uniform convergence. We denote by N (F , δ) the minimal number of balls of
radius δ necessary to cover F . Finally, we set R = maxx∈K d(x, x0).
Our first estimate is a fairly crude one.
Proposition 3.1. We have
N (F , ε) ≤
(
2 + 2b3R
ε
c
)N (K, ε
3
)
.
Proof. For simplicity, write n = N (K, ε). Let x1, . . . , xn be the centers of a set of balls
covering K. For any f ∈ F and 1 ≤ i ≤ n, we have
|f(xi)| = |f(xi)− f(x0)| ≤ R.
For any n-uple of integers k = (k1, . . . , kn) such that −bRε c−1 ≤ ki ≤ bRε c, 1 ≤ i ≤ n, choose
a function fk ∈ F such that kiε ≤ fk(xi) ≤ (ki + 1)ε if there exists one.
Consider f ∈ F . Let li = bf(xi)ε c and l = (l1, . . . , ln). Then the function fl defined above
exists and |f(xi) − fl(xi)| ≤ ε for 1 ≤ i ≤ n. But then for any x ∈ K there exists i, 1 ≤ i ≤ n,
such that x ∈ B(xi, ε), and thus
|f(x)− fl(x)| ≤ |f(x)− f(xi)|+ |f(xi)− fl(xi)|+ |fl(xi)− fl(x)| ≤ 3ε.
This implies that F is covered by the balls of center fk and radius 3ε. As there are at most
(2 + 2bRε c)n choices for k, this ends the proof.

However, this bound is quite weak : as one can see by considering the case of a segment, for
most choices of a n-uple, there will not exist a function in F satisfying the requirements in the
proof. With the extra assumption that K is connected, we can get a more refined result.
Proposition 3.2. If K is connected, then
(135) N (F , ε) ≤
(
2 + 2b4R
ε
c
)
2
N (K, ε
16
)
.
Remark. The simple idea in this proposition is first to bring the problem to a discrete
metric space (graph), and then to bound the number of Lipschitz functions on this graph by the
number of Lipschitz functions on a spanning tree of the graph.
Proof. In the following, we will denote n = N (K, ε) for simplicity. Let xi, 1 ≤ i ≤ n be the
centers of a set of n balls B1, . . . Bn covering K. Consider the graph G built on the n vertices
a1, . . . , an, where vertices ai and aj are connected if and only if i 6= j and the balls Bi and Bj
have a non-empty intersection.
Lemma 3.3. The graph G is connected. Moreover, there exists a subgraph G′ with the same
set of vertices and whose edges are edges of G, which is a tree.
Proof. Suppose that G were not connected . Upon exchanging the labels of the balls, there
would exist k, 1 ≤ k < n, such that for i ≤ k < j the balls Bi and Bj have empty intersection.
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But then K would be equal to the disjoint reunion of the sets
⋃k
i=1Bi and
⋃n
j=k+1Bj , which are
both closed and non-empty, contradicting the connectedness of K.
The second part of the claim is obtained by an easy induction on the size of the graph. 
Introduce the setA of functions g : {a1, . . . , an} → R such that g(a1) = 0 and |g(ai)−g(aj)| =
4ε whenever ai and aj are connected in G′. Using the fact that G′ is a tree, it is easy to see that
A contains at most 2n elements.
Define a partition of K by setting C1 = B1, C2 = B2\C1, . . ., Cn = Bn\Cn−1 (remark that
none of the Ci is empty since the Bi are supposed to constitute a minimal covering). Also fix
for each i, 1 ≤ i ≤ n, a point yi ∈ Ci (choosing y1 = x1). Notice that Ci is included in the ball
of center yi and radius 2ε, and that d(yi, yj) ≤ 4ε whenever ai and aj are connected in G (and
therefore in G′).
To every 1-Lipschitz function f : K → R we associate T (f) : {a1, . . . , an} → R defined by
T (f)(ai) = f(yi). For any x ∈ K, and f1, f2 ∈ F , we have the following :
|f1(x)− f2(x)| ≤ |f1(x)− f1(yi)|+ |f1(yi)− f2(yi)|+ |f2(yi)− f2(x)|
≤ 4ε+ ‖T (f1)− T (f2)‖`∞(G′)
where i is such that x ∈ Ci. We now make the following claim :
Lemma 3.4. For every 1-Lipschitz function f : K → R such that f(y1) = 0, there exists
g ∈ A such that ‖T (f)− g‖`∞(G′) ≤ 4ε.
Assume for the moment that this holds. As there are at most 2n functions in A, it is
possible to choose at most 2n 1-Lipschitz functions f1, . . . , f2n vanishing at x1 such that for any
1-Lipschitz function f vanishing at x1 there exists fi such that |T (f) − T (fi)| ≤ 8ε. Using the
inequality above, this implies that the balls of center fi and radius 12ε for the uniform distance
cover the set of 1- Lipschitz functions vanishing at x1.
Finally, consider f ∈ F . We may write
f = f − f(x1) + f(x1)
and observe that on the one hand, f − f(x1) is a 1-Lipschitz function vanishing at x1, and
that on the other hand, |f(x1)| ≤ R. Thus the set F is covered by the balls of center fi + 4kε
and radius 16ε, where −b R4εc − 1 ≤ k ≤ b R4εc. There are at most (2 + 2b R4εc)2n such balls, which
proves the desired result.

We now prove Lemma 3.4.
Proof. Let us use induction again. If K = B1 then T (f) = 0 and the property is straight-
forward. Now if K = C1 ∪ . . . ∪ Cn, we may assume without loss of generality that an is a
leaf in G′, that is a vertex with exactly one neighbor, and that it is connected to an−1. By
hypothesis there exists g˜ : {a1, . . . , an−1} → R such that |g˜(ai)− g˜(aj)| = 4ε whenever ai and aj
are connected in G′, and |g˜(ai)− f(ai)| ≤ 4ε for 1 ≤ i < n. Set g = g˜ on {a1, . . . , an−1}, and
• g(an) = g(an−1) + 4ε if f(yn)− g(an−1) < 0,
• g(an) = g(an−1)− 4ε otherwise.
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Since
|f(yn)− g(an−1)| ≤ |f(yn)− f(yn−1)|+ |f(yn−1)− g(an−1)| ≤ 8ε
it is easily checked that |f(yn) − g(an)| ≤ 4ε. The function g belongs to A and our claim is
proved.

4. Hölder moments of stochastic processes
We quote the following result from Revuz and Yor's book [107] (actually the value of the
constant is not given in their statement but is easily tracked in the proof).
Theorem 4.1. Let Xt, t ∈ [0, 1] be a Banach-valued process such that there exist γ, ε, c > 0
with
E [|Xt −Xs|γ ] ≤ c|t− s|1+ε,
then there exists a modification X˜ of X such that
E
[(
sup
s6=t
|X˜t − X˜s|
|t− s|α
)γ]1/γ
≤ 21+α(2c)1/γ 1
1− 2α−ε/γ
for all 0 ≤ α < ε/γ.
Corollary 4.2. Let (Bt)0≤t≤1 denote the standard Brownian motion on [0, 1]. Let mα =
E supt ‖Bt‖α and s2α = E(supt ‖Bt‖α)2, then mα and sα are bounded by
Cα = 2
1+α 2
(1−2α)/4
1− 2(2α−1)/4 ‖Z‖4/(1−2α)
where ‖Z‖p denotes the Lp norm of a N (0, 1) variable Z.
Proof. Since the increments of the Brownian motion are Gaussian, we have for every p > 0
E[|Bt −Bs|2p] = Kp|t− s|p
with Kp =
√
2pi
−1 ∫ +∞
−∞ |x|2pe−x
2/2dx. Choose p such that α < (p− 1)/2p, then
(
E‖X‖2pα
)1/2p ≤ 21+α
1− 2α−1/2+1/2p (2Kp)
1/2p.
A suitable choice is 1/p = 1/2− α, and the right-hand side becomes
Cα =
21+α
1− 2(α−1/2)/2 (2Gα)
(1/2−α)/2
with Gα =
√
2pi
−1 ∫ +∞
−∞ |x|4/(1−2α)e−x
2/2dx. By Hölder's inequality, the result follows.

Corollary 4.3. Let Xt be the solution on [0, T ] of
dXt = σ(Xt)dBt + b(Xt)dt
with σ, b : R→ R locally Lipschitz and satisfying the following hypotheses :
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• supx |
√
trσ(x)tσ(x)| ≤ A,
• supx |b(x)| ≤ B.
Then for α < 1/2, for p such that α < (p−1)/2p, there exists C < +∞ depending explicitely
on A, B, T , α ,p such that
E‖X‖pα ≤ C.
Proof. We first apply Itô's formula to the function |Xt −Xs|2 : this yields
E|Xt −Xs|2 ≤ 2B
∫ t
s
E|Xu −Xs|du+A|t− s|.
Using the elementary inequality x ≤ 1/2(1 + x2), we get
E|Xt −Xs|2 ≤ B
∫ t
s
E|Xu −Xs|2du+ (A+B)|t− s|.
Gronwall's lemma entails
E|Xt −Xs|2 ≤ (A+B)eBT |t− s|
Likewise, applying Itô's formula to |Xt −Xs|4, we get
E|Xt −Xs|4 ≤ 4B
∫ t
s
E|Xu −Xs|3ds+ 6A
∫ t
s
E|Xu −Xs|2du
≤ (6A+ 2B)
∫ t
s
E|Xu −Xs|2du+ 2B
∫ t
s
E|Xu −Xs|4du
≤ 1
2
(6A+ 2B)(A+B)eBT |t− s|2 + 2B
∫ t
s
E|Xu −Xs|4du
and by Gronwall's lemma E|Xt − Xs|4 ≤ 12(6A + 2B)(A + B)e3BT |t − s|2. By an easy
recurrence, following the above, one may show that
E|Xt −Xs|2p ≤ C(A,B, T, p)|t− s|p.
To conclude it suffices to call on Theorem 4.1.

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