Degradable quantum channels are an important class of completely positive tracepreserving maps. Among other properties, they offer a single-letter formula for the quantum and the private classical capacity and are characterized by the fact that the complementary channel can be obtained from the channel by applying a degrading map. In this work we introduce the concept of approximate degradable channels, which satisfy this condition up to some finite ε ≥ 0. That is, there exists a degrading map which upon composition with the channel is ε-close in the diamond norm to the complementary channel. We show that for any fixed channel the smallest such ε can be efficiently determined via a semidefinite program. Moreover, these approximate degradable channels also approximately inherit all other properties of degradable channels. As an application, we derive improved upper bounds to the quantum and private classical capacity for certain channels of interest in quantum communication. * {suttedav, scholz, renner}@phys.ethz.ch 1 The precise definition is given in Definition 3.1.
INTRODUCTION
The highest rate at which quantum information can be transmitted asymptotically reliably per channel use is called quantum capacity. The private classical capacity of a quantum channel characterizes the highest possible rate at which classical information that can be transmitted asymptotically reliably per channel use such that no information about the message leaks to the environment. Both of these quantities are mathematically characterized by a multi-letter expression, using regularization, that is complicated to compute. In general, it is even difficult to derive good upper and lower bounds that can be evaluated efficiently for the two capacities.
For degradable channels, which are characterized by the feature that the complementary channel can be written as decomposition of the main channel followed by a degrading map, the channel coherent and private classical information are additive and coincide. As a result, the regularized expressions describing the quantum and private classical capacity reduce to the same single-letter formula for degradable channels [1, 2] . This simplifies the task of computing the capacity enormously and it happens that for some degradable channels the two capacities can be computed analytically.
Degradable channels form an important class of channels for which, thanks to the induced additivity properties, there is a good understanding of their quantum and private classical capacity. At the same time, the notion of a degradable channel seems to be fragile as a degradable channel with a tiny perturbation might not be degradable anymore. Furthermore, it is unknown whether such a channel is close to a degradable channel or not. In this article, we introduce a robust generalization of the concept of a degradable channel. We call a channel ε-degradable if the degradability condition with respect to the diamond norm is satisfied up to some ε ≥ 0. 1 We show that these ε-degradable channels approximately inherit all the desirable properties that degradable channels have such as additivity of the channel coherent and channel private information. We further show that for an arbitrary channel, the smallest ε ≥ 0 such that the channel is ε-degradable can be efficiently computed via a semidefinite program. This offers a universal method to efficiently compute upper bounds to the quantum and private classical capacity that, for a lot of channels, outperform the best currently known upper bounds.
Structure. The remainder of this article is structured as follows. Section 2 introduces a few preliminary results and gives an overview about what is known for degradable channels. Section 3 presents the main contribution which is a definition of approximate degradable channels that approximately inherits all the desirable properties degradable channels have. We call a channel ε-degradable if the degradability condition with respect to the diamond norm is satisfied up to some ε ≥ 0. It is shown that for an arbitrary channel the smallest possible ε such that the channel is ε-degradable can be computationally efficiently via a semidefinite program. Section 4 shows how the concept of approximate degradable channels can be used to derive powerful upper bounds to the quantum and private classical capacity. In Section 5 we discuss some examples and show that the upper bounds based on approximate degradable channels can outperform the best currently known upper bounds. In our approach a channel is called ε-degradable if the degradability condition is approximately (up to some ε) satisfied. Another possibility would be to define an approximate degradable channel via its distance to a degradable channel. In the appendix we comment on this alternative definition of approximate degradable channels and discuss how the two different approaches are related. As we will see, defining approximate degradable channels as channels that are approximately degradable (as done in Section 3) leads to a more natural and also more useful concept of approximate degradable channels than defining them by being close to a degradable channel (as done in the appendix).
PRELIMINARIES
Notation. The logarithm with basis 2 is denoted by log(·) and the natural logarithm by ln(·). For k ∈ N, let [k] := {1, . . . , k}. The space of Hermitian operators on a finite-dimensional Hilbert space H is denoted by H n , where n is the dimension of H. 
where · tr denotes the trace norm for resources which is defined as Φ tr := max ρ∈D(H A ) Φ(ρ) tr . We denote the standard n−simplex by ∆ n := {x ∈ R n : x ≥ 0, n i=1 x i = 1}. The binary entropy function is defined as
Quantum channels. A completely positive trace-preserving map Φ : S(H A ) → S(H B ) can be represented in different ways. In this article we will use three different representations that are known as Stinespring, Kraus operator, and Choi-Jamio lkowski representation. Stinespring's representation theorem [3] ensures that every quantum channel Φ : S(H A ) → S(H B ) can be written in terms of an isometry V from H A to the joint system H B ⊗ H E followed by a partial trace such that Φ(ρ) = tr E V ρ V † for all ρ ∈ S(H A ). Tracing out system B instead of E defines the complementary channel Φ c (ρ) = tr B V ρ V † for all ρ ∈ S(H A ). Let n A := dim H A and n B := dim H B denote the input respectively output dimension of the quantum channel and suppose the environment has dimension n E := dim H E . The Kraus representation theorem ensures that for every cptp map Φ :
The Choi-Jamio lkowski representation of the channel Φ :
where |Ω denotes a maximally entangled state and E ij is a (n A × n A ) matrix with a one entry at position (i, j) and zeros everywhere else. It is well known that the mapping Φ is completely positive if and only if J(Φ) ≥ 0 and that Φ is trace-preserving if and only if tr B (J(Φ)) = 1 A . Using the Choi-Jamio lkowski representation, the action of the channel Φ can be written as
for ρ ∈ S(H A ) where the transpose is with respect to the basis chosen for the maximally entangled state |Ω . An important class of cptp maps with beneficial properties are the so-called degradable and anti-degradable channels that has been introduced in [1] .
Definition 2.1 (Degradable and anti-degradable channels). A channel Φ : S(H
Quantum and private classical capacity. The highest rate at which quantum information can be transmitted asymptotically reliable per channel use is called quantum capacity and is mathematically characterized by the celebrated LSD formula [4] [5] [6] 
with
where I c (ρ, Φ) denotes the coherent information, Q (1) (Φ) is called channel coherent information, and Φ c is the complementary channel to Φ. Due to the regularization in (1), the quantum capacity is difficult to compute. As a consequence, it is of interest to derive close lower and upper bounds to Q(Φ). It is immediate to verify that Q (1) (Φ) ≤ Q(Φ) is valid for every channel Φ, i.e., the channel coherent information is always a lower bound for the quantum capacity. However in general, this lower bound is not tight, i.e., there exist channels Φ such that Q (1) (Φ) < Q(Φ) [7, 8] . To derive generic upper bounds for the quantum capacity that can be computed efficiently turns out to be difficult. Beside a few channel specific techniques [9] [10] [11] that will be discussed in Section 4, generic upper bounds have been introduced based on a no-cloning argument [12] [13] [14] or semidefinite programming bounds [15, 16] . However, none of these generic upper bounds is expected to be particularly tight as explained in [11] . It is thus fair to say that the quantum capacity is still poorly understood in general -even for very low-dimensional channels. For degradable channels it has been shown that the channel coherent information is additivie, i.e., that Q(Φ) = Q (1) (Φ) [1] . In general for a given channel Φ, the function ρ → I c (ρ, Φ) is not concave which complicates the task of computing Q (1) (Φ) defined in (2) . However, Φ being degradable implies that ρ → I c (ρ, Φ) is concave [17, Lem. 5] and as such Q (1) (Φ), and hence Q(Φ), is characterized via a finite-dimensional convex optimization problem. We also note that due to a no-cloning argument, anti-degradable channels must have a zero quantum capacity, i.e., Q(Φ) = 0 [18] . The private classical capacity of a quantum channel characterizes the highest possible rate at which classical information that can be transmitted asymptotically reliably per channel use such that no information about the message leaks to the environment. It is mathematically characterized by the regularized private channel information [6, 19] , i.e.,
with channel private information
Similar as for the quantum capacity, the regularization arising in (3) complicates the task of evaluating the private classical capacity and the channel private information P (1) (Φ) is always a lower bound to P (Φ) which however in general is not tight [20] . Finding generic upper bounds to the private classical capacity again turns out to be difficult. For degradable channels it has been shown that P (1) (Φ) = P (Φ), whereas for anti-degradable channels P (Φ) = 0 holds [2] . There is a close connection between the quantum capacity and the private classical capacity of a quantum channel. Since fully quantum communication is necessarily private, Q(Φ) ≤ P (Φ) for every channel Φ. It can be further shown that Q (1) (Φ) ≤ P (1) (Φ) for all channels Φ [21, Thm. 12.6.3] . For degradable channels we have Q(Φ) = Q (1) (Φ) = P (1) (Φ) = P (Φ) [1, 2] and for anti-degradable channels it has been shown that Q(Φ) = P (Φ) = 0 [2, 18] .
In Section 3 we introduce a notion of approximate degradable channels based on the idea to call a channel ε-degradable if the degradability condition is approximately satisfied (cf. Definition 3.1). We note that a possible alternative characterization of approximate degradable channels is to denote a channel ε-close-degradable if it is close to a degradable channel (cf. Definition A.1). Within this article, we will focus on the first definition of approximate degradable channels. The latter approach is discussed in the appendix were we also mention major differences between these two definitions of approximate degradable channels which will justify why we favor ε-degradable channels over ε-close-degradable channels.
APPROXIMATE DEGRADABLE CHANNELS
In this section we precisely define the concept of an approximate degradable channel. As stated in Definition 3.1 below, we call a channel ε-degradable if the degradability condition is approximately satisfied (up to some ε). Theorem 3.2 then shows that the desirable additivity properties degradable channels have are approximately inherited by ε-degradable channels. Proposition 3.5 shows that the smallest possible ε such that an arbitrary channel is ε-degradable can be efficiently computed via a semidefinite program. Finally we show that in the same spirit we can also define ε-anti-degradable channels (as done in Definition 3.7) which approximately inherit the properties of anti-degradable channels (cf. Theorem 3.8).
By Definition 3.1, every channel is ε-degradable for some ε ∈ [0, 2]. The following theorem ensures that ε-degradable channels inherit the desirable additivity properties of the channel coherent and the channel private information that degradable channels offer, up to an error term that vanishes in the limit ε → 0.
To prove Theorem 3.2 we need two preliminary lemmas. To simplify notation, let us define a multivariate mutual information for n quantum systems A 1 , . . . , A n and a state ρ
Proof. By definition of the multivariate mutual information
where the second equality uses that H(
The final inequality uses the data processing inequality for the mutual information.
..An ). Then,
Proof. By definition of the multivariate mutual information and since H(
where the second equality uses that
The first inequality follows from Fannes' inequality [22] and the Alicki-Fannes inequality [23] . The final inequality uses Lemma 3.3.
Proof of Theorem 3.2. The lower bound Q
where (4) follows since the state ρ is pure on the system AB 1 E 1 . . . B n E n . Inequality (5) follows by n times applying Lemma 3.4. Equation (6) is true since the entropies of ρ and {σ i } n i=1 on the given reduced systems are equal and ρ i is pure on
The final inequality follows as the states {σ i } n i=1 are not necessarily the optimizers for the corresponding coherent informations. This proves statement (i) of Theorem 3.2.
We next prove claim (ii) of Theorem 3.2. Note that
is true for all channels Φ [21, Theorem 12.6.3], hence only the upper bound for P (1) 
x,y is pure. Consider the following extension of the sate σ XBE
Suppose that σ XBE maximizes the private information and let ξ := 6ε log(n E ) + 4H b (ε), then
where (7) follows since σ XBE = tr Y η XY BE and (8) is a simple application of the chain rule. The inequality step follows from Lemma 3.4 for n = 2 and since X is a classical system. Equation (9) is true since η is pure on EB when conditioning on XY . The final inequality follows since η is not necessarily the state that maximize the coherent information. This proves statement (ii) of Theorem 3.2. What remains to be proven is claim (iii) of Theorem 3.2. Note that P (1) (Φ) ≤ P (Φ) for an arbitrary channel Φ is proven in [21, p. 323 ], therefore only the upper bound on P (Φ) needs to be shown. Let
and let
x,y and let
be the state that arises when sending σ XY A ′ 1 ...A ′ n through Φ ⊗n . By assumption
≤ nQ (1) 
≤ nP (1) 
where (10) is valid since
..BnEn . Inequality (11) follows by applying n times in sequence the Alicki-Fannes inequality for the quantum mutual information [21, Ex. 11.9.7] followed by the data processing inequality together with the fact that X is classical and the assumption that
By assumption, for all i = 2, . . . , n we have
where (16) follows since by construction the states η i and η i−1 differ only on subsystem E i and (17) is a consequence of applying the Alicki-Fannes inequality twice. Applying the argument described by (16) and (17) n times in sequence shows that
where the final step uses the data processing inequality. Equation (12) By Definition 3.1 it can be verified immediately that if a channel Φ is ε-degradable it is also ε ′ -degradable for all ε ′ ≥ ε. The smallest possible parameter ε such that Φ is ε-degradable is given by
Proposition 3.5. The optimization problem (20) can be expressed as a semidefinite program.
Proof. Watrous proved [24, Sec. 4 ] that for two channels Θ 1 , Θ 2 : S(H A ) → S(H B ) the diamond norm of their difference, i.e., Θ 1 − Θ 2 ⋄ can be expressed as a semidefinite program (SDP) of the form
where J(Θ 1 − Θ 2 ) denotes the Choi-Jamio lkowski representation of Θ 1 − Θ 2 . Since the Choi-Jamio lkowski representation is linear we obtain
The two final constraints in (21) Semidefinite programs (SDPs) can be solved efficiently, i.e., in time that is polynomial in the program description size [26] . We note that nowadays there exist several different algorithms that in practice solve SDPs very efficiently. A good overview can be found, e.g., in [27, 28] . Therefore, for an arbitrary channel Φ its parameter ε Φ (given in (20) ) that defines how close it is to being degradable can be evaluated efficiently. 
We note that these universal bounds do not depend on n B which is remarkable. We would also like to remark that the constants above are certainly not optimal and may be improved easily.
The conceptual idea we used above to derive upper bounds on the quantum and the private classical capacity is that a channel that is close to being degradable should have a channel coherent and channel private information that is nearly additive. The same idea can be applied to approximate anti-degradable channels. 
Definition 3.7 (ε-anti-degradable). A channel Φ : S(H
..BnEn is the state that maximizes P (1) (Φ ⊗n ) and let ξ := 6ε log n B + 4H b (ε), then
where the first inequality follows by the Alicki-Fannes inequality for the quantum mutual information [21, Ex. 11.9.7] and the fact that ρ − σ (1) tr ≤ ε which follows by the assumption Φ − Ξ • Φ c ⋄ . The inequality (23) follows by applying the same argument in sequence for all 1 ≤ i ≤ n. Note that by assumption σ (i) − σ (i+1) tr ≤ ε for all i ∈ [n − 1]. The final inequality uses that by construction the state σ (n) is generated by sending φ trough n copies of an antidegradable channel. Anti-degradable channels are known to have a private capacity that is zero [2] .
Similar as for ε-degradable channels, given a channel Φ : S(H A ) → S(H B ) we can consider
which defines the smallest possible parameter ε such that the channel Φ is ε-anti-degradable.
Following the proof of Proposition 3.5 shows that (24) can be also phrased as an SDP. Theorem 3.8 can be rewritten as
UPPER BOUNDS VIA CONVEX DECOMPOSITIONS OF CHANNELS
In this section we show how to combine the concept of ε-degradable channels with a standard technique to derive upper bounds to the quantum capacity that is based on the idea of decomposing an arbitrary channel Φ into a convex sum of approximate degradable channels. The main result of this section is Proposition 4.1 which offers a different method to derive upper bounds to the quantum capacity that (as discussed in Section 5) can outperform the bound given by Theorem 3.2 and all previously known upper bounds to the quantum capacity.
It has been shown that for an arbitrary quantum channel Φ the mapping Φ → Q(Φ) is convex if Φ is (anti-)degradable [9] . Therefore, if a channel Φ can be written as a convex combination of (anti-)degradable channels, i.e., Φ = n i=1 p i Ξ i , where p ∈ ∆ n and {Ξ i } n i=1 are (anti-)degradable,
which describes a single-letter upper bound to the quantum capacity of Φ that can be powerful as demonstrated in [10, 11] . A drawback of this technique is that it is channel specific, i.e., the convex decomposition into degradable channels has to be reconstructed by scratch for every different channel. In addition, for an arbitrary channel, it is unclear how to efficiently find a convex decomposition of degradable channels -even worse it is highly questionable if this is even possible in general. The extreme points of the set of all qubit channels have been shown to be degradable or anti-degradable channels [9, 29] and therefore for qubit channels a convex decomposition into (anti-)degradable channels does exits, even if it might be difficult to find. However, a characterization of the extreme points of quantum channels with an input dimension larger than two is unknown [30] and as such there is no reason to believe that an arbitrary quantum channel can be written as a convex combination of (anti-)degradable channels.
Since the set of all cptp maps is convex and since every quantum channel is ε-degradablealthough not necessarily with respect to a small ε -each quantum channel can be written as a convex combination of approximate degradable channels. The following proposition shows how this observation can be used to derive upper bounds for the quantum capacity based on the idea of decomposing a channel into a convex combination of ε-degradable channels. 
Before proving the proposition we first establish the following lemma. 
Proof. The lemma is proven by induction. For n = 1, the assertion follows by assumption. The inductive step can be done as follows
where (25) uses the triangle inequality and (26) follows by the induction hypothesis and by assumption.
Proof of Proposition 4.1. For an arbitrary k ∈ N and γ :
Inequality (27) follows as the coherent information is convex with respect to the channel and (29) follows by the closed-form expression for the first moment of a multinomial probability distribution. Inequality (28) can be verified as follows. Suppose that m 1 ≥ m i for all i = 2, . . . , n and let ε := n i=1 ε i . By super-additivity of Q (1) (·)
where for (31) we used Theorem 3.2 together with Lemma 4.2 which ensures that the channel n i=1 Φ i isε-degradable. Following the proof of Theorem 3.2 it can be verified that since Φ i is ε i -degradable
which then proves (32) . Note that the analysis in (30) to (33) was carried out under the assumption that m 1 ≥ m i for all i = 2, . . . , n. Repeating the same argument for all other possible constellations for the parameters m i gives
which proves (28) and thus establishes the proposition.
In the same spirit as Proposition 4.1 gives an upper bound to the quantum capacity via a convex combination of approximate degradable channels, a similar result can be established for a convex combination of approximate anti-degradable channels. In Section 5 A it is discussed how Proposition 4.1 can be used to derive a powerful upper bound for the example of a depolarizing channel.
APPLICATIONS
In this section we illustrate the performance of the bounds derived in the previous sections that are based on the concept of approximate degradable channels on three examples. We recall that the upper bounds for the quantum and the private classical capacity derived in Sections 3 and 4 are valid for arbitrary channels Φ. As the parameter ε Φ given in (20) is described via an SDP, it can be evaluated efficiently for every possible channel. Thus our upper bounds can be immediately applied and efficiently evaluated for arbitrary channels, whereas most previous upper bounds rely on channel specific constructions which can be different for each channel and are usually difficult to find [10, 11] . 1] . Its channel coherent information can be computed as [21, p. 575 ]
A. Depolarizing channel

Consider a depolarizing channel Φ : S(H
As far as we know, the currently best upper bound to Q(Φ) for the depolarizing channels has been derived in [10] and for small values of p coincides with 1 − H b (p) which is a upper bound on Q(Φ) that has been derived in [11, 16] and is explained below. Figure 1 compares the new upper bound given by Theorem 3.2, for ε Φ as in (20) , with the best previously known upper bound in the low noise regime, i.e., for small values of p.
Next to the upper bound provided by Theorem 3.2, Proposition 4.1 offers alternative upper bounds for Q(Φ) based on a convex decomposition of approximate degradable channels. In the following we discuss one possible way to write Φ as a convex combination of approximate degradable channels. Let η ∈ [0, p 2 ] and consider the three channels Θ X,η , Θ Z,η , Θ Y,η : S(H A ) → S(H B ) that map
For every q ∈ ∆ 3 the depolarizing channel can be written as Φ = q 1 Θ X,η + q 2 Θ Z,η + q 3 Θ Y,η . By symmetry it is immediate to verify that the three channels {Θ X,η , Θ Z,η , Θ Y,η } are equally close to degradable, i.e., ε Θ X,η = ε Θ Z,η = ε Θ Y,η and by the hashing bound for Pauli channels it follows that Q (1) 
which is an upper bound that is better than 1 − H b (p). . The dashed blue curve denotes an upper bound on Q(Φ) that has been derived in [16] . The dotted red line depicts the upper bound given by Theorem 3.2 with ε Φ as given in (20) .
B. BB84 channel
Consider a qubit Pauli channel with independent bit flip and phase flip error probability where p X ∈ [0, 1 2 ] denotes the bit flip and p Z ∈ [0, 1 2 ] the phase flip probability. 2 More formally this is a channel Φ :
It is immediate to verify that a Bell state maximizes the coherent information and therefore the channel coherent information of the BB84 channel is given by Q (1) 
For the case where p X = p Z it has been shown that [10] Figure 2 compares the upper bound of the quantum capacity derived in Theorem 3.2, for ε Φ as in (20) , with previously known upper bounds.
C. Randomizing channels
A quantum channel Φ :
, where 1 n A 1 n A denotes the maximally mixed state on the system A.
Consider a channel Φ : S(H
are independent random matrices Haar-distributed on the unitary group U (n A ) with n A = n E . Consider the fully mixing channel Ξ : (20), with the best previously known upper bounds. We consider two different setups of p X /p Z .
Proposition 5.1 ([31] ). If n B ≥ C n 3 E ε 2 for some constant C > 0 and 0 < ε < 1, then with high probability the channel Φ is ε-degradable.
Proof. Consider the two channels Φ and Ξ as defined above. We show that if n B ≥ C n 3 E ε 2 , with high probability Φ c − Ξ • Φ ⋄ ≤ ε. This follows directly from [31, Thm. 1] together with the fact that for two arbitrary cptp maps Θ 1 ,
We thus can use Theorem 3.2 to estimate Q(Φ) and P (Φ) from above for most of the random unitary channels Φ as defined above that have an environment that is considerably smaller the the output system. As shown in [31] , it can be verified that the constant C in Proposition 5.1 can be chosen, e.g., as C = 150.
DISCUSSION
We have seen that the concept of degradable channels can be generalized to the more robust notion of approximate degradable channels such that the beneficial additivity properties degradable channels offer are approximately preserved. As it can be efficiently determined how close in the diamond norm an arbitrary channel satisfies the degradability condition (by solving an SDP), the framework of approximate degradable channels can be used to derive upper bounds to the quantum and private classical capacity that can be evaluated efficiently. Unlike previous attempts to derive upper bounds, our method does not rely on channel specific arguments and therefore can be applied to all channels.
For future work it would be of interest to better understand the differences between ε-degradable channels and ε-close-degradable channels (as introduced in the appendix). A problem that is left open is the question if a converse statement to Proposition A.7 is possible, i.e., if an ε-degradable channel must be also θ(ε)-close-degradable for some function θ : R ≥0 ∋ ε → θ(ε) ∈ R ≥0 . Another question that deserves further investigation is if the optimization problem (A.5) can be solved (or at least approximated) efficiently.
The concept of approximate degradable channels could also be useful in classical information theory. We note that up to some extent, the current understanding about the capacity region of a classical broadcast channel is comparable to the knowledge about the quantum and private classical capacity -no single-letter formula is known, except in the case of a degradable broadcast channel [32] . As such it could be promising to apply the framework of approximate degradable quantum channels, introduced in this article, to classical broadcast channels.
Appendix: Approximate degradable channels versus closeness to degradable channels
The operational meaning behind Definition 3.1 is that a channel is called ε-degradable if the degradability condition is approximately (up to an ε) satisfied. An alternative approach is to call a channel ε-close-degradable if it is close (up to an ε) to a degradable channel.
By Definition A.1 and since the identity channel is degradable, it follows that every channel Φ : S(H A ) → S(H B ) is ε-close-degradable with respect to some ε ∈ [0, 2]. The following proposition proves that ε-close-degradable channels, similar as ε-degradable channels, inherit the additivity properties of degradable channels with an error term that vanishes in the limit ε → 0. 
To prove Proposition A.2, the following simple lemma will be useful.
Lemma A.3. Let ε > 0, X be a compact space and f, g : X → R be two continuous functions with F := max x∈X f (x) and G := max x∈X g(x). If for all x ∈ X we have |f (x) − g(x)| ≤ ε, then |F − G| ≤ ε.
Proof. Without loss of generality assume that F ≥ G. Let x ⋆ := arg max x∈X f (x), then
which proves the assertion.
Proof of Proposition A.2. We first prove statement (i) of the proposition. Note that Q (1) (Φ) ≤ Q(Φ) is trivial. Since the coherent information is additive for degradable channels,
where the inequality is due to [33, Cor. 2] . Following the proof of [33, Cor. 2] using Lemma A.3 gives
The triangle inequality then implies Q(Φ) − Q (1) 
We next prove statement (ii) of the proposition. Recall that Q (1) (Φ) ≤ P (1) (Φ) is true for all channels Φ [21, Theorem 12.6.3] . Following the proof of [33, Cor. 3] with Lemma A. 3 gives
Using the triangle inequality we obtain
where (A.3) uses the fact that for a degradable channel Ξ the relation Q (1) (Ξ) = P (1) (Ξ) holds [2] . The final inequality follows from (A.1) and (A.2). Finally, we prove statement (iii) of the proposition. Note that P (1) (Φ) ≤ P (Φ) is straightforward [21, p.323 ]. Using the triangle inequality gives
where (A.4) uses that the private information is additive for degradable channels. The final inequality follows from (A.2) and [33, Cor. 3] .
We would like to emphasize that the proofs of Theorem 3.2 and Proposition A.2 are different although they both prove a similar statement, however under different assumptions. The proof of Theorem 3.2 generalizes Devetak and Shor's proof for additivity of degradable channels [1] , whereas the proof of Proposition A.2 is based on continuity properties of channel capacities as stated in [33] .
Remark A.4. As mentioned in Section 2, the function ρ → I c (ρ, Ξ) is concave if Ξ is degradable which can be helpful when computing the channel coherent information given in (2) . Suppose that a channel Φ : S(H A ) → S(H B ) is ε-close-degradable, then from a computational point of view the following two bounds
that immediately follow from [33] , may be helpful, where Ξ is a degradable channel that approximates Φ and therefore satisfies Q (1) (Ξ) = Q(Ξ) = P (1) (Ξ) = P (Ξ).
Definition A.1 directly implies that if a channel Φ : S(H A ) → S(H B ) is ε-close-degradable it is also ε ′ -close-degradable for all ε ′ ≥ ε. The smallest possible value ε such that Φ is ε-close-degradable is given byε Similar as an ε-close-degradable channel is defined via being close to a degradable channel we can define an ε-close-anti degradable channel as being close to an anti-degradable channel. Proof. This corollary follows immediately from [33, Cor. 3] together with the fact that antidegradable are known to have a private capacity that is zero [2] .
Similar as above, given a channel Φ : S(H A ) → S(H B ) the smallest parameter ε such that Φ is ε-close-anti-degradable is given bỹ
Note that it is unclear ifε Φ can be computed efficiently. Corollary A.6 implies that for an arbitrary channel Φ : S(H A ) → S(H B ) with n B := dim H B , we have Q(Φ) ≤ 16ε Φ log n B +8H b (ε Φ ). There is a close connection between the two concepts of an ε-degradable and an ε-close-degradable channel as stated in the following proposition.
Proposition A.7 (Relation between ε-close-degradable and ε-degradable). Let Φ : S(H A ) → S(H B ) be a quantum channel that is ε-close-degradable, then Φ is (ε + 2 √ ε)-degradable.
Proof. Let Φ 1 , Φ 2 : S(H A ) → S(H B ) be two channels such that Φ 1 − Φ 2 ⋄ ≤ ε. Then, by the continuity of Stinespring's representation [34] it follows that Φ c 1 − Φ c 2 ⋄ ≤ 2 √ ε. By assumption there exist two channels Ξ : S(H A ) → S(H B ) and Θ : S(H B ) → S(H E ) such that Φ − Ξ ⋄ ≤ ε with Ξ c = Θ • Ξ. As explained above, the continuity of Stinespring's representation implies that
Using the triangle inequality gives
Note that it is questionable if an opposite statement to the one given in Proposition A.7, i.e., that a channel being ε-degradable implies that it is θ(ε)-close-degradable for some function θ : [0, 1] → R ≥0 , is valid. This seems to be difficult to prove (if possible at all) as the structure of the set of degradable channels is poorly understood. 3 We would like to emphasize that Theorem 3.2 together with Proposition A.7 do not supersede Proposition A.2. Let Φ : S(H A ) → S(H B ) be a quantum channel that is ε-close degradable. Then according to Proposition A.2 we have Q(Φ) ≤ Q (1) (Φ) + 16ε log n B + 8H b (ε). Proposition A.7 ensures that Φ is (ε + 2 √ ε)-degradable and thus by Theorem 3.2 we have Q(Φ) ≤ Q (1) (Φ) + 6(ε + 2 √ ε) log n E + 4H b (ε + 2 √ ε). Note that one bound depends on n B whereas the other depends on n E and even for n B = n E neither of the two bounds is strictly better for all ε ∈ [0, 2]. The same argument applies to justify that the statements (ii) and (iii) of Proposition A.2 are not superseded by Theorem 3.2 together with Proposition A.7.
