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Abstract 
 
 
Aluminum alloys are used frequently for applications within the aerospace 
industry, creating a demand for finely tuned aluminum alloys that maximize a 
material property of interest (strength, toughness, etc.) and minimize weight.  In 
order to formulate more complex alloys, it is important to understand how alloying 
elements affect the kinetics of grain growth in the solvent system.  This study 
analyzes the effect of small concentrations of zirconium in high purity aluminum 
on grain growth during primary recrystallization by empirically determining the 
grain boundary mobility via measuring grain boundary velocity as well as stored 
energy within a sample and correlating grain boundary misorientation to mobility 
data.  Grain boundary velocity is measured by annealing single crystal samples 
of deformed high purity aluminum with Zr additions in a box furnace and 
completing orientation imaging microscopy (OIM) scans that use electron back 
scattered diffraction (EBSD) patterns to index a lattice and create an inverse pole 
figure (IPF).  This inverse pole figure assigns colors to orientations of crystalline 
grains and allows for the tracking of grain boundaries after subsequent heat 
treatments as well as for the acquisition of the misorientation at any given grain 
interface.  TSL software allows for analysis of the EBSD data which can calculate 
the average subgrain size and average misorientation within a region to provide 
 
 
 
xi 
 
a stored energy term.  This value is used in tandem with micro hardness 
measurements to estimate stored energy.  With a measured grain boundary 
velocity and stored energy, it is possible to calculate grain boundary mobility and 
correlate mobility with grain boundary misorientation.   
 Grain boundary Mobility is a useful parameter to metallurgists as a 
predictor of grain size after deformation and heat treatments.  However, grain 
boundary mobility has a variety of variables that are subject to change with 
composition, and is thus difficult to calculate.  As such, it is necessary to 
experimentally determine the grain boundary mobility in unexplored alloy 
compositions for modeling as well as processing.  Alloying metals for use in 
industry requires knowledge of how alloying elements will alter the processing 
parameters used to generate a desired set of properties.  Thus by determining 
the bulk grain boundary mobility of high purity aluminum samples with Zirconium 
additions via heat treatment, this work validates the combined use of EBSD and 
microhardness as a useful means of collecting data that replicates previous 
results obtained in the literature. 
Stored energy results obtained in this work align well with values in the literature 
obtained by Huang and Humphreys as well as values obtained from 
microhardness by Taheri as well as Huang, Tao and Lu.  The dependence of 
grain boundary mobility on misorientation is also seen to correspond well with 
results in the past by Taheri, Gottstein and Rollett with boundaries near 
 
 
 
xii 
 
40°<111> having higher mobility than random HAGBs.  Additionally, data found 
in this study aligns with results predicted by the effect of preferential Zr 
segregation observed by Taheri.  However, the less prominent shift of peak 
mobility from 40° to higher misorientation as anneal temperature increases is in 
contrast with previous results, calling into question if there is a true difference in 
observed mobility peaks between 38° and 40°.  
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1. Introduction and Motivation 
 
 Microstructural development in alloys must be well understood in order to 
tailor mechanical or morphological properties for specific applications   To build 
this understanding, it is necessary to first take into account the interactions that 
occur at boundaries between crystals at different orientations.  Within a bulk 
material, there are many single crystal grains, each with a discrete orientation.  
The boundaries of these crystals, or grains, consist of regions of densely packed 
dislocations.  The motion of one of these boundaries occurs by atoms from one 
grain being driven by some force so they are situated into the new crystal 
orientation.  Because dislocations make up the grain front and moving 
dislocations is necessary for a grain boundary to move, there is an energy barrier 
associated with moving a grain boundary.  These energy barriers determine 
whether a given region with some orientation will assimilate crystals into is lattice 
or reorient its lattice to be assimilated into another crystal.  When there is stored 
energy within a material, the driving force may overcome these energy barriers 
and cause primary recrystallization in which new strain free grains will nucleate 
and grow. The heat treatment used along with cold work and the fundamental 
properties of the material determines the rate of growth and final grain size of a 
microstructure, and thus the properties of the metal. 
 Grain boundary mobility is the factor that takes these energy 
barriers, geometric differences, and the annealing temperature into account. 
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Assuming linear growth during the grain growth stage of primary 
recrystallization,stored energy driving pressure (P) and grain boundary velocity 
(vb) are related to grain boundary mobility (Mb) in the following equation:  
       
Equation 1: Grain boundary velocity (vb) with respect to grain boundary 
mobility (Mb) and driving pressure (P). [1] 
 
 
While this empirical relationship is simple, the grain boundary mobility factor is 
dependent upon  so many relations that calculating it is non-trivial and requires 
significant experimental input to determine a value. However, this presents a 
difficulty since grain boundary mobility is heavily influenced by change in 
composition. Numerous metallurgical studies have shown that additions of very 
small solute percentages can result in drastically reduced grain boundary 
mobility, a phenomenon known as "solute drag" in which the solute atoms, due to 
size mismatch and energetic factors, provide a higher energy barrier for the 
motion of a grain boundary.  The first studies to apply a theoretical treatment of 
this phenomenon were conducted in the work of Lücke and Detert [2] as well as 
J.W. Cahn [3].  These models operated under the assumption that the 
segregation of solute atoms to the grain boundary was the cause for the 
decreased grain boundary mobility due to differing atomic radii and the resulting 
lower diffusion rates.  Clementi et al. [4] outline a method for the calculation of 
atomic radii, with the resulting radii for Al and Zr being 118 picometers (pm) and 
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206pm respectively.  Thus, Zr atoms in an Al matrix would present a significant 
size mismatch and lead to a solute drag effect.  The solute drag phenomenon 
exhibited by Zr additions to Al has been observed by Taheri in multiple studies 
[40,60-63] with results pointing to preferential Zr segregation leading to near 40° 
misorientation boundaries having higher mobility than random HAGBs 
 Solute drag hinders grain boundary motion due to solute particles slowing 
the speed of a moving grain front in a solid solution; this is explained in more 
detail in the Background section.  This means that materials with solutes 
impeding the motion of grain boundaries possess a higher recrystallization 
temperature due to higher activation energies to move boundaries and slower 
growth rates during recrystallization, both attractive qualities for high temperature 
applications.   Thus, by understanding how Zr effects grain boundary mobility as 
an alloying element added to Al, it is possible to explore Zr additions to Al alloys 
for high temperature or thermally cycled environments. 
 Ex situ annealing experiments are used to determine a grain boundary 
velocity used with a measured stored energy value to calculate grain boundary 
mobility.  By observing the temperature at which recrystallization begins as well 
as correlating grain boundary mobility with misorientation it will be possible to 
compare results in this work with those of previous studies as well as search for 
discrepant phenomena in collected data. 
 
 
 
4 
 
 
 
2. Background 
 
 
2.1 Describing Grain Orientation and Grain Boundaries 
 
 Grain boundaries separate the same phase and crystal structure into 
regions of different orientation (grains).  These boundaries are made up of 
distortions in the lattice (dislocations) that are grouped together.  To describe a 
grain in terms of neighbor grains, eight parameters are needed.  However, only 
five of these parameters are subject to external influence, and thus this five 
parameter definition of the grain boundary will be what this thesis takes into 
account [1]. 
 The first three of these five parameters have to do with the spatial 
orientation of a given region of some crystalline structure with respect to a 
reference plane.  These three parameters are the Euler angles as shown in 
Figure 1.  Each of the three Euler angles (φ1 Φ, φ2) correspond to a rotation in 
one of the three spatial dimensions with respect to an axis of a common 
orientation , r [5]. 
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Figure 1: Definition of Euler angles (φ1, Φ, φ2)for a cubic lattice [6] 
 
 
 Notice in figure 1 that two Euler angles are used  (φ1, φ2) to orient the x-
axis.  The first Euler angle (φ1) is a rotation of the x-axis about the origin to 
coincide with the dotted line (r), the second  (Φ) is used rotate about the new x-
axis to place the z-axis anywhere in the normal plane of the new x-axis, finally 
the third angle (φ2) is used to rotate the new x-axis once more, this time about  
the z-axis.  
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  The Euler angles can be placed in the orientation matrix shown  in Figure 
2 and used to calculate a single term with respect to the reference plain that 
represents total misorientation.   
 
 
Figure 2: Orientation matrix with terms aij with i and j ranging from 1 to 3 [7] 
 
 
This term (θ) is calculated using Equation 2.  Note that the "a" terms are for the 
cells with the subscripts (ij) denoting rows (i) and columns(j) within the matrix 
above 
 
                          
Equation 2: Relating the terms from the transformation matrix to the total 
misorientation (θ) [5] 
 
 
 The relative axis that is used as a reference to describe a grain's 
orientation , r, can be calculated as in Equation 3. 
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Equation 3: Equation relating terms from Euler matrix to the unit vector (r) 
normal to the reference plane [5] 
 
 
 The remaining two parameters describe the crystallographic orientation of 
the plane that the grain boundary lies on [1,5,8].  This five parameter description 
of a grain boundary takes into account all variables that may be influenced by 
processing techniques. 
 
2.2 Types of Grain Boundaries 
 
 Describing orientation using Euler angles also presents two types f energy 
profiles with respect to misorientation  angle.  These are low angle grain 
boundaries (LAGB's) and high angle grain boundaries (HAGB's).  LAGB's and 
HAGB's have different energy profiles and thus different mobility profiles.  This is 
due to the dislocation density at each boundary type. 
 
 
 
 
8 
 
 
 
 
2.2.1 Twist, Tilt, and Mixed Boundaries: 
 
 Concerning the grain boundary plane, there are an  infinite number axes 
of rotation possible for misorientation of the two lattices.  There are three 
boundary types, each separated by the difference in domain of the rotation axis 
for their respective misorientation angles.  These are tilt, twist, and mixed 
boundary types [1,8,9].  Twist, symmetrical tilt, and asymmetrical tilt are 
illustrated in Figure 3.  
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Figure 3: A schematic for a) Pure twist type misorientation. b) asymmetrical 
tilt , c) symmetrical tilt [1]. 
 
 Twist occurs when the axis of rotation (r) is normal to the boundary plane.  
Tilt occurs when the rotation axis (r)  is  parallel to the boundary plane. The 
mixed type grain boundaries occur when the misorientation angle is with respect 
to some vector (r) that is not normal or perpendicular to the boundary plane [1,8].   
Symmetrical tilt boundaries are of particular interest due to the fact that there is 
only one Burgers vector while in asymmetrical tilt and twist at least two Burgers 
vectors must exist ( mixed type boundaries require three separate Burgers 
vectors) [1,9] . 
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2.2.2Low vs.  High Angle Grain Boundaries (LABG vs. HAGB) 
 
 Grain boundaries having  misorientation between 1° and 15° exhibit an 
energy profile dependent upon dislocations within the crystal matrix.  LAGBs are 
made up of rows of dislocations [1,8].  These dislocations are loosely packed 
such that the grain boundary energy is equal to the sum of  the energy of each 
dislocation  within the grain boundary unit area.  Symmetrical tilt boundaries 
consist of a single set of dislocations with some Burgers vector, and are thus a 
simple model to show how the energy of a LAGB  can be calculated.  In order to 
calculate the energy of a boundary, it is necessary to know the dislocation 
spacing so the total sum of  energy can be expressed in terms of some unit 
length.  Figure 4 shows how the distance can be calculated in an instance of a 
symmetrical tilt boundary . 
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Figure 4: Schematic for two grains with a low angle symmetrical twist 
boundary [1]. 
 
 The distance between two dislocations, d,   of some Burgers vector b is 
given in Equation 4, in which it is shown that as misorientation angle, φ,  
increases the distance between dislocations gets smaller. 
 
 
 
       
 
 
    
Equation 4: Relation between misorientation angle and dislocation spacing 
[1] 
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 Equation s 5 allows for the calculation of the energy of an edge dislocation 
per unit length. 
 
   
   
       
   
 
  
     
Equation 5: Energy of an edge dislocation per unit length (Ed) in terms of 
shear modulus (µ), Poisson ratio (ν), radius of the dislocation core (r0  b), 
dislocation spacing (d), Burges vector (b) and dislocation core energy 
(Ec).[1,9] 
 
 
     
 
 
          
Equation 6: Grain boundary energy per unit area(      ) in terms of 
misorientation (φ) and Burgers vector [1,9] 
 
 
Equation 6 shows how the energy per unit length of such a LAGB can be 
calculated where A = Ec/b and B = µb/4π(1-ν) [1].  Calculating this energy with 
respect to misorientation generates the plot shown in Figure 5. 
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Figure 5: Schematic plot of grain boundary energy vs. misorientation.[8] 
 
 
The change in the energy profile when the misorientation angle exceeds 15° is 
the reason that LAGB's and HAGB's are characterized separately. The reason 
for this change in the energy profile is due to decreasing dislocation spacing (d) 
due to increasing misorientation angle (θ).  This leads to strain fields of 
dislocations to cancel out, and      is increasing at a decreasing rate with 
respect to θ. Additionally, as θ increases, the dislocation cores overlap and the 
LAGB energy calculation is no longer valid. [1,8] 
 A rough estimate of the energy of a HAGB is calculated using Equation 7. 
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Equation 7: A general solution for the energy of a high angle grain 
boundary (γ) in terms of some factor (n) of the Burger's vector (b) such that 
nb is the width of the boundary, k is Boltzmann's constant and T is some 
temperature such that kT is the atomic heat of melting of the material.[1] 
 
 
HAGBs  have more open space because dislocations that form HAGBs them are 
densely packed.  This is due to the merger of  dislocation cores when 
misorientation goes above 15°.  As a result, HAGBs have a higher energy than 
LAGBs, and are more mobile due to the consequently lower activation energy to 
move the boundary.  Figure 6 shows how the activation barrier to move a grain 
boundary decreases rapidly after about 13.6 degrees [10]. 
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Figure 6: Activation Enthalpy vs. Misorientation Angle [10] 
 
 
As a result, the velocity of grain boundaries rises with misorientation angle , as 
shown in Figure 7 taken from Gottstein et al. [11].  
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Figure 7: Grain boundary velocity vs. Misorientation [11] 
 
   
 HAGBs are ideal for measuring grain boundary mobility due to their fairly 
rapid motion fairly constant energy profiles with respect to misorientation.  
However, due to the phenomenon known as the coincident site lattice (CSL), not 
all HAGBs are created equal concerning the grain boundary mobility. 
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2.3 Coincident Site Lattice (CSL) 
 
 Depending on the crystal lattice packing, some misorientation angles exist 
such that the continuation of  one lattice into another results in a significant 
number of coincident sites.  Thus, the term coincident site lattice (CSL) is used to 
refer to the  new lattice of points made only from  points within each matrix that 
would share a point with the neighbor matrix.  Figure 8 shows a schematic 
illustration of a grain boundary and the resulting CSL. 
 
Figure 8: Diagram of two crystal lattices with CSL points circled [1] 
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Equation 8: Formula for Σ [1] 
 
 
Equation 8 shows the formula for calculating Σ.  In LAGBs it is assumed that Σ=1 
since dislocations with separate cores make the grain boundary.  This means 
that every lattice point is in the CSL.  Having a CSL is less common in HAGBs 
and sometimes can lead to a lower energy and thus a more stable grain 
boundary with lower mobility, though this is not always the case.  This is because 
CSL boundaries typically have less free volume and thus allow for less solute to 
accumulate at boundaries in solid solution alloys [60]. 
 
2.4 Overview of Stored Energy 
 
When applying plastic strain to metals the mechanical energy is converted into 
two new energy sources.  The majority of this energy goes into heat, however the 
remainder of the mechanical energy is stored within the deformed material itself 
through the formation of dislocations in the crystalline lattice.  The storing of this 
energy is what characterizes cold-work, in which material is plastically deformed 
permanently with distortions and disarrangements of the lattice [12].    This is to 
say that the material is in a meta-stable state, requiring activation energy to 
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overcome the barrier and approach stability once more.  Energy that is stored in 
samples can be released through recovery as well as through recrystallization. 
The degree of energy stored in metal can be measured from a variety of 
techniques including differential scanning calorimetry (DSC) for bulk as well as 
EBSD, TEM , neutron diffraction, and microhardness or nano-indentation for local 
estimates [12-17].  For the purpose of this work, calculating stored energy based 
on DSC, microhardness/nanoindentation, and OIM analysis will be discussed in 
Section . 
 
2.5 Recrystallization 
 
Recrystallization is the process through which strain is eliminated from the 
lattice structure of a material, and thus a process through which dislocations 
diffuse to grain boundaries and out of the sample [25]. In the processing of 
metallic materials, recrystallization serves as a way to soften materials from a 
hardened state, as well as the only way to develop a new grain structure with a 
controlled size in alloys that do not undergo a phase transition upon cooling [25].  
Thus studying recrystallization phenomena in alloys systems is of the upmost 
importance for understanding the formulation and processing of an alloy.  For this 
work, primary recrystallization will be discussed and should not be confused with 
secondary or dynamic recrystallization. 
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  More formally, primary recrystallization is defined as the formation and 
migration of high angle grain boundaries driven by the stored energy of 
deformation (>15°).  This is distinct from recovery in that recovery involves the 
formation of low angle grain boundaries that form subgrains [25, 26].   
Recrystallization is a structural transformation, all of which can be categorized as 
Gibbs type I or Gibbs type II.  Type I transformations are characterized by being 
discontinuous and initially spatially localized while type II transformations are 
homogenous and occur gradually over time.  Recrystallization is Gibbs type I due 
to the fact that it occurs in two main steps, nucleation and growth  [25,27].  Figure 
9 shows a schematic plot of primary recrystallization.  The nucleation section of 
the graph shows how initially there are very few nuclei and the number 
exponentially increases.  During the growth phase of the plot the grain size grows 
linearly until impingement.  Because of the change in growth rate and thus 
change in the rate of transformation from a deformed structure to a recrystallized 
structure that occurs from nucleation to growth, primary recrystallization is 
heterogeneous or Gibbs type I.  
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Figure 9: Schematic plot for Recrystallization Gibbs type (1). 
 
Figure 10 shows a schematic plot of curvature driven grain growth.  The rate of 
growth remains constant over time and the transformation is not localized, 
making it homogeneous and thus Gibbs type II. 
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Figure 10: Schematic plot for grain growth (Gibbs type II) 
 
2.5.1 Nucleation 
 
Doherty et al.[25] have described the dominant kinetic model of nucleation of 
strain free grains stable enough to grow as being first developed by Volmer et al. 
as well as Becker et al. [28, 29] in the field of physical chemistry, first applied by 
Turnbull et al. [30,31] as described by Christian [32] and updated again by 
Doherty, Chan and Haasen [27].  This model involves the presence of an energy 
barrier ΔG* that impedes the formation of small regions that meet a minimum or 
critical size requirement to remain stable and potentially grow.  The energy 
barrier (ΔG*)can be represented by Equation 9 where ΔGv is the volume free 
energy driving pressure (Jm-3 or Pa), γ is the interfacial energy between the new 
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and old structures (Jm-2), and θ is a contact angle for heterogeneous nucleation 
of a defect interface . 
 
Δ     
 γ 
   
        θ    
Equation 9: Theoretical calculation of the energy barrier impeding 
nucleation during the first phase of primary recrystallization. [25] 
 
  is a number that is dependent upon the shape of the new strain free region that 
is stable enough to grow and f(cosθ) is a function depending on defect geometry 
that is normally between 0.1 and 0.5 [25,32].  The density of nucleation regions 
or "critical embryos" (nv*) can be represented in terms of the number of atoms 
per unit volume contained in some matrix (Nv) in Equation 10: 
 
  
      
    
    
Equation 10: Theoretical density of recrystallization nuclei based on energy 
barrier and the number of atoms per unit volume [25] 
 
where k is Boltzmann's constant and T is temperature in Kelvin.  The rate of 
formation of new grains per second per unit volume can be represented by 
Equation 11: 
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Equation 11: A calculation for the rate at which new grains will form per 
unit volume per unit time based on kinetic parameter β and the density of 
nuclei from equation 10 [25] 
 
where Iv is m
-3s-1, and β is a kinetic parameter involving the rate of atom addition 
to the embryo as well as the decreasing value of nv* as embryos grow.  While 
this theory is qualitatively valid in the context of experiments as reviewed by 
Doherty et al [27], typically low stored energy (ΔGv) values ranging from 0.1-1 
MPa combined with higher value of high angle grain boundary energy (γ) at 
approximately 0.5 Jm-2 [18]lead to unrealistically large activation energy values 
(ΔG*) on the order of 108 kT.  This is too large of a barrier even for temperatures 
above 0.5*Tmelt that have been shown to induce the nucleation and growth of 
strain free grains [25,33]. 
 Thus, the model proposed by Cahn in 1949 that recrystallized grains 
develop from small subgrains already present from recovery within the 
microstructure of the material has been accepted as valid [18,25, 34,35].  This 
means that the orientations of newly formed grains during primary 
recrystallization arise from the orientation of the subgrain nuclei discussed 
above.    This mechanism relies on the polygonization phenomenon where 
regions with low dislocation density are surrounded by sub-boundaries. As the 
subgrain boundaries move due to thermal activation, they absorb dislocations 
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from surrounding LAGBs.  As more dislocations are absorbed, the subgrain 
boundary increases misorientation until it becomes a high angle boundary [64].  
 Because recrystallized grains do not nucleate so much as grow from a 
recovered subgrain, there is a need to understand how grain boundaries form 
and evolve, and what rules apply to the character of their motion in order to 
accurately predict how a specific heat treatment will affect the final microstructure 
of the alloy.   
 
2.5.2 Grain Growth 
 
 After subgrain boundaries absorb enough dislocations to exhibit HAGB 
behavior, these newly formed strain free grains grow at a linear growth rate as 
described by Burke and Turnbull [36] as represented below in Figure 11.  
Traditionally, recrystallization is described by Johnson-Mehl-Avrami-Kolmogorov 
kinetics.  The JMAK equation describes the fraction of grains recrystallized, fv , in 
terms of simple power-law rates of nucleation and growth.  Equation 12 relates 
the fraction of recrystallized grains to time assuming the nucleation rate is I=a*tn 
and growth rate is G=b*tm and can be expressed as: 
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Equation 12: fraction recrystallized in terms of nucleation and growth rate 
exponential constants and time[37] 
 
 
where p = n+3m and t is time.  However, this assumes that grain nuclei are 
randomly distributed throughout the area of the observed sample, which is not 
true in most cases [37], and especially not true in the case of this study since a 
nucleation site will be made via deformation. 
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Figure 11: Schematic plot showing grain diameter (D) vs. time (t) during 
primary recrystallization with τ representing the time during which nuclei of 
strain free grains are forming [36]. 
 
 
Still, the linear growth portion of the curve above is of the upmost importance for 
this study.  With a constant grain boundary velocity and a known stored energy a 
parameter known as grain boundary mobility may be calculated empirically 
based on experimentation.  As shown in Figures 5,6, and 7, the ease with which 
grain boundaries move increases after a critical value of approximately 15° [8-
11,18,34].  It is for this reason that the ratio of the number of subgrains that end 
up growing during primary recrystallization to the number of subgrains in the 
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deformed non-recrystallized microstructure is so low (on the order of 10-8 to 10-6) 
[25,37,38].  In the context of studying recrystallization, this is useful since sites of 
high misorientation will guarantee the presence of nucleating recrystallized 
grains.  Such sites listed by Doherty et al. [25] include: 
 Pre-existing high angle grain boundaries 
 Highly misoriented deformation zones around large particles 
 Highly misoriented regions within shear bands (highly localized 
deformation in materials with high stored energy) 
 Areas with high mechanical deformation.  
Thus by mechanically deforming a select area of a rolled microstructure, one can 
create an area that is guaranteed to grow strain free grains as was performed by 
Huang and Humphreys as well as by Taheri [23,39, 40].   
 
 
2.5.3 Grain Boundary Mobility 
 
As described by Rollett et al.[41] as well as by Gottstein and Shvindlerman [1,] 
the grain boundary velocity of a growing grain during primary recrystallization can 
be represented in Equation 13: 
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Equation 13: equation for grain boundary velocity during the grain growth 
phase of primary recrystallization [1,41] 
 
where grain boundary velocity is v, b is the atomic size, vD is the atomic jump 
frequency of atoms across the boundary, k is Boltzmann's constant, T is 
temperature, ΔGm is the activation energy for the transfer (or energy barrier), and 
ΔP is the driving pressure (or stored energy). The first section of this equation is 
an expression for grain boundary mobility such that:  
 
    
    
  
   
    
    
Equation 14: Mobility in terms of atomic size, jump frequency, temperature, 
and energy barrier [1]. 
 
However due to a variety of activation energies, merely acquiring the diffusion 
coefficients of grain boundaries and a measurement of atomic size is not 
adequate for predicting grain boundary mobility.  Instead, an atomic shuffle 
mechanism is favored rather than a diffusional transport.  This shuffle 
mechanism can be represented in Equation 15, a modified Equation 13 that 
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introduced the density of active sites on the grain boundary (N), atomic volume 
(Ω) and a number of atoms involved in each shuffle event (n) [1,41]. 
 
   
       
  
   
    
       
Equation 15: Modified form of Equation 13 to express grain boundary 
velocity using an atomic shuffle mechanism based on the concentration of 
active sites and number of atoms involved in each shuffle 
mechanism.[1,41] 
 
2.5.4 Solute Drag Effect 
 
Many pure materials are able to be recrystallized at very low temperatures, as 
low as T=0.3*Tm [25,42].  However, with the addition of impurity atoms to high 
purity material, the recrystallization temperature can raise up to T=0.6*Tm [25,42].  
This is due to what is known as the solute drag effect.  This consists of impurity 
atoms dispersed within the material matrix segregating to the grain front as it 
moves through a solid solution.  Because solute atoms nearly always interact 
with the boundary, they cannot keep up with the high atomic jump frequencies of 
solvent atoms[1-3,25,41,43].  The resulting effect is that even in dilute solid 
solutions (solvent concentrations as low as .001% Fe in Al) significantly hindering 
grain boundary mobility and thus increasing the recrystallization temperature  
[25,44].  The earliest explanations of solute drag go back to the late 1950's to 
early 1970's with the work of J.Cahn, K. Luckë, K. Detert, and H.P. Stüwe 
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[2,3,43].  The simplest model by Luckë and Detert [2] involves the exertion of a 
drag force on the boundary by solute atoms that is eventually overcome leading 
to the motion of the boundary and the solute atoms together with a mobility given 
in Equation 16 where mobility of the solute can be put in terms of the bulk 
diffusion coefficient according to the Nernst- Einstein relation and the velocity of 
segregated solute atoms can be expressed as[1,2]. 
                   
 
  
   
Equation 16: velocity of solute atoms in terms of solute mobility and 
solvent-solute interaction force [1,2] 
 
where M is mobility of the solute, f is the attraction force between solute and 
grain boundary atoms, D is the bulk diffusion coefficient (D=D0* exp(-QD/kT)) 
where D0 is a diffusion coefficient dependent upon the solute-solvent reactions, 
QD is the activation energy for diffusion, k is Boltzmann's constant, and T is 
temperature [1,2].  This is valid only assuming an ideal solution in which the 
Henry isotherm estimates the concentration of solute particles at the boundary 
(cb) according to Equation 17: 
 
      
 
   
Equation 17: concentration of solute at the grain boundary in terms of bulk 
impurity concentration, interaction energy, and temperature. [1,2] 
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where c0 is the volume impurity concentration and U is an interaction energy 
between boundary and impurity atoms.  When approximating the drag force Pv  
the concentration equation above is used along with the attraction force between 
solute and grain boundary atoms (f) to yield: 
                      
 
   
Equation 18: Equation for the drag force exerted on the boundary by solute 
atoms[1]. 
 
where n is the number of foreign atoms per unit area of the boundary and n0 is 
the number of lattice sites per unit area of the boundary.  Combining this with 
Equation 16 and Equation 13 yield an expression for overall boundary velocity 
(v): 
 
                                   
      
 
  
Equation 19: Boundary velocity expressed in terms of boundary mobility, 
driving force, and solute drag force [1,2] 
 
and therefore: 
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Equation 20: simplified boundary velocity equation based on diffusion 
coefficient, concentration of impurity atoms in the bulk, driving pressure, 
activation energy for diffusion, interaction energy between boundary and 
solute particles, and temperature [1,2]. 
 
 
Thus when the driving force reaches some critical value the segregated 
impurities will no longer keep up with the boundary and break away, freeing the 
boundary to its initial velocity as expressed by Equation 1.  This assumes, 
however, that all solute atoms detach from the boundary at the same time.  A 
more realistic approach involves the diffusion of solute atoms with the moving 
boundaries as put forth by Cahn as well as by  Luckë and Stüwe [1,3,43].   
 The above equations assume there is no solute-solute interaction, but 
rather only interaction between the solute and solvent.  This conflicts with 
experimental results reported by Gottstein and Shvindlerman [1] which support 
that activation energy changes with respect to the solute concentration at the 
grain boundary.  Therefore instead of being treated as an ideal solution above, 
the solutes at the boundaries are treated as a regular solution as was done by 
Molodov et al. [1,45].  Assuming the boundary moves under an external driving 
force P at the same speed as the velocity of impurity atoms (vim) boundary 
velocity (vb) can be expressed as 
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Equation 21: boundary velocity in terms of the velocity of impurity atoms 
[1,45] 
 
where  
        
Equation 22: Equation for concentration difference between equilibrium 
solute concentration at the boundary and in bulk [1,45] 
 
and cb is the equilibrium concentration of solute at the barrier and c0 is the 
equilibrium concentration of solute in the bulk.  Using the Nernst-Einstein relation 
as before the mobility of impurity atoms (mim) can be represented by 
 
    
 
  
 
Equation 23: Impurity atom mobility in terms of the bulk diffusion 
coefficient and temperature[1,45] 
 
where D is again the bulk diffusion coefficient, k is Boltzmann's constant and T is 
temperature.  For dilute solutions the Henry isotherm may be used again such 
that 
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Equation 24: Application of the Henry isotherm in the case of dilute 
solutions to the difference in equilibrium concentration of solute at the 
boundary and in bulk.[1,45] 
 
where B=exp(Gi/kT), B0 =exp(-Si/k), Gi is Gibbs free energy of adsorption, Si is 
the adsorption entropy, Hi is the interaction enthalpy of impurity atoms with the 
boundary, and z is the number of adsorption sites in the boundary.    All of the 
above equations when combined simplify to yield a grain boundary expressed by 
Equation 25: 
 
   
   
 
     
  
        
 
Equation 25: Boundary mobility equation taking into account that the 
activation energy changes with impurity content.[1,45] 
 
where D0 is the diffusion pre-exponential factor and HD is the activation enthalpy 
for diffusion of the impurity atoms [1].  In the context of this work it is important to 
note that for reasons outlined in this section, even very small concentrations of Zr 
can significantly slow grain boundary mobility and thus raise the recrystallization 
temperature. 
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3. Experimental Methods 
 
 
In order to determine grain boundary mobility,  samples of high purity aluminum 
with zirconium additions will be rolled, deformed, and annealed ex situ.  
Experiments in this work are modeled off of those conducted by Taheri et al 
[40,60,61,62,63] as well as those conducted by Huang and Humphreys [23,39]. 
OIM maps will be constructed from scans performed between each anneal.  
Mobility can be calculated by comparing the stored energy (measured using  
microhardness and in OIM) to the velocity of the progressing grain front.  This 
section will outline the materials used, the methods of sample preparation, the 
heat treatments given to samples, as well as the parameters used in OIM during 
data collection which were all selected based on previous experiments by Taheri 
[40]. 
 
3.1 Samples 
 
 
The aluminum alloy samples were made by Alcoa, and composition is given in 
Table 1 
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Table 1: Sample Composition in wt % 
Element 
% 
Composition 
(wt%) 
Al Base 
Si 0.002 
Fe 0.002 
Cu 0.004 
Mn 0 
Mg 0.002 
Cr 0 
Ni 0.002 
Zn 0.005 
Ti 0 
Pb 0.0001 
Be 0 
Zr 0.031 
 
 
It was shown by Bokstein et al. [40,58] that Zr was effective at raising the 
recrystallization temperature of Al when in a supersaturated solid solution.  
Additionally, results found by Taheri et al. [40,60-63] show the presence of Zr at 
HAGBs.  The maximum solid-state solubility of Zr in Al was given as .04 wt%, as 
such the Zr content of the alloy is set at .031 [40,58]. 
Samples were cut into 2.5x1x0.5 cm bars before being homogenized in 
atmosphere at 600°C for 3.5 days.  The sample were allowed to cool slowly in 
the furnace.  Each bar was polished on SiC grit paper at 400,600,800, and 1200 
grit size.  Polishing was carried out on a Buehler TriDent cloth with 9 and 3 µm 
diamond suspensions for 10 minutes.  This was followed by polishing on a 
 
 
 
38 
 
Buehler micro-cloth using 1µm diamond suspension for 10 minutes, followed by 1 
minute with a .05µm alumina polishing solution.  Samples were placed in an 
ultrasonic bath between each polishing step for 5 minutes and rinsed with 
methanol. Finally, samples are vibropolished for 3 hours in a 50/50 solution of 
Buehler MasterMet2 solution and deionized water.   
To reveal grains, samples were etched in a modified Keller's reagent with 
the following composition:  190 mL DI water, 2mL Hydrofluoric acid (48%) , 3 mL 
Hydrochloric acid (concentrated), 20mL Nitric acid (concentrated).  Etching was 
done by swabbing the surface of the sample for approximately 10 minutes before 
being rinsed in water and methanol.  Grains were visible to the naked eye and 
ranged from 2 to 5mm in diameter. Grains were traced with magic marker before 
the sample bars were rolled to 30% reduction at room temperature to introduce 
stored energy.  The magic marker as well as the etch allowed for grain 
boundaries to be visible after the rolling process. 
In order to model conditions in previous experiments conducted by Taheri 
et al. [40,60,61,62,63]  individual grains were then cut out of the bar sample with 
a Buehler IsoMet 5000 precision saw  then subject to the grinding and polishing 
regime previously described .  Samples were now deformed by scoring 
perpendicular to the rolling direction using a razor blade [23,39,40].  This is done 
to create a favored nucleation point as outlined by Doherty et al. [25] as well as in 
the background chapter of this document. 
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3.2  Orientation Imaging Microscopy 
 
The technique used to characterize samples throughout this work is orientation 
imaging microscopy (OIM).  OIM uses electron backscatter diffraction (EBSD) 
data processed in  TSL data collection and analysis software.  At present, 
researchers enjoy fast scan times and high resolution inverse pole figure maps 
that are able to show the texture of a sample as well as isolate grain boundaries 
to identify the degree of misorientation between two grains or if any coincident 
site lattice boundaries exist.  However, most of these technologies have been 
developed in the past 20 years.  The true birth of EBSD as a method of 
characterization can be traced back to the discovery of diffraction lines 
representative of inverse space in 1928 by Japanese physicist Seishi Kikuchi. 
 
 
3.2.1  Kikuchi lines 
 
 
Seishi Kikuchi first observed diffraction lines (named Kikuchi lines in his honor) 
by studying electron diffraction patterns of thin films of mica in 1928 [46].  In the 
context of EBSD, Kikuchi lines are generated from primary backscattered 
electrons that have interacted with the surface layers of a bulk crystalline sample. 
 The patterns appear as bands of varying widths which intersect depending on 
the crystal structure being observed.  Bands are projections of crystallographic 
planes in the reciprocal space while the intersection points are representative of 
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zone axes.  An example of a Kikuchi pattern acquired from EBSD is shown in 
Figure 12. 
 
Figure 12: A Kikuchi pattern acquired from EBSD indicating the presence 
of a 111 zone axis.[47] 
 
  This occurs because when electrons enter the surface layers of a bulk sample 
they are scattered diffusely, resulting in some electrons arriving at the Bragg 
angle (θ) in every lattice plane as defined by Bragg’s law below where n is an 
integer, λ is the wavelength of the incident beam, d is the lattice spacing, and θ is 
the diffraction angle[47]. 
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Figure 13: Schematic view of electron diffraction in an SEM using a bulk 
sample to produce backscattered electrons.[47] 
 
 
  
        
   
Equation 26: Bragg's law solved for lattice spacing (d) based on scatter 
angle (θ) and wavelength (λ) [48] 
 
Thus by using the distance from the sample in combination with the sample and 
detector tilt, the angle at which electrons scatter to produce Kikuchi patterns can 
be used to calculate the lattice spacing.  The resulting pattern is cone shaped for 
this reason and shows a spherical projection of the crystal lattice in reciprocal 
space . Tilting the specimen from 60° to 70° allows for more primary back 
scattered electrons to escape towards the detector, resulting in clearer Kikuchi 
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patterns.  This occurs because specimen tilt effectively reduces the path of the 
backscattered electrons to the detector due to the reduced electron-specimen 
interaction volume [47].  Alam et al. in 1954 observed that electrons with high 
scattering angles (up to 164°) producing Kikuchi patterns lose little energy, which 
shows agreement with Bragg’s law.  Additionally, Alam saw the development of 
contrast in Kikuchi patterns that corresponded with defects in a lattice[49]. 
 
 
3.2.2 EBSD and Orientation Determination in SEM 
 
 
The first report on using and SEM to acquire Kikuchi patterns from 
backscattered electrons diffracted from bulk samples (named electron 
backscatter patterns or EBSP) to determine lattice orientation was released in 
1973 by Venables et al. [50,51].  However, this method only allowed for the 
capture of one pattern on film, and indexing individual patterns was a 
cumbersome process due to many calibration steps for the experimental setup 
as well as indexing patterns offline.  This changed in 1987 when Dingley et al. 
used cleaved silicon samples that greatly simplified calibration.  Additionally, this 
allowed for the operator to index the diffraction pattern in real time on a computer 
screen, however initial versions could only be used in cubic systems [48,52].  By 
this time, the use of EBSD in an SEM was appreciated  as a powerful 
characterization tool for its clear applicability to determining micro-texture on a 
grain by grain basis, something that was impossible using past techniques of 
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texture analysis consisting of pole figure analysis after x-ray or neutron diffraction 
[53].  Additionally, the conditions within an SEM required for reproducible and 
clear patterns were known.  Alam et al. had determined that a low incident angle 
 (10°-30°) was required for the production of clear patterns, and the 10nm 
penetration depth of the electron beam required that samples be relatively strain 
free and carefully polished [49,53]. 
 
3.2.3 Automated EBSD 
 
The early 1990’s led to the advent of automated EBSD pattern indexing, 
making EBSD analysis a tool that was available for wide use with operators 
requiring relatively little training in crystallography.  This technique was first 
developed in 1992 by Wright and Adams [54] .  The automatic procedure for 
indexing patterns began with constructing look-up table of interplanar angles 
between pairs of crystallographic  planes, improved diffraction images, calculated 
the image intensity gradient, detected the edges of patterns, correlate the 
detected pattern edges together to detect bands, and finally find the most 
probably orientation from the band information.  This was accomplished only with 
FCC materials in the original study, but the same method was easily applicable 
to separate crystal structures with the construction of new look-up tables.  
Furthermore, when compared directly with manually indexed patterns, the 
automatic method matched in 99% of all manually indexed grain boundaries 
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within 5° [54].  The work of Wright and Adams laid the foundation for the future of 
EBSD, and since then software has been developed to further enhance the ease 
with which EBSD patterns are acquired and indexed as well as how the 
subsequent data is processed.  Figure 14 shows a schematic setup of a modern 
day SEM with OIM capability. 
 
Figure 14: Current state of the art schematic for EBSD pattern detection 
and indexing [47] 
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Automated EBSD techniques rely on the identification of Kikuchi patterns in a 
reliable way.  For Wright and Adams original system the Burns algorithm was 
used, however, modern EBSD uses a technique known as the Hough transform 
which is an imaging process technique for recognizing patterns that was applied 
to Kikuchi diffraction first by N.C. Krieger Lassen in 1998 [55].  The Hough 
transform is a parametric transformation that can transfer a set of points into a 
discrete parameter space where each point represents a unique instance of the 
sought-after shape (in the case of Kikuchi diffraction, lines).  The most popular 
choice for lines is called the normal parameterization which describes a line by its 
distance (ρ) from the origin and the direction of its normal vector θ.  The equation 
for a line in its normal form is as follows 
 
                                 
Equation 27: Equation to describe a line observed by its distance from the 
origin and the direction of its normal vector.[55] 
 
the latter part of the equation refers to restricting θ from 0 to π and to let ρ 
assume positive and negative values (represented by -R and R where R is the 
distance from the origin to the corners of the image).  The transform works as 
illustrated in Figure 15.  A pixel with coordinates (x,y) is mapped to all possible 
points in ρ-θ parameter space that allow for a possible line through the pixel.  Co-
linear points will map to sinusoidal curves that intersect at a common point.   
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Figure 15: a) Three points on a line observed in 2D space. b) three 
sinusoidal functions based on the three points and their relative position to 
the origin and normal vectors. c) a point indicating the intersection of the 
three functions and thus representing the line in space. [55]. 
 
Because of the high intensity to low intensity gradient in Kikuchi bands as 
exemplified in Figure 16,  a band after the Hough transform can be represented 
by three peaks (three distinct points represented by lines) shown in Figure 17.  
These three points are known as triplets.   
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Figure 16:  Representation of a Kikuchi band in 2D space with the white 
area corresponding to high intensity and the two dark areas being a stark 
intensity gradient located at the brag angle from the center.[55] 
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Figure 17: Three Points in Hough space corresponding to the three Kikuchi 
bands [55]. 
 
Krieger Lassen describes the process of calculating the Hough transform as a 
evidence gathering process where each pixel from the phosphor screen votes 
which band triplet it could correspond to.   Votes are summed and the final totals 
of votes indicate the relative probabilities of the location of the line [55].  The 
confidence index (CI) of a pattern consists of weighing the number of votes for 
the most likely two bands against each other.  When a pixel votes, there are a 
total number of band triplets that it could potentially choose and a variety of 
solutions that will assign hkl coordinate values to bands.  One of these solutions 
will receive more votes than the rest and is thus settled upon as the correct 
orientation.  The confidence index compares the two most likely solutions and 
divides the difference in the number of votes cast for each by the total number of 
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band triplets detected.   This number is given as a fraction with the maximum 
being 1.  A sample calculation can be seen  in Equation 28 where S1 and S2 are 
the most likely and second most likely solution respectively and T is the total 
number of detected triplets [56]. 
 
                       
     
 
 
Equation 28: Confidence index calculation [56] 
 
Thus, when there is  a high confidence index, the majority of pixels led to the 
given solution for that orientation.  With more noise in the scan, the CI of a 
pattern is lower since pixels that do not represent the true orientation of the 
sample will vote for incorrect solutions, driving the S2 term higher.  As such, the 
confidence index of a scan is important to monitor to determine the accuracy of a 
scan. 
 
 
3.2.4 Inverse pole figure 
 
 
The inverse pole figure (IPF) is the most broadly useful representation of a 
microstructure in terms of allowing the viewer to easily discriminate between 
grains and to recognize differences and similarities in misorientation.  This is 
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done by representing the relative orientation of each grain with respect to the 
observer (the detector)  by color.  The IPF's are defined by the user by selecting 
a direction of the sample to reference the orientation of the crystal lattice.  For a 
[001] IPF, the color maps show which crystal direction is aligned with the normal 
direction of the sample plane.  IPF's make use of symmetry to condense the 
information on orientation from a regular pole figure into what is called the "unit 
triangle".  The unit triangle is color coded such that relative directions with 
respect to the normal direction have different hues based on their relative 
misorientation.  Figure 18 shows how information from a pole figure can be 
condensed into an IPF.  
 
Figure 18:  Illustration of how symmetry allows for orientation data to be 
expressed via the unit triangle.[57] 
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3. 3 OIM  Data Collection 
 
 
OIM scans were taken of each sample before and after each heat 
treatment to monitor growing grains during the recrystallization process.  an FEI 
XL30 ESEM was used with a Schottkey field emission gun source at 20 keV and 
spot size 5.  EBSD scans were taken using TSL's data collection and analysis 
package.  The binning was set to 4x4 and the step size to 1µm.  Gain was set 
between 17 and 20 while exposure was set between 4 and 5.  These parameters 
varied due to the clarity of the Kikuchi pattern on a sample by sample basis.  
Because samples were removed from their respective pucks and replaced 
between annealing runs it was impossible to have the same relative orientation to 
the CCD camera with each scan. 
 
3.3.1 Kernel Average Misorientation Calculation Method 
 
 
A feature of TSL's OIM analysis package is the ability to calculate local 
misorientations.  The average local misorientation within an area is used in this 
work to calculate stored energy.  The kernel average misorientation is a value 
calculated within TSL's software package.  This method takes some point and 
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calculates the average misorientation between that point and its nearest 
neighbors.  The inputs are the "kernel" size which dictates if the first, second, etc. 
nearest neighbor is included in the average misorientation calculation, as well as 
the  maximum misorientation to include within the calculation.  Thus, for kernel 
average misorientation in the context of measuring stored energy via OIM, the 
maximum misorientation is set at 15° as to exclude high angle grain boundaries.  
Figure 19  shows a visual representation of a "kernel" as well as the 
corresponding calculation used [57]. 
 
Figure 19: Schematic for the calculation of misorientation within a selected 
"kernel", this case is for the 1st nearest neighbor [57] 
 
For this example, the pixel A is calculating the misorientation between itself and 
each of its first nearest neighbors and averaging them  to come up with an 
average misorientation.  Figure 20 shows how the kernel average  when using 
more than the first nearest neighbor can vary by calculating using only the 
perimeter misorientations (left) or the misorientations of each point (right) [57]. 
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Figure 20: Schematic for which pixels are included in the average 
misorientation calculation using only perimeter pixels of the kernel (left) or  
all pixels in the kernel (right) [57]. 
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3.3.2 Method for Calculating Grain Boundary Velocity: 
 
 
Figure 21:  Diagram of the two axis grain measurement technique used to 
determine grain boundary velocity. 
 
 
The Figure 21 depicts a sample GB.  The two arrows represent the directions 
measured in TSL.  The formula for the area of an ellipse (π*r1*r2) is used with the 
two radii to calculate the area of the grain.  The change in area between two time 
trials is then recorded and compared and divided by the amount of time between 
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trials.  In order to correlate this information to misorientation, the misorientation of 
the growing grain front (in this case circled in red) from the previous scan is used 
as the misorientation associated with whatever progress the GB made between 
trials.  For instance, if a grain first appears in a 10 minute scan the difference in 
area between the 17.5 minute scan and the 10 minute scan is used to calculate 
the change in area.  However, the misorientation on the border of the growing 
grain front from the 10 minute scan is used to calculate grain boundary mobility 
since this is the misorientation at the boundary prior to growth is what 
corresponds to the velocity of the boundary during the heat.  The 0.265MPa 
value for stored energy was used in each case to calculate mobility due to it 
matching previous DSC data for AA1050 more closely than the stored energy 
value calculated using OIM [40]. 
 
 
3.4 Stored Energy 
 
3.4.1 DSC Measurement 
 
One of the oldest and most reliable methods of measuring stored energy 
is through DSC.  Though this measurement technique may only offer information 
about the bulk stored energy in a sample [12, 14, 15], it is relatively accurate due 
to the mechanisms through which energy is measured.  To explain this, the 
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thermodynamics of how energy can be stored in a sample must be examined.  
The deformation of a of a body can be represented thermodynamically as such 
 
        
Equation 29: Expression of the change of internal energy upon deformation 
in terms of heat, Q, and mechanical work, W [12] 
 
where E is the internal energy, Q is heat effect associated with deformation 
(positive if absorbed) and W is the work (positive if done on body).  With the 
conditions of cold work it can be assumed that stored energy (Es) 
 
          
Equation 30: Stored energy (Es) in terms of the change in internal energy 
[12] 
 
where 
 
             
Equation 31: Conditions of the relative values of variables in equations 29 
and 30 under the conditions of work hardening [12] 
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unless the system is undergoing work softening in which case Q is larger than W 
and ΔE is negative.  Single step methods of determining stored energy use the 
above relationship to directly measure the energetic changes within a sample.  
"Single step" refers to methods of measurement that directly measure the work 
done to the specimen and the heat evolved. [12].  Adam et al [17] performed a 
single-step method of measuring stored energy by using calorimeter to measure 
heat during deformation of Aluminum alloys. A disadvantage of single-step 
methods is that they require that the heat generated and work be measured 
during deformation. 
Two-step methods of using thermodynamics to measure stored energy 
instead rely upon the enthalpy change within a specimen.  At constant pressure, 
the change in enthalpy (ΔH) can be expressed in terms of internal energy, 
pressure (P) and change in volume (ΔV) as  
 
            
Equation 32: Enthalpy in terms of the change in internal energy, sample 
volume change, and pressure [12] 
 
However, since PΔV is negligible for solids at atmospheric pressure the change 
in enthalpy is approximately equal.  Two step methods compare two samples, a 
cold worked sample and a reference sample [12] DSC is a two step method in 
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that a strain-free sample and a cold-worked sample are annealed together and 
their thermal profiles are compared.  These methods are often times less 
involved due to the lack of need for the amount of energy expended during 
deformation. 
Taheri et al. and Hazra et al. [14, 15] used isochronal annealing within a 
DSC to measure the stored energy severely deformed interstitial free steel.  
Samples were annealed for the same amount of time with varying heating rates 
and were allowed to cool to room temperature.  To estimate stored energy the 
heat flow signal of a fully recrystallized sample was subtracted from that of cold-
worked samples.  The difference between the power supplied to the respective 
heaters heating the cold-worked and fully recrystallized sample was recorded as 
a function of the reference temperature.  Integration was used to find the area 
under the curve between peak onset and finish temperatures, which 
corresponded to the stored energy in the sample.  Figure 22 shows the 
temperature vs. heating power curve used to calculate stored energy. 
 
 
 
 
59 
 
 
Figure 22: Heat flow to the heater in mW vs. sample temperature curve 
produced by DSC taken from Taheri et al.[14] 
 
 
3.4.2 Microhardness and Nanoindentation Measurement 
 
Microhardness and Nanoindentation measurements can also be used to 
calculate stored energy.  This has been done in the past by multiple authors 
[14,15] and the method is based upon estimating the flow stress of material 
based on the Vicker's hardness value [18,19].  The following equation allows for 
the calculation of the Vicker's hardness (Hv) based on the applied load (F), indent 
average diameter in millimeters (d) , and indenter tip angle (θ) [14, 15] 
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Equation 33: Relation between Vicker's hardness, load force, indenter tip 
angle, and average deformation diameter [14,15] 
 
The flow stress can be estimated as (Hv/3) [18,19].  Thus, this value can be 
substituted in to the following equation to calculate stored energy of aluminum 
where M is the Taylor factor (≈3), G is shear modulus, and   is a constant (≈0.5) 
 
 
   
 
  
      
 
 
 
Equation 34: Approximation of stored energy assuming flow stress is Hv/3 
[14,18,19] 
 
Based on the work of Taheri et al., this method of determining stored energy 
yields a value close to that of using DSC [14]. 
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3.4.3 OIM Measurement 
 
Using OIM to calculate stored energy differs from the following two approaches in 
that it determines the stored energy microscopically.  Where DSC and 
microhardness determine the bulk stored energy, OIM isolates an area within the 
sample and calculates stored energy based on average misorientation within the 
strained region and the average subgrain size.  This method was pioneered by 
Humphreys and replicated by Huang et al. as well as Taheri et al. [14, 20-23].  
With the ability to determine misorientation as well as average subgrain size in 
OIM, it is possible to take these values and apply them to the Read-Shockley 
equation as shown  where  average subgrain diameter is D, average 
misorientation within the scanned area is θ, γm is the value of grain boundary 
energy, and θm is the misorientation cutoff for low angle grain boundaries (=15°) 
[14,20-24]. 
 
   
    
 
  
       
 
  
   
 
 
Equation 35: Stored energy calculation based on a modified Read-Shockley 
equation using grain boundary energy, average misorientation within a 
scanned area, and the mean subgrain diameter.  This equation can be 
applied to processed OIM data [14,20-24] 
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By using the following equation a microscopic measurement of stored energy 
within a sample is possible and thus the P term in Equation 1 can be measured. 
 
3.4.4 Vickers Hardness Measurement Procedure 
 
Microhardness measurements were conducted with a  Vicker's indenter.  
Two representative single crystal samples were chosen and each was given an 
array of 8 indents.  The indent diameters were averaged to compute an average 
hardness value. 
 
3.5 Heat Treatments 
 
Single crystal samples were annealed in a ceramic crucible at 350°C, 400°C, and 
450°C in a box furnace in atmosphere.  Scans were performed at the annealing 
times shown below in Table2. 
Table 2: Annealing Times for Samples Tested 
 
 
 
Temperature Anneal Time (minutes) 
350°C 20 40 60 120     
400°C 5 10 17.5 25 35 45 
450°C 5 10 17.5       
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This is to say that each sample was annealed for a total of the largest 
anneal time listed, but was removed at the times prior for scans to assess the 
developing microstructure. 
 
4. Results and Analysis 
 
  
This section will outline the results of experiments as well as the methods 
used to analyze data. 
 
4.1 OIM Stored Energy 
 
 
Stored energy was calculated using the modified Read-Shockley equation.  
This was done by cropping the deformation area out of OIM scans of single 
crystal samples, and using the TSL analysis software to obtain an average 
misorientation as well as an average subgrain diameter within the selected area 
of the strained single crystal.  Four samples were analyzed with an average 
stored energy of 0.039 MPa, which is in agreement with the stored energy value 
of 30% reduced Al-.05Si alloy as measured by Huang and Humphreys [23].  
Figures 23-25 show the plots obtained in TSL's OIM software.  Figure 23 shows 
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an orientation map of a non-scored region of a single crystal sample rolled to 
30% reduction with color indicating the relative orientation of the lattice with 
respect to the observer.  Figure 24 shows a plot of average subgrain size while 
Figure 25 shows the Kernel average misorientation . 
 
Figure 23: Inverse pole figure of a deformed single crystal Al+Zr sample 
 
 
 
 
 
 
65 
 
 
Figure 24: Grain size diameter plot corresponding to the IPF in Figure 23 
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Figure 25:  Kernel average misorientation plot corresponding to the IPF in 
Figure 23 
 
 
4.2 Vicker's Hardness Stored Energy 
 
Table 3 shows the parameters used for measuring Vicker's hardness  
 
 
Table 3: Vicker's Hardness parameters and Outputs 
Load (gf) 200 
Hold time (s) 15 
Tip Angle (°) 136 
Mean Indent Diagonal (mm) 0.0315 
Vicker's hardness (MPa) 373.8 
Stored Energy (Mpa) 0.265 
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Table 4 shows the calculated average diagonal length for each indent. 
 
Table 4: Vicker's hardness average indent diagonal length raw data. 
Average Indent 
Diameter 
Sample 1 
(µm) 
Sample 2 
(µm) 
1 33.1 32.4 
2 33.3 29.7 
3 30.5 33.7 
4 32.1 30.8 
5 31 32.2 
6 29.8 30.6 
7 30.1 31.3 
8 32.4 31.4 
  Avg: 31.525 
 
The Vicker's hardness and stored energy were calculated using Equations 33 
and 34.  This value falls within range of the 0.296 MPa stored energy value in 
AA1050 measured by Taheri et al. [14,40].  The 373.8 MPa microhardness value 
also falls within the range of results obtained by Huang et al. when deforming 
99.993% pure aluminum [59]. 
 
4.3 Grain Boundary Velocity and Mobility 
 
To calculate grain boundary mobility, the grain boundary velocity in terms 
units of area per unit time must be measured.  This can be done by treating each 
growing grain as an ellipse and calculating the area of the grain initially as well as 
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after a further heat treatment as shown in section 3.2.2.  This change in area 
over time (mm2/s)  divided by the stored energy driving pressure (MPa or N/mm2) 
yield a mobility term in units of  mm4(N*s)-1.  Furthermore, mobility can be 
correlated with grain boundary misorientation in a scatter plot to show which 
boundaries if any are more mobile.  Grains were selected for measuring based 
on their continued presence throughout heat treatments (i.e. a grain was not 
absorbed between two scans by another grain) as well as being fully contained 
within the scan.  Additionally, TSL OIM Analysis v.6 software was used to identify 
the rotation axis of grain boundaries that were more mobile. 
 
4.3.1 350°C  
 
Figure 26 shows IPFs from heat treatment of a sample at 350°C from its initial 
condition to 120 minutes.  From the IPF's it is clear that the number of growing 
boundaries from the central deformation area is relatively small.  Few 
recrystallized grains nucleated and growth rates were slow when compared to 
the 400°C and 450°C annealing temperatures, an there was no evidence of grain 
formation before 40 minutes. 
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a)        b)  
c)       d)  
e)  
Figure 26:  IPF maps for a sample a) initial scan, b) 20 minutes, c) 40 
minutes, d) 60 minutes, e) 120 minutes 
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Figures 27 and 28 show the relationship between grain boundary mobility and 
misorientation based on selected grains that were measured.  Figure 27 is a 
scatter plot of all data points where Figure 28 is a plot of the average mobility for 
each orientation measured. 
 
 
Figure 27: Scatter Plot of calculated GB mobility at 350°C 
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Figure 28: Grain boundary mobility vs. time for 350°C 
 
 
 
Due to the lack of nucleated grains, there are not enough data points for 
this heat treatment to conclude anything about the dependence of mobility on 
orientation, though there is a pronounced peak at approximately 40° which 
agrees with the literature on Al recrystallization [1,23,39,41,59].  The lack of grain 
growth indicates that 350° is not an adequate temperature for recrystallization.  
This is further supported by the lack of high angle grain boundaries even after 2 
hours of heat treatment. 
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4.3.2  400°C  
 
 
Figure 29 shows the progression of  OIM scans corresponding to a 400°C 
anneal temperature.  In comparison to the 350°, the 400°C sample exhibits 
enhanced nucleation as well as further growth of recrystallized grains.  This is in 
agreement with models of nucleation and growth presented in the Background 
section, both of which are enhanced with temperature while maintaining a 
consistent stored energy.   
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a)         b)  
c)         d)   
e)          f)  
g)               h)  
Figure 29: : IPF maps for a sample at a) initial condition, b)5 minutes, c) 10 
minutes, d) 17.5 minutes, e) 25 minutes, f) 35 minutes ,g) 45 minutes ,h) 60 
minutes. 
 
 
 
74 
 
 
Nucleation appears to begin between 10 17.5 minutes as shown in Figure 
29d.  Grain growth occurs from 17.5 to 60 minutes.  Figure 30 shows a grain 
boundary map highlighting HAGBs and LAGBs.  Not that recrystallized grains are 
outlined in black and LAGBs (red) are for the most part absent from the interior. 
 
 
Figure 30:  Grain boundary map of 400°C Sample HAGB's (15-180°) are in 
black while LAGBs (3-14°) are in red 
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Figures 31 and 32 show the same scatter plots made in Figures 27 and 28 
for the 400°C sample.  While the scatter plot indicates the highest mobility 
calculated is at  40° misorientation, when measurements of mobility from multiple 
grain fronts are averaged with respect to their misorientation, the peak shifts to 
approximately 42°.  While in the literature 40° <111> misorientations are highly 
mobile within Aluminum [1,23,39,41,59], observations by M.L. Taheri [40] 
indicate that at higher recrystallization temperatures peak shifts to the right.  This 
could explain why the average mobility peak in Figure 32 lies slightly higher than 
40°. 
 
 
Figure 31: Scatter plot of GB mobility vs. misorientation  
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Figure 32:  Plot of average GB Mobility vs. Misorientation 
 
 
The effect of misorientation on GB mobility can be further exemplified through the 
analysis of Figure 33. 
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Figure 33: Plot of GB area vs. Time.  Grain 1(40°) encounters a low mobility 
boundary at time t=35 min when the misorientation between the growing 
grain and the strained lattice increases to 50-55° whereas Grain 2 maintains 
a high mobility grain boundary by keeping a consistent 40-
43°misorientation  with the strained matrix due to less local variation in 
misorientation 
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grain growth kinetics during primary recrystallization.  Note that the curve for 
Grain 2 lies far above the others because of the size of the grain rather than the 
growth rate. 
The rotation axis of a boundary is also important when considering grain 
boundary mobility.  As evidenced by Huang and Humphreys [23, 39] grain 
boundary mobility in Al alloys decreases as the boundary rotation axis moves 
away from <111>.  Figure 34 shows the progression of the grain boundary in the 
400°C sample from 25 to 60 minutes with boundaries  within <10° of <111> 
highlighted in red.  In comparison to boundaries that do not have a rotation axis 
close to <111>, the highlighted boundaries move further into the deformed matrix 
(to the right in the figure).  Qualitatively this is in line with the observations of 
Huang and Humphreys [23,39]. 
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Figure 34: 400°C annealed sample from 25 to 60 minutes with <111> 
boundaries highlighted 
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4.3.3  450°C  
 
 
Figure 35 shows the OIM scans from a 450°C heat treatment.  Again the rate of 
nucleation and the density of nuclei has increased with the temperature, keeping 
in line with the kinetics behind the phenomenon of GB migration. 
 
a)       b)     
c)        d)  
Figure 35: IPFs for sample at a)initial condition, b) 5 minutes, c)10 minutes, 
d)17.5 minutes 
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Nucleation begins sooner in the 450° treatment, with an onset somewhere 
in the first 5 minutes of heating and growth continues to 17.5 minutes.  Upon 
analysis, it is clear that the difference in specimen tilt with respect to the CCD 
camera is too great between heat treatments to accurately calculate grain 
boundary velocity.  However, since the relative misorientation of one grain to 
another does not change between heating runs, qualitative analysis of high 
mobility grain boundaries can be performed.  Notably, from t=10 minutes to t=17 
minutes a grain in the upper right corner of the scan in Figure 35d grows rapidly 
and expands outward into the deformed matrix.  When the OIM analysis software 
was used to isolate grain boundaries with an 8 degree tolerance of 40<111> this 
boundary was highlighted in red as seen in Figure 36:   
 
 
Figure 36:  highlighted 40<111> grain boundary from a 450°C heat 
treatment for 17.5 minutes 
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Thus, the rapid grain growth of this boundary compared to that of the other grains 
between the 10 and 17.5 minute scans can be explained by the presence of the 
high mobility boundary.    
          
 
5. Discussion and Conclusions 
 
5.1 Stored Energy 
 
Stored energy results base on OIM as well as Vicker's microhardness 
align with values found in the literature as stated above.  Specifically, the Vicker's 
microhardness value corresponding with stored energy values obtained by DSC 
[41] shows that this method of stored energy determination is relatively accurate 
and extremely accessible for industrial settings with fast turnover time and a non-
complicated procedure. 
The disagreement between the OIM and Microhardness is too distinct to 
attribute simply to variation between samples.  Thus there is either error 
introduced from the experiment or there is a fundamental flaw with this method of 
stored energy calculation in the context of this work.  Due to the alignment of 
OIM stored energy results with the literature, it is clear that this is a reproducible 
phenomenon and that while experimental error is unavoidable, it is likely that this 
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method of determining stored energy is not as appropriate for this work as using 
microhardness.   
As explained by Huang and Humphreys [23], the lowest detectable 
misorientation between two points in OIM is approximately 1°.  Thus, the 
subgrain size may be overestimated, leading to a lower calculated stored energy 
than actually exists.  Additionally, scanning parameters used for these 
experiments may have led to an overestimation of the subgrain size.  Due to the 
step size in all scans being 1 micron, subgrains smaller than this would not be 
able to be detected.  Noise due to surface defects (scratches, deformation) as 
well as the noise created by strain within the matrix may also skew subgrain 
results. 
 
5.2 Orientation and Grain Boundary Mobility 
 
 The results concerning the relationship between grain boundary mobility 
and grain boundary misorientation both qualitatively and quantitatively show that 
40° misorientation boundaries are highly mobile.  Additionally, analysis of grain 
boundary rotation axis shows that 40°<111> boundaries are highly mobile, as 
well as that the <111> rotation axis is associated with higher mobility, agreeing 
with previous studies [1,23,39,40,41,59].  Also exhibited is the shift in peak 
mobility to higher misorientations as annealing temperature is increased, 
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however results in this work indicate less of a shift than studies conducted by 
Taheri et al. [40].  This is most likely caused by the indirect heating of the sample 
when annealed in a box furnace vs. in situ.  However, what is an important 
observation is that the high mobility in near ∑7 38°<111> boundaries reported by 
Taheri et al. [40,60-63]  is most likely represented by the mobility peak in this 
data at 40°misorientation.  Due to error in measurement as well as the method of 
determining the misorientation at a boundary it is unclear whether there is a true 
difference between the 38° and 40° misorientation mobility peak.  This is 
because when determining misorientation at a boundary, the misorientation 
multiple points of the advancing boundary are averaged together.  Thus for a 50 
µm long advancing boundary, misorientation may vary as much as 5° from point 
due to the local variance in misorientation evidenced in Figure 33.   
Additionally, the lower spatial resolution in this work compared to work 
conducted by Taheri et al. [60-63] means that a statement about the exact peak 
of mobility is impossible.  However, the general agreement of the data presented 
here with that in the literature allows for the use of this technique for rapid 
analysis of bulk samples with low turnover time and small sample sizes  
.As is expected from the models reviewed from the literature, grain 
boundary mobility greatly increased with temperature along with the highest 
mobility grain boundaries on average being of a slightly greater misorientation. 
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 While a mobility profile is attainable using this method (with the exception 
of the 450° anneal due to inconsistent sample positioning), due to the frequent 
rise and fall of temperature between ex situ runs, a direct measurement of 
mobility is impossible.    In situ testing would be more appropriate as to minimize 
the time between heat treatments.  Additionally, in situ testing would eliminate 
any recovery experienced in a box furnace by having the heat source directly in 
contact with the sample rather than relying on thermal transfer through 
atmosphere and a crucible.  Additionally, removing the sample from the SEM 
between each heat treatment leads to variation in the positioning of the sample 
between runs.  This error was exaggerated in the 450°C sample to the degree 
that measurements could not remain consistent between heat treatments, 
however even in the 300°C and 400°C heat treatments some variation in position 
with respect to the CCD camera occurs.  While it was not as pronounced in the 
other two samples, this change in position undoubtedly skewed results 
somewhat.  In order to accurately calculate grain boundary mobility, heating in 
situ would be necessary.  This is possible through the implementation of a 
custom stage with a heating element in the SEM vacuum chamber. 
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5.3 Solute Drag Effect 
 
 
 The effect of solute retarding grain boundary motion is confirmed by this 
study.  Aluminum has been shown to recrystallize at temperatures as low as 
250°C [25].  As shown from Figure 26, 350°C is still inadequate to overcome the 
activation energy to move grain boundaries significantly for the AlZr used in this 
work.  Thus, this work confirms that with additions of only .031wt% Zr to 
Aluminum, the recrystallization temperature raises by at least 100°C.   
Additionally, mobility results support work conducted by Taheri et al [60] 
confirming that the high mobility near 40° <111> misorientation is due to 
preferential segregation of Zr to random HAGBs.  The proposed mechanism of 
this preferential segregation relies on the fact that at near ∑7 38°<111> 
boundaries characterized by Taheri [40, 60-63] (which are assumed to roughly 
correspond to boundaries identified as 40°<111> in this work) have less free 
volume at the boundary and thus less potential to house solute that would slow 
grain boundary velocity.  This is evidenced by the rapid motion of the 40°<111> 
boundary in Figure 36.  While no TEM based experiments were conducted in this 
work, it is clear that boundaries with near 40° misorientation is associated with 
higher mobility than random HAGBs.  In combination with the observation of a 
higher recrystallization point the data presented hear supports the assumption 
that the observed mobility peak is due to less Zr segregation at near 40° 
boundaries. 
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5.4 Validity of using OIM in Conjunction with Vicker's hardness 
 
 
 The motivation of this study was to prove that using OIM in combination 
with Vicker's hardness was an adequate method of characterizing the 
dependence of grain boundary mobility on misorientation.  Based on the results 
presented and their alignment with past studies, this technique is most definitely 
adequate for such analysis.  While in situ experiments would be ideal due to the 
variation in specimen position caused by ex situ testing as discussed above, the 
ability to accurately determine stored energy as well as to correlate grain 
boundary mobility with misorientation through this method is clearly exemplified 
in this work.  While this technique is not appropriate for quantifying the effects of 
solute drag, there is a clear applicability in industrial settings where rapid sample 
turnover time and small sample size (and thus the ability to gather large 
quantities of data from relatively small amounts of material) allow for gathering 
large amounts of information concerning the evolving texture of alloys in the 
developmental phase. 
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