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It is well known that the heat kernel in the hyperbolic space
has a different behavior for large times than the one in the
Euclidean space. The main purpose of this paper is to study
its effect on the positive solutions of Cauchy problems with
power nonlinearities. Existence and non-existence results for local
solutions are derived. Emphasis is put on their long time behavior
and on Fujita’s phenomenon. To have the same situation as for
the Cauchy problem in RN , namely ﬁnite time blow up for all
solutions if the exponent is smaller than a critical value and
existence of global solutions only for powers above the critical
exponent, we must introduce a weight depending exponentially
on the time. In this respect the situation is similar to problems in
bounded domains with Dirichlet boundary conditions. Important
tools are estimates for the heat kernel in the hyperbolic space and
comparison principles.
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1. Introduction
The Cauchy problem
ut = u + |u|p−1u in RN × (0, T ), u(x,0) = u0(x), (1.1)
where  is the Laplace operator, u0(x) ∈ L∞(RN ) is a positive continuous function and p > 1 is well
understood. It turns out that for small T there always exists a unique solution. Furthermore this
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in L∞(RN ). We then say that it blows up in ﬁnite time. A solution which exists for all T will be called
global. The behaviour of u0 for large |x| is crucial for the existence even for small T . In fact Baras and
Kersner [4] have shown that no solution exists if u0(x) → ∞ uniformly as |x| → ∞.
The behavior of the solutions of (1.1) as time increases has attracted a lot of attention in the last
decades, starting with the pioneering paper of Fujita [10]. He proved that there exists a critical value
p∗ := 1+ 2N , called the Fujita exponent, which has the following properties:
• for 1 < p  p∗ , the Cauchy problem does not possess nontrivial global solutions,1
• for p > p∗ global solutions exist, if u0 is small enough.
The same phenomenon has been observed for many other differential problems (see [11] and
references therein), and for more general solutions satisfying weaker regularity assumptions [14]
and [16].
Meier observed in [12] that if the nonlinearity |u|p−1u in (1.1) is replaced by tq|u|p−1u, (q > −1)
the critical Fujita exponent changes and becomes p∗ := 1+ 2(q+1)N .
The situation is different for the initial–boundary value problem⎧⎨⎩ut = u + h(t)|u|
p−1u in Ω × (0, T ),
u = 0 in ∂Ω × (0, T ),
u = u0  0 in Ω × {0},
(1.2)
where Ω ⊆ RN is a bounded domain. In contrast to the problem in RN there are always global solu-
tions if u0 is suﬃciently small, also in the general case tq|u|p−1u. The boundary condition prevents
small solutions from blowing up. Meier [12] observed that, in order to produce a “Fujita” phenomenon
it is necessary to take a weight h(t) which is large at inﬁnity, for instance h(t) = eβt (β > 0). In
this case we have the same situation as for the Cauchy problem, but with the critical exponent
p∗ := 1 + β
λ1
where λ1 denotes the ﬁrst eigenvalue of the operator − with homogeneous Dirich-
let boundary conditions.
In this paper we shall study the same type of Cauchy problems but where RN is replaced by
in the N-dimensional hyperbolic space HN . We have chosen HN because it is one of the simplest
examples of a complete Riemannian manifold for which the behavior of the solutions to the linear
heat equation is well understood. For reasons which will become apparent later, we shall consider
power nonlinearities depending also on the time, that is{
ut = Hu + h(t)|u|p−1u in HN × (0, T ),
u = u0  0 in HN × {0}. (1.3)
It will be assumed throughout this paper that h(t) is a positive continuous function in R+ , locally
integrable in R+ .
The main goal of this paper is to show that the solutions of the Cauchy problem (1.3) in the hyper-
bolic space behave like the solutions of (1.2) in bounded domains. The role of the ﬁrst eigenvalue λ1
will be taken on by the inﬁmum of the L2-spectrum of −H , namely
λ0 = (N − 1)
2
4
. (1.4)
Since no growth conditions are imposed at inﬁnity a precise deﬁnition of a solution is required. It
turns out that in the class of functions with exponential growth (cf. (2.6)) the standard concepts of
classical, weak and mild solutions are equivalent.
1 The case p = p∗ was proved later on by different authors (see e.g. [11] for references).
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Theorem 1.1.
1. Let h(t) = tq with q > −1. Then for small initial data u0 there exist global solutions of problem (1.3).
2. Let h(t) = eαt and set p∗H := 1+ αλ0 (α > 0).
(i) If 1 < p < p∗H , every nontrivial solution of problem (1.3) blows up in ﬁnite time.
(ii) If p > p∗H , problem (1.3) possesses global solutions for small initial data.
(iii) Similarly if p = p∗H and α > 23λ0 then there exist global solutions.
Our arguments are based on an extension of Fujita’s ideas and on the approach devised in [12].
We do not know if global solutions exist in the critical case p = p∗H and α  23λ0.
Let us also mention that blow-up for parabolic equations on manifolds have been studied in [17],
yet under assumptions which are not satisﬁed for HN . In [3] blow-up of solutions of the Schrödinger
equation in HN have been studied.
The paper is organized as follows. First we present the basic properties of the hyperbolic space and
the analytic description of the corresponding Laplace–Beltrami operator. We then discuss the different
concepts of solutions. In Section 3 we prove the existence of local solutions whereas Section 4 is
devoted to questions of non-existence. Section 5 contains criteria for blow-up and global existence of
positive solutions. Appendix A provides for the reader’s convenience some technical proofs of auxiliary
lemmas used in the previous chapters, which are not directly related to the topic of this paper.
2. Preliminaries
2.1. The hyperbolic space
Several models are available for representing the hyperbolic space HN (e.g., see [5]). We shall use
as a model the unit ball B1 ⊂ RN centered at the origin, equipped with the metric
ds = 2
1− |x|2 |dx| =: p(r) |dx|,
where r = |x|.
The hyperbolic distance between two points x and y in B1 will be denoted by d(x, y). For the
hyperbolic distance between x and the origin we write
ρ =
r∫
0
2
1− s2 ds = log
1+ r
1− r ,
which implies that
r = tanh ρ
2
and p(r) = 2
(
cosh
ρ
2
)2
.
Geodesic balls of radius a centered at the origin will be denoted by
BHa :=
{
x ∈ B1: d(x,0) < a
}
,
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where θ1 ∈ (0,2π) and θ j ∈ (0,π), j = 2, . . . ,N − 1. If dθ stands for the volume element on SN−1,
then the volume element of HN is expressed as
dμ = [p(r)]N dx = [p(r)]NrN−1 dr dθ.
In geodesic polar coordinates we have
[
p(r)
]N
rN−1 = 2N
(
cosh
ρ
2
)N+1(
sinh
ρ
2
)N−1
= 2
(
cosh
ρ
2
)2
(sinhρ)N−1,
and
dμ = (sinhρ)N−1 dρ dθ.
In Cartesian coordinates the Laplace–Beltrami operator on HN takes the form
Hu = 1[p(r)]N
N∑
i=1
([
p(r)
]N−2
uxi
)
xi
and in geodesic coordinates it reads as
Hu = 1
(sinhρ)N−1
∂
∂ρ
(
(sinhρ)N−1 ∂u
∂ρ
)
+ 1
(sinhρ)2
θu, (2.1)
θ denoting the Laplace–Beltrami operator on SN−1.
For N = 1, by the change of variables which takes r ∈ [0,1) onto ρ ∈ [0,∞), the operator H
for x ∈ (−1,1) becomes the Laplace operator  for x ∈ R, i.e. problem (1.3) reduces to the well-
understood problem (1.1). Hence in the following we consider the case N  2 where new phenomena
appear.
Let us recall for further references that in HN there is an isometry Tx : B1 → B1 of the form [1]
Ty(x) = (1− |y|
2)(x− y) − |x− y|2 y
[x, y]2 , (2.2)
where
[x, y]2 := 1+ |x|2|y|2 − 2(x, y), (x, y) :=
N∑
i=1
xi yi .
It can also be seen that T−y = T −1y . In order to compute the hyperbolic distance between x and y we
need ∣∣Ty(x)∣∣= |x− y|[x, y] .
If we apply Tx we ﬁnd
d(x, y) = d(Tx(x), Tx(y))= d(0, Tx(y))= log 1+ |Tx(y)|
1− |Tx(y)| . (2.3)
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In this subsection we compare different notions of solutions to problem (1.3) under the following
hypotheses:
(H)
⎧⎨⎩
(i) h :R+ → R+ is continuous and h ∈ L1loc(R+);
(ii) p > 1;
(iii) u0 ∈ C
(
H
N
)
, N  2.
(2.4)
Moreover for any τ > 0 we set Q τ := HN × (0, τ ].
Deﬁnition 2.1. A function u ∈ C2,1(Q τ ) ∩ C(Q τ ) is called a classical solution of problem (1.3) in [0, τ ]
if {
ut = Hu + h(t)|u|p−1u in Q τ ,
u(x,0) = u0(x) for any x ∈ HN .
Observe that no growth restrictions near ∂B1 are imposed.
A weaker solution concept is based on the heat kernel gN(x, y, t) in HN . For an explicit construc-
tion and its main properties we refer to [7] and the references cited therein. It is of the form
gN(x, y, t) = kN
(
d(x, y), t
)
,
where kN (ρ, t) solves, for t,ρ > 0, the differential equation
∂kN
∂t
= ∂
2kN
∂ρ2
+ (N − 1) cothρ ∂kN
∂ρ
.
We shall use the following notation common in the theory of semigroups
(
etHφ
)
(x) :=
∫
HN
gN(x, y, t)φ(y)dμy,
with φ ∈ C(HN ). By the semigroup property we have for any x, y, z ∈ HN , s, t ∈ [0,∞)∫
HN
gN(x, y, t)gN (y, z, s)dμy = gN(x, z, s + t)
and the conservation of probability implies∫
HN
gN(x, y, t)dμy = 1.
Deﬁnition 2.2. A function u ∈ C(Q τ ) is called a mild solution of problem (1.3) for t ∈ [0, τ ] if
u(x, t) = etH u0 +
t∫
0
(
e(t−s)H h(s)|u|p−1u)(x)ds
for any t ∈ [0, τ ].
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u(x, t) =
∫
HN
gN(x, y, t)u0 dμy +
∫ ∫
Qt
gN(x, y, t − s)h(s)|u|p−1u dμy ds. (2.5)
Proposition 2.1.
(i) A mild solution is a classical solution.
(ii) A classical solution u satisfying
0 u(x, t) Aecd(x,0)β for some positive A, c and 0< β < 2 (2.6)
is a mild solution.
Remark 2.1. If a classical solution satisﬁes the estimate (2.6) for β = 2 then it is a mild solution for
t ∈ [0,1/(4cp)).
The proof of Proposition 2.1(ii) is a consequence of a more general result stated in Lemma 2.1
below and proved in Appendix A. The proof of the ﬁrst statement (i) (which will be omitted), is based
on classical regularity results and on the following estimate derived by Davies and Mandouvalos [7]
c−1N hN
(
d(x, y), t
)
 gN(x, y, t) cNhN
(
d(x, y), t
)
, (2.7)
where
hN(d, t) = (4πt)− N2 (1+ d)(1+ d + t) N−32 e−λ0t− N−12 d− d
2
4t , λ0 = (N − 1)
2
4
.
Deﬁnition 2.3. A function u ∈ C(Q τ ) is called a continuous weak solution of problem (1.3) in [0, τ ] if
for any τ1 ∈ (0, τ ]
−
∫ ∫
Q τ1
u{Hψ + ψt}dμdt =
∫
HN
u0ψ(·,0)dμ +
∫ ∫
Q τ1
h(t)|u|p−1uψ dμdt (2.8)
where ψ ∈ C2,1(Q τ1 ) is an arbitrary function such that for any t ∈ [0, τ1) supp ψ(·, t)  HN and
ψ(·, τ1) = 0.
The function u¯ is called an upper solution of (1.3) if (2.8) holds for positive ψ as above and with
the equality sign replaced by the inequality sign . Similarly by reversing the inequality sign, we
deﬁne the lower solutions.
Since any classical solution is a continuous weak solution, Proposition 2.1(i) implies that a mild
solution is a continuous weak solution as well. It is not a priori clear whether the opposite is true.
The answer is given in the next lemma.
Lemma 2.1. Let u be a continuous weak solution of problem (1.3) in [0, τ ], satisfying the growth condi-
tion (2.6). Then u is a mild solution of problem (1.3) in Q τ .
This result is known for the Cauchy problem in RN . A complete proof can be found, for instance
in [15, Lemma 1.5]. For the sake of completeness we shall present this proof in Appendix A, with the
necessary modiﬁcations needed in HN and with a slight improvement.
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An important tool for the application of comparison techniques is the following weak version of a
Phragmen–Lindelöf principle, cf. [13, Theorem 10, p. 183].
Lemma 2.2. Let w be a continuous function satisfying
∫
Q τ
w(φt + Hφ)dμdt  0 for all positive φ ∈ C∞0 (Q τ ), (2.9)
and w(x,0) = 0. Suppose in addition that w satisﬁes the growth condition
w(x, t) Aecd(x,0)2 for some positive A, c. (2.10)
Then w  0 in Q τ .
Proof. Following the proof in [13] we set
η = e αρ
2
γ−t +βt,
where the constants α,β,γ > 0 will be chosen later and w = ηv . If w is regular it satisﬁes in Q τ
the inequality
0Hw − wt = η(H v − vt) + v(Hη − ηt) + 2p−2
N∑
i=1
vxiηxi .
Consequently
0H v + vη−1(Hη − ηt) + 2η−1p−2
N∑
i=1
vxiηxi − vt . (2.11)
A straightforward computation yields
ηρ = 2αρ
γ − t η,
ηρρ = η
[
2α
γ − t +
(
2αρ
γ − t
)2]
,
ηt = η
[
αρ2
(γ − t)2 + β
]
.
Put for short
a := α
γ − t .
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Hη = η
(
4a2ρ2 + 2a + 2aρ(N − 1) coth(ρ)),
Hη − ηt = η
(
ρ2a2
(
4− 1
α
)
+ 2aρ(N − 1) coth(ρ) + 2a− β
)
=: ηC(ρ, t).
Since ρ coth(ρ) 1+ ρ it follows that for positive a
C(ρ, t) ρ2a2
(
4− 1
α
)
+ 2a(N − 1)ρ + 2Na − β.
We take α < 1/4. Then the right-hand side achieves its maximum, hence C(ρ, t) is bounded from
above as follows:
C(ρ, t) (N − 1)
2
1/α − 4 +
2αN
γ − t − β.
Let γ < αc and τ1 := min{γ /2, τ }, where c is the constant in (2.10). Then v → 0 as d(x,0) → ∞, for
t ∈ [0, τ1]. Moreover we take β = (N−1)21/α−4 + 2N αγ−τ1 , then C(ρ, t) 0 in R+ × (0, τ1].
We now apply the parabolic maximum principle to the function v in the region ER := {(x, t):
d(x,0) < R, t ∈ (0, τ1)}. It says that v achieves its maximum on the parabolic boundary of ER . Since
by assumption v(x,0) = 0 and v(x, t) → 0, as d(x,0) → ∞, by letting R tend to inﬁnity it follows that
v  0. This establishes the assertion for smooth solutions w provided t ∈ [0, τ1]. If τ1 < τ , we repeat
this argument starting at t = τ1, hence the conclusion follows in a ﬁnite number of steps.
If w is only continuous, v satisﬁes (2.11) in the weak sense. It is a weakly subparabolic function in
the sense of Friedman [9]. The strong maximum principle for weakly subparabolic functions applies.
The remainder of the proof is now obvious. 
3. Local existence
Let us prove local existence and uniqueness of L∞-solutions to problem (1.3). The proof relies on
monotonicity methods and is standard.
Theorem 3.1. Let u0 be a positive function in L∞(HN ) ∩ C(HN ). Then there exists τ > 0 such that prob-
lem (1.3) has a unique continuous weak solution u ∈ L∞(Q τ ). Either the solution is global, or there is a
maximal existence interval [0, T ) (0< T < ∞) such that ‖u‖L∞(Q τ ) → ∞ as τ → T− .
Proof. Set
H(t) :=
t∫
0
h(s)ds
(
t ∈ [0,∞)). (3.1)
Let τ > 0 be uniquely determined by the equality
H(τ ) = 1
(p − 1)‖u0‖p−1∞
. (3.2)
It is easily seen that the function
u¯(t) := ‖u0‖∞
[
1− (p − 1)‖u0‖p−1∞ H(t)
]− 1p−1 (t ∈ [0, τ )) (3.3)
C. Bandle et al. / J. Differential Equations 251 (2011) 2143–2163 2151is a (classical) upper solution and in view of our assumption u = 0 is a lower solution of prob-
lem (1.3). Similarly, u¯(t) and u = 0 are upper, respectively lower solutions of the uniformly parabolic
problems: ⎧⎨⎩
ut = Hu + h(t)up in B1−1/n × [0,∞),
u = 0 in ∂B1−1/n × (0, τ ),
u = u0 in B1−1/n × {0},
(3.4)
where
B1− 1n :=
{
x ∈ RN : |x| < 1− 1
n
}
(n ∈ N, n 2).
By standard monotonicity results, there exists a function un ∈ C(B1− 1n × [0, τ )), 0  un  u¯ which
solves (3.4). For any ﬁxed integer n0  2, the sequence {un}n>n0 is uniformly bounded and equicontin-
uous in the cylinder B1− 1n0−1
× [0, τ − 1n0 ]. Then passing to subsequences and performing a diagonal
procedure, we obtain a limit function u which is a continuous weak solution of problem (1.3). By
Lemma 2.1 it is also a mild and hence a classical solution.
Suppose that u1 and u2 are two bounded weak solutions of problem (1.3). Then w := u1 − u2
satisﬁes
0=
∫
Q τ
(
w[φt + Hφ] + φh
(
up1 − up2
))
dμdt for all φ ∈ C∞0 (Q T ).
Set w+ = max{0,w} and D := {z ∈ Q τ : w+(z) > 0}. Thus for any positive φ ∈ C∞0 (D), we have
0
∫
D
w+
[
φt + Hφ + φhp‖u1‖p−1L∞(Q τ )
]
dμdt.
Observe that
w+
[
φt + Hφ + φhp‖u1‖p−1L∞(Q τ )
]
= e−At w+
[
ξt + hξ − Aξ + ξhp‖u1‖p−1L∞(Q τ )
]
, where ξ := eAtφ.
Consequently if
A >max[0,τ ] h(t)p‖u1‖
p−1
L∞(Q τ )
then
0
∫
D
e−Atw+
[(
φeAt
)
t + H
(
φeAt
)]
dμdt.
Moreover as a consequence of the deﬁnition of D and the initial condition w+(x,0) = 0, we have
w+ = 0 on the parabolic boundary of D . Lemma 2.2 which can easily be extended to the case where
Q τ is replaced by D , applies to e−At w+ and yields w+  0, i.e. u1  u2. If we exchange the role of
the solutions uniqueness follows. 
2152 C. Bandle et al. / J. Differential Equations 251 (2011) 2143–2163The above result leads to the following deﬁnition.
Deﬁnition 3.1. Let u be a continuous weak solution of problem (1.3) for t ∈ [0, T ), where T > 0 is the
maximal time of existence of u. If T is ﬁnite we have
lim
t→T−
∥∥u(·, t)∥∥∞ = ∞,
T is called the blow-up time of the solution and u is said to blow up in ﬁnite time as t → T− .
4. Instantaneous blow-up
In this section we shall show that without growth restrictions on u0 at inﬁnity (1.3) may not
possess even a local solution. In order to obtain necessary condition for the local solvability we follow
closely an argument of Baras and Kersner [4].
Suppose that u(x, t) is a solution of (1.3) in Q T with
lim
d(x,0)→∞
u0(x) = ∞. (4.1)
For simplicity we will assume that it is a classical solution. Let k(t) be a continuous, positive function
such that k(0) = 1 and k(T ) = 0. Consider the annulus
A(ρ0) := BH2ρ0 \ BHρ0 , ρ0 
 1, (4.2)
and let ψ > 0 be the ﬁrst Dirichlet eigenfunction in A(ρ0), i.e.
Hψ = −λψ in A(ρ0), ψ = 0 on ∂A(ρ0), (4.3)
where λ = λ(ρ0).
If we multiply (1.3) with ϕ = k(t)ψ(x) and integrate by parts we get
∫
A(ρ0)
u0ψ dμ
T∫
0
∫
A(ρ0)
(−k′ + λk
kh
u − up
)
hkψ dμdt. (4.4)
Next we shall show that for suitable choice of k, (4.4) cannot hold for large ρ0. Set
ω := −k
′ + λk
kh
.
Then we have
sup
u>0
(
ωu − up)= p − 1
pp′
ω
p′
+ ,
1
p′
+ 1
p
= 1.
Set
k(t) =
{
eλt−βH(t) if 0< t < T /2,
α(T − t)p′ if T /2 t  T .
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β = λ +
2p′
T
h(T /2)
and α =
(
2
T
)p′
eλT /2−βH(T /2).
A straightforward computation yields
ω
p′
+hk =
{
β p
′
heλt−βH in (0, T /2],
(λ(T−t)−p′)p′+ α
hp′−1 in (T /2, T ],
(4.5)
i.e. ωp
′
+hk is a continuous nonnegative function of t ∈ (0, T ] and it is integrable in (0, T ) by (4.5)
(see (H)). Inserting this expression into (4.4) we get
inf
A(ρ0)
u0 
p − 1
pp′
T∫
0
ω
p′
+hkds.
In Appendix A it is shown that λ = λ(ρ0) → λ0 = (N − 1)2/4 as ρ0 → ∞. Hence the right-hand side
of the above inequality can be bounded by a constant which depends only on T , p′ and not on ρ0.
Letting ρ0 tend to ∞ and making use of our assumption (4.1) we obtain a contradiction. This proves
the non-existence of a local solution. In summary we have
Theorem 4.1. If infu0(x) → ∞ as d(x,0) → ∞ then the Cauchy problem (1.3) has no solution for any T > 0.
Remark 4.1. Assumption (4.1) can be weakened. Indeed the limit in (4.1) need not to be uniform as
d(x,0) → ∞. For instance the result remains true if we require that u0(x) → ∞ as d(x,0) → ∞, only
if x belongs to a given cone centered at x = 0.
5. Finite time blow-up
5.1. A blow-up criterion
Let us ﬁrst prove a preliminary lemma.
Lemma 5.1. Let u0  0, u0 ≡ 0. Then for any  > 0 there exists a function f ∈ C(HN ), f (x) > 0 for any
x ∈ HN ( f only depending on  , N and u0) such that(
etH u0
)
(x) f (x)t− 32 e−λ0t (5.1)
for any t ∈ [,∞) and x ∈ HN .
Proof. Since u0 does not vanish identically, there exist z ∈ HN and δ > 0 such that u0(y) δ in some
ball {d(z, y)  γ }. Without loss of generality we can suppose z = 0 (otherwise, we make a transfor-
mation Tz(y)), thus u0(y) δ in the geodesic ball BHγ , and γ < 1. From the estimate (2.7) we get
(
etH u0
)
(x) δc−1N (4πt)
− N2 e−λ0t ×
∫
BHγ
[
1+ d(x, y)][1+ d(x, y) + t] N−32 e− d(x,y)24t − N−12 d(x,y) dμy
 δc−1N (4π)
− N2 t−
3
2 e−λ0t ×
∫
BHγ
[
1+ d(x, y)]g(x, y)e− d(x,y)24 − N−12 d(x,y) dμy
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g(x, y) ≡ g,N(x, y) :=
{
1 if N  3,
[1+ 1+d(x,y) ]−
1
2 if N = 2.
If we set
f (x) := δc−1N (4π)−
N
2
∫
BHγ
[
1+ d(x, y)]g(x, y)e− d(x,y)24 − N−12 d(x,y) dμy
the conclusion follows. 
Remark 5.1. Observe that in RN the counterpart of estimate (5.1) is(
etu0
)
(x) f¯ (x)t− N2 (5.2)
for any t ∈ [,∞), x ∈ RN , where
f¯ (x) := δc−1N (4π)−
N
2
∫
BRγ
e−
|x−y|2
4 dy.
The next lemma is well known. It can be be found in [16], see also [12] for a different approach.
For the sake of completeness we present Weissler’s proof which applies directly to our case.
Let u be a mild solution of problem (1.3) in [0, T ). Set
Φx(t) :=
∫
HN
gN(x, z, T − t)u(z, t)dμz. (5.3)
Observe that
Φx(0) =
∫
HN
gN(x, z, T )u0(z)dμz =
(
eTH u0
)
(x). (5.4)
Then we have the following
Lemma 5.2. Let H be deﬁned in (3.1). Under the assumptions stated above
[
Φx(0)
]p−1  1
(p − 1)H(T ) (5.5)
for any x ∈ HN .
Proof. Multiplying the equality (2.5) (with x replaced by z) by gN (x, z, T − t), integrating over HN
and using the semigroup property we obtain∫
N
gN(x, z, T − t)u(z, t)dμz =
∫
N
gN(x, y, T )u0(y)dμy +
∫ ∫
Q
gN(x, y, T − s)h(s)up(y, s)dμy ds,
H H t
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Φx(t) = Φx(0) +
t∫
0
∫
HN
gN(y, y, T − s)h(s)up(y, s)dμy ds. (5.6)
Jensen’s inequality implies that
[
Φx(s)
]p  ∫
HN
gN(x, y, T − s)up(y, s)dμy .
Thus by (5.6) we have
t∫
0
h(s)
[
Φx(s)
]p
dsΦx(t) − Φx(0).
Then a Gronwall type argument yields
(p − 1)H(t) 1[Φx(0)]p−1 −
1
[Φx(t)]p−1 .
The inequality (5.5) follows now immediately. 
This lemma yields the following blow-up criterion.
Theorem 5.1. Let
lim
T→∞
[H(T )] 1p−1
T
3
2 eλ0T
= ∞. (5.7)
Then every nontrivial weak solution of problem (1.3) blows up in ﬁnite time.
Proof. From (5.1), (5.4) and (5.5) we obtain
f (x)T−
3
2 e−λ0T Φx(0)
(
1
p − 1
) 1
p−1 [
H(T )
]− 1p−1 ,
whence
[H(T )] 1p−1
T
3
2 eλ0T

(
1
p − 1
) 1
p−1 1
f (x)
(
x ∈ HN).
If u is a global solution of (1.3) this inequality holds for any T > 0. However for T → ∞ it is incom-
patible with the assumption (5.7). Then the conclusion follows. 
Example. If h(t) = eαt then (5.7) is satisﬁed for α/(p − 1) > λ0. This establishes the assertion 2(i) of
Theorem 1.1.
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as
lim
T→∞
[H(T )] 1p−1
T
N
2
= ∞
(see (5.2)). If h(t) = 1 it is satisﬁed in RN for p < 1+ 2N in accordance with Fujita’s result.
5.2. A criterion for global existence
The goal of this section is to derive suﬃcient conditions for the existence of global solutions to
problem (1.3). This will done by means of a global upper solution.
For this purpose let w be the ground state corresponding to λ = λ0 such that w(0) = c (c > 0; see
Deﬁnition A.1 and Lemma A.1). Since w is smooth and limρ→∞ w(ρ) = 0, there holds ‖w‖∞ < ∞.
Following [12] we seek an upper solution of problem (1.3) of the form
u¯(x, t) := e−λ0tζ(t)w(x).
Let ζ solve the problem {
ζ ′ = ‖w‖p−1∞ h˜(t)ζ p,
ζ(0) = 1, (5.8)
where
h˜(t) := h(t)e−(p−1)λ0t .
A simple computation yields
ζ(t) = [1− (p − 1)‖w‖p−1∞ H˜(t)]− 1p−1 ,
where
H˜(t) :=
t∫
0
h˜(s)ds.
If u0  w then u¯ is an upper solution. Set
H˜∞ := lim
t→∞ H˜(t).
If H˜∞ < ∞ and if we choose c > 0 such that
‖w‖∞ <
[
1
(p − 1)H˜∞
] 1
p−1
, (5.9)
u¯ exists for all t > 0. This yields the following
Theorem 5.2. Suppose H˜∞ < ∞. Let w be the ground state corresponding to λ = λ0 , such that condition (5.9)
is satisﬁed. If u0  w, the solution of problem (1.3) is global.
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rem 1.1.
5.3. The critical case p = p∗H
In this section we shall construct a global upper solution for (1.3) in the case where h(t) = eαt and
p = p∗H .
Deﬁne
z = z(x, t) := ξ(t)gN(x,0, t + t0) (t0 > 0).
Since α = (p − 1)λ0 we have
zt − H z − eαt zp = gN
[
ξ˙ − eαt gp−1N ξ p
]
. (5.10)
In view of the upper bound in (2.7) we have, as in the proof of Lemma 5.1
gN(x,0, t + t0) cN
[
4π(t + t0)
]− N2 e−λ0(t+t0)[1+ ρ(x)][1+ ρ(x) + (t + t0)] N−32 e− ρ(x)24(t+t0) − N−12 ρ(x)
 cN(4π)−
N
2 (t + t0)− 32 e−λ0(t+t0)
[
1+ ρ(x)]g1(x)e− N−12 ρ(x)
for any x ∈ HN and t ∈ [0,∞), where
g1(x) :=
{1 if N  3,
[1+ 1+ρ(x)t0 ]−
1
2 if N > 3.
Therefore there exists k1 > 0 such that
gN(x,0, t + t0) k1(t + t0)−3/2e−λ0(t+t0)
for any x ∈ HN and t ∈ [0,∞). Introducing this expression into (5.10) we ﬁnd that z is an upper
solution of problem (1.3) if u0  gN(x,0, t0) in HN and if ξ solves the problem{
ξ˙ = K1(t + t0)−
3α
2λ0 ξ
1+ α
λ0 , K1 := k
α
λ0
1 e
−αt0 . (5.11)
An elementary calculation gives
ξ(t)
− α
λ0 = ξ(0)− αλ0 − αK1
λ0
t∫
0
(s + t0)−
3α
2λ0 ds.
It is now easy to see that ξ(t) exists for all t only if α > 23λ0 and if ξ(0) is suﬃciently small. This
completes the proof. 
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A.1. Proof of Lemma 2.1
In view of our assumption the function
I0(x, t) :=
∫
HN
gN(x, y, t)u0(y)dμy
exists and is a classical, thus a weak solution of the problem{
I0t = H I0 in Q τ ,
I0 = u0 in HN × {0}.
Next we will show that the function
I(x, t) :=
∫ ∫
Qt
gN(x, y, t − s)h(s)|u|p−1u(y, s)dμy ds (A.1)
is a weak solution of the problem{
It = H I + h(t)|u|p−1u in Q τ ,
I = 0 in HN × {0}.
In fact, let χa be the characteristic function of the geodesic ball BHa of radius a centered at the origin.
Set fa(·, t) := χa|u|p−1u(·, t) and denote by fa, (·, t) the standard molliﬁcation of fa(·, t) (t ∈ Q τ ). By
classical results the function
Ia, = Ia,(x, t) :=
∫ ∫
Qt
gN(x, y, t − s)h(s) fa, (y, s)dμy ds (A.2)
is a classical solution of the problem{
It = H I + h(t) fa, in Q τ ,
I = 0 inHN × {0}.
Therefore it is also a weak solution satisfying
−
∫ ∫
Q τ1
Ia,{Hψ + ψt}dμy dt =
∫ ∫
Q τ1
h(t) fa,ψ dμy dt (A.3)
for any τ1 ∈ [0, τ ] and any test function ψ as in Deﬁnition 2.3.
Let ﬁrst  → 0. Since or any q > 1, we have fa, → fa in Lq(Q τ ) as  → 0, it follows from the
Lp-estimates for parabolic equations [2] and embedding results that
Ia(x, t) :=
∫ ∫
Q
gN(x, y, t − s)h(s)|u|p−1u dμy ds
t
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−
∫ ∫
Q τ1
Ia{Hψ + ψt}dv dt =
∫ ∫
Q τ1
h(t)χa|u|p−1uψ dμy dt.
The claim concerning I(x, t) follows now immediately if we let a → ∞ and apply Lebesgue’s domi-
nated convergence.
By the previous considerations the function
v(x, t) := I0(x, t) + I(x, t)
=
∫
HN
gN(x, y, t)u0(y)dμy +
∫ ∫
Qt
gN(x, y, t − s)h(s)|u|p−1u dμy ds (A.4)
is a continuous weak solution of problem (1.3) in [0, τ ]. Therefore the difference w = u − v is a
continuous weak solution of
wt = Hw in Q τ , w(x,0) = 0.
Next we want to apply the Lemma 2.2. For this purpose we need to show that w satisﬁes (2.6).
Observe that by (2.7)
I0(x, t) cN(4πt)−
N
2 e−λ0t
∫
HN
[
1+ d(x, y) + τ ] N−12 e− N−32 d(x,y)− d2(x,y)4t u0(y)dμy . (A.5)
Now we make the change of variables z := Tx(y), where the isometry Tx is deﬁned in (2.2). Since
y = T−x(z) we get
d(x, y) = d(Tx(x), Tx(T−x(z)))= d(0, z).
Then the growth condition (2.6) together with the triangle inequality
d(y,0) = d(T−x(z),0)= d(−x, z) d(x,0) + d(z,0)
yields
u0(y) Aecd
β (y,0)  Ae2β−1c[dβ (x,0)+dβ (z,0)].
If we insert this estimate into (A.5), we obtain
I0(x, t) c1ec2d
β (x,0)t−
N
2
∞∫
0
[1+ ρ + τ ] N−32 e− 14t ρ2+c2ρβ sinhN−1 ρ dρ
= c1ec2dβ (x,0)t− N2
{ 1∫
+
∞∫ }
.0 1
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√
tρ̂
t−
N
2
1∫
0
[1+ ρ + τ ] N−32 e− 14t ρ2+c2ρβ sinhN−1 ρ dρ  c4
1∫
0
e−ρ̂ 2+c5ρ̂ β ρ̂ N−1 dρ̂  c6,
where c4, c5 and c6 depend only on τ . Furthermore for t  τ there exists c6 such that t−N/2  c6e1/8t .
This inequality and the estimate sinh(ρ) < eρ/2 imply
t−
N
2
∞∫
1
[1+ ρ + τ ] N−32 e− 14t ρ2+c2ρβ sinhN−1 ρ dρ  c7
∞∫
1
e
1
8t − 14t ρ2+c2ρβ+(N−1)ρ dρ  c8.
A similar estimate holds for I , thus for v = I0 + I . In conclusion we have shown that v and conse-
quently w satisﬁes (2.6). By Lemma 2.2 w vanishes and v = u. This completes the proof. 
A.2. Eigenvalue problems in HN
A.2.1. Ground states
Consider the linear problem
Hφ + λφ = 0 inHN (λ ∈ R). (A.6)
Looking for solutions of the form φ(ρ, θ) = w(ρ)α(θ) we are led to the equations
w ′′ + (N − 1) cothρw ′ +
(
λ − ζk
sinh2 ρ
)
w = 0, (A.7)
θα + ζkα = 0, (A.8)
where ζk := (k − 1)(k + N − 3) is an eigenvalue of θ on SN−1.
Deﬁnition A.1. A positive classical solution of Eq. (A.6) is called a ground state.
Notice that no growth condition at inﬁnity is required. We are interested in radial solutions and
we shall therefore study (A.7) with k = 1, namely
w ′′ + (N − 1) cothρw ′ + λw = 0 in [0,∞). (A.9)
Setting w(ρ) := (sinhρ)− N−12 u(ρ) in (A.9) we obtain
u′′(ρ) =
{
λ0 − λ + (N − 2)
2 − 1
4 sinh2 ρ
}
u(ρ) =: −q(ρ)u in (0,∞). (A.10)
Proposition A.1. A necessary condition for the existence of a ground state is λ λ0 .
Proof. Let a positive solution u exist for λ > λ0. Choose a so large that
q(ρ) >  := λ − λ0 for ρ  a.
2
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
,
(m+1)π√

), where
m ∈ N and mπ/√ > a. Hence the result follows. 
Lemma A.1. For any λ λ0 and c > 0 there exists a unique ground state w such that w(0) = c. There holds
lim
ρ→∞ w(ρ)e
−νρ = k
for some k > 0, where
ν :=√λ0 − λ −√λ0.
In particular, if λ > 0, then
lim
ρ→∞ w(ρ) = 0.
Proof. By the classical theory of linear differential equations with singular coeﬃcients (e.g., see [6]),
for any c ∈ R Eq. (A.9) has one regular solution w such that w(0) = c. Since c > 0, the function
u(ρ) = (sinhρ) N−12 w(ρ) satisﬁes (A.10), vanishes at ρ = 0 and is positive in a neighborhood of the
origin. Therefore u′(ρ) 0 for small ρ . If N  3 we have q(ρ) > 0 and thus by the convexity u′(ρ) 0
for all ρ > 0. If N = 2 a different argument is needed. If we make the change of variable t = coshρ
(A.9) becomes
d
dt
((
1− t2)dw
dt
)
− λw = 0.
The ground state solution is given by the Legendre function Pν(t) where ν is a root of ν(ν +1) = −λ.
By the previous observation concerning λ, ν is a real number. Using a classical result on the distribu-
tion of the zeros of Legendre functions we conclude that Pν(t) does not vanish in (1,∞). 
For large ρ any solution of (A.10) behaves like e±αρ , where
α :=√λ0 − λ + η, η → 0 as ρ → ∞.
Since u is increasing, we must have u(ρ) ∼ eαρ. Then the conclusion follows. 
Remark A.1. At variance with other deﬁnitions found in the literature (e.g., see [8]), the ground states
considered in Lemma A.1 do not belong to the space L2(HN ). In fact,
∞∫
0
[
w(ρ)
]2
(sinhρ)N−1 dρ ∼
∞∫
0
e2
√
λ0−λρ dρ = ∞.
A.2.2. Principal eigenvalue in annuli
Let λa denote the principal eigenvalue, and φa > 0 the ﬁrst Dirichlet eigenfunction of H in the
annulus A := BH2a \ BHa (a 1) {
Hφa + λaφa = 0 in A,
φa = 0 in ∂A. (A.11)
We shall now derive an estimate of λa depending only on a.
2162 C. Bandle et al. / J. Differential Equations 251 (2011) 2143–2163Lemma A.2. For any a 1we have λ0  λa. Moreover for large a, λa  λ0 + O (a−2). Hence lima→∞ λa = λ0 .
Proof. Using separation of variables as for Eq. (A.6), from (A.11) we obtain
{
z′′ + (N − 1) cothρz′ + λz = 0 in (a,2a),
z(a) = z(2a) = 0 (A.12)
for the unknown Z = z(ρ). From (A.9) and (A.12) we easily get
(λa − λ0)
2a∫
a
(sinhρ)N−1wzdρ  0,
which implies: An upper bound for λa is obtained from the Rayleigh principle, namely
λa = inf
v(a)=v(2a)=0
∫ 2a
a (sinhρ)
N−1v ′2 dρ∫ 2a
a (sinhρ)
N−1v2 dρ
. (A.13)
Assuming a to be very large suggests to take as a trial function the solution of the problem
{
v ′′ + (N − 1)v ′ + λˆv = 0 in (a,2a),
v(a) = v(2a) = 0, (A.14)
which is an approximation of Eq. (A.9) for large values of ρ . A straightforward computation yields
v(ρ) = sin[√λˆ − λ0(ρ − a)]e− N−12 (ρ−a), λˆ = λ0 +(π
a
)2
.
Since
(sinhρ)N−1 = e
(N−1)ρ
2N−1
[
1+ O (e−2ρ)]
for large ρ , and
λˆ =
∫ 2a
a e
(N−1)ρ v ′2 dρ∫ 2a
a e
(N−1)ρ v2 dρ
we obtain for large values of a
λa 
∫ 2a
a e
(N−1)ρ [1+ O (e−2ρ)]v ′2 dρ∫ 2a
a e
(N−1)ρ [1+ O (e−2ρ)]v2 dρ
= λˆ + O (e−2a).
Hence the conclusion follows. 
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