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Zusammenfassung
Im Rahmen dieser Arbeit werden erfolgreich Lo¨sungsansa¨tze aus dem Bereich der Photo-
grammetrie und der Computer Vision verknu¨pft und erweitert, um die gegenseitige Orien-
tierung in einem Mehrkamerasystem aus aufgezeichneten Bildsequenzen zu bestimmen. Die
Kameras sind dabei auf einer gemeinsamen Plattform so angebracht, dass sich ihre Sichtfelder
nicht u¨berlappen und die Anordnung sich u¨ber die Zeit hinweg nicht vera¨ndert. Eine Mo¨glich-
keit, die gegenseitige Orientierung fu¨r derartige Anordnungen zu bestimmen, bieten gemeinsam
ausgefu¨hrte Bewegungen. Damit alle Parameter der gegenseitigen Orientierung (Translation,
Rotation, Maßstab) ermittelt werden ko¨nnen, muss die ausgefu¨hrte Bewegung gewisse Be-
dingungen erfu¨llen. Bei fu¨r die Problemstellung kritischen Bewegungen kann fu¨r einige der
Parameter keine Lo¨sung gefunden werden. Zu diesen kritischen Bewegungen geho¨ren z. B. eine
geradlinige Bewegung ohne jegliche Rotationen oder Bewegungen, bei denen die Rotation aus-
schließlich in einer vorgegebenen Ebene ausgefu¨hrt werden kann. Diese speziellen Bewegungs-
formen treten u. a. bei dem Einsatz von Mehrkamerasystemen in Robotern oder Fahrzeugen
auf und werden in Form von Experimenten mit synthetischen und realen Bildsequenzen in
dieser Arbeit detailliert analysiert.
Fu¨r die Untersuchungen mit realen Daten ist die Rekonstruktion der Bewegung des Mehrka-
merasystems aus den Bildsequenzen notwendig. Fu¨r die Experimente wird ein Kamerasystem
verwendet, das aus zwei Stereosystemen besteht und zu jedem Aufnahmezeitpunkt eine du¨nn
besetzte, variable 3D-Punktwolke liefert. Auf der Basis dieser Daten kann die Rekonstruktion
der Bewegung des Mehrkamerasystems dann z. B. u¨ber die Identifikation von korrespondieren-
den 3D-Punkten zu unterschiedlichen Zeitpunkten erfolgen. Dieses kombinatorische Problem
der Zuordnung von 3D-Punkten erfordert ein automatisch arbeitendes Verfahren. Dazu wird
als erster Schwerpunkt dieser Arbeit ein neuartiger Ansatz vorgestellt, der fu¨r jeden Punkt
einer Punktwolke unter Einbeziehung seiner Nachbarn eine kompakte charakteristische Be-
schreibung berechnet, mit deren Hilfe die Punktzuordnung e zient und zuverla¨ssig umgesetzt
werden kann. Die Auswertung der Experimente und eine detaillierte Analyse des Algorithmus
belegen die Leistungsfa¨higkeit des entwickelten Verfahrens zur Zuordnung von 3D-Punkten.
Bei der Korrespondenzsuche fu¨r sechs Bildsequenzen mit jeweils 150-200 Aufnahmen sind nur
wenige Fehlzuordnungen aufgetreten, die durch die Verwendung von robusten Verfahren iden-
tifiziert werden konnten und somit keinen Einfluss auf die folgenden Auswertungen hatten.
Den zweiten Schwerpunkt der Arbeit bilden Untersuchungen des Einflusses unterschiedlicher
Bewegungsformen auf das Verfahren zum Bestimmen der gegenseitigen Orientierung. Im Ge-
gensatz zu anderen Arbeiten werden insbesondere die kritischen Bewegungen und ihr Einfluss
auf a) die Bestimmbarkeit und b) die erreichbare Genauigkeit der Parameter der gegenseiti-
gen Orientierung untersucht. Neu ist hier, dass Vorwissen fu¨r die Parameter der gegenseitigen
Orientierung in die Ausgleichung eingefu¨hrt wird. Das Vorwissen wird als unsicher modelliert
und als zusa¨tzliche Beobachtung in die Ausgleichung integriert. Diese Vorgehensweise erlaubt
es auch bei kritischen Bewegungen, so viele der Parameter der gegenseitigen Orientierung wie
mo¨glich zu bestimmen, ermo¨glicht im Anschluss eine statistische Bewertung der Ergebnisse
und bietet die Mo¨glichkeit, Fehler im Vorwissen aufzudecken.
In einer Simulation wird zuna¨chst anhand von unterschiedlichen vorgegebenen Bewegun-
gen untersucht, welche der Parameter der gegenseitigen Orientierung bestimmt und welche
Genauigkeiten fu¨r die Parameter im gu¨nstigsten Fall theoretisch erreicht werden ko¨nnen. Die
Simulationen decken insbesondere die fu¨r die Aufgabenstellung kritischen Bewegungsformen
ab. Anschließend werden die Resultate mit Ergebnissen experimenteller Untersuchungen vergli-
chen. Mit den vorgestellten Methoden zur statistischen Bewertung der Ergebnisse wird daru¨ber
hinaus eine ungewollte Vera¨nderung der gegenseitigen Orientierung der Mehrkamerasystems
zwischen den einzelnen Experimenten aufgedeckt.
Schlagworte: Photogrammetrie, Orientierung, Mehrkamerasystem

Abstract
The approaches presented in this work that are used to determine and check the parameters
of the mutual orientation using jointly executed motions successfully combines strategies used
in the areas of Photogrammetry and Computer Vision. The parameters of the mutual orien-
tation of the cameras in a multi-camera system, which are placed on a common platform in a
way that their fields of view do not overlap, can be derived from a jointly executed movement.
For the successful determination of all parameters (translation, rotation, scale) the executed
motion must fulfill some special conditions. Not all parameters can be determined for some
types of motions that are critical for the considered problem. An example of these critical
motions are pure translational motions without any rotation or motions where the possible
rotations are restricted to a given plain.
These critical motions can occur with multi-camera systems used in robots or cars. Therefore
in one part of this work di↵erent studies are presented, concerning the attainable accuracy of
the parameters of the mutual orientation under di↵erent types of motion. In contrast to other
approaches a special focus is set on critical motions and their influence on a) the parameters
that can be determined and b) the attainable accuracy for the parameters of the mutual
orientation. New for the investigated use case is the use of prior knowledge for the parameters of
the mutual orientation in a bundle adjustment. The prior knowledge is assigned an uncertainty
and integrated into the bundle adjustment as an additional observation. This strategy allows
to determine as many of the parameters as possible even under critical motions. Furthermore
the results can be assessed statistically and deviations in the prior knowledge can be detected.
In a first experiment based on simulated motions it is investigated which of the parameters
of the mutual orientation can be determined and what accuracy can be attained theoretically
for the parameters. Especially the motions considered critical for the determination of some of
the parameters are covered in the experiments. Finally the achieved results are compared to
results gained from the evaluation of recorded video sequences. Both in the evaluation of the
simulations and the recorded video sequences it is clearly recognizable that the use of prior
knowledge of the parameters of the mutual orientation ensures a successful evaluation even for
critical motions. Additionally the used strategies successfully revealed an unintentional change
in the mutual orientation during the experiments and thus proved the advantage of a statistical
interpretation of the results.
In the experiments a multi-camera system is used comprising of two stereo-systems, whose
field of view do not overlap. This multi-camera system is used to perform several experiments
similar to the ones used in the simulations. The video sequences comprise of about 150-200
recordings per camera. At every timestamp a 3D-point cloud is generated being sparsely po-
pulated and variable. The reconstruction of the motion of the multi-camera system requires an
identification of corresponding points between di↵erent instants of time. Such a combinatorial
assignment problem needs an automatic approach. The presentation of an new approach using
compact distinctive descriptions to establish point assignments e↵ectively and reliably forms
another part of this work. The evaluation of the recorded sequences and a detailled analysis
of the assignment algorithm proves the power of the presented approach. The correspondences
between pointclouds for six recorded sequences with about 150-200 recordings show no assi-
gnments that are obviously wrong.





1.1. Orientierung zwischen Kamerasystemen aus Bewegung . . . . . . . . . . . . . . 12
1.2. Zielsetzung der Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3. Gliederung der Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.4. Begri✏ichkeiten und Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.4.1. Verwendete Begri↵e . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.4.2. Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2. Stand der Forschung 20
2.1. Einordnung der Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2. Verfahren zur Zuordnung von 3D-Daten . . . . . . . . . . . . . . . . . . . . . . 21
2.2.1. Grundschema der Zuordnung . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.2. Grundprinzipien der Zuordnung durch Verwendung charakteristischer
Beschreibungen eines Merkmals . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.3. Zuordnung von 3D-Daten mit Hilfe charakteristischer Beschreibungen . 23
2.2.4. Voraussetzungen der existierenden Verfahren . . . . . . . . . . . . . . . 27
2.3. Gegenseitige Orientierung von Messsystemen aus gemeinsam ausgefu¨hrter Be-
wegung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.1. Lo¨sungsansa¨tze zur Orientierung von Sensoren mit nicht u¨berlappendem
Sichtfeld aus gemeinsamer Bewegung . . . . . . . . . . . . . . . . . . . . 29
2.3.2. Ansa¨tze zur Untersuchung von Singularita¨ten bei kritischen Bewegungen 31
2.4. Behandlung von Singularita¨ten durch Integration von Vorwissen . . . . . . . . 33
2.4.1. Erweiterung des Ausgleichungsmodells . . . . . . . . . . . . . . . . . . . 33
2.4.2. Bewertung der Ergebnisse des erweiterten Ausgleichungsansatzes . . . . 35
2.5. Varianten der Datumsdefinition fu¨r die geometrische Auswertung von Bildse-
quenzen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.5.1. Datumsdefinition u¨ber feste Parameter . . . . . . . . . . . . . . . . . . . 37
2.5.2. Datumsdefinition u¨ber generalisierte Inversen . . . . . . . . . . . . . . . 37
2.5.3. Datumsdefinition durch Verwendung von a-priori-Informationen . . . . 38
2.5.4. Datumsdefinition fu¨r Genauigkeitsuntersuchungen der gegenseitigen Ori-
entierung in einem Mehrkamerasystem . . . . . . . . . . . . . . . . . . . 39
3. Ein Ansatz zur Zuordnung von du¨nn besetzten und variablen Punktwolken 40
3.1. Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.1.1. U¨berblick u¨ber das Verfahren zur Zuordnung . . . . . . . . . . . . . . . 41
3.2. Eine charakteristische Beschreibung fu¨r die Zuordnung von 3D-Punkten . . . . 43
3.2.1. Identifikation lokaler planarer Nachbarschaften . . . . . . . . . . . . . . 43
3.2.2. Berechnung der charakteristischen Beschreibung fu¨r einen 3D - Punkt . 45
3.3. Zuordnung von 3D - Punkten zwischen zwei Zeitpunkten . . . . . . . . . . . . . 48
3.3.1. Ein A¨hnlichkeitsmaß fu¨r den Vergleich der charakteristischen Beschreibung 49
9
Inhaltsverzeichnis
3.3.2. Zuordnung der charakteristischen Beschreibungen . . . . . . . . . . . . . 49
3.4. Ein Beispiel fu¨r die Zuordnung du¨nn besetzter, variabler Punktwolken . . . . . 50
3.5. Robuste Scha¨tzung der Na¨herungswerte fu¨r die Orientierung zwischen zwei Zeit-
punkten und Kontrolle der Zuordnungen . . . . . . . . . . . . . . . . . . . . . . 53
3.6. Grenzen des Ansatzes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.7. Diskussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4. Modell zur Bestimmung der gegenseitigen Orientierungen aus gemeinsamer Bewe-
gung 58
4.1. Vorgehensweise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2. Gro¨ßen der funktionalen Modellierung . . . . . . . . . . . . . . . . . . . . . . . 59
4.3. Funktionales Modell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.3.1. Definition der Koordinatensysteme und des Datums . . . . . . . . . . . 60
4.3.2. Definition des funktionalen Modells . . . . . . . . . . . . . . . . . . . . . 61
4.4. Stochastisches Modell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.5. Implementierung des Ausgleichungsmodells . . . . . . . . . . . . . . . . . . . . 63
4.6. Fazit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5. Auswertung simulierter und realer Bildsequenzen 65
5.1. Zielsetzung der Experimente . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.2. Vorgehensweise bei der Bewertung der Ergebnisse . . . . . . . . . . . . . . . . . 66
5.3. Untersuchungen an simulierten Szenarien . . . . . . . . . . . . . . . . . . . . . 66
5.3.1. Definition der Szenarien . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.3.2. Erzeugen der Versuchsdaten . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.3.3. Statistische Annahmen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.3.4. Ergebnisse der Simulationen . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.4. Bewertung der Ergebnisse der Simulationen . . . . . . . . . . . . . . . . . . . . 72
5.5. Untersuchungen an realen Bildsequenzen . . . . . . . . . . . . . . . . . . . . . . 73
5.5.1. Vorgehensweise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.5.2. Aufbau des Mehrkamerasystems . . . . . . . . . . . . . . . . . . . . . . 77
5.5.3. Generierung der Punktwolke zu einem Zeitpunkt . . . . . . . . . . . . . 78
5.5.4. Zuordnung korrespondierender Bildmessungen . . . . . . . . . . . . . . 79
5.5.5. Bescha↵ung von Na¨herungswerten . . . . . . . . . . . . . . . . . . . . . 81
5.5.6. Bewertung der Zuordnung auf Basis der entworfenen kompakten charak-
teristischen Beschreibung . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.5.7. Ergebnisse aus der Auswertung realer Bildsequenzen . . . . . . . . . . . 89
5.6. Bewertung der Ergebnisse der Auswertung der realen Bildsequenzen und Ver-
gleich mit den Simulationen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6. Schlussfolgerungen und Ausblick 96
6.1. Schlussfolgerungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.2. Ausblick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.2.1. Erweiterungen des Zuordnungsverfahrens . . . . . . . . . . . . . . . . . 98
6.2.2. Erweiterung des Ausgleichungsansatzes . . . . . . . . . . . . . . . . . . 99
Literaturverzeichnis 101
A. Unterschiedliche Parametrierungen von Rotationen 105
A.1. Euler-Winkel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
10
Inhaltsverzeichnis
A.2. Drehachsen-Drehwinkel-Darstellung . . . . . . . . . . . . . . . . . . . . . . . . 105
A.3. Quaternionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
A.4. Transformation mit Schraubachsen . . . . . . . . . . . . . . . . . . . . . . . . . 106
B. Darstellung der Algorithmen fu¨r die Berechnung der charakteristischen Beschrei-
bung 108
B.1. U¨berblick u¨ber die Berechnung einer kompakten charakteristischen Beschreibung 108
B.2. Berechnung der du¨nn besetzten, zweidimensionalen charakteristischen Beschrei-
bung D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
B.3. Berechnung eines Quadtree-Index . . . . . . . . . . . . . . . . . . . . . . . . . . 109
C. Grundlagen des RANSAC-Algorithmus 110
11
1. Einleitung
1.1. Orientierung zwischen Kamerasystemen aus Bewegung
Die Auswertung von Videobildsequenzen zur Ableitung dreidimensionaler geometrischer Infor-
mationen ist fu¨r die unterschiedlichsten Anwendungsbereiche relevant: z. B. fu¨r die autonome
Navigation von Fahrzeugen oder Roboterplattformen, fu¨r die automatische Vermessung von
Ra¨umen oder im Bereich der virtuellen Realita¨t.
Die Bildsequenzen ko¨nnen dabei von den unterschiedlichsten Kamerakonfigurationen auf-
genommen werden. Die Konfigurationen unterscheiden sich vor allem hinsichtlich der Kosten
fu¨r den Aufbau der Systeme und dem Aufwand der no¨tig ist, um die Orientierung zwischen
den beteiligten Kameras zu bestimmen. Bei der Orientierung soll zwischen einer relativen und
einer gegenseitigen Orientierung unterschieden werden. Wa¨hrend bei der gegenseitigen Orien-
tierung alle sieben Parameter (drei fu¨r die Translation, drei fu¨r die Rotation und einer fu¨r den
Maßstab) bestimmt werden mu¨ssen, wird fu¨r die relative Orientierung kein absoluter Maßstab
beno¨tigt. Sind alle Parameter der Orientierung bekannt, ko¨nnen metrische Informationen wie
Winkel und absolute Strecken aus den Bilddaten abgeleitet werden. Ist der Maßstab nicht
bekannt, ko¨nnen nur Winkel und Streckenverha¨ltnisse ermittelt werden.
Zu den typischerweise verwendeten Kamerakonfigurationen geho¨ren die folgenden Varianten:
Einzelkamera: Die von Aufbau und Kosten her einfachste Variante ist die Verwendung einer
einzelnen Kamera, die durch den Raum bewegt wird. Zur Ableitung geometrischer Infor-
mationen sind mindestens zwei Aufnahmen mit u¨berlappendem Sichtbereich no¨tig, zwi-
schen denen sich der Ort der Kamera gea¨ndert haben muss. Fu¨r diese Konfiguration wird
eine zeitliche Orientierung zwischen unterschiedlichen Aufnahmezeitpunkte bestimmt.
Stereosystem: Bei einem Stereosystem werden zwei Kameras so auf einer gemeinsamen Platt-
form befestigt, dass sie ein u¨berlappendes Sichtfeld besitzen. Kann angenommen werden,
dass die gegenseitige Anordnung der Kameras u¨ber die Zeit hinweg stabil bleibt, la¨sst
sich die relative Orientierung zwischen den Kameras einmalig bestimmen und in fol-
genden Messungen verwenden. Damit ist es dann mo¨glich, zu jedem Zeitpunkt direkt
geometrische Informationen aus den Bildpaaren abzuleiten. Zusa¨tzlich zu der ra¨umli-
chen Orientierung zwischen den Kameras, ko¨nnen, wie fu¨r die Einzelkamera, zeitliche
Orientierungen zwischen unterschiedlichen Aufnahmezeitpunkten ermittelt werden.
Mehrkamerasystem: Bei dieser Form des Systemaufbaus werden mehr als zwei Kameras auf
einer gemeinsamen Plattform befestigt. Der Anordnung der Kameras sind prinzipiell kei-
ne Grenzen gesetzt. Mo¨glich ist z. B. ein Aufbau bei dem es zwischen einzelnen Kameras
keine u¨berlappenden Sichtbereiche gibt oder ein Aufbau bei dem mehrere Stereosysteme
so angebracht sind, dass sich die Sichtbereiche der einzelnen Systeme nicht u¨berschneiden.
Ohne Kenntnis der Orientierung zwischen den beteiligten Kamerasystemen, lassen sich,
analog zur Einzelkamera, fu¨r diese Konfiguration zuna¨chst nur zeitliche Orientierungen
zwischen unterschiedlichen Aufnahmezeitpunkten bestimmen.
Wa¨hrend Einzelkameras und Stereomesssysteme bereits seit langem Gegenstand intensiver
Forschung sind, ru¨cken in letzter Zeit, z. B. in Bereiche, in denen eine weitgehende Autono-
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mie eines Roboters oder eines Fahrzeuges gefordert sind, auch Mehrkamerasysteme in den
Fokus der Forschung. Beispiele dieser Entwicklung sind die Roboter-Forschungsplattform PR2
(Willowgarage, 2010) der Firma Willowgarage, die unterschiedliche Kameras und weite-
re Sensoren in einer Roboterplattform vereint oder die durch die DARPA Urban Challenge
vorangetriebenen Entwicklungen zum autonomen Fahren (DARPA, 2007).
Eine Grundaufgabe fu¨r die Ableitung dreidimensionaler geometrischer Information u¨ber die
Umgebung ist die Rekonstruktion der Orientierungen der verwendeten Kamerasysteme zu un-
terschiedlichen Zeitpunkten. Fu¨r Einzel- und Stereosysteme mit u¨berlappenden Sichtbereichen
zwischen zwei Aufnahmezeitpunkten oder den beteiligten Kameras ko¨nnen die Orientierungen
unmittelbar bestimmt werden und es ist direkt mo¨glich geometrische Informationen u¨ber die
Umgebung abzuleiten.
Bei Mehrkamerasystemen mit nicht u¨berlappenden Sichtfeldern ko¨nnen ohne Kenntnis der
gegenseitigen Orientierung die Ergebnisse, die von den einzelnen Systemen (z. B. Einzel- oder
Stereosysteme) geliefert werden, nicht unmittelbar in Beziehung zueinander gesetzt werden,
da diese zuna¨chst in unterschiedlichen Koordinatensystemen definiert sind. Fu¨r eine sinnvolle
Nutzung der Ergebnisse ist es daher notwendig, die Orientierungen zwischen den einzelnen
Messsystemen zu bestimmen, damit die geometrischen Informationen der einzelnen Messsyste-
me fu¨r die weitere Verwendung in ein gemeinsames Koordinatensystem transformiert werden
ko¨nnen.
Kann vorausgesetzt werden, dass die Orientierungen der einzelnen Kameras zueinander u¨ber
die Zeit hinweg konstant bleiben, lassen sich fu¨r das Bestimmen der Orientierung zwischen den
beteiligten Kamerasystemen in einem Mehrkamerasystem Aufnahmen verwenden, die wa¨hrend
der Bewegung des Systems, d. h. zu unterschiedlichen Zeitpunkten und von unterschiedlichen
Aufnahmestandorten aus, aufgezeichnet werden. Die Aufnahmen der Kameras ko¨nnen dabei
zum Einen genutzt werden, um durch unterschiedliche Sichten auf die Umgebung geometrische
Informationen zu extrahieren und zum Anderen ko¨nnen unter bestimmten Voraussetzungen
auch die Orientierungen zwischen den beteiligten Messsystemen mit Hilfe der Aufnahmen
berechnet werden. Damit ist es fu¨r ein Mehrkamerasystem nicht mehr no¨tig, die Orientie-
rung zwischen den beteiligten Kamerasystemen vorab zu bestimmen, sondern es besteht die
Mo¨glichkeit diese direkt wa¨hrend des eigentlichen Aufnahmeprozesses zu ermitteln.
Vor allem im Bereich der Computer Vision existieren bereits seit La¨ngerem unterschiedliche
Ansa¨tze, um die Orientierungen zwischen den beteiligten Kameras eines Mehrkamerasystemen
aus gemeinsam ausgefu¨hrter Bewegung zu bestimmen. Allerdings wurde in der Literatur bisher
der Frage nur wenig Aufmerksamkeit gewidmet, welchen Einfluss unterschiedliche Bewegungs-
formen auf die erreichbare Genauigkeit der Parameter der Orientierungen haben. Die vorhan-
dene Literatur zu diesem Thema bescha¨ftigt sich im Rahmen analytischer Untersuchungen vor
allem mit den Extremfa¨llen, bei denen Teile der Orientierungen aufgrund von Singularita¨ten in
den zu lo¨senden Normalgleichungssystemen nicht mehr bestimmt werden ko¨nnen. Der Grund
fu¨r die Singularita¨ten sind lineare Abha¨ngigkeiten zwischen den Parametern der Orientierung.
Zu diesen kritischen Bewegungsformen geho¨ren z. B. geradlinige Bewegungen ohne jegliche Ro-
tationen oder Bewegungen, bei denen die Rotation ausschließlich um die Normalenrichtung
einer vorgegebenen Ebene ausgefu¨hrt werden kann. Diese Bewegungsformen treten u. a. bei
dem Einsatz von Mehrkamerasystemen in Robotern oder Fahrzeugen auf.
1.2. Zielsetzung der Arbeit
Als zentrales Thema dieser Arbeit wird daher anhand von synthetischen und empirischen
Versuchen untersucht, welchen Einfluss unterschiedliche Bewegungsformen auf die erreichba-
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1.2. Zielsetzung der Arbeit
re Genauigkeit der Parameter der gegenseitigen Orientierungen in einem Mehrkamerasystem
haben und welche der Parameter u¨berhaupt aus der gegebenen Bewegung bestimmt werden
ko¨nnen. Von besonderem Interesse sind dabei vor allem die Bewegungsformen, bei denen es zu
Singularita¨ten im Normalgleichungssystem kommt.
Fu¨r die Untersuchung werden aus der Photogrammetrie bekannte Modelle und Verfahren
zur Parameterscha¨tzung in linearen Modellen verwendet, um Aussagen zur Genauigkeit und
Zuverla¨ssigkeit der Ergebnisse zu bekommen.
Abb. 1.1.: Schematische Darstellung des in dieser Arbeit untersuchten Anwendungsbeispiel:
Zwei Stereosysteme sind auf einer gemeinsamen Plattform so angebracht, dass ihre gegen-
seitige Orientierung u¨ber die Zeit hinweg konstant bleibt und sich die Sichtfelder der beiden
Stereosysteme nicht u¨berlappen.
Das gewa¨hlte Anwendungsbeispiel basiert auf einemMehrkamerasystem wie es in der Abb. 1.1
dargestellt ist. Bei diesem Messsystem werden zwei Stereosysteme A und B auf einer gemein-
samen Plattform so befestigt, dass es a) keine u¨berlappende Sichtfelder zwischen A und B
gibt und b) die Orientierung zwischen A und B u¨ber die Zeit hinweg konstant ist. Durch
die starre Verbindung der beiden Stereosysteme fu¨hren diese eine gemeinsame Bewegung aus,
die allerdings in den unterschiedlichen Koordinatensystemen von A und B definiert ist. Die
Ergebnisse der Untersuchungen mit dem hier verwendeten Mehrkamerasystem auf der Basis
zweier Stereomesssystem sind aber prinzipiell u¨bertragbar auf beliebige Varianten von Mehr-
kamerasystemen.
Damit eine Reproduzierbarkeit und Vergleichbarkeit der unterschiedlichen empirischen Un-
tersuchungen sichergestellt werden kann, kommen zur Verknu¨pfung der Aufnahmezeitpunkte,
d. h. zum Bestimmen der Orientierung, signalisierte Markierungen zum Einsatz, deren 3D-
Position vorab nicht bekannt ist. Damit die sehr große Anzahl an Zeitpunkten, die bei den
Aufnahmen entstehen, schnell und zuverla¨ssig miteinander verknu¨pft werden ko¨nnen, ist ein
automatisiertes Verfahren vorteilhaft. Im Bereich der Computer Vision werden fu¨r die automa-
tische bildbasierte Zuordnung sehr erfolgreich Verfahren eingesetzt, die fu¨r einen Bildbereich
eine charakteristische (engl. distinctive) Beschreibung berechnen und diese fu¨r die Zuordnung
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verwenden. Aufbauend auf den Grundprinzipien dieser Ansa¨tze wird in dieser Arbeit eine neu-
artige kompakte charakteristische Beschreibung fu¨r die Zuordnung von du¨nn besetzten und
variablen Punktwolken entwickelt und fu¨r die Untersuchungen eingesetzt.
Die bekannten Verfahren zur Bestimmung der Parameter der Orientierung zwischen den
Kamerasystemen bieten keinen Ansatz fu¨r den Umgang mit Bewegungsformen, die dazu fu¨hren,
dass einige der Orientierungsparameter nicht bestimmt werden ko¨nnen. Daher werden in dieser
Arbeit Untersuchungen zur Bestimmung der gegenseitigen Orientierung in einem bewegten
Mehrkamerasystem anhand von synthetisch generierten und real aufgenommen Bildsequenzen
vorgestellt, bei denen ein Schwerpunkt gelegt wird auf kritische Bewegungsformen, die zu
linearen Abha¨ngigkeiten zwischen den Parametern und damit zu Singularita¨ten fu¨hren. Fu¨r die
Untersuchung werden numerische und statistische Verfahren auf der Basis linearisierter Modelle
eingesetzt. Diese ermo¨glichen eine schnelle und systematische Analyse der Problemstellung.
Fu¨r diese Arbeit ergeben sich damit die folgenden Schwerpunkte:
Untersuchung der erreichbaren Genauigkeiten in Abha¨ngigkeit von gegebener Bewegung:
Fu¨r das verwendete Anwendungsbeispiel soll der Einfluss untersucht werden, den unter-
schiedliche Bewegungsformen auf die erreichbare Genauigkeit und Bestimmbarkeit der
Parameter der gegenseitigen Orientierung ausu¨ben. Fu¨r die Planung und Entwicklung
von Anwendungen, bei denen die Bewegungsfreiheit des Messsystems eingeschra¨nkt ist,
ist es interessant im Voraus Auskunft u¨ber die erreichbare Genauigkeit der Parameter
und die Zuverla¨ssigkeit der Ergebnisse zu erhalten. Ausgehend von Simulationen mit
synthetischen Daten erfolgt dazu im Rahmen dieser Arbeit eine Analyse, in der unter-
schiedliche z. T. kritische Bewegungsformen simuliert werden. Als Hilfsmittel dient dabei
die statistische Modellierung des Messprozesses im Gauss-Markov-Modell, wobei die Feh-
lerfortpflanzung u¨ber linearisierte Modelle Aussagen zur Genauigkeit und Zuverla¨ssigkeit
der gescha¨tzten Gro¨ßen liefert. Zur Beurteilung, ob die theoretisch ermittelten Ergebnis-
se auf die Realita¨t u¨bertragbar sind, erfolgt eine Validierung durch den Vergleich mit
echten Daten.
Verwendung von Vorwissen fu¨r die Ausgleichung der Parameter: Damit auch bei kritischen
Bewegungen, die zu Singularita¨ten im Normalgleichungssystem fu¨hren, eine erfolgreiche
Scha¨tzung der Parameter sichergestellt werden kann, wird fu¨r die Orientierung zwischen
den Stereomesssystemen Vorwissen in den Ausgleichungsprozess eingefu¨hrt. Das Vor-
wissen wird dabei als zusa¨tzliche Beobachtung in die Ausgleichung integriert und als
statistisch unsicher modelliert. Da das eingefu¨hrte Vorwissen fehlerbehaftet sein kann,
werden statistische Tests zur Kontrolle eingesetzt.
Automatische Verknu¨pfung von du¨nn besetzten Punktwolken: Um die Vielzahl der Auf-
nahmezeitpunkte bei der Auswertung der Sequenzen miteinander verknu¨pfen zu ko¨nnen,
wird ein neuartiges automatisches Verfahren entwickelt. Dessen Grundlage ist ein Ansatz,
der charakteristische Beschreibungen fu¨r einen 3D-Punkt generiert, um Korrespondenzen
zwischen 3D-Punktwolken, die zu unterschiedlichen Zeitpunkten aufgenommen wurden,
zu identifizieren. Mit den ermittelten Punktkorrespondenzen werden anschließend Na¨he-
rungswerte fu¨r die zeitliche Orientierung eines Stereosystems zwischen zwei Zeitpunkten
bestimmt.
Ansa¨tze, die charakteristische Beschreibungen von Merkmalen zur Zuordnung von Bil-
dern oder Oberfla¨chen nutzen, sind Gegenstand aktueller Forschung und werden fu¨r un-
terschiedlichste Anwendungen erfolgreich eingesetzt. Neu ist die U¨bertragung bzw. Erwei-
terung der wesentlichen Grundprinzipien der bekannten Verfahren auf die Zuordnung von
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du¨nn besetzten und variablen 3D-Punktwolken. Unter variabel wird in diesem Zusam-
menhang verstanden, dass sich die Nachbarschaften innerhalb der Punktwolke zwischen
unterschiedlichen Zeitpunkten z. T. stark vera¨ndern kann, indem z.B. Punkte aus dem
Sichtbereich verschwinden oder neu hinzukommen. Fu¨r die Zuordnung wird angenom-
men, dass die aufgenommenen Szenen starr sind.
Die ermittelten Na¨herungswerte fu¨r die Parameter der zeitlichen Orientierungen des Mehr-
kamerasystems, die 3D-Koordinaten der Signalisierungen, die Orientierung zwischen den be-
teiligten Kamerasystemen und die Bildkoordinaten der Signalisierungen werden gemeinsam im
Rahmen einer Bu¨ndelausgleichung verwendet. So wird ein optimales Ergebnis im Bezug auf die
zu scha¨tzenden Gro¨ßen erreicht. Grundlage des Ausgleichungsansatzes ist das Gauss-Markov-
Modell.
1.3. Gliederung der Arbeit
Die Arbeit gibt im Kapitel 2 einen U¨berblick u¨ber den Stand der Technik, in die sich die be-
schriebenen Ansa¨tze einordnen. Das Kapitel gliedert sich in drei Abschnitte: Der Abschnitt 2.2
gibt einen U¨berblick u¨ber Ansa¨tze zur Zuordnung von Merkmalen durch charakteristische
Beschreibungen und liefert die Grundlagen fu¨r das in Kapitel 3 beschriebene automatische
Verfahren zur Zuordnung von du¨nn besetzten 3D-Punktwolken. Im Abschnitt 2.3 werden die
Grundprinzipien fu¨r das Bestimmen der Orientierung zwischen Messsystemen mit nicht u¨ber-
lappendem Sichtfeld aus gemeinsamer Bewegung vorgestellt. Weiterhin werden grundsa¨tzli-
che U¨berlegungen und existierende Verfahren zur Behandlung von kritischen Bewegungen
dargestellt. Da Genauigkeiten in Form von Kovarianz-Matrizen oder Standardabweichungen
abha¨ngig sind von der Definition des Datums, wird im Abschnitt 2.5 ein U¨berblick u¨ber unter-
schiedliche Varianten der Datumsdefinition gegeben, die fu¨r die in dieser Arbeit untersuchte
Aufgabenstellung geeignet sind.
Das Kapitel 3 stellt einen neuen Ansatz zur Zuordnung von du¨nn besetzten Punktwolken
auf der Basis einer charakteristischen Beschreibung vor, der fu¨r das Bescha↵en von Na¨herungs-
werten fu¨r das im Kapitel 4 beschriebene Ausgleichungsmodell verwendet wird.
Anschließend beschreibt das Kapitel 4 das fu¨r diese Arbeit verwendete Modell fu¨r die
Scha¨tzung der geometrischen Gro¨ßen inklusive der Orientierung zwischen den Messsystemen
im Rahmen des Gauss-Markov-Modells. Weiterhin wird hier die gewa¨hlte Datumsdefinition fu¨r
die im Kapitel 5 folgenden Untersuchungen diskutiert.
Im Kapitel 5 wird zuna¨chst eine Motivation und Beschreibung fu¨r die ausgewa¨hlten Test-
beispiele gegeben. Anschließend erfolgt die Darstellung der Ergebnisse der Simulationen und
der Experimente, ein Vergleich der beiden Ergebnisse und eine Bewertung der Ergebnisse des
vorgestellten Algorithmus zur Zuordnung von 3D-Punkte. Die Arbeit endet mit einer Zusam-
menfassung und einem Ausblick in Kapitel 6.
1.4. Begri✏ichkeiten und Notation
1.4.1. Verwendete Begri↵e
Lokales Koordinatensystem: Unter einem lokalen Koordinatensystem wird ein Koordinaten-
system verstanden, dass fest mit einem Gegenstand verbunden ist. Ein Beispiel fu¨r ein
lokales Koordinatensystem ist das Kamerakoordinatensystem, dass z. B. durch die XY-
Ebene des Bildsensors und die Richtung der optischen Achse definiert ist.
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Globales Koordinatensystem: Als ein globales- oder Weltkoordinatensystem wird ein u¨ber-
geordnetes Koordinatensystem bezeichnet, in das lokale Koordinatensysteme eingebettet
sind. Ein Beispiel fu¨r eine Kombination aus globalem und lokalen Koordinatensystem ist
z. B. ein Raum (globales Koordinatensystem), durch den eine Kamera (lokales Koordi-
natensystem) bewegt wird.
Bewegung: In dieser Arbeit wird sehr oft der Begri↵ Bewegung verwendet. Bewegung wird
hier allerdings nicht als kontinuierlich sondern als diskret definiert. Die Diskretisierung
ergibt sich aus der Aufnahmefrequenz der verwendeten Kameras. Diese Repra¨sentation
der Bewegung erlaubt es, Unterschiede in der Position und Ausrichtung eines lokalen Ko-
ordinatensystem zu unterschiedlichen Zeitpunkten als Orientierung bzw. Transformation
zu modellieren.
1.4.2. Notation
Vektoren, Matrizen und Skalare
A[m⇥n] Matrix der Gro¨ße m⇥ n
a[m⇥1] Spaltenvektor der Gro¨ße m⇥ 1
kak Betrag/La¨nge des Vektors a
a Skalar a
Parameterscha¨tzung
  Vektor der zu scha¨tzenden Zuschla¨ge zu den Na¨he-
rungswerten der Unbekannten fu¨r ein linearisiertes
Modell
 ˆ Vektor der ausgeglichenen Unbekanntenzuschla¨ge fu¨r
ein linearisiertes Modell
l Vektor der Beobachtungen
A Jacobi-Matrix mit den Ableitungen der Beobachtun-
gen nach den Unbekannten
Pl Gewichtsmatrix der Beobachtungen
 0 Multiplikationskonstante (Standardabweichung der
Gewichtseinheit)
⌃l =  20 P
 1
l Kovarianzmatrix der Beobachtungen




 1 Kovarianzmatrix der zu scha¨tzenden Unbekannten
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Objektraum
A, B Koordinatensysteme A und B
x 3D-Punkt im globalen Koordinatensystem
Ax 3D-Punkt im Koordinatensystem A
Aix 3D-Punkt im Koordinatensystem A, der wa¨hrend ei-
ner Bewegung zum Zeitpunkt t = i beobachtet wird
RA 3 ⇥ 3 Rotationsmatrix, die einen Punkt in A in ein
globales Koordinatensystem transformiert
BRA Rotationsmatrix, die einen Punkt in A in das Koordi-
natensystem B transformiert
AiRAj Rotationsmatrix, die einen Punkt inA, gesehen zu t =
j in das Koordinatensystem A zu t = i transformiert
tA 3 ⇥ 1 Translationsvektor zwischen Ursprung des glo-
balen Koordinatensystems und A. Vektor ist definiert
im globalen Koordinatensystem
AtB Translationsvektor zwischen Ursprung von A und B
definiert im Koordinatensystem A
AitAj Translationsvektor zwischen Ursprung von A zu t = i
und Ursprung von A zum Zeitpunkt t = j. Definiert
im Koordinatensystem A zu t = i
Orientierung der Stereosysteme
A00RA0 Rotationsmatrix, die einen Punkt im Koordinatensys-
tem der Kamera A0 des Stereosystems A in das Ko-
ordinatensystem der Kamera A00 rotiert
A0tA00 3⇥1 Translationsvektor zwischen den Urspru¨ngen der
Koordinatensysteme der Kameras A0 und A00. Vektor
ist definiert im Koordinatensystem von A0
Koordinatentransformationen
Ax = AR (x  tA) Koordinatentransformation, die einen Punkt aus dem






Koordinatentransformation, die einen Punkt aus A in





Koordinatentransformation, die einen Punkt aus A
beobachtet zum Zeitpunkt t = i in das Koordinaten-
system A zu t = j transformiert
Die in dieser Arbeit verwendete Notation fu¨r die Rotation, die Translation und 3D-Punkte
orientiert sich an der Darstellung in Hutchinson et al. (1996). Das Koordinatensystem, in
dem ein 3D-Vektor (3D-Punkt oder Translation) definiert ist, wird durch ein hochgestelltes
Pra¨fix angegeben. Bei der Rotation definiert der Pra¨fix in welches Koordinatensystem gedreht
wird und der tiefgestellte Su x gibt an, in welchem Koordinatensystem der zu drehende Vektor
definiert ist. Fu¨r das globale Koordinatensystem wird auf den Su x bzw. Pra¨fix verzichtet.
Zur Verku¨rzung der Notation der Koordinatentransformation wird in Teilen der Arbeit die



















u = [u1, u2]T , v = [v1, v2]T 2D Pixelpositionen
g(u) Grauwert an der Bildposition u
Sonstiges
X, Y Mengen X und Y
|X| Anzahl der Elemente in X
X [Y Vereinigung der Mengen X und Y
X \Y Schnittmenge der Mengen X und Y
<n Euklidischer Raum der Dimension n
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2. Stand der Forschung
2.1. Einordnung der Arbeit
Fu¨r die Auswertung von Videobildsequenzen eines bewegten Messsystems mit dem Ziel a)
dreidimensionale geometrische Information u¨ber die Umgebung zu extrahieren und b) die Ori-
entierung zwischen den Kamerasystemen zu bestimmen, sind unterschiedliche Teilaufgaben
zu lo¨sen. Dazu bedient sich diese Arbeit etablierter Lo¨sungsansa¨tze aus den Bereichen der
Computer Vision und Photogrammetrie und entwickelt diese weiter.
Typische zu lo¨sende Teilaufgaben der Arbeit sind:
• Extraktion von signalisierten Punkten in den Bildern
• Zuordnung der signalisierten Punkte fu¨r die 3D-Rekonstruktion in den verwendeten Ste-
reosystemen
• Berechnung von Na¨herungswerten fu¨r die Orientierung der Messsysteme zu unterschied-
lichen Aufnahmezeitpunkten
• Verbesserung der Na¨herungswerte im Rahmen einer Bu¨ndelausgleichung zur Bestimmung
optimaler Werte fu¨r die gesuchten Gro¨ßen
• Statistische Bewertung der Ergebnisse
Wie bereits in der Einleitung dargestellt, werden fu¨r das gewa¨hlte Anwendungsbeispiel spe-
zielle Signalisierungen verwendet, die an den Wa¨nden des vom Messsystem zu durchfahrenden
Gang angebracht sind. Dadurch wird die Bildmessung und Scha¨tzung der 3D-Position der
Signalisierungen stark erleichtert und es ko¨nnen bekannte Ansa¨tze verwendet werden, die in
Abschnitt 5.5.3 kurz erla¨utert werden. Als mit existierenden Verfahren noch nicht zur Zu-
friedenheit gelo¨ste Aufgabe bleibt die Zuordnung der 3D-Punkte, die zu jedem Zeitpunkt aus
den Bildpaaren der Stereosysteme rekonstruiert werden. Ist die Zuordnung von mindestens
drei Punkten zwischen zwei Zeitpunkten korrekt erfolgt, lassen sich Na¨herungswerte fu¨r die
Bewegung des Messsystems zwischen den zwei Zeitpunkten sehr einfach bestimmen.
Im Abschnitt 2.2 werden dazu a) allgemeine Grundprinzipien der Verfahren zur Zuordnung
von beliebigen Eingangsdaten herausgearbeitet und b) existierende Verfahren zur Zuordnung
von 3D-Punktwolken bzw. Oberfla¨chen exemplarisch dargestellt. Aufgrund der sehr großen
Anzahl von Varianten, die aber zum Teil a¨hnlichen Grundprinzipien folgen, beschra¨nkt sich
diese Arbeit auf Ansa¨tze, die fu¨r die Zuordnung charakteristische Beschreibungen eines Merk-
mals verwenden bzw. auf Verfahren fu¨r die Zuordnung von dreidimensionalen Daten. Auf der
Basis der herausgearbeiteten Prinzipien wird im Kapitel 3 ein neues Verfahren zur Zuordnung
von du¨nn besetzten 3D-Punktwolken entwickelt. Die Zuordnung ist Voraussetzung fu¨r das
Bestimmen von Na¨herungswerten fu¨r die Orientierung des Messsystems zu unterschiedlichen
Aufnahmezeitpunkten.
Der Abschnitt 2.3 gibt eine U¨bersicht u¨ber die Literatur zur Bestimmung der gegenseitigen
Orientierung von Messsystemen aus gemeinsamer Bewegung. Dabei wird ein Schwerpunkt auf
Ansa¨tze gelegt, die, wie im gewa¨hlten Anwendungsbeispiel, Messsysteme verwenden, bei denen
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es keine u¨berlappenden Sichtfelder zwischen den einzelnen Systemen gibt. Entsprechend der
Zielsetzung dieser Arbeit sollen Ergebnisse von Arbeiten dargestellt werden, die sich a) mit der
erreichbaren Genauigkeit der gegenseitigen Orientierung bei kritischen Bewegungen auseinan-
dersetzen und b) Mo¨glichkeiten zur Behandlung der linearen Abha¨ngigkeiten bei bestimmten,
eingeschra¨nkten Bewegungsformen aufzeigen. Abschließend werden im Abschnitt 2.5 unter-
schiedliche Varianten der Datumsfestlegung fu¨r die metrische Auswertung von Bildsequenzen
beschrieben.
Die Grundideen der dargestellten Ansa¨tze bilden die Grundlage fu¨r das im Kapitel 4 ent-
wickelte funktionale Modell zur Bestimmung der gegenseitigen Orientierung aus gemeinsam
ausgefu¨hrter Bewegung im Rahmen eines Ausgleichungsprozesses im Gauss-Markov-Modell.
2.2. Verfahren zur Zuordnung von 3D-Daten
2.2.1. Grundschema der Zuordnung
Die Verfahren zur Zuordnung unterschiedlichster Eingangsdaten folgen im Allgemeinen einem
a¨hnlichen Schema:
• Definition eines Merkmalsraums
• Definition des Suchraums
• Zuordnung auf Basis eines A¨hnlichkeitsmaßes
Der Merkmalsraum definiert die Eingangsdaten, die fu¨r die Zuordnung genutzt werden sollen.
Hierbei kann es sich z. B. um Grauwerte, Kanten oder Ecken in einem 2D-Bild, um Extrema
in einem Entfernungsbild oder um 3D-Punkte handeln. Unter einem Merkmal wird damit im
Folgenden ein Element aus der Menge der Eingangsdaten verstanden.
Die Art und die Anzahl der Parameter der Transformation mit der die Eingangsdaten aufein-
ander abgebildet werden, definieren die Dimension des Suchraums. Gebra¨uchliche Transforma-
tionen sind z. B. Homographien, A n-Transformationen oder euklidische Transformationen.
Die Zuordnung von Merkmalen erfolgt anschließend u¨ber die Berechnung von A¨hnlichkeits-
maßen zwischen allen mo¨glichen bzw. sinnvollen Kombinationen von extrahierten Merkmalen.
Merkmale werden einander zugeordnet, wenn a) ihre A¨hnlichkeit ho¨her ist als bei allen an-
deren Kombinationen, b) die A¨hnlichkeit u¨ber einer vorgegeben Schranke liegt oder c) ihre
A¨hnlichkeit diskriminativ ist, d. h. das Verha¨ltnis der A¨hnlichkeit zwischen zweitbester und
bester Zuordnung unterhalb einer definierten Schwelle liegt.
Die Berechnung des A¨hnlichkeitsmaßes kann entweder im urspru¨nglichen Merkmalsraum
geschehen wie z. B. bei der Bildzuordnung (vgl. Fo¨rstner, 1993) oder in einem beliebigen
anderen Raum, in den die Merkmale abgebildet werden.
Einen umfangreichen U¨berblick u¨ber Ansa¨tze zur Zuordnung unterschiedlichster Eingangsda-
ten findet sich z. B. in Brown (1992), Seeger und Laboureux (2002), Zitova´ und Flusser
(2003) oder Mcglone et al. (2004, Kap. 6.3).
2.2.2. Grundprinzipien der Zuordnung durch Verwendung charakteristischer
Beschreibungen eines Merkmals
Sowohl im Bereich der Computer Vision als auch in der Photogrammetrie sind zur Zuordnung
von Bildern bzw. 3D-Oberfla¨chen oder -Punktwolken Verfahren entwickelt worden, die auf der
Generierung von charakteristischen Beschreibungen fu¨r Merkmale beruhen.
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2.2. Verfahren zur Zuordnung von 3D-Daten
In der Literatur sind zwei unterschiedliche Bezeichnungen fu¨r charakteristische Beschreibun-
gen von Merkmalen gebra¨uchlich: Deskriptoren und Signaturen. Die Unterscheidung zwischen
diesen beiden Bezeichnungen ist allerdings nicht immer eindeutig und die Begri↵e werden z. T.
synonym verwendet. Unter einem Deskriptor wird z. B. in (Lowe, 2004) eine charakteristische
(engl. : distinctive) und evtl. kompaktere Repra¨sentation der urspru¨nglichen Eingangsdaten
verstanden. Demgegenu¨ber stellt, wie z. B. in Calonder et al. (2008) definiert, eine Signatur
das Ergebnis einer Abbildung F : <D 7 ! <d dar, die Eingangsdaten xk 2 <D, 8k = 1, . . . , n
der Dimension D in einen anderen Raum mit der Dimension d abbildet.
Um Probleme mit der in der Literatur nicht eindeutigen Verwendung der Begri↵e Deskriptor
und Signatur zu vermeiden, wird im Folgenden weiterhin der Begri↵ charakteristische Beschrei-
bung verwendet.
Wa¨hrend sich das Erzeugen der charakteristischen Beschreibungen unterscheidet, ist das
Endergebnis a¨hnlich: Fu¨r die Zuordnung werden Vektoren verwendet, zwischen denen ein A¨hn-
lichkeitsmaß berechnet werden kann.
Wichtige Eigenschaften der charakteristischen Beschreibungen sind:
• Die Berechnung der A¨hnlichkeit zwischen zwei charakteristischen Beschreibungen kann
durch einfache Abstandsmaße wie z. B. die euklidische Distanz erfolgen.
• Die charakteristische Beschreibung eines Merkmals ist invariant gegenu¨ber verschiede-
nen A¨nderungen der Eingangsdaten. Bei den A¨nderungen kann es sich z. B. um Hellig-
keitsa¨nderungen, Rotation und/oder Skalierung handeln.
Beispiele fu¨r charakteristische Beschreibungen im Bereich der Zuordnung von zweidimen-
sionalen Bilddaten sind die SIFT- oder SURF -Deskriptoren, die in Lowe (2004) bzw. Bay
et al. (2006) beschrieben werden. Die jeweiligen Deskriptoren aggregieren Gradienten in der
Umgebung eines Punktes so, das eine charakteristische Beschreibung entsteht, die invariant ist
gegenu¨ber Helligkeitsa¨nderungen, Skalierungen, leichten Verschiebungen und einer Rotation
der Eingangsdaten.
Charakteristische Beschreibungen fu¨r die Zuordnung von 3D-Punktwolken bzw. 3D - Ober-
fla¨chen sind z. B. die in Chua und Jarvis (1997) beschriebenen Point Signatures, die in
Johnson und Hebert (1999) beschriebenen Spin Images oder die von Steder et al. (2010)
entwickelten Beschreibungen auf der Basis von NARF s (Normal Aligned Radial Feature).
Diese und weitere Ansa¨tze haben gemeinsam, dass sie unter Beru¨cksichtigung der Nachbarn
in der Umgebung eines Punktes einen Normalen-Vektor durch eine Ebenen-Ausgleichung be-






, ]x 2 <6 ein 6D-Vektor verstanden, der zum einen die 3D-Koordinate x und zum
anderen den Normalenvektor n : knk = 1 der Tangentialebene entha¨lt. Ausgehend von den ori-
entierten Punkten wird anschließend, unter Beru¨cksichtigung der Punkte in der Nachbarschaft,
eine charakteristische dargestellt Beschreibung berechnet. Weitere Verfahren, die auf orientier-
ten Punkten aufsetzen finden sich z. B. in Winkelbach und Wahl (2008), Unnikrishnan
und Hebert (2008), oder in Wu et al. (2008).
Der Vorteil der Verwendung von charakteristischen Beschreibungen eines Merkmals fu¨r die
Zuordnung liegt in der Entkopplung von den eigentlichen Eingangsdaten. Durch einen geschick-
ten Entwurf der charakteristischen Beschreibung la¨sst sich zum Einen z. T. die Berechnung
eines A¨hnlichkeitsmaßes vereinfachen und zum Anderen eine Invarianz gegen unterschiedliche
A¨nderungen der Eingangsdaten erreichen. Charakteristische Beschreibungen vereinfachen die
Zuordnung und zusa¨tzlich ko¨nnen etablierte Verfahren zur Beschleunigung der Suche nach a¨hn-
lichen Beschreibungen (Cluster-Bildung, binary space-partioning tree, etc.) eingesetzt werden
(vgl. u. a. Winkelbach und Wahl (2008) oder Nister und Stewenius (2006)).
22
2.2.3. Zuordnung von 3D-Daten mit Hilfe charakteristischer Beschreibungen
Aus der großen Anzahl der in der Literatur vorgestellten charakteristischen Beschreibungen
zur Zuordnung von dreidimensionalen Daten werden im folgenden zwei Zuordnungsverfahren
auf Basis der point signatures und spin images detaillierter vorgestellt. Diese beiden Ansa¨tzen
wurden ausgewa¨hlt, da sie die wesentlichen Grundideen fu¨r das im Kapitel 3 beschriebene
Verfahren liefern.
Anhand der beiden Ansa¨tze soll verdeutlicht werden, wie eine charakteristische Beschreibung
entworfen werden kann, die invariant ist gegenu¨ber einer Transformation der Eingangsdaten
und die eine e ziente Berechnung eines A¨hnlichkeitsmaßes erlaubt. Die dabei herausgearbeite-
ten Grundprinzipien finden sich in a¨hnlicher Weise auch bei den anderen bekannten Verfahren.
Die Eingangsdaten fu¨r die Beispiele werden aus dem in der Abb. 2.1(a) dargestellten Bild
abgeleitet. Dabei werden, wie in den Abbildungen 2.1(b) und 2.1(c) dargestellt, die Grauwerte
des Bildes als Ho¨he u¨ber der Bildebene interpretiert, so dass 3D-Daten bereitstehen.
(a) Ausgangsbild, Logo der
Leibniz Universita¨t Han-
nover.
(b) Gegla¨ttete und leicht ver-
schobene Version des links
dargestellten Ausgangsbil-
des. Der Grauwert codiert
die Ho¨he einer Oberfla¨che
u¨ber der X/Y-Ebene.
(c) Seitenansicht der Oberfla¨che der
Grauwerte.
Abb. 2.1.: Visualisierung der Eingangsdaten fu¨r die beispielhafte Beschreibung der Zuordnung
von 3D-Daten auf der Basis charakteristischer Beschreibungen.
Fu¨r die Berechnung der charakteristischen Beschreibung wird angenommen, dass eine Ex-
traktion von Merkmalen bereits stattgefunden hat. Fu¨r das Beispiel wird das Eingangsbild so
verschoben, dass das im folgenden betrachtete Merkmal x in der Bildmitte von Abb. 2.1(b)
liegt. Bei dem Merkmal handelt es sich um ein Extremum in den 3D-Daten.
2.2.3.1. Zuordnung von 3D-Daten mit point signatures
Berechnung der charakteristischen Beschreibung Der erste Schritt zur Berechnung der cha-
rakteristischen Beschreibung besteht aus dem Schnitt einer Kugel mit vorgegebenem Radius r
an der Stelle x mit der Oberfla¨che (s. Abb. 2.2(a)), wobei fu¨r den Punkt x hier die Bildmit-
te angenommen wird. Das Ergebnis der Verschneidung der Kugel mit der Oberfla¨che ist eine
Raumkurve, aus deren Punkte ein Normalenvektor durch eine Ebenenausgleichung bestimmt
wird. Die resultierende Ebene, die so verschoben wird, dass sie durch den Punkt x geht und die
Punkte der Raumkurve sind in Abb. 2.2(b) dargestellt. Der hier verwendete Algorithmus fu¨r
die Schnittberechnung zwischen Kugel und Oberfla¨che ist sehr einfach, so dass die Anzahl der
Punkte der Raumkurve gering ist. Zur Visualisierung des Ergebnisses der Schnittberechnung
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2.2. Verfahren zur Zuordnung von 3D-Daten
wird dazu fu¨r jeden Punkt der Oberfla¨che aus Abbildung 2.1(c) der Abstand d zu x berechnet.
Als Schnittpunkte werden anschließend die Punkte ausgewa¨hlt fu¨r die gilt: |d  r| < ✏, wobei r
der Radius der Kugel und ✏ ein Schwellwert ist, den die Di↵erenz unterschreiten muss, damit
der jeweilige Oberfla¨chenpunkt in die Ergebnismenge u¨bernommen wird.
(a) Darstellung des Schnittes einer Kugel mit dem Radius
r an der Stelle x mit der Oberfla¨che.
(b) Darstellung der lokal angepassten und in x verschobe-
nen Ebene, berechnet aus den Punkten der Schnittkur-
ve. Die senkrechte Projektion der Punkte in die Ebene,
ist durch die Pfeile dargestellt.
Abb. 2.2.: Die ersten Schritte zur Berechnung einer charakteristischen Beschreibung fu¨r eine
Oberfla¨che: Schnitt einer Kugel mit der Oberfla¨che und Bestimmen einer Normalenrichtung
aus den Punkten der resultierenden Schnittkurve.
Fu¨r den na¨chsten Schritt zur Berechnung der Beschreibung werden, wie in der Abb. 2.2(b)
dargestellt, die Punkte der Raumkurve zuna¨chst in die Ebene projiziert (Pfeile in Abb. 2.2(b)
und ihr senkrechter Abstand di zu dieser berechnet. Anschließend wird der Winkel ✓i zwischen
der in die Ebene projizierten x-Achse und den projizierten Punkten der Raumkurve ermittelt.
Die Absta¨nde di und die Winkel ✓i werden in einen Graphen eingetragen und bilden den
Ausgangspunkt fu¨r die charakteristische Beschreibung.
Herstellen der Invarianz gegenu¨ber einer Transformation der Eingangsdaten Die initial
durchgefu¨hrte Projektion der Punkte der Raumkurve in die lokal angepasste Ebene stellt be-
reits den ersten Schritt zur Berechnung einer charakteristischen Beschreibung dar, die invariant
gegenu¨ber einer Transformation der Eingangsdaten ist. Durch die Projektion in die lokal an-
gepasste Ebene sind die Absta¨nde di unabha¨ngig vom lokalen Koordinatensystem in dem die
3D-Punkte urspru¨nglich vorliegen.
Als zweiter Schritt wird anschließend eine Referenzrichtung ✓0 definiert. Als ✓0 wird die
Richtung zu dem Punkt der Raumkurve mit dem betragsma¨ßig gro¨ßten Abstand zur Ebene
ausgewa¨hlt. Die in der Beschreibung verwendeten Absta¨nde di werden entsprechend verscho-
ben und die korrespondierenden ✓i auf die ausgewa¨hlte Referenzrichtung bezogen. Ein Beispiel
der charakteristischen Beschreibung, die auf die Referenzrichtung bezogen ist, sowie die ur-
spru¨ngliche Beschreibung, die auf das Koordinatensystem der Aufnahme bezogen ist, zeigt die
Abb. 2.3.
Es wird deutlich, dass die Invarianz gegenu¨ber einer Transformation der Eingangsdaten
durch die Verwendung eines lokalen Koordinatensystems erreicht wird, das gegeben ist durch
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Abb. 2.3.: Eine Invarianz gegenu¨ber einer Transformation der Eingangsdaten wird u. a. durch
die Auswahl einer Referenzrichtung erreicht. Die Eintra¨ge in die charakteristische Beschrei-
bung werden in Bezug auf die Referenzrichtung verschoben.
die Normalenrichtung der Ebene und der Auswahl einer Referenzrichtung.
Identifikation von Korrespondenzen auf Basis der charakteristischen Beschreibung Fu¨r
die Zuordnung zweier charakteristischer Beschreibungen Ss und Sd wird fu¨r alle Eintra¨ge der
folgende einfache Test ausgefu¨hrt, der fu¨r zwei Beschreibungen die Absta¨nde zur Ebene fu¨r
alle Winkel ✓i vergleicht:
|ds(✓i)  dd(✓i)| < ✏tol : 8i = 1, . . . , n✓,
wobei n✓ die Anzahl der Eintra¨ge in die charakteristische Beschreibung ist. Erfu¨llen nicht alle
Eintra¨ge diesen Test, wird angenommen, dass es keine Korrespondenz zwischen den charakte-
ristischen Beschreibungen Ss und Sd gibt. Die Gro¨ße ✏tol bestimmt dabei, wie groß die Abwei-
chung zwischen den Absta¨nden ds(✓i) und dd(✓i) werden darf, damit der Test als bestanden
gilt.
2.2.3.2. Zuordnung von 3D-Daten mit spin images
Berechnung der charakteristischen Beschreibung Analog zur Vorgehensweise bei den point
signatures umfasst der erste Schritt zur Berechnung der charakteristischen Beschreibung fu¨r
einen Oberfla¨chenpunkt x das Bestimmen eines Normalenvektors n aus unmittelbar benach-
barten Punkten. Der Punkt x bildet zusammen mit seiner zugeordneten Normalenrichtung n
einen orientierten Punkt ]x und stellt ein teilweise definiertes lokales Koordinatensystem dar,
dessen Ausrichtung nicht fixiert ist.
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2.2. Verfahren zur Zuordnung von 3D-Daten
(a) Schnitt einer Ebene mit der Oberfla¨che und Darstel-
lung der Parameter, die in das Histogramm eingetra-
gen werden.
(b) Darstellung des 2D-Histogramm in das die
radialen Absta¨nde ↵ und die senkrech-
ten Absta¨nde   fu¨r die Schnittpunkte aus
Abb. (a) eingetragen werden.
Abb. 2.4.: Darstellung eines Teilschrittes zur Berechnung einer charakteristischen Beschreibung
fu¨r eine Oberfla¨che: Schnitt einer Ebene mit der Oberfla¨che und resultierende Eintra¨ge in
das 2D-Histogramm.
Die charakteristische Beschreibung eines Punktes ist ein 2D-Histogramm in das zwei zy-
lindrische Koordinaten als Parameter eingetragen werden: der radiale Abstand ↵ eines Ober-
fla¨chenpunktes zu ]x und dessen senkrechter Abstand   von der Ebene. Die Winkelkoordinate
✓, u¨ber die man wie bei den point signatures eine eindeutige Orientierung des lokalen Koordi-
natensystems erreichen kann, wird nicht verwendet, da sich eine eindeutige Referenzrichtung
fu¨r planare Nachbarschaften nicht robust bestimmen la¨sst.
Wie Johnson und Hebert beschreiben, kann man sich das Eintragen der Werte ↵ und  
in das Histogramm am besten durch eine Ebene visualisieren, die um die Normalenrichtung
des Punktes x gedreht (engl. : spin) wird. Das Eintragen der Parameter in das Histogramm
verdeutlicht die Abb. 2.4. Dargestellt wird in der Abb. 2.4(a) die Berechnung der Parameter fu¨r
einen einzelnen Schnitt der Ebene mit der Oberfla¨che und in der Abb. 2.4(b) wie die Parameter
↵ und   in das Histogramm eingetragen werden.
Ein Beispiel eines akkumulierten spin images, das eine charakteristische Beschreibung des
Punktes x repra¨sentiert, zeigt die Abb. 2.5. Fu¨r jeden Punkt der Oberfla¨che aus der Abb. 2.4(a)
wird der radiale Abstand ↵ zu x und der senkrechte Abstand   von der Ebene ermittelt
und in das Histogramm eingetragen. Der
”
Grauwert“ des spin image codiert, wie ha¨ufig ein
Parameterpaar auftritt. Wa¨hrend ein schwarzes Pixel bedeutet, dass die Kombination sehr
ha¨ufig auftritt, bedeutet ein weißes Pixel, dass diese Kombination nie auftritt.
Wieviele und welche der Oberfla¨chenpunkte in den Aufbau des Histogramm einfließen sind
weitere Parameter des Algorithmus von Johnson und Hebert und werden an dieser Stelle
nicht detaillierter beschrieben.
Herstellen der Invarianz gegenu¨ber einer Transformation der Eingangsdaten Die Invari-
anz gegenu¨ber einer Transformation der Eingangsdaten wird bei den spin images durch zwei
Aspekte erreicht:
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Abb. 2.5.: Resultierendes 2D-Histogramm als charakteristische Beschreibung eines Ober-
fla¨chenpunktes x. Dunkle Grauwerte in einem
”
spin image“ bedeuten, dass das korrespondie-
rende Parameterpaar bei benachbarten Oberfla¨chenpunkten ha¨ufig auftritt. Weisse Stellen
im Histogramm zeigen, dass ein Parameterpaar nie auftritt.
1. Die charakteristische Beschreibung bezieht sich auf ein teilweise definiertes lokales Koor-
dinatensystem, das durch die Normalenrichtung n und den Punkt x als Ursprung gegeben
ist.
2. Als Parameter werden in das Histogramm die zwei zylindrischen Koordinaten (radialer
Abstand zur Normalenrichtung und senkrechter Abstand zur Ebene) eingetragen, die
sich bei einer Transformation der Eingangsdaten nicht a¨ndern.
Identifikation von Korrespondenzen auf Basis der charakteristischen Beschreibung Die
charakteristische Beschreibung durch spin images kann als Grauwertbild interpretiert werden.
Daher wird in Johnson und Hebert (1999) kein gesondertes Verfahren fu¨r die Identifikation
von Korrespondenzen angegeben. Fu¨r die Zuordnung ko¨nnen beliebige etablierte Verfahren
zur Bildzuordnung verwendet werden, wie beispielsweise Korrelation of Summe der absoluten
Di↵erenze (SAD), etc..
2.2.4. Voraussetzungen der existierenden Verfahren
Zusammengefasst ergeben sich einige Gemeinsamkeiten in den Anforderungen der unterschied-
lichen Verfahren zur Zuordnung auf der Grundlage charakteristischer Beschreibungen:
Anforderungen an die Eingangsdaten: Die existierenden Verfahren zur Berechnung und Zu-
ordnung der Beschreibungen setzen voraus, dass die Eingangsdaten eine regelma¨ßige und
dicht besetzte Nachbarschaft bilden, so dass in der lokalen Nachbarschaft eines Punktes
eine ausreichend hohe Punktdichte und eine homogene Punktverteilung vorliegt. Typi-
sche Beispiele solcher Daten sind z. B. die Ergebnisse von Laserscannern.
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2.2. Verfahren zur Zuordnung von 3D-Daten
Invarianz gegenu¨ber Transformationen: Bei den meisten Ansa¨tzen wird die Invarianz ge-
genu¨ber Transformationen der Eingangsdaten durch die Festlegung einer Referenzrich-
tung erreicht. Wa¨hrend eine Referenzrichtung fu¨r charakteristische Beschreibungen von
2D-Daten unmittelbar angegeben werden kann, wird fu¨r die Zuordnung von 3D-Daten
ein lokales Koordinatensystem aus Referenzrichtung und Oberfla¨chennormale erzeugt,
in das die Eingangsdaten transformiert werden. Weiterhin kann z. B. wie in Chua und
Jarvis (1997) Redundanz eingefu¨hrt werden, indem zusa¨tzliche phasen-verschobene Va-
rianten der charakteristischen Beschreibung abgelegt werden, wenn sich eine Referenz-
richtung nicht eindeutig festlegen la¨sst. Eine andere Variante wird bei den spin images
von Johnson und Hebert (1999) gewa¨hlt, die die Abbildung in die charakteristische
Beschreibung so gestalten, dass z. B. eine Rotation der Eingangsdaten keinen Einfluss
auf die resultierende Signatur hat.
Eindeutigkeit der Beschreibungen: Unter Eindeutigkeit wird in diesem Zusammenhang ver-
standen, dass es keine zwei Merkmale gibt, deren charakteristische Beschreibung identisch
ist. Problematisch sind nicht eindeutige charakteristische Beschreibungen dann, wenn sie
zu Fehlzuordnungen fu¨hren.
Wie u. a. in Scho¨n und Ha¨usler (2005) beschrieben wird, entstehen nicht eindeutige
Signaturen, wenn die Eingangsdaten Symmetrien (s. Abb. 2.6(a) und 2.6(b)) aufweisen
bzw. u¨berhaupt keine Struktur (s. Abb.2.6(c)) besitzen.
(a) Symmetrie: Kuppe (b) Symmetrie: Mulde (c) Unstrukturiert: Ebene
Abb. 2.6.: Eingangsdaten, die keine eindeutigen charakteristischen Beschreibungen liefern, am
Beispiel der point signatures gema¨ß Chua und Jarvis (1997). In der oberen Zeile dargestellt
sind verschiedene Varianten von Oberfla¨chen mit Symmetrien. Die untere Zeile zeigt die
resultierenden charakteristischen Beschreibungen.
Die Voraussetzung fu¨r eine eindeutige charakteristische Beschreibung ist somit das Vor-
handensein einer stark strukturierten Nachbarschaft ohne Symmetrien. Diese Anforde-
rung gilt sowohl fu¨r 3D-Punktwolken oder -Oberfla¨chen als auch fu¨r 2D-Bilddaten.
Durch die Verwendung von signalisierten Markierungen fu¨r die experimentellen Versuche
dieser Arbeit sind die entstehenden 3D-Punktwolken nur du¨nn besetzt. Weiterhin sind die
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Nachbarschaften innerhalb der Punktwolken variabel, da zu unterschiedlichen Zeitpunkten
Teile der Punktwolke nicht sichtbar sind bzw. erst sichtbar werden.
Die im Kapitel 3 entworfene charakteristische Beschreibung fu¨r die Zuordnung von 3D-
Punkten aus du¨nn besetzten Punktwolken erweitert die bekannten Verfahren und muss unter
den genannten Randbedingungen die folgenden Probleme lo¨sen:
• Herstellen einer Invarianz gegenu¨ber Transformationen bei der a) eine dicht besetzte
Nachbarschaft nicht vorhanden ist und b) sich die Nachbarschaften zu anderen Punkten
a¨ndern, wenn zwischen zwei Zeitpunkten 3D-Punkte nicht mehr sichtbar sind bzw. neu
hinzukommen.
• Entwurf einer charakteristischen Beschreibung, die ebenso wie die Eingangsdaten du¨nn
besetzt und variabel in ihrer Gro¨ße sein kann.
• Berechnung eines Distanzmaß fu¨r du¨nn besetzte charakteristische Beschreibungen varia-
bler La¨nge.
2.3. Gegenseitige Orientierung von Messsystemen aus gemeinsam
ausgefu¨hrter Bewegung
2.3.1. Lo¨sungsansa¨tze zur Orientierung von Sensoren mit nicht u¨berlappendem
Sichtfeld aus gemeinsamer Bewegung
Die wohl erste Arbeit zur Orientierung von Sensoren mit nicht u¨berlappendem Sichtfeld aus
gemeinsamer Bewegung findet sich in Shiu und Ahmad (1987), wobei es sich bei den dort ver-
wendeten Sensoren um eine Videokamera handelt, die an dem Greifer eines Roboters befestigt
ist. Die Bewegung der Kamera wird aus der Beobachtung eines Testfeldes gescha¨tzt, fu¨r das
die Koordinaten der verwendeten Signalisierungen bekannt sind. Die Bewegung des Greifers ist
durch die Bewegung des Roboters vorgegeben. Aufgabe ist es, das Problem der robot hand-eye
calibration zu lo¨sen, d. h. die Orientierung zwischen dem Koordinatensystem der Kamera und
dem Koordinatensystem des Roboter-Greifers aus der gemeinsam ausgefu¨hrten Bewegung zu
bestimmen.
Die zugrundeliegende Beobachtung, die Shiu und Ahmad verwenden, um die gegenseitige
Orientierung BTA zwischen der KameraA und dem GreiferB zu bestimmen, ist, dass sich nach
einer Bewegung der Anordnung ein Punkt Bjx zum Zeitpunkt t = j auf zwei Wegen gema¨ß
den Gleichungen (2.1) und (2.2) in einen Punkt Aix zum Zeitpunkt t = i transformieren la¨sst:
Aix = ATB   BiTBjBjx, (2.1)
Aix = AiTAj   ATBBjx. (2.2)
Dieser zirkula¨re Zusammenhang zwischen den Bewegungen ist fu¨r das verwendete Anwen-
dungsbeispiel in der Abb. 2.7 dargestellt.
Es wird deutlich, dass die in den unterschiedlichen KoordinatensystemenA undB gemessene
gemeinsame Bewegung zwischen den Zeitpunkten t = j und t = i durch die gegenseitige
Orientierung BTA verbunden ist. Damit ergibt sich der in der Gleichung (2.3) dargestellte
Zusammenhang, der von Shiu und Ahmad zur Bestimmung der gegenseitigen Orientierung
verwendet wird.
ATB   BiT = AiT   ATB (2.3)
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2.3. Gegenseitige Orientierung von Messsystemen aus gemeinsam ausgefu¨hrter Bewegung
(a) Gemeinsame Bewegung
zweier Sensoren und die
resultierenden Transfor-
mationen in den jeweiligen
Koordinatensystemen.
(b) Erste Variante, um einen
Punkt Bjx zu t = j in
das Koordinatensystem Ai
zu t = i zu transformieren.
(c) Zweite Variante, um einen
Punkt Bjx zu t = j in
das Koordinatensystem Ai
zu t = i zu transformieren.
Abb. 2.7.: Darstellung der gemeinsamen Bewegung von zwei Sensoren (hier Stereosysteme) mit
den resultierenden Transformationen sowie den zirkula¨ren Beziehungen zwischen diesen.
Weitere Ansa¨tze zur robot hand-eye calibration, die auf dem in der Gl. (2.3) dargestellten
Zusammenhang aufsetzen, finden sich u. a. in Chou undKamel (1988), Tsai und Lenz (1989)
und Chen (1991).
Alle diese Ansa¨tze haben gemeinsam, dass sie a) lineare Modelle verwenden und b) die
Parameter der gemeinsamen Orientierung in zwei aufeinanderfolgenden Schritten bestimmen:
Zuerst werden die Rotationsparameter und anschließend die Translationsparameter ermittelt.
Die funktionalen Modelle in den Gleichungen (2.4) und (2.5), die zur Berechnung der Rota-
tion ARB und der Translation AtB der gegenseitigen Orientierung verwendet werden, erha¨lt
man durch Ausmultiplizieren der Homogenen Transformation aus der Gl. (2.3):
AiR = ARB
BiRBRA, (2.4)
Ait   ARBBit =
 
I  AiR AtB. (2.5)
Die genannten Ansa¨tze unterscheiden sich nur in der Parametrisierung der Rotation. Ver-
wendet werden u. a. Quaternionen, die Drehachsen-Drehwinkel-Darstellung oder die in der
Kinematik verwendete Schraubachsen. Einen U¨berblick u¨ber die unterschiedlichen Varianten
zur Parametrisierung der Rotation findet sich in Anhang A.
Die Vorgehensweise die Parameter der Rotation und der Translation nacheinander zu be-
stimmen, ist nicht optimal im Hinblick auf die erreichbare Genauigkeit der Parameter. Fu¨r
optimale Ergebnisse ist es vorteilhaft, alle Parameter gleichzeitig zu ermitteln. Einen Lo¨sungs-
ansatz auf Basis des Levenberg-Marquardt-Algorithmus, beim dem Na¨herungswert fu¨r alle
Parameter gleichzeitig verbessert werden, findet sich in Horaud und Dornaika (1995).
Alle angefu¨hrten Ansa¨tzen haben gemeinsam, dass sie Testfelder mit bekannter Geometrie
der Signalisierungen verwenden, um die Bewegung der Kamera zu ermitteln. Eine Variante,
die gegenseitige Orientierung wa¨hrend der Bewegung des Messsystems aus beliebigen Infor-
mationen der Umgebung zu bestimmen, findet sich u. a. in Andreff et al. (2001). Andreff
et al. setzen dazu Structure from Motion-Ansa¨tze ein, um die Bewegung der Kamera ohne
die Verwendung eines Testfeldes zu rekonstruieren. Diese Vorgehensweise entspricht der in der
Photogrammetrie bekannten Berechnung der relativen Orientierung per Folgebildanschluss.
Allerdings werden fu¨r den Folgebildanschluss nur die 2D-Bildkoordinaten verwendet und oh-
ne zusa¨tzliche Informationen kann der Maßstab der Translation der Kameras nicht eindeutig
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bestimmt werden und der Zusammenhang in Gl. (2.3) muss, wie in der Gl. (2.6) dargestellt,
um den Maßstabsfaktor   erweitert werden, so dass fu¨r die gegenseitige Orientierung sieben
Parameter bestimmt werden mu¨ssen.
ATB   BiT =  AiT   ATB, (2.6)
Fu¨r die Definition des Maßstabes setzen die Autoren die La¨nge der Translation k1t0k zwischen
den ersten beiden Aufnahmezeitpunkten so, dass k1t0k = 1 gilt.
Eine U¨bertragung der zugrunde liegenden Ideen, die fu¨r die robot hand-eye calibration ent-
wickelt wurden, auf Messsysteme mit mehreren Videokameras, deren Sichtfelder sich nicht
u¨berlappen, findet sich u. a. in Caspi und Irani (2002), Kim et al. (2007), Esquivel et al.
(2007) oder Oskiper et al. (2007).
Wa¨hrend die erste Arbeit eine spezielle Anordnung der Kameras voraussetzt, unterscheiden
sich die u¨brigen Ansa¨tze vor allem hinsichtlich des gewa¨hlten Verfahren zur Scha¨tzung der
Parameter der gegenseitigen Orientierung. In Kim et al. (2007) wird wieder ein zweistufiger
Optimierungsansatz gewa¨hlt, bei dem zuerst die Parameter der Rotation ermittelt werden und
anschließend die Parameter der Translation durch einen Optimierungsansatz auf Basis des Se-
cond Order Cone Programming (SOCP) bestimmt werden. Die u¨brigen Ansa¨tzen verwenden
den Levenberg-Marquardt-Algorithmus, um die Na¨herungswerte der Parameter der gegensei-
tigen Orientierung, die mit den genannten zweistufigen Verfahren berechnet wurden, in einem
gemeinsamen Ausgleichungsprozess noch zu verbessern.
Gemeinsam ist allen hier beschriebenen Verfahren, dass als Beobachtungen fu¨r die jewei-
ligen Optimierungsansa¨tze nicht die urspru¨nglich beobachteten Bildkoordinaten sondern die
Parameter der Bewegung der einzelnen Kameras in ihren jeweiligen Koordinatensystemen ver-
wendet werden. Demgegenu¨ber wird im Kapitel 4 ein funktionales Modell vorgestellt, dass
einen nicht-linearen Zusammenhang zwischen den signalisierten 3D-Punkten, den Bewegungen
des Mehrkamerasystems, der gegenseitigen Orientierung in dem Mehrkamerasystem und den
Bildkoordinaten der Signalisierungen herstellt. Als Beobachtungen werden in dieser Arbeit,
im Gegensatz zu den vorhandenen Ansa¨tzen, direkt die Bildmessungen und keine abgeleiteten
Gro¨ßen verwendet. Dadurch la¨sst sich das Fehlermaß geometrisch interpretieren als Abweichung
zwischen einem auf den Bildsensor projizierten Punkt und seiner beobachteten Bildkoordinate.
2.3.2. Ansa¨tze zur Untersuchung von Singularita¨ten bei kritischen Bewegungen
Bereits in der ersten Arbeit von Shiu und Ahmad zeigen die Autoren analytisch, dass aus nur
einer einzigen Bewegung, gegeben durch die A¨nderung der Parameter der a¨ußeren Orientierung
zwischen zwei Zeitpunkten, nicht alle Parameter der gegenseitigen Orientierung ATB (alle
genannten Arbeiten betrachten nur sechs Parameter der Orientierung. Nicht betrachtet wird
der Maßstab) bestimmt werden ko¨nnen: nicht bestimmbar bleiben ein Parameter der Rotation
und ein Parameter der Translation. Erst bei Beru¨cksichtigung eines dritten Zeitpunktes und
unter der Voraussetzung, dass die Rotationsachsen nicht parallel zueinander sind und die La¨nge
der Translation von Null verschieden ist, lassen sich alle Parameter von ATB bestimmen.
Eine detailliertere Analyse des Einflusses unterschiedlicher Bewegungsformen auf die be-
stimmbaren Parameter findet sich u. a. in Tsai und Lenz (1989), Chen (1991) oder Andreff
et al. (2001). Der Einfluss der unterschiedlichen Bewegungsformen auf die Bestimmbarkeit der
Parameter von ATB wird in diesen Arbeiten ebenfalls analytisch abgeleitet. Zusammengefasst
ergeben sich u. a. die folgenden Einschra¨nkungen fu¨r die Bestimmbarkeit der Parameter bei:
Ausschließlich translatorischer Bewegung: Das Messsystem bewegt sich ohne Rotation ge-
radlinig durch den Raum. Bei dieser Form der Bewegung ko¨nnen nur zwei Parameter der
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2.3. Gegenseitige Orientierung von Messsystemen aus gemeinsam ausgefu¨hrter Bewegung
gegenseitigen Orientierung bestimmt werden. Nicht bestimmt werden kann die Rotation
um den Translationsvektor und die Translation zwischen den beteiligten Systemen. Ein
Beispiel dieser Bewegungsform zeigt die Abb. 2.8(a).
Bewegung ausschließlich in einer Ebene: Die Bewegung des Messsystems ist beschra¨nkt auf
eine Ebene (z. B. die Bodenebene), so dass eine Rotation nur um den Normalenvektor
der Ebene stattfinden kann und eine Translation parallel zu dieser Normalenrichtung
nicht mo¨glich ist. Bei dieser Form der Bewegung ko¨nnen fu¨nf der sechs Parameter der
gegenseitigen Orientierung bestimmt werden. Nicht bestimmt werden kann der Anteil der
Translation parallel zum Normalenvektor der Ebene. Ein Beispiel dieser Bewegungsform
zeigt die Abb. 2.8(b).
(a) Darstellung ausschließlich translatorischer
Bewegung.
(b) Darstellung einer Bewegung bei der alle Ro-
tationsachsen parallel zueinander sind.
Abb. 2.8.: Exemplarische Darstellung kritischer Bewegungen eines Mehrkamerasystems. Die
Orientierungen der Stereosysteme zu allen Zeitpunkten sind hier als U¨berlagerung in einer
Abbildung dargestellt.
In den genannten Arbeiten werden noch weitere kritische Bewegungsformen aufgezeigt, aber
diese beiden Bewegungsformen repra¨sentieren die Szenarien, die in der Praxis am ha¨ufigsten
anzutre↵en sind. Fast alle genannten Arbeiten haben daru¨ber hinaus gemeinsam, dass sie die
Auswirkungen kritischer Bewegungen auf die Bestimmbarkeit der Parameter von ATB auf
analytischem Weg untersuchen. Die Arbeiten machen keinen Vorschlag, wie sich nur Teile der
Parameter bestimmen lassen, oder welche Probleme bei der Parameterscha¨tzung auftreten,
wenn sich die tatsa¨chlich ausgefu¨hrten den kritischen Bewegungen anna¨hern. Eine Ausnahme
stellt die Arbeit von Esquivel et al. (2007) dar. Hier wird vorgeschlagen, fu¨r rein translato-
rische Bewegungen ein vereinfachtes funktionales Modell zu wa¨hlen.
Betrachtet man die Gleichung (2.5) fa¨llt auf, dass sich fu¨r den Fall, dass keine Rotation
stattfindet, also AiR = I gilt, der folgende funktionale Zusammenhang ergibt:
Ait = ARB
Bit. (2.7)
Damit lassen sich bei einer ausschließlich translatorischen Bewegung mit dem funktionalen
Modell in Gl. (2.7) nur noch die drei Parameter der Rotation bestimmen. Fu¨r die Entscheidung,
wann ein Wechsel des funktionalen Modells stattfinden sollte, wird in Esquivel et al. (2007)
eine Heuristik vorgeschlagen, die aus Simulationen ermittelt wird.
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Aus der Literaturu¨bersicht wird deutlich, dass es die meisten der bekannten Verfahren bei
kritischen Bewegungen, die zu Singularita¨ten im Normalgleichungssystem fu¨hren, nicht erlau-
ben nur eine Untermenge der Parameter der gegenseitigen Orientierung zu bestimmen. Als zu
lo¨sende Aufgabe bleibt, existierende Verfahren so zu erweitern, dass sie auch bei kritischen
Bewegungen und sich daraus ergebenen Singularita¨ten bei der Bestimmung der Parameter
nicht versagen und es ermo¨glichen, so viele der Parameter der gegenseitigen Orientierung wie
mo¨glich zu bestimmen.
Der in dieser Arbeit verfolgte Ansatz zur Behandlung von Singularita¨ten, die durch kri-
tische Bewegungen verursacht werden, beruht auf der Integration von Vorwissen zu den zu
scha¨tzenden Parametern der gegenseitigen Orientierung in das Ausgleichungsmodell.
Diese Vorgehensweise wird inAbraham (2000) gewa¨hlt, um Singularita¨ten zu behandeln, die
bei der Kamera-Kalibrierung aus monokularen Bildfolgen auftreten ko¨nnen. Die Grundlagen
des Ansatzes von Abraham werden im folgenden Abschnitt vorgestellt.
2.4. Behandlung von Singularita¨ten durch Integration von
Vorwissen
Ein Ziel dieser Arbeit ist die Untersuchung der erreichbaren Genauigkeit der Parameter der
gegenseitigen Orientierung vor allem bei kritischen Bewegungen, die zu Singularita¨ten im Nor-
malgleichungssystem fu¨hren ko¨nnen. Mit der im Folgenden vorgestellten Integration von Vor-
wissen in den Ausgleichungsprozess zur Stabilisierung des Normalgleichungssystems und der
Ru¨ckrechnung auf den Fall freier Parameter steht eine Lo¨sung fu¨r diese Aufgabe zur Verfu¨gung,
die so fu¨r die untersuchte Aufgabenstellung noch nicht bekannt ist.
2.4.1. Erweiterung des Ausgleichungsmodells
Wie im Abschnitt 2.3.2 beschrieben, lassen sich bei bestimmten Bewegungsformen wie z. B.
einer ausschließlich translatorischen Bewegung einige Parameter der gegenseitigen Orientie-
rung BTA nicht bestimmen. Das zu lo¨sende Gleichungssystem wird singula¨r und weist einen
Rangdefekt auf.
Eine Mo¨glichkeit zur Behebung des Rangdefektes ist die Integration von Vorwissen. Das
Vorwissen wird als statistisch unsicher modelliert und als zusa¨tzliche Beobachtung in die Aus-
gleichung integriert. Fu¨r die untersuchte Aufgabenstellung der Bestimmung der gegenseitigen
Orientierung zwischen zwei Stereosystemen A und B aus gemeinsamer Bewegung wird so-
mit Vorwissen u¨ber die gegenseitige Orientierung BTA beno¨tigt. Dieses Vorwissen kann z. B.
aus den Konstruktionsdaten des Messsystems abgeleitet, aus vorherigen Ausgleichsprozessen
u¨bernommen oder durch die in Abschnitt 2.3 beschriebenen Ansa¨tze bestimmt werden.
Im Folgenden sei  T ganz allgemein eine Untermenge des Unbekanntenvektors  , fu¨r den
als zusa¨tzliche Beobachtung Vorwissen in der Form E( T ) =  
(0)
T und D( T ) = ⌃T(0) vorliegt.
Dabei stellt E( T ) den Erwartungswert der Beobachtungen,  
(0)
T das eingefu¨hrte Vorwissen,
D( T ) die Kovarianz der Beobachtungen und ⌃T(0) die Kovarianzmatrix des Vorwissens dar.
Zur Integration des Vorwissens in das Ausgleichungsmodell wird der Beobachtungsvektor y
um die Beobachtungsgleichung yT =  
(0)
T    T0 erweitert, wobei  T0 der Punkt ist, an dem die
im Abschnitt 4.3.2 vorgestellten Beobachtungsgleichungen linearisiert werden.
Somit ergibt sich die in Gl. (2.8) dargestellte Erweiterung des Gauss-Markov-Modells (s.
Koch, 1997, S. 244 f).
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2.4. Behandlung von Singularita¨ten durch Integration von Vorwissen
















































Aus der Gl. (2.10) wird deutlich, dass sich die fu¨r die Lo¨sung des Normalgleichungssys-
tems beno¨tigte Stabilisierung durch das Addieren der Gewichte des a-priori-Wissens zu den
betro↵enen Haupt-Diagonalen Elemente erreichen la¨sst.
Die Kovarianz-Matrix ⌃Tˆ T der Parameter fu¨r die Vorwissen eingefu¨hrt wird, la¨sst sich aus










































Die Gl. (2.13) zeigt, wie sich die Eintra¨ge in der Kovarianzmatrix ⌃T(0) durch die Para-
meterscha¨tzung reduzieren und damit die Genauigkeit gegenu¨ber dem eingefu¨hrten Vorwissen
erho¨ht wird. Fu¨r die praktische Realisierung wird ⌃Tˆ allerdings aus den entsprechenden Ein-
tra¨gen der Kovarianzmatrix ⌃ ˆ aller unbekannten Parameter   abgeleitet.
Der in diesem Abschnitt beschriebene Ansatz der Integration von Vorwissen in den Ausglei-
chungsprozess erlaubt es, dass eine Scha¨tzung aller Parameter der gegenseitigen Orientierung
auch bei kritischen Bewegungen mo¨glich ist.
Fu¨r eine Bewertung der erreichbaren Genauigkeiten, die in dieser Arbeit stattfinden soll,
muss allerdings beru¨cksichtigt werden, dass in Abha¨ngigkeit vom gewa¨hlten Gewicht PT(0)
fu¨r das Vorwissen  T die Scha¨tzung der entsprechenden Parameter mit ihren Genauigkeiten
beeinflusst bzw. verfa¨lscht wird.
Fu¨r jede Ausgleichung stellt sich die Frage, ob es bei der gegebenen Bewegung des Mess-
systems tatsa¨chlich no¨tig ist, Vorwissen fu¨r die Parameter der gegenseitigen Orientierung ein-
zufu¨hren, oder ob die Parameter ohne Vorwissen bestimmt werden ko¨nnen.
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Zur Beantwortung dieser Frage bietet sich das in Fo¨rstner (1980) beschriebene Vorgehen
an, bei dem das Vorwissen immer in den Ausgleichungsprozess integriert wird. Anschließend
wird auf der Basis von statistischen Tests fu¨r jeden Parameter gepru¨ft, ob a) der Parameter aus
dem Datenmaterial bestimmbar ist und b) der ausgeglichene Parameter mit dem eingefu¨hr-
ten Vorwissen u¨bereinstimmt. Eine Beschreibung dieser Vorgehensweise liefert der folgende
Abschnitt 2.4.2.
2.4.2. Bewertung der Ergebnisse des erweiterten Ausgleichungsansatzes
Fu¨r die Bewertung der Ergebnisse, die unabha¨ngig ist von der Genauigkeit, mit der das Vor-
wissen eingefu¨hrt wird, bietet sich die von Fo¨rstner (1980) beschriebene Ru¨ckfu¨hrung auf
den Fall freier Parameter an, die auf den Arbeiten von Baarda beruht. Diese Ru¨ckfu¨hrung
basiert auf dem u. a. in Fo¨rstner (1987) beschriebenen Test auf einen groben Fehler in den







mit den zugeho¨rigen Redundanzanteilen
ri = 1  qˆiqi (2.15)
beno¨tigt werden, wobei vi =  
(0)
i   ˆi,  i die Standardabweichung des Vorwissens, qi die Varianz
des Vorwissens fu¨r einen Parameter und qˆi die Varianz eines Parameters nach der Ausgleichung
darstellt.
Aus der in Gl. (2.15) dargestellten Beziehung la¨sst sich bereits direkt ablesen, dass fu¨r einen
Parameter, bei dem sich die Varianz nach der Ausgleichung nur gering gegenu¨ber der Varianz
des Vorwissen qi verbessert, ri ⇡ 0 gilt und der Parameter a) auf Basis des Datenmaterials
nicht kontrollierbar ist und b) nahezu vollsta¨ndig durch das angegebene Vorwissen bestimmt
wird.
2.4.2.1. Ru¨ckfu¨hrung auf den Fall freier Parameter
Mit Hilfe der Redundanzanteile aus Gl. (2.15) lassen sich sowohl die Varianzen qˆi als auch
die Parameter  ˆi gema¨ß den Gleichungen (2.16) und (2.17) auf den Fall freier Parameter
zuru¨ckfu¨hren.












Streng genommen sind bei korrelierten Parametern die dargestellten Beziehungen nur fu¨r
einen Parameter gu¨ltig. Allerdings eignen sich die ru¨ckgerechneten Werte fu¨r praktische Aus-
wertungen als Na¨herungslo¨sungen.
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2.5. Varianten der Datumsdefinition fu¨r die geometrische Auswertung von Bildsequenzen
2.4.2.2. U¨berpru¨fung des eingefu¨hrten Vorwissens
Zur Kontrolle des eingefu¨hrten Vorwissens wird in Fo¨rstner (1980) dargestellt, wie mit Hilfe
eines statistischen Tests entschieden werden kann, ob sich der ausgeglichene Parameter signifi-
kant von seinem Vorwissen unterscheidet. Dazu wird von der Ru¨ckrechnung auf den Fall freier
Parameter ausgegangen und die Genauigkeit, mit der ein Parameter aus dem Datenmaterial
bestimmt werden kann, in Bezug zu der angenommenen Unsicherheit des Vorwissens gesetzt.
Als Nullhypothese wird H0 : E( 
(0)
i ) =  ˆ
0
i angenommen und u¨ber die in der Gl. (2.18) ange-
gebene Testgro¨ße wi mit der Alternativhypothese H1 : E( 
(0)








Der Test in Gl. (2.18) pru¨ft durch den Vergleich mit einem Schwellwert k(↵), wobei ↵ die
Wahrscheinlichkeit des Tests ist, ob das eingefu¨hrte Vorwissen im Konfidenzbereichh
 k ·  ˆ0i +  ˆ0i,  ˆ0i + k ·  ˆ0i
i
der auf den Fall freier Parameter ru¨ckgerechneten Parameter mit ihren Standardabweichungen
liegt. Fu¨r eine Wahrscheinlichkeit von ↵ = 99 % ergibt sich z. B. ein Schwellwert von k = 2, 33.
Durch die Ru¨ckfu¨hrung auf den Fall freier Parameter wird der in Gl. (2.18) dargestellte
Test unabha¨ngig von dem Gewicht pi des Vorwissens, mit dem ein Parameter in die Ausglei-
chung eingefu¨hrt wird. Damit wird es unerheblich, ob die Genauigkeit mit der das Vorwissen
eingefu¨hrt wird, realistisch ist und z. B. in einer vorherigen Kalibrierung bestimmt wurde,
oder ob rein fiktive Werte fu¨r die Genauigkeit angenommen werden, die z. B. auf Grund von
vorgegebenen Genauigkeitsanforderungen ausgewa¨hlt werden.
2.5. Varianten der Datumsdefinition fu¨r die geometrische
Auswertung von Bildsequenzen
Fu¨r die Ausgleichung mu¨ssen vorab die Koordinatensysteme und das Datum definiert wer-
den. Die Festlegung der Koordinatensysteme wird im Kapitel 4 beschrieben. Sie ist Teil des
funktionalen Modells und hat keinen Einfluss auf die statistische Modellierung. Die Festlegung
des Datums ist dagegen Teil der statistischen Modellierung und definiert ein fehlerfreies Refe-
renzsystem, auf das sich die gescha¨tzte Kovarianzmatrix und damit die Standardabweichungen
der Parameter beziehen. Zusa¨tzlich la¨sst sich durch die Datumsdefiniton fu¨r die angestrebte
Anwendung der Datumsdefekt fixieren, der bei der metrischen Rekonstruktion einer Szene aus
Bewegungen auftritt.
Die 3D-Rekonstruktion einer Szene und die Scha¨tzung der Bewegungsparameter aus einzel-
nen Stereobildpaaren einer Bildsequenz sind, wie u. a. in McLauchlan (2000) beschrieben,
nicht eindeutig gegenu¨ber einer beliebigen A¨hnlichkeitstransformation  T (7 Parameter: 3⇥
Rotation, 3⇥ Translation und 1⇥ Maßstab   ). Die 3D-Punkte und die Parameter der Bewe-
gung ko¨nnen mit  T transformiert werden, ohne dass eine A¨nderung in den Beobachtungen
sichtbar wird.
Der resultierende Datumsdefekt muss durch eine Festlegung des Datum fixiert werden, da




AT l im Gauß-Markov-
Modell einen Rangdefekt von 7 aufweist. Der Rang q = rg (A) ergibt sich dabei als q = u  7,
wobei u die Anzahl der unbekannten Parameter darstellt.
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Die folgenden Abschnitten geben einen U¨berblick u¨ber verschiedene Mo¨glichkeiten zur Defi-
nition des Datums. Die Festlegung des Datum fu¨r die in dieser Arbeit untersuchte Aufgaben-
stellung wird im Abschnitt 4.3.1 diskutiert.
2.5.1. Datumsdefinition u¨ber feste Parameter
Die einfachste Mo¨glichkeit zur Definition des Datums stellt das Festhalten von ausgewa¨hlten
Parametern des funktionalen Modells dar. Zur Fixierung des oben beschriebenen Datumsdefek-
tes sind 7 Parameter so auszuwa¨hlen, dass eine eindeutige Fixierung gegenu¨ber einer beliebigen
A¨hnlichkeitstransformation T gewa¨hrleistet ist.
Parameter, die fu¨r eine Fixierung in Frage kommen, sind z. B. die Orientierung zu einem
geeigneten Referenzzeitpunkt. Fu¨r die untersuchte Aufgabenstellung kann der Maßstab igno-
riert werden, da er durch die jeweilige Orientierung der beiden Stereosysteme A und B, die
als konstante Parameter in der Ausgleichung verwendet werden, definiert ist.
Fu¨r den Ausgleichungsprozess bedeutet das Fixieren einzelner Parameter, dass diese als fest
angesehen werden und ein als fehlerfrei angenommenes Referenzsystem darstellen. Fu¨r die






in der die Varianz in den Spalten und Zeilen der als fest angesehenen Parameter Null ist.
2.5.2. Datumsdefinition u¨ber generalisierte Inversen





chungssysteme mit einem Rangdefekt zu lo¨sen. Allerdings ist eine generalisierte Inverse eben-
falls nicht eindeutig und erfordert eine implizite Festlegung des Datums.





sich gema¨ß Koch (1997, S. 200 f) oder McLauchlan (2000) die u-Parameter des linearen
Gleichungssystems in einen q-dimensionalen Unterraum projizieren (u > q), indem das Glei-
chungssystem gelo¨st werden kann.





die gescha¨tzten Parameter  e, wobei  e eine nicht eindeutige Scha¨tzung von   ist, a) die
Quadratsumme  Te  e minimal wird und b) die Gesamtspur der Kovarianzmatrix ⌃ e minimiert
wird.
Die Projektionen lassen sich als Restriktionen H  = 0, mit rg (H) = 7 interpretieren,
denen die im u-dimensionalen Raum <u Parameter   unterworfen werden, damit sie im q-
dimensionalen Unterraum <q ⇢ <u erwartungstreu gescha¨tzt werden ko¨nnen.
Die Pseudoinverse la¨sst sich auf unterschiedliche Weise bestimmen:

















2.5. Varianten der Datumsdefinition fu¨r die geometrische Auswertung von Bildsequenzen
mit:
D : Submatrix, die auf der Hauptdiagonalen die von 0
verschiedenen Eigenwerte entha¨lt
Ui, 8i = 1, . . . , 2 : Matrix, die spaltenweise die Eigenvektoren entha¨lt.
Ein Nachteil dieser Vorgehensweise ist, dass die resultierende Projektion nicht geometrisch
interpretierbar ist.
b) durch direkte Angabe von geometrisch interpretierbaren Restriktionen in H
Oftmals ist es mo¨glich geometrisch sinnvolle Restriktionen zu finden, aus denen sich H
direkt bestimmen la¨sst, so dass auf die Eigenwertzerlegung zur Berechnung der Pseudoin-
verse verzichtet werden kann. Ein in Koch (1997, S. 203 ↵) beschriebenes Beispiel stellt
die in der Geoda¨sie eingesetzte Ausgleichung freier Netze dar. Fu¨r diesen Fall ergibt sich
die Matrix H gema¨ß der Gl. (2.20)
H =
266664
. . . . . . . . . . . . . . . . . . . . . . . . . . . .
1 0 0 0 zi  yi xi
0 1 0  zi 0 xi yi
0 0 1 yi  xi 0 zi
. . . . . . . . . . . . . . . . . . . . . . . . . . . .
377775 (2.20)
fu¨r jeden der n-Punkte xi, 8i = 1, . . . , n des freien Netzes.
Diese Vorgehensweise entspricht einer Au↵elderung auf die Na¨herungskoordinaten bei der
das Datum an den Schwerpunkt des Punkthaufens angebunden wird.
Eine U¨bertragung der Vorgehensweise der freien Netzausgleichung auf die Auswertung von
Bildsequenzen findet sich inMcLauchlan (2000). Voraussetzung fu¨r den dort beschriebe-
nen Ansatz ist a) die Definition eines globalen Koordinatensystems in dem die 3D-Punkte
und die Orientierungen definiert sind, b) die Reduktion der Translation auf den Schwer-
punkt der Translationen und c) eine Skalierung der Translationen und der 3D-Koordinaten
so, dass die mittlere Translation eine La¨nge von eins hat. Die Restriktionsmatrix G ergibt
sich dann gema¨ß der Gl. (2.21)
G =
266666666664
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0
iR 0 0 0 0
0 0 0 0
0  tz, i  ty, i 1 0 0 tx, i
tz, i 0  tx, i 0 1 0 ty, i
 ty, i tx, i 0 0 0 1 tz, i
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
377777777775
(2.21)




, 8i = 1, . . . , n.
Die Bewegung iT stellt die Orientierung des Systems im Bezug zum gewa¨hlten globalen
Koordinatensystem dar.
Das Datum wird bei dieser Vorgehensweise an den Schwerpunkt der Translationen ange-
bunden.
2.5.3. Datumsdefinition durch Verwendung von a-priori-Informationen
Eine weitere Mo¨glichkeit zur Fixierung des Datums bietet die in Abschnitt 2.4 detailliert be-
schriebene Verwendung von a-priori-Information. Fu¨r die betrachtete Aufgabenstellung wird
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als zusa¨tzliche Beobachtung Vorwissen zu den Parametern der Orientierung iT eingefu¨hrt. Die
Beobachtungen werden als statistisch unsicher modelliert, wobei die Unsicherheit durch die
Kovarianz beschrieben wird.
Wie im Abschnitt 2.4 beschrieben, fu¨hrt die Integration der a-priori-Information zu einer
Stabilisierung des Normalgleichungssystems und es kann auf die Verwendung der Pseudoinverse
verzichtet werden.
2.5.4. Datumsdefinition fu¨r Genauigkeitsuntersuchungen der gegenseitigen
Orientierung in einem Mehrkamerasystem
Fu¨r die Untersuchung des Einflusses unterschiedlicher Bewegungsformen auf die erreichba-
re Genauigkeit der gegenseitigen Orientierung werden in dieser Arbeit mehrere Versuche mit
unterschiedlichen Bewegungen durchgefu¨hrt. Um eine Vergleichbarkeit der ermittelten Stan-
dardabweichungen und Kovarianz-Matrizen zu erlauben, ist es no¨tig, dass bei allen Versuchen
stets dieselbe Definition des Datum verwendet wird.
Wie bereits im Kapitel 2.5 beschrieben, sind die 3D-Rekonstruktion einer Szene und die
Scha¨tzung der Bewegungsparameter aus dem Stereobildpaaren einer Bildsequenz nicht ein-
deutig gegenu¨ber einer beliebigen A¨hnlichkeitstransformation, so dass die Ausrichtung und
Lage des globalen Koordinatensystems prinzipiell beliebig gewa¨hlt werden ko¨nnen. Als Kon-
sequenz daraus erscheinen die in 2.5.2 genannten Ansa¨tze zur Definition des Datums anhand
des Schwerpunktes der 3D-Punktwolke bzw. der Translationen als nicht geeignet, da auf diese
Weise nicht sichergestellt werden kann, dass die Ausrichtung der Koordinatensysteme bei den
unterschiedlichen Versuchen identisch ist.
Damit eine Vergleichbarkeit der Genauigkeiten gewa¨hrleistet ist, erfolgt aus praktischen
Erwa¨gungen in dieser Arbeit die Definition des Datum u¨ber das im Abschnitt 2.5.1 beschriebene
Festhalten von Na¨herungswerten fu¨r ausgewa¨hlte Parameter. Eine detaillierte Beschreibung
der Vorgehensweise, vor allem im Hinblick auf eine identische Ausrichtung der verwendeten
Koordinatensysteme, erfolgt in Abschnitt 4.3.1.
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3. Ein Ansatz zur Zuordnung von du¨nn besetzten und
variablen Punktwolken
3.1. Motivation
Eine Mo¨glichkeit um die Bewegung eines Stereosystems, d. h. die A¨nderung der Orientierung
zwischen unterschiedlichen Zeitpunkten, zu bestimmen, ist das Identifizieren von korrespon-
dierenden 3D Punkten in den 3D Punktwolken unterschiedlicher Zeitpunkte, die von dem Ste-
reosystem geliefert werden. Aus den gegebenen identischen Punkten kann dann anschließend
die A¨nderung der Orientierung bestimmt werden. Fu¨r die Identifikation von Korrespondenzen
zwischen Bild- oder 3D Daten existiert, wie im Kapitel 2.2 angegeben, eine große Anzahl von
Verfahren, die charakteristische Beschreibungen fu¨r die Zuordnung verwenden. Allerdings set-
zen diese im Allgemeinen das Vorhandensein einer dicht besetzen Nachbarschaft voraus, die
sich u¨ber die Zeit hinweg nicht zu sehr vera¨ndert. Damit sind diese Ansa¨tze nicht unmittelbar
fu¨r die Zuordnung von du¨nn besetzten 3D Punktwolken geeignet, deren Zusammensetzung sich
u¨ber die Zeit hinweg a¨ndern kann. Du¨nn besetzte 3D Punktwolken ergeben sich z. B. , wenn
sich ein Stereosystem durch eine von Menschen gemachte Umgebung bewegt, die oft aus wenig
texturierten Wa¨nden, Bo¨den und Decken bestehen. Diese Situation ergibt sich auch fu¨r die
experimentellen Versuche dieser Arbeit, wo signalisierte Markierungen verwendet werden , um
eine Reproduzierbarkeit und Vergleichbarkeit der unterschiedlichen Versuche zu gewa¨hrleisten.
Durch die Verwendung und Messung der signalisierten Markierungen entstehen 3D-Punkt-
wolken, die a) nur du¨nn besetzt sind und b) variabel in ihrer Zusammensetzung sind, da zu
unterschiedlichen Zeitpunkten Teile der Punktwolke nicht sichtbar sind bzw. erst sichtbar wer-
den. Aufgrund der potentiell sehr großen Anzahl von zu verknu¨pfenden Aufnahmezeitpunkten,
die in den Versuche vorliegen, mu¨ssen sehr viele 3D-Punkte zugeordnet werden. Daher ist es
ein weiteres Ziel dieser Arbeit, ein automatisches Zuordnungsverfahren fu¨r diese besondere
Form der Punktwolken zu entwickeln. In diesem Kapitel wird dazu ein Ansatz vorgestellt,
der die Zuordnung einzelner 3D-Punkte in du¨nn besetzten, variablen Punktwolken erlaubt,
die zu unterschiedlichen Zeitpunkten t = i und t = j aufgenommen werden. Auf Basis der
erfolgreichen Zuordnungen von 3D-Punkten werden anschließend Na¨herungswerte fu¨r die Ori-
entierung zwischen unterschiedlichen Zeitpunkten t = i und t = j bestimmt, die fu¨r den im
Kapitel 4.3 beschriebenen Ausgleichungsansatz zur Bestimmung der gegenseitigen Orientierung
BTA beno¨tigt werden.
Die Grundlage fu¨r das im Folgenden beschriebenen Zuordnungsverfahren bilden die im Ab-
schnitt 2.2 dargestellten Grundprinzipien fu¨r die Zuordnung mit Hilfe charakteristischer Be-
schreibungen. Neu an dem hier beschriebenen Verfahren ist, dass die bekannten Ansa¨tze erwei-
tert werden, um die Zuordnung von 3D - Punkten in du¨nn besetzten und variablen Punktwolken
zu ermo¨glichen. Eine Erweiterung ist no¨tig, da die meisten Ansa¨tze zur Erzeugung charakte-
ristischer Beschreibungen eines Merkmals das Vorhandensein einer dicht und regelma¨ßig be-
setzten Nachbarschaft voraussetzen. Die Abbildung 3.1(a) stellt ein typisches Beispiel fu¨r diese
Form der Daten dar. Demgegenu¨ber zeigt die Abbildung 3.1(b) die hier zu verarbeitenden
Daten beispielhaft als Projektion einer du¨nn besetzten Punktwolke auf eine gerasterte Ebene.
Die Darstellung verdeutlicht, dass die Berechnung einer charakteristischen Beschreibung auf
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Grundlage einer du¨nn besetzten Nachbarschaft erfolgen muss.
(a)
Gradientenbild einer Region of Interest
(ROI) mit u¨berlagertem Raster.
(b)
Projektion einer du¨nn besetzten Punktwolke
auf eine gerasterte Ebene.
Abb. 3.1.: Gegenu¨berstellung der Eigenschaften der Eingangsdaten fu¨r bekannte Verfahren zur
Zuordnung mit Hilfe charakteristischer Beschreibungen eines Merkmals und dem in dieser
Arbeit entwickelten Zuordnungsverfahren.
Weiterhin setzen die bekannten Ansa¨tze voraus, dass sich die Nachbarschaften, die zur Be-
rechnung einer charakteristischen Beschreibung herangezogen werden, zwischen unterschiedli-
chen Aufnahmezeitpunkten nicht vera¨ndern. Auch diese Annahme ist fu¨r die hier betrachteten
Punktwolken nicht gu¨ltig, da sich deren Zusammensetzung zwischen unterschiedlichen Aufnah-
mezeitpunkten a¨ndern kann.
Fu¨r die Zuordnung von 3D - Punkten aus du¨nn besetzten und variablen Punktwolken wird
eine charakteristische Beschreibung entwickelt, die
• invariant ist gegenu¨ber einer Rotation und Translation der Eingangsdaten.
• analog zu den Eingangsdaten ebenfalls du¨nn besetzt ist.
• die besondere Struktur der Beschreibung fu¨r eine kompakte Darstellung ausnutzt.
• eine e ziente Berechnung eines A¨hnlickeitsmaßes erlaubt.
3.1.1. U¨berblick u¨ber das Verfahren zur Zuordnung
Die Vorgehensweise zur Zuordnung von 3D - Punkten aus du¨nn besetzten Punktwolken mit Hil-
fe einer charakteristischen Beschreibung orientiert sich an dem im Abschnitt 2.2.1 vorgestellten
Grundschema der Merkmalszuordnung:
• Der Merkmalsraum umfasst den 3D-Raum, in dem die du¨nn besetzten Punktwolken
vorliegen. Ein Merkmal ist somit ein einzelner 3D-Punkt.
• Der Suchraum umfasst die Parameter der Orientierung jTi zwischen zwei Zeitpunkten
t = i und t = j und kann bei einer richtigen Zuordnung der 3D-Punkte durch bekannte
Verfahren bestimmt werden (z. B. Weng et al., 1992).
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3.1. Motivation
• Die Zuordnung erfolgt auf Grund der Berechnung eines A¨hnlichkeitsmaßes zwischen un-
terschiedlichen charakteristischen Beschreibungen.
• Abschließend erfolgt eine robuste Filterung der Zuordnungen, um fehlerhafte Korrespon-
denzen mo¨glichst zu vermeiden.
Die Eingangsdaten fu¨r die Zuordnung werden beispielsweise von den zwei Stereosystemen
A und B geliefert, die als Anwendungsbeispiel in dieser Arbeit verwendet werden. Die beiden
Stereosysteme bewegen sich durch den Raum und zu jedem Zeitpunkt t = i wird von den
Messsystemen eine du¨nn besetzte 3D-Punktwolke im jeweiligen lokalen Koordinatensystem
geliefert, deren Zusammensetzung sich u¨ber die Zeit hinweg a¨ndern kann.
Der in den Abschnitten 3.2 bis 3.5 dargestellte Ansatz zur Identifikation korrespondierender
Punkte orientiert sich an den im Abschnitt 2.2.2 identifizierten, allgemeinen Grundprinzipi-
en fu¨r Ansa¨tze zur Identifikation korrespondierender Merkmale auf Basis charakteristischer
Beschreibungen und setzt sich aus den folgenden drei Teilaufgaben zusammen:
Berechnung der charakteristischen Beschreibung: Berechnung einer eindeutigen charakte-
ristischen Beschreibung fu¨r jeden Punkt einer Punktwolke unter Einbeziehung von Punk-
ten seiner lokalen Nachbarschaft (Kapitel 3.2). Einen detaillierten U¨berblick u¨ber das
Schema der Berechnung bietet die Abb. 3.2.
Abb. 3.2.: Strukturdiagramm der Generierung einer charakteristischen Beschreibung fu¨r einen
3D-Punkt aus einer du¨nn besetzten Punktwolke. Die L-fo¨rmigen Strukturen repra¨sentieren
Schleifen im Programmablauf.
Zuordnung der 3D-Punkte: Initiales Herstellen von Punktzuordnungen zwischen unterschied-
lichen Zeitpunkten. Fu¨r die Zuordnung wird ein geeignetes A¨hnlichkeitsmaß verwendet,
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so dass sich fu¨r die A¨hnlichkeit zweier charakteristischer Beschreibungen ein Wert aus
dem Intervall [0 . . . 1] ergibt (Kapitel 3.3).
Bestimmen von Na¨herungswerten fu¨r die Orientierung Um den Einfluss evtl. vorhandener
Fehlzuordnungen zu reduzieren, erfolgt abschließend die Berechnung der Orientierung jTi
zwischen Zeitpunkten aus den etablierten Punktzuordnungen auf Basis eines RANSAC-
Ansatzes (Kapitel 3.5). Einen detaillierten U¨berblick u¨ber die Bestimmung der Na¨he-
rungswerte fu¨r die Bewegung zwischen zwei Zeitpunkten auf Basis charakteristischer
Beschreibungen bietet die Abb. 3.3.
Abb. 3.3.: Strukturdiagramm der robusten Scha¨tzung von Na¨herungswerten fu¨r die Bewegung
eines Messsystems aus zugeordneten 3D - Punkten. Die L-fo¨rmigen Strukturen repra¨sentieren
Schleifen im Programmablauf.
3.2. Eine charakteristische Beschreibung fu¨r die Zuordnung von
3D-Punkten in du¨nn besetzten, variablen Punktwolken
3.2.1. Identifikation lokaler planarer Nachbarschaften
Analog zu den im Abschnitt 2.2.2 beschriebenen Ansa¨tzen, wird fu¨r die Berechnung der charak-
teristischen Beschreibung eines 3D - Punktes aus einer du¨nn besetzten, variablen Punktwolke
vorausgesetzt, dass es sich bei einem 3D-Punkt x um einen orientierten Punkt ]x, d. h. einen
Punkt mit einer zugeordneten Normalen-Richtung handelt.
Die Normalen-Richtung zu einem Punkt x wird in dieser Arbeit mit Hilfe einer Ebenenaus-
gleichung aus den Punkten in der lokalen Nachbarschaft berechnet. Die Normalen-Richtung des
orientierten Punktes ergibt sich dann als Normale der Ebene. Fu¨r die Berechnung der charakte-
ristischen Beschreibung wird dazu vorausgesetzt, dass alle benachbarten Punkte na¨herungswei-
se in einer Ebene liegen. Wird die Normalen-Richtung aus einer nicht planaren Nachbarschaft
berechnet, wie sie in der Abbildung 3.4(a) exemplarisch dargestellt ist, ergibt sich fu¨r unter-
schiedliche Zeitpunkte, bei denen Punkte aus der Nachbarschaft wegfallen, eine unterschiedliche
Normalen-Richtung und damit auch eine unterschiedliche charakteristische Beschreibung.
Die Abbildungen 3.4(b) und 3.4(c) verdeutlichen diese Problematik: Werden alle Punkte
der dargestellten Nachbarschaft fu¨r die Berechnung der Normalenrichtung verwendet, ergibt
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3.2. Eine charakteristische Beschreibung fu¨r die Zuordnung von 3D-Punkten
(a) Exemplarische Nachbarschaft
mit Nachbarn, die in einer
gemeinsamen Ebene mit x
liegen und Nachbarn außerhalb
dieser.
(b) Ergebnis der Ebenenausglei-
chung aus allen Nachbarn.
(c) Ergebnis fu¨r eine Untermenge
an Nachbarn, die sowohl zur ge-
meinsamen Ebene geho¨ren als
auch außerhalb dieser liegen.
Abb. 3.4.: Exemplarische Darstellung der Nachbarschaft um ein betrachtetes Merkmal x.
sich die in der Abb. 3.4(b) dargestellte Ausrichtung der Ebene. Erfolgt die Berechnung der
Normalen, wie in der Abb. 3.4(c) dargestellt, auf Basis einer Untermenge der Nachbarschaft,
z. B. weil einige Punkte zu einem spa¨teren Zeitpunkte nicht sichtbar sind, ergibt sich eine
abweichende Ausrichtung.
Zur Identifikation der Punkte aus einer lokalen Nachbarschaft, die nicht mit dem betrachteten
Punkt x in einer Ebene liegen, bieten sich robuste Scha¨tzverfahren wie z. B. M-Scha¨tzer oder
RANSAC (Fischler und Bolles, 1981) an, die Punkte außerhalb der Ebene als Ausreisser
identifizieren.
Fu¨r das in dieser Arbeit untersuchte Szenario mit seinen du¨nn besetzten Punktwolken, ist
die Anzahl der Punkte in einer lokalen Nachbarschaft gering und die meisten der verwendeten
Signalisierungen liegen in einer Ebene. Daher wird in dieser Arbeit RANSAC verwendet, um
a) Punkte zu identifizieren, die mit dem betrachteten Punkt x in einer Ebene liegen und
b) die Parameter der dazugeho¨rigen Ebene zu bestimmen. Als funktionales Modell fu¨r den
RANSAC-Algorithmus wird die in der Gleichung (3.1) dargestellte Hessesche Normalenform
der Ebenengleichung verwendet, bei der n die Normale der Ebene und d den Abstand der
Ebene vom Ursprung darstellt. Als Fehlerschranke fu¨r die Entscheidung welche Punkte der
Nachbarschaft die Annahme einer planaren Nachbarschaft unterstu¨tzen, wird ihr Abstand d
zur Ebene verwendet.
n · x = d (3.1)
Fu¨r das gewa¨hlte funktionale Modell mu¨ssen fu¨r jede Iteration des RANSAC-Algorithmus
zusa¨tzlich zum betrachteten Punkt x zwei weitere Punkte aus der Menge der Nachbarn gezogen
werden, um die minimale Anzahl an Beobachtungen fu¨r das funktionale Modell zu erhalten. Un-
ter der Annahme, dass 23 der Punkte der lokalen Nachbarschaft die getro↵ene Ebenenannahme
unterstu¨tzen und einer Wahrscheinlichkeit von 97%, dass bei den Iterationen des RANSAC-
Algorithmus mindestens eine Iteration ohne Ausreisser existiert, sind im schlechtesten Fall
sieben Iterationen no¨tig.
Nachdem aus den k Nachbarn zu x die n : n  k Punkte identifiziert sind, die in einer ge-
meinsamen Ebene mit x liegen, wird abschließend die Orientierung, d. h. die Normalenrichtung
n fu¨r x aus den ausgewa¨hlten Nachbarn bestimmt und man erha¨lt einen sechsdimensionalen






3.2.2. Berechnung der charakteristischen Beschreibung fu¨r einen 3D - Punkt
Die im Folgenden beschriebene charakteristische Beschreibung fu¨r einen orientierten Punkt ]x
besteht aus einem 1D-Vektor, der aus den n-na¨chsten Nachbarn berechnet werden. Die Berech-
nung der Eintra¨ge des Vektors fu¨r den orientierten Punkt ]x und seine n-Nachbarn geschieht in
zwei Schritten:
1. Berechnung einer zweidimensionalen, du¨nn besetzen charakteristischen Beschreibung D
aus den n-Nachbarn.
2. Erzeugen einer kompakten Repra¨sentation von D, die einen Eintrag dk, 8k = 1, . . . , m,
dk 2 D in einen diskreten Skalar sk, sk 2 {1, 2, . . . , 2p} abbildet, wobei p ein Parameter
der kompakten Repra¨sentation ist und die Diskretisierung beeinflusst.
Die charakteristische Beschreibung kann als Menge S der diskreten Skalare sk betrachtet, wobei
vorausgesetzt wird, dass jeder Wert in S nur genau einmal vorhanden ist. Eine Darstellung des
Algorithmus zur Berechnung der Eintra¨ge dk in D und der Skalare sk findet sich im Anhang B.
Die zwei zentralen Bestandteile des Berechnungsschemas fu¨r eine kompakte charakteristische
Beschreibung werden in den folgenden Abschnitten 3.2.2.1 und 3.2.2.2 dargestellt.
3.2.2.1. Berechnung der du¨nn besetzten charakteristischen Beschreibung D
Analog zu den im Abschnitt vorgestellten spin images, wird aus den benachbarten Punkten
zuna¨chst eine zweidimensionale Beschreibung der Nachbarschaft aufgebaut. Die Berechnung
der Eintra¨ge dk in die zweidimensionale charakteristische Beschreibung D fu¨r
]
x erfolgt gema¨ß
des im Anhang dargestellten Algorithmus B.2 in drei Schritten.
Fu¨r jeden der benachbarten Punkte xi wird zuerst ein lokales Koordinatensystem definiert,
das bestimmt ist durch die Richtung zum Nachbarn und die Normalenrichtung n. Anschließend
werden alle Nachbarn xj : 8j = 1, . . . , n in die x, y-Ebene des lokalen Koordinatensystems
projiziert und in Polarkoordinaten umgerechnet. Das Festlegen der lokalen Koordinatensyste-
me und die Umrechnung in Polarkoordinaten ist fu¨r zwei Punkte einer Nachbarschaft in den
Abbildungen 3.5(a) und 3.5(b) beispielhaft dargestellt. Wie die Abbildungen 3.5(c) und 3.5(d)
zeigen, werden fu¨r alle Nachbarn xj der radiale Abstand dj zu
]
x und der Winkel ✓j , bezogen
auf die x-Achse des lokalen Koordinatensystems, als Parameter in D eingetragen.
Im Gegensatz zu den z. B. in Chua und Jarvis (1997) vorgeschlagenen point signatures,
die die Auswahl einer eindeutigen Referenzrichtung vorsehen, erlaubt es der hier und in B.2
dargestellte Algorithmus auf diese zu verzichten, da jeder der n-Nachbarn einmal als Referenz-
richtung ausgewa¨hlt wird.
Diese Vorgehensweise stellt fu¨r die hier untersuchten nicht dichten Punktwolken einen Vorteil
dar, da in den du¨nn besetzten Punktwolken eine Referenzrichtung nicht eindeutig festgelegt
werden kann. U¨ber die Sequenz hinweg kann es passieren, dass Punkte aus der lokalen Nachbar-
schaft nicht zu allen Zeitpunkten sichtbar sind. Fa¨llt zu einen Zeitpunkt t = i gerade der Punkt
weg, der zu den vorigen Zeitpunkten als Referenzrichtung ausgewa¨hlt wurde, ergibt sich fu¨r
den aktuellen Zeitpunkt eine andere charakteristische Beschreibung, so dass eine erfolgreiche
Zuordnung mit der Beschreibung eines vorherigen Zeitpunktes nicht mehr mo¨glich ist.
Die so erzeugten Eintra¨ge dk fu¨r die Berechnung der du¨nn besetzten charakteristischen
Beschreibung D erfu¨llen die im Kapitel 3.1.1 definierten Anforderungen und sind invariant ge-
genu¨ber einer Translation und Rotation der Eingangsdaten. Die verwendeten Gro¨ßen (relative
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3.2. Eine charakteristische Beschreibung fu¨r die Zuordnung von 3D-Punkten
(a) Festlegung eines Lokalen Koordinatensystems
mit Referenzrichtung zum Punkt 1, Projekti-
on der n-Nachbarn auf die Achsen und resul-
tierende Polarkoordinaten.
(b) Festlegung eines Lokalen Koordinatensystems
mit Referenzrichtung zum Punkt 4 und
resultierende Polarkoordinaten fu¨r alle n-
Nachbarn.
(c) Aus 3.5(a) resultierender Deskriptor D. Ein-
getragen werden inD die Polarkoordinaten al-
ler n Nachbarn fu¨r die gewa¨hlte Referenzrich-
tung zum Punkt 1.
(d) Aus 3.5(b) resultierender Deskriptor D. Ein-
getragen werden in D die Polarkoordinaten
aller n Nachbarn fu¨r die gewa¨hlte Referenz-
richtung zum Punkt 4.
Abb. 3.5.: Darstellung zweier Iterationsschritte zur Berechnung der du¨nn besetzten charakte-
ristischen Beschreibung D.
Winkel und Strecken) vera¨ndern sich unter einer Rotation nicht und durch die Verwendung lo-
kaler Koordinatensysteme hat eine Translation ebenfalls keinen Einfluss. Nicht invariant ist die
hier vorgestellte charakteristische Beschreibung gegenu¨ber einer Skalierung der Eingangsdaten,
bei der die Winkel zwar gleich bleiben, sich aber die Strecken a¨ndern.
Prinzipiell kann eine charakteristische Beschreibung fu¨r du¨nn besetzte Punktwolken auch
nur unter Verwendung der Strecken zwischen benachbarten Punkten umgesetzt werden. Die
Verwendung von Strecken und Winkeln fu¨r die charakteristische Beschreibung ist vorteilhaft,
da das Hinzunehmen einer weiteren geometrischen Gro¨ße fu¨r die charakteristische Beschreibung
deren Unterscheidbarkeit erho¨ht.
3.2.2.2. Kompakte Darstellung der du¨nn besetzten charakteristischen Beschreibung
Die resultierende zweidimensionale charakteristische Beschreibung a¨hnelt den bereits im Ab-
schnitt 2.2.3.2 beschriebenen spin images, so dass fu¨r die Suche nach korrespondierenden Be-
schreibungen ebenfalls etablierte bildbasierte Zuordnungsverfahren verwendet werden ko¨nnen.
Allerdings ist, wie die Abbildungen 3.5(c) und 3.5(d) zeigen, die hier vorgestellte charakteris-
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tische Beschreibung im Gegensatz zu den spin images du¨nn besetzt. Dadurch beinhalten die
meisten Teile der 2D-Beschreibung keine Information und tragen nicht zur Unterscheidbarkeit
bei. Diese besondere Form der charakteristischen Beschreibung D ermo¨glicht es, analog zu der
in Calonder et al. (2010) beschriebenen Idee, eine kompaktere Variante der Beschreibung zu
entwerfen.
Abb. 3.6.: Schema zur Berechnung eines Quadtree-Index durch die rekursive Unterteilung des
Wertebereiches entlang der Abszisse und der Ordinate.
Fu¨r eine kompakte Darstellung der charakteristischen Beschreibung werden als erstes die
nicht diskreten, zweidimensionalen Eintra¨ge in der Matrix D (Abstand d und Winkel ✓) in
eindimensionale, diskrete Werte abgebildet und anschließend in einem 1D-Vektor, der die kom-
pakte Version einer charakteristischen Beschreibung D darstellt, zusammengefasst. Die Ver-
wendung diskreter Werte bietet sich an, um einen e zienten Vergleich zweier charakteristischer
Beschreibungen zu ermo¨glichen.
Die Berechnung der diskreten Werte fu¨r die charakteristische Beschreibung S, die als Menge
aufgefasst wird, erfolgt durch die in der Gl. (3.2) dargestellte Abbildung T .
T : dkl 7! sm (3.2)
mit :
sm : diskreter Eintrag in der Menge S der charakteristischen Beschreibung,
8m = 1, . . . , n2
dkl : Position in Dl, repra¨sentiert Abstand dk und Winkel ✓k zum Punkt k
fu¨r Referenzrichtung zum Punkt l, 8k = 1, . . . , n, 8l = 1, . . . , n
Als Abbildung T wird der in Finkel und Bentley (1974) beschriebene Quadtree-Index
verwendet, der es erlaubt einen eindeutigen skalaren Index fu¨r einen zweidimensionalen Punkt
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3.3. Zuordnung von 3D - Punkten zwischen zwei Zeitpunkten
anzugeben. Zur Berechnung des Quadtree-Index fu¨r einen Wert dk = [dk, ✓k]
T wird, wie in
der Abb. 3.6 dargestellt, der Wertebereich sowohl in Abszissen- als auch in Ordinatenrichtung
in vier Quadranten eingeteilt. Der Quadrant, in dem der Wert dk liegt, wird dabei durch zwei
Bits gema¨ß der Gl. (3.3) codiert.
bk =
8>><>>:
00 : dkl  ta ^ ✓kl  to
01 : dkl  ta ^ ✓kl > to
10 : dkl > ta ^ ✓kl  to
11 : dkl > ta ^ ✓kl > to
(3.3)
mit :
ta : Schwellwert zur Unterteilung des Wertebereiches der Abszisse in
zwei Ha¨lften
to : Schwellwert zur Unterteilung des Wertebereiches der Ordinate in
zwei Ha¨lften
Wie in der Abb. 3.6 dargestellt, ergibt sich der Index fu¨r den Wert dkl gema¨ß der Gl. (3.4)
als Verkettung der zwei Bits der Gl. (3.3) fu¨r eine rekursiv kleiner werdende Unterteilung des
Wertebereichs in vier Quadranten.
b =
O
8k=1, ... , p2
bk mit:
p : Anzahl Quadrante pro Achse
⌦ : Symbol fu¨r Verkettung (3.4)
Die Berechnung des Index und die Anpassung der in der Gl. (3.3) verwendeten Schwellwerte
ta und to erfolgt gema¨ß des im Anhang dargestellten Algorithmus B.3.
Die rekursive Unterteilung des Wertebereichs zur Berechnung des Quadtree-Index erfolgt
iterativ. In jeder Iteration werden die in der Gleichung (3.3) verwendeten Schwellwerte ta und
to angepasst, je nachdem ob die Koordinaten des betrachteten Wertepaares dkl kleiner oder
gro¨ßer als der aktuelle Schwellwert sind. Ist der jeweilige Schwellwert gro¨ßer, wird er fu¨r die
na¨chste Iteration halbiert, ist er kleiner, wird er um die Ha¨lfte des aktuellen Wertes vergro¨ßert.
Die Diskretisierung der nicht-diskreten zweidimensionalen Eingangsdaten dk wird durch den
Parameter p beeinflusst, der festlegt in viele Quadranten der Wertebereich unterteilt wird. Der
Parameter p bestimmt dadurch den Genauigkeitsverlust, der bei der Transformation in einen
diskreten Wert sk auftritt. Dieser Genauigkeitsverlust kann unter Umsta¨nden dazu fu¨hren,
dass dicht benachbarte Punkte denselben Index s zugewiesen bekommen. Fu¨r p = 16 ergibt
sich z. B. fu¨r einen Wertebereich da = [0 . . . 500mm] der Abszisse eine Abstandsauflo¨sung
von  d = 31.25mm und bei einem Wertebereich der Ordinaten von do = [0 . . . 360 ] eine
Winkelauflo¨sung von  ✓ = 22, 5 . Liegen zwei Punkte einer lokalen Nachbarschaft so dicht
beieinander, dass ihr Abstand kleiner als  d und der Winkel zwischen ihnen kleiner als  ✓ ist,
bekommen fu¨r den Fall, dass beide Punkte tatsa¨chlich innerhalb der Grenzen eines Quadranten
liegen, beide denselben Index zugewiesen. Ist der minimale Abstand zwischen Punkten einer
Punktwolke bekannt, kann p so gewa¨hlt werden, dass benachbarte Punkte nach Mo¨glichkeit
nicht den gleichen Index zugewiesen bekommen.
3.3. Zuordnung von 3D - Punkten zwischen zwei Zeitpunkten
Um die Bewegung zwischen zwei Zeitpunkten t = i und t = j bestimmen zu ko¨nnen, ist es no¨tig
Korrespondenzen zwischen einzelnen Punkten der Punktwolken herzustellen. Zur Identifikation
von Korrespondenzen wird ein A¨hnlichkeitsmaß fu¨r alle mo¨glichen Kombinationen der n bzw.
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m kompakten charakteristischen Beschreibungen Ski , 8k = 1, . . . , n und Slj , 8l = 1, . . . , m







S (⇤) : Funktion zur Berechnung des A¨hnlichkeitsmaßes
dkl : A¨hnlichkeit zweier charakteristischer Beschreibungen, dkl 2 [0 . . . 1]
Das gewa¨hlte A¨hnlichkeitsmaß muss in der Lage sein, eine zuverla¨ssige Zuordnung von cha-
rakteristischen Beschreibungen zu gewa¨hrleisten, die nur in Teilmengen u¨bereinstimmen (z. B.
weil Punkte weggefallen oder hinzugekommen sind) und daher eine unterschiedliche Anzahl
von Eintra¨gen aufweisen.
Zwei charakteristische Beschreibungen werden als korrespondierend angenommen, wenn ihr
A¨hnlichkeitsmaß dkl einen vorgegebenen Schwellwert ts u¨berschreitet.
Das hier verwendete A¨hnlichkeitsmaß wird im Abschnitt 3.3.1 beschrieben. Eine Mo¨glichkeit
zur Bewertung der Zuverla¨ssigkeit der identifizierten Korrespondenzen wird im Abschnitt 3.3.2
gegeben.
3.3.1. Ein A¨hnlichkeitsmaß fu¨r den Vergleich der charakteristischen Beschreibung
Als A¨hnlichkeitsmaß fu¨r den Vergleich zweier charakteristischer Beschreibungen wird der u. a.
in Mattiussi et al. (2004) und Morent et al. (2005) verwendete Jaccard-Index verwendet
(vgl. Jaccard, 1901). Eine hervorzuhebende Eigenschaft dieses A¨hnlichkeitsmaßes ist, dass
es besonders gut geeignet ist fu¨r Situationen, in denen die zu vergleichenden Mengen du¨nn
besetzt und unterschiedlich groß sind, da fu¨r die Berechnung der A¨hnlichkeit nur die tatsa¨chlich
besetzten Elemente der Mengen in Relation zueinander gesetzt werden.
Fu¨r die Berechnung des Jaccard-Index zwischen zwei charakteristischer Beschreibungen Sk
und Sl werden zuna¨chst die Schnittmenge S\ = Sk \ Sl und die Vereinigung S[ = Sk [ Sl
zwischen den diskreten Eintra¨gen der Beschreibungen gebildet. Die A¨hnlichkeit dkl : dkl 2
[0, . . . , 1] zweier Beschreibungen ergibt sich dann gema¨ß der Gl. (3.6).




Der Jaccard-Index stellt damit ein Maß fu¨r die
”
U¨berlappung“ von zwei charakteristischen
Beschreibungen dar. Stimmt sowohl die Anzahl der Eintra¨ge u¨berein und sind in beiden Mengen
die selben Werte enthalten, u¨berdecken sich beide Mengen komplett.
3.3.2. Zuordnung der charakteristischen Beschreibungen
Zur Bewertung der A¨hnlichkeit zwischen zwei charakteristischen Beschreibungen wird eine un-
tere tl und eine obere Grenze tu definiert. Zwei Beschreibungen Sk und Sl werden als vermutlich
korrespondierend angesehen, wenn gilt:
dkl   tl ^ dkl < tu.
Zwei Beschreibungen Sk und Sl werden als sicher korrespondierend angesehen, wenn gilt
dkl   tu.
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3.4. Ein Beispiel fu¨r die Zuordnung du¨nn besetzter, variabler Punktwolken
Die untere Grenze fu¨r den Vergleich der charakteristischen Beschreibungen Sk und Sl mit





Der Parameter nmin in der Gl. (3.7) definiert dabei die Mindestanzahl an u¨bereinstimmenden
Nachbarn zwischen zwei charakteristischen Beschreibungen.
Die obere Grenze tu wird gema¨ß der Gl. (3.8) definiert. Ohne Einschra¨nkung der Allge-







Gema¨ß der Gl. (3.8) ist die obere Grenze tu somit definiert als die Mitte zwischen der unteren
Grenze tl und der maximal mo¨glichen A¨hnlichkeit, dargestellt durch den Teilausdruck
m2
n+m m2
in Gl. (3.8), fu¨r den Fall das Sl ⇢ Sk.
Fu¨r den Fall, dass zu einer charakteristischen Beschreibung mehr als eine korrespondierende
Beschreibung gefunden wird, die den Schwellwert tl u¨berschreitet, wird fu¨r die Zuordnung
diejenige ausgewa¨hlt, bei der die A¨hnlichkeit d maximal ist (engl. : greedy approach).
3.4. Ein Beispiel fu¨r die Zuordnung du¨nn besetzter, variabler
Punktwolken
Das Prinzip der in den Kapiteln 3.2 und 3.3 beschriebenen Zuordnung fu¨r du¨nn besetzte
Punktwolken auf der Basis charakteristischer Beschreibungen soll im Folgenden anhand ei-
nes Beispiels verdeutlicht werden. Die Ausgangssituation fu¨r das gewa¨hlte Beispiel ist in der
Abb. 3.7 dargestellt.
Die gesamte Punktwolke besteht aus dreizehn Punkten, wobei zum Zeitpunkt t = 0 elf und
zu t = 1 zehn Punkte sichtbar sind. Acht der Punkte sind zu beiden Zeitpunkten sichtbar. Der
Punkt mit der Nummer 0 ist der orientierte Punkt ]x, fu¨r den die charakteristische Beschreibung
berechnet werden soll.
In den Abbildungen 3.8(a) und 3.8(b) dargestellt sind alle Eintra¨ge fu¨r t = 0 und t = 1 in
die du¨nn besetzte charakteristische Beschreibung D. Auf der X- und Y-Achse aufgetragen sind
die Polar-Koordinaten [dk, ✓k]
T .
Dadurch, dass fu¨r die Eintra¨ge in D Polar-Koordinaten verwendet werden, und somit der
Abstand zum Ursprung fu¨r alle gewa¨hlten Referenzrichtungen identisch ist, fallen alle Ein-
tra¨ge dj fu¨r einen Punkt xi in eine Spalte. Die Anzahl der Eintra¨ge in eine Spalte variiert
in Abha¨ngigkeit von den Punkten in der Nachbarschaft, die nach der Bewegung nicht mehr
sichtbar sind bzw. neu hinzugekommen sind. Ist ein Punkt der Nachbarschaft zu einem spa¨te-
ren Zeitpunkt nicht mehr sichtbar, verschwinden auch die korrespondierenden Eintra¨ge in der
entsprechenden Spalte.
Im Anschluss an die Berechnung der du¨nn besetzten charakteristischen Beschreibung erfolgt
die Berechnung der eindimensionalen charakteristischen Beschreibung gema¨ß dem Algorith-
mus B.3. In der Abb. 3.9 ist eine Untermenge der Eintra¨ge in den 1D-Vektor fu¨r die Zeit-
punkte t = 0 und t = 1 dargestellt. Zur besseren Visualisierung werden nur die Eintra¨ge fu¨r
eine Referenzrichtung dargestellt. Zur Definition der Referenzrichtung wird der Punkt sieben
verwendet.
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Abb. 3.7.: Bewegung einer Punktwolke zwischen zwei Zeitpunkten. Punkte, die zu beiden Zeit-
punkten sichtbar sind, werden mit ihrem jeweiligen Translationsvektor dargestellt.
Wie in der Abb. 3.9 dargestellt, umfasst die Menge A der Eintra¨ge in die charakteristische
Beschreibung fu¨r den Zeitpunkt t = 0 |A| = 10 Elemente. Die Menge der Eintra¨ge in B
fu¨r t = 1 umfasst |B| = 9 Elemente. Da zu t = 1 drei Punkte der Punktwolke nicht mehr
sichtbar sind und zwei Punkte hinzugekommen sind, beinhaltet die Schnittmenge der beiden
Beschreibungen |A \ B| = 7 Elemente. Die A¨hnlichkeit der beiden Signaturen, ausgedru¨ckt




|A|+ |B|  |A \B| =
7
10 + 9r   7 = 0, 583¯
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3.4. Ein Beispiel fu¨r die Zuordnung du¨nn besetzter, variabler Punktwolken






































(a) D0 fu¨r t = 0, n = 11.






































(b) D1 fu¨r t = 1, n = 10.
Abb. 3.8.: Du¨nn besetzte charakteristische Beschreibungen D0 und D1fu¨r die Punktwolken zu
























|A| = 10 |B| = 9
A \B
|A \B| = 7
Abb. 3.9.: Untermenge der diskreten Signatureintra¨ge sk fu¨r die Zeitpunkte t = 0 und t = 1.
Dargestellt sind die Signatureintra¨ge, die sich fu¨r eine ausgewa¨hlte Referenzrichtung zum
Punkt 7 ergeben
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3.5. Robuste Scha¨tzung der Na¨herungswerte fu¨r die Orientierung
zwischen zwei Zeitpunkten und Kontrolle der Zuordnungen
Nachdem, wie im Abschnitt 3.3 beschrieben, m Kandidatenpaare {(xik , xjl)} fu¨r Punkt-Kor-
respondenzen zwischen den Zeitpunkten t = i und t = j ermittelt wurden, erfolgt eine robuste,
RANSAC - basierte Scha¨tzung der Na¨herungswerte der A¨nderung der Orientierung zwischen
unterschiedlichen Zeitpunkten, um den negativen Einfluss mo¨glicher Fehlzuordnungen zu ver-
ringern.
Wie z. B. in Sattler et al. (2010) festgestellt wird, hat es sich bei vielen unterschiedlichen
Zuordnungs-Verfahren etabliert, dass zur geometrischen Kontrolle der Zuordnungen der RAN-
SAC - Algorithmus verwendet wird.
Fu¨r den RANSAC-Algorithmus wird als funktionales Modell der in Weng et al. (1992)
beschriebene Ansatz verwendet, der mindestens drei Punkt - Korrespondenzen beno¨tigt, aus
denen die Orientierung jTi berechnet wird. Dazu werden zuna¨chst die korrespondierenden
Punkte iX =
⇥




j1x, j2x, . . . , jnx
⇤





ikx und jxˆ = 1n
Pn
k=1




















j0kx  i0kx [j0kx  i0kx]⇥
◆
(3.11)
und [⇤]⇥ die schief symmetrische 3 ⇥ 3 Matrix ist, die sich aus einem 3D Vektor gema¨ß der
Gleichung (3.12) ergibt.
[(x, y, z)]⇥ =
0@ 0  z yz 0  x
 y x 0
1A (3.12)
Die Rotation jRi kann dann gema¨ß der Gleichung (A.3) aus dem Quaternion q berechnet
werden, das sich als Eigenvektor zum kleinsten Eigenwert von B ergibt. Die Translation itj
ergibt sich anschließend gema¨ß der Gleichung (3.13).
itj =
iRjjxˆ i xˆ (3.13)
In jeder Iteration des RANSAC-Algorithmus werden aus den Zuordnungen zufa¨llig drei
Punkt - Korrespondenzen ausgewa¨hlt, ein Na¨herungswert fu¨r die Orientierung jTi berechnet
und abschließend ein Qualita¨tsmaß fu¨r den aktuellen Na¨herungswert berechnet.
Zur Berechnung des Qualita¨tsmaßes werden alle Punkte der Punktwolke des Zeitpunktes
t = i mit den Parametern der aktuell berechneten Orientierung jTi in den Zeitpunkt t = j
transformiert. Zusa¨tzlich zu den Zuordnungen, die auf Basis ihrer charakteristischen Beschrei-
bungen getro↵en wurden, wird mit einer Na¨chster-Nachbar-Suche versucht, noch weitere Korre-
spondenzen zwischen den Punktwolken herzustellen. Fu¨r alle n Zuordnungen wird anschließend
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3.6. Grenzen des Ansatzes
die Di↵erenz dk zwischen den transformierten Punkten und den Punkten des Zeitpunktes t = j
gema¨ß der Gleichung (3.14) bestimmt.
dk = kikx  iRjjlx+ itjk, 8k = 1, . . . , n (3.14)





verwendet. Zusa¨tzlich zu dem Qualita¨tsmaß werden fu¨r jede Iteration auch noch die Zuord-
nungen abgespeichert, die u¨ber die Na¨chster-Nachbar-Suche identifiziert werden.
Bei einer angenommen Wahrscheinlichkeit von zehn Prozent fu¨r eine Fehlzuordnung auf Ba-
sis der vorgestellten charakteristischen Beschreibungen und einer Wahrscheinlichkeit von 97 %,
dass in einer Iteration des RANSAC-Algorithmus drei richtige Zuordnungen ausgewa¨hlt wer-
den, sind im schlechtesten Fall gema¨ß der im Anhang dargestellten Formel von Fischler und
Bolles (1981) maximal drei Iterationen no¨tig. Die geringe Anzahl der no¨tigen Iterationen
zeigt, dass die abschließende robuste Filterung der Zuordnungsergebnisse keinen großen Mehr-
aufwand bedeutet. Daru¨ber hinaus hat sich bei der im Abschnitt 5.5 beschrieben Auswertung
der fu¨r die Versuche aufgenommenen Sequenzen gezeigt, dass die Wahrscheinlichkeit fu¨r eine
Fehlzuordnung auf Basis der hier verwendeten charakteristischen Beschreibung deutlich gerin-
ger als zehn Prozent ist und damit tatsa¨chlich sogar weniger als drei Iterationen no¨tig sind,
um Fehlzuordnungen robust zu identifizieren.
Als Ergebnis liefert der RANSAC-Algorithmus alle richtigen Punkt-Korrespondenzen, die
auf Basis der charakteristischen Beschreibungen und der Na¨chsten Nachbar Suche zugeordnet
wurden. Aus diesen wird abschließend die Orientierung jTi berechnet, die als Na¨herungswert
fu¨r das im Kapitel 4 beschriebene funktionale Modell dient.
3.6. Grenzen des Ansatzes
Wie bereits im Kapitel 3.2.2 angesprochen wurde, hat die Umwandlung der kontinuierlichen
zweidimensionalen Eintra¨ge in die du¨nn besetzte charakteristische Beschreibung dk in diskrete
skalare Signatureintra¨ge sk den gro¨ßten Einfluss auf die Leistungsfa¨higkeit der Zuordnung.
Der verwendete Quad-Tree-Index unterteilt den Raum des Deskriptors in ein fester Raster,
wobei die Rasterweite die Auflo¨sung der jeweiligen Dimension der charakteristischen Beschrei-
bung (Abstand zum Ursprung bzw. Winkel zur Referenzrichtung) festlegt. U¨ber die Auflo¨sung
la¨sst sich somit steuern, wie ha¨ufig unterschiedliche Eintra¨ge in D denselben Indexwert zuge-
wiesen bekommen.
Wird beispielsweise angenommen, dass die Achsen der du¨nn besetzten Beschreibung in
p = 16 Quadranten (der Index ist dann ein 8-bit Wert) unterteilt werden und der gro¨ßte
zu erwartende Abstand vom Ursprung dk < 500mm ist, ergibt sich eine Auflo¨sung fu¨r den
Abstand von  d = 31, 25mm und eine Auflo¨sung fu¨r den Winkel von  ✓ = 22, 5 . Liegen
zwei Punkte dichter als  d zusammen und ist die Winkeldi↵erenz kleiner als  t, bekommen
beide Punkte denselben Index zugewiesen. Damit wird deutlich, dass die gewa¨hlte Auflo¨sung
fu¨r die Berechnung der Quad-Tree-Indizes an die zu erwartende Punktdichte in den lokalen
Nachbarschaften angepasst sein muss.
Die Verwendung eines festen Rasters hat noch einen weiteren Einfluss auf die Leistungsfa¨hig-
keit des beschriebenen Ansatzes zur Registrierung von Punktwolken: Eintra¨ge in der du¨nn be-
setzten charakteristischen Beschreibung, die in der Na¨he der Grenze eines Quadranten liegen,
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ko¨nnen zu einem anderen Zeitpunkt, verursacht z. B. durch die Messunsicherheit, geringfu¨gig
unterschiedliche Werte fu¨r den Abstand zum Ursprung oder den Winkel zur Referenzrichtung
aufweisen. Sie werden dann mo¨glicherweise in einem anderen Quadranten abgebildet und be-
kommen einen anderen Index zugewiesen.
Abb. 3.10.: Unsicherheiten in der Messung der Position einer signalisierten Marke bei Schra¨gan-
sichten auf die Ebene in der die Signalisierung liegt. Die Ausdehnung der Fehlerellipse ist
hier zur Verdeutlichung der Problematik stark u¨berho¨ht dargestellt.
Die Messunsicherheit, d. h. die Genauigkeit mit der die 3D-Position eines Punktes bestimmt
werden kann, wird durch unterschiedliche Aspekte beeinflusst: 1.) die Art der verwendeten
Merkmale im Bild, 2.) der Aufnahmegeometrie und 3.) die Genauigkeit der Stereokalibrierung.
Die Art und Form der verwendeten Merkmale bzw. der Signalisierung entscheidet daru¨ber,
mit welcher Bildmessgenauigkeit der Mittelpunkt eines Merkmals bestimmt werden kann. So
la¨sst sich in der Regel der Mittelpunkt synthetischer Merkmale wie z. B. punktfo¨rmiger Marken,
im Gegensatz zu natu¨rlich in der Szene vorhandenen Merkmalen, deutlich pra¨ziser bestimmen.
Der Einfluss der Bildmessgenauigkeit auf die 3D-Punktmessgenauigkeit la¨sst sich fu¨r die
in dieser Arbeit verwendeten Stereomesssysteme z. B. durch die in Luhmann (2000, S. 312f)
angegeben Faustformeln abscha¨tzen und wird im wesentlichen durch die Genauigkeit mit der
ein Merkmal im Bild lokalisiert werden kann und dem Ho¨hen-Basis-Verha¨ltnis beeinflusst.
Ein weiterer Aspekt, der die Bildmessgenauigkeit beeinflusst, ist die Aufnahmegeometrie: Ein
großer Winkel zwischen der Blickrichtung des verwendeten Messsystems und der Normalen der
Oberfla¨che auf der ein Merkmal liegt, fu¨hrt zu einer starken perspektivischen Verzerrung des
betrachteten Merkmals und verringert die Genauigkeit mit der ein Mittelpunkt des Merkmals
bestimmt werden kann.
Die Unsicherheiten in der Bildmessung und der Stereokalibrierung wirken sich vor allem in
der Tiefe aus: Je weiter das Objekt vom Messsystem entfernt ist, desto gro¨ßer ist auch die
Messunsicherheit in der Tiefe.
Diese Problematik verdeutlicht die Abb. 3.10. Bei stark unterschiedlichen Schra¨gansichten
kann die Unsicherheit, bezogen auf die Ebene in der der Punkt liegt, der Punktmessung so
groß werden, dass dem Punkt unter Umsta¨nden ein anderer Index zugeordnet wird und eine
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3.7. Diskussion
Zuordnung auf der Basis von charakteristischen Beschreibungen nicht mo¨glich ist.
3.7. Diskussion
In dem vorangegangenen Kapitel wurde ein Ansatz zur Punktzuordnung in Stereo-Bildse-
quenzen auf Basis charakteristischer Beschreibungen vorgestellt. Im Gegensatz zu bekannten
Ansa¨tzen funktioniert das entwickelte Verfahren auch bei du¨nn besetzten und variablen Punkt-
wolken. Besonderes Merkmal der umgesetzten Vorgehensweise ist, dass die besondere Form der
Punktwolke genutzt wird, um eine kompakte charakteristische Beschreibung zu entwerfen, fu¨r
die sehr e zient ein A¨hnlichkeitsmaß berechnen werden kann.
Die Berechnung der charakteristischen Beschreibung besteht aus zwei Schritten: zuerst wird
eine zweidimensionale, du¨nn besetzte, rotations- und translations-invariante charakteristische
Beschreibung berechnet, die dann anschließend in eine eindimensionale, kompakte und diskrete
charakteristische Beschreibung u¨berfu¨hrt wird.
Eine einfache Alternative fu¨r die Zuordnung von Punktwolken wa¨re z. B. ein RANSAC ba-
sierter Ansatz bei dem Punktkorrespondenzen zufa¨llig hergestellt werden.
Fu¨r die Aufwandsabscha¨tzung wieviele Iterationen des RANSAC-Algorithmus no¨tig sind,
mu¨ssen, wie in Fischler und Bolles (1981) beschrieben, vorab die folgenden Definitionen
getro↵en werden mu¨ssen:
• Minimale Anzahl an Punkten in den Punktwolken, die fu¨r das Bestimmen der Orientie-
rung no¨tig sind.
• Wahrscheinlichkeit fu¨r eine richtige Zuordnung zwischen zwei Punkten.
• Sicherheit fu¨r den Erfolg der RANSAC basierten Zuordung.
Zum Bestimmen der Orientierung jTi zwischen den Punktwolken zu den Zeitpunkten t = i
und t = j mu¨ssen mindestens n = 3 korrespondierende Punktpaare ausgewa¨hlt werden. Fu¨r
zwei Punktwolken mit jeweils zehn Punkte ergeben sich 100 mo¨glich Zuordnungen, von denen
allerdings nur zehn richtig sind. Damit ergibt sich fu¨r die Wahrscheinlichkeit w einer richtigen
Zuordnung w = 0, 1. Bei einer Sicherheit von 90% fu¨r die richtige Identifikation von drei
Punktkorrespondenzen ergibt sich gema¨ß der im Anhang dargestellten Formel von Fischler
und Bolles ein Wert fu¨r die Anzahl der maximal no¨tigen Iterationen von k = 2.302.583. Diese
Aufwandsabscha¨tzung fu¨r eine eher geringe Anzahl an Punkten zeigt sehr deutlich, dass die
Punktzuordnung durch einfaches Ausprobieren nicht sinnvoll ist.
Im Gegensatz zu einem ausschließlich RANSAC basierten Ansatz, ist fu¨r das beschriebene
Verfahren der Aufwand fu¨r die Zuordnung quadratisch: Fu¨r jeden Punkt der Punktwolke zu
t = i wird eine charakteristische Beschreibung berechnet, die mit den Beschreibungen aller
Punkte der Punktwolke zu t = j verglichen werden muss. Die Berechnung der Beschreibung
erho¨ht zwar den Rechenaufwand, aber diese muss nur einmal durchgefu¨hrt werden und sie
kann fu¨r die Zuordnung weiterer Punktwolken erneut verwendet werden. Fu¨r einen RANSAC-
basierten Ansatz muss der ganze Prozess jedes mal erneut durchlaufen werden.
Eine Einschra¨nkung des beschriebenen Ansatzes ist, dass vorausgesetzt wird, das alle Punkt-
wolken denselben Maßstab aufweisen mu¨ssen. Diese Voraussetzung muss erfu¨llt sein, da fu¨r die
Berechnung der charakteristischen Beschreibung absolute Strecken verwendet werden. Fu¨r die
im Kapitel 5.5 ausgewerteten Bildsequenzen wird diese Anforderung dadurch umgesetzt, dass
alle Aufnahmen mit demselben Stereomesssystem gemacht werden.
56
Damit auch Korrespondenzen zwischen Punktwolken etabliert werden ko¨nnen, die einen
unterschiedlichen Maßstab aufweisen, mu¨ssten die Deskriptoreintra¨ge zusa¨tzlich zu ihrer Ro-
tations- und Translationsinvarianz auch noch invariant gegenu¨ber A¨nderungen des Maßstabs
sein. Eine Maßstabsinvarianz ließe sich dadurch erreichen, dass anstatt absoluter Strecken-
la¨ngen Streckenverha¨ltnisse, die invariant gegenu¨ber A¨nderungen des Maßstabs sind, in den
Deskriptor eingetragen werden. Zur Berechnung der Streckenverha¨ltnisse kann z. B. der Ab-
stand des jeweiligen Referenzpunktes ausgewa¨hlt werden, die Absta¨nde der weiteren Nachbarn
werden dann durch diesen Wert geteilt.
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4. Modell zur Bestimmung der gegenseitigen
Orientierungen aus gemeinsamer Bewegung
4.1. Vorgehensweise
Das Modell zum Bestimmen der Parameter von BTA basiert auf den allgemeinen Ansa¨tzen der
Parameterscha¨tzung in linearen Modellen und verwendet die bekannte Methode der kleinsten
Quadrate nach Gauss-Markov.
In diesem Kapitel wird das fu¨r die Parameterscha¨tzung beno¨tigte funktionale und stochas-
tische Modell vorgestellt, sowie eine Definition der Koordinatensysteme und des Datum vor-
genommen, die fu¨r das funktionale und stochastische Modell beno¨tigt werden.
Das im Abschnitt 4.3 beschriebene Modell stellt einen nicht-linearen Zusammenhang zwi-
schen den beobachteten Bildkoordinaten und den gesuchten Parametern her, so dass eine Li-
nearisierung no¨tig ist, um die bekannten Ansa¨tze der Parameterscha¨tzung in linearen Modellen
verwenden zu ko¨nnen.
Die Verwendung linearisierter funktionaler Modelle in Verbindung mit der Methode der
kleinsten Quadrate zeichnet sich u. a. durch die folgenden Vorteile aus:
• Die vorhandene Theorie zur Parameterscha¨tzung bietet Mo¨glichkeiten zur statistischen
Bewertung der Ergebnisse.
• Das verwendete Fehlerkriterium kann geometrisch und statistisch sinnvoll interpretiert
werden.
• Die Software unterstu¨tzte Auswertung komplexer funktionaler Zusammenha¨nge ist durch
die Verwendung numerischer Di↵erentiation einfach mo¨glich.
Dabei muss vorausgesetzt werden, dass die Beobachtungen keine groben Fehler enthalten und
ihre Residuen normal-verteilt sind. Eine weitere Voraussetzung ist, dass fu¨r die als unbekannt
eingestuften Parameter Na¨herungswerte vorhanden sind.
Zur Elimination von groben Fehler und zum Bestimmen von Na¨herungswerten fu¨r die unbe-
kannten Parameter hat sich im Bereich der Photogrammetrie und mittlerweile auch im Bereich
der Computer Vision ein zweistufiges Vorgehen bewa¨hrt.
In einem ersten Schritt kommen direkte und/oder robuste Verfahren zum Bestimmen der
Na¨herungswerte und zur Filterung grober Fehler zum Einsatz, um die genannten Vorausset-
zungen fu¨r den Einsatz linearisierter Modelle zu erfu¨llen. Im abschließenden zweiten Schritt
werden in einem Ausgleichungsprozess auf Basis der Methode der kleinsten Quadrate aus den
gefilterten Beobachtungen und den Na¨herungswerten der Unbekannten die optimalen Parame-
ter gescha¨tzt.
Im Rahmen dieser Arbeit wird dieses bewa¨hrte zweistufige Vorgehen durch die im Kapi-
tel 3 beschriebene Na¨herungswertbestimmung fu¨r die Orientierung zwischen unterschiedlichen
Zeitpunkten t = i und t = j und die darauf folgende Ausgleichung umgesetzt.
Fu¨r die Umsetzung des Ausgleichungsansatzes werden statistische Gro¨ßen wie Varianzen
und Zuverla¨ssigkeitsmaße und statistische Testgro¨ßen zur Bewertung der Ergebnisse auf nu-
merischem Wege u¨ber eine Linearisierung des funktionalen Modells bestimmt. Diese Vorge-
hensweise steht im Gegensatz zu einer funktional analytischen Untersuchung eines funktionalen
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Modells, die ebenfalls Aussagen zu Genauigkeiten und Singularita¨ten ermo¨glicht. Der Vorzug
des numerischen Vorgehens gegenu¨ber der funktional analytischen Vorgehensweise, der sie fu¨r
die betrachtete Problemstellung besonders geeignet erscheinen la¨sst, wird v. a. durch die fol-
genden Punkte verdeutlicht:
• Im Gegensatz zum funktional analytischen Vorgehen erfordert das numerische Vorgehen
nur eine Kenntnis des funktionalen Modells, so dass auch komplexe funktionale Zusam-
menha¨nge unmittelbar untersucht werden ko¨nnen. Es ist z. B. nicht zwingend notwendig,
dass die Ableitungen fu¨r alle Parameter bekannt sind, da diese z. B. durch numerische
Di↵erentiation bestimmt werden ko¨nnen.
• Analytische Ansa¨tze ermo¨glichen exakte Aussagen zu evtl. auftretenden Singularita¨ten.
Bei praktischen Anwendungen fu¨hren allerdings z. B. Messrauschen oder Messungenau-
igkeiten dazu, dass die Situationen in denen Singularita¨ten auftreten nicht exakt erreicht
werden. Fu¨r die tatsa¨chliche Anwendung muss dann noch entschieden werden, ab wann
eine Singularita¨t tatsa¨chlich auftritt und ob sie von Bedeutung ist. Die numerische Vor-
gehensweise liefert hierfu¨r Gro¨ßen, die in statistischen Tests eingesetzt werden ko¨nnen.
Gerade der zweite Punkt macht das numerische Vorgehen fu¨r die Untersuchungen der im fol-
genden betrachteten Problemstellung besonders geeignet, da, wie im Abschnitt 2.3.2 beschrie-
ben, kritische Bewegungen dazu fu¨hren, dass einige der Parameter von BTA nicht bestimmt
werden ko¨nnen.
Die Frage ab wann diese Singularita¨ten tatsa¨chlich auftreten und wie groß der Einfluss der
kritischen Bewegungen auf die Bestimmbarkeit der Parameter und die Kontrollierbarkeit des
Vorwissens ist, soll im Rahmen des Ausgleichungsprozesses beantwortet werden.
4.2. Gro¨ßen der funktionalen Modellierung
Die fu¨r die funktionale Modellierung notwendigen Parameter sind in der Tabelle 4.1 zusam-
mengefasst. Die Na¨herungswerte der unbekannten Parameter werden im Ausgleichungsprozess
Tabelle 4.1.: U¨berblick u¨ber die unbekannten Parameter im Ausgleichungsprozess.
Parameter Annahme
Orientierung BTA zw. A und B unbekannt
Maßstabsfaktor   bekannt
Bewegung jTi zw. t = i und t = j unbekannt
3D-Koordinaten x unbekannt
innere- und relative Orientierung der Stereosysteme bekannt
verbessert, wa¨hrend die als bekannt angenommen Parameter als konstant angesehen werden
und in der Ausgleichung nicht vera¨ndert werden.
Da die relative Orientierung der beiden verwendeten Stereosysteme A und B mit demselben
Testfeld bestimmt wird, kann im Rahmen dieser Arbeit fu¨r den Maßstabsfaktor   = 1 gesetzt
und der Parameter fu¨r die Untersuchungen als bekannt vorausgesetzt werden. Prinzipiell kann
dieser Parameter auch im Rahmen der Ausgleichung als unbekannter Parameter mitbestimmt
werden. Durch das Festhalten der Parameter der relativen Orientierung der Stereosysteme
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und des gemeinsamen Maßstabes sollen zu erwartende Korrelationen zwischen den Parametern
vermieden werden.
Als Beobachtungen werden fu¨r das funktionale Modell die Bildkoordinaten u = [ux, uy] der
in den Bildern identifizierten Signalisierungen verwendet.
4.3. Funktionales Modell
4.3.1. Definition der Koordinatensysteme und des Datums
Fu¨r das im Abschnitt 4.3.2 beschriebene funktionale Modell werden drei unterschiedliche Ko-
ordinatensysteme verwendet:
(a) Koordinatensysteme fu¨r die Stereosysteme A
und B.
(b) Koordinatensystem fu¨r das Mehrkamerasys-
tem.
Abb. 4.1.: Definitionen der Koordinatensysteme fu¨r die Stereosysteme A und B und das Mehr-
kamerasystem.
Koordinatensystem der Stereosysteme: Ohne Einschra¨nkung der Allgemeingu¨ltigkeit wird,
wie in der Abb. 4.1(a) dargestellt, die Ausrichtung und der Ursprung der Koordinaten-
systeme der Stereosysteme gleichgesetzt mit Ursprung und Ausrichtung der Kameras A0
bzw. B0.
Koordinatensystem des Mehrkamerasystems: Ohne Einschra¨nkung der Allgemeingu¨ltigkeit
wird, wie in der Abb. 4.1(b) dargestellt, die Ausrichtung und der Ursprung des Koordi-
natensystems des Mehrkamerasystems gleichgesetzt mit Ursprung und Ausrichtung des
Stereosystems A.
Globales Koordinatensystem: Die Position und Ausrichtung des Globalen Koordinatensys-
tems, in dem die 3D-Punkte und Bewegungen definiert sind, wird, wie in der Abb. 4.2
dargestellt, ohne Einschra¨nkung der Allgemeingu¨ltigkeit gleichgesetzt mit der Position
und Ausrichtung des Koordinatensystems des Mehrkamerasystems zu einem beliebigen
Referenzzeitpunkt tref .
Durch die vorgenommene Definition der unterschiedlichen Koordinatensysteme fallen das
Koordinatensystem des Mehrkamerasystems und das Globale Koordinatensystem fu¨r den Zeit-
punkt tref zusammen, so dass sich das Datum der Ausgleichung durch das Festhalten der
Parameter der Orientierung zum Referenzzeitpunkt definieren la¨sst.
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Abb. 4.2.: Definition des Koordinatensystems fu¨r das Globale Koordinatensystem.
Daru¨ber hinaus erlaubt es die gewa¨hlte Definition der Koordinatensysteme und des Da-
tums, dass das Datum fu¨r alle Untersuchungen identisch und unabha¨ngig von den ausgefu¨hrten
Bewegungen des Messsystems ist. Dadurch wird die Vergleichbarkeit der Genauigkeiten und
Kovarianz-Matrizen der unterschiedlichen Versuche gewa¨hrleistet.
4.3.2. Definition des funktionalen Modells
Die Projektion eines 3D-Punktes aus dem globalen Koordinatensystem in einen Bildpunkt
einer Kamera an einer Position zum Zeitpunkt t = i erfolgt durch die Verkettung von drei
Transformationen und einer anschließenden Projektion auf den Sensor. Fu¨r die perspektivi-
sche Abbildung auf den Sensor wird das bekannte Brown’sche Modell der perspektivischen
Abbildung mit zusa¨tzlicher Modellierung der Objektiv-Verzeichnung (vgl. Brown (1971) oder
Luhmann (2000)) verwendet.
Die Projektion soll im Folgenden fu¨r die Kameras A00 und B00 der Stereosysteme A und B
verdeutlicht werden und gilt analog fu¨r die Kameras A0 und B0.
Die Abbildung eines 3D-Punktes x aus dem globalen Koordinatensystem in eine Kamera
setzt sich aus den folgenden Schritten zusammen:
1. Transformation eines Punktes x aus dem globalen Koordinatensystem in das gemeinsame
Koordinatensystem des Messsystems zum Zeitpunkt t = i gema¨ß der Gleichung (4.1).
ix = iTx (4.1)
Diese erste Transformation verdeutlicht die Abb. 4.3.
2. Transformation eines Punktes ix aus dem Koordinatensystem des Mehrkamerasystems







Abb. 4.3.: Transformation eines 3D-Punktes x aus dem Globalen Koordinatensystem in das
Koordinatensystem des Mehrkamerasystems zum Zeitpunkt t = i.
Da durch die gewa¨hlte Definition das Koordinatensystem des Mehrkamerasystems mit
dem Koordinatensystem des Stereosystems A zusammenfa¨llt, ist fu¨r einen Punkt, der
von A gesehen wird, die Transformation eigentlich nicht notwendig, da AT = I. Den
zweiten Schritt der Abbildung fu¨r einen Punkt x, der vom Stereosystem B gesehen wird,
zeigt die Abb. 4.4.
Abb. 4.4.: Transformation eines 3D-Punktes ix aus dem Koordinatensystem des Mehrkamera-
systems in das Koordinatensystem des Stereosystems B.
3. Transformation der Punkte Ax bzw. Bx in das Koordinatensystem der Kameras A” bzw.














TB die relative Orientierung der Stereosysteme mit vorgegebenem
Maßstab   repra¨sentiert.




x in einen Bildpunkt A
00
u bzw.
B00u auf den Sensor der Kamera A00 bzw. B00.
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Damit ergibt sich fu¨r einen Bildpunkt A
00
u der Kamera A00 des Stereosystems A zum Zeit-
punkt t = i die in der Gleichung (4.4) dargestellte funktionale Modellierung der Beobach-
tungsgleichung, die analog fu¨r die erste Kamera A0 gilt. Dabei stellt  A00 den gesamten Para-
metervektor dar. Die unterstrichenen Parameter werden fu¨r die Ausgleichung als unbekannt
angenommen und werden im Rahmen des Ausgleichungsprozesses gescha¨tzt. Nicht unterstri-






Fu¨r einen Bildpunkt B
00
u der Kamera B00 zum Zeitpunkt t = i ergibt sich die in der Gl. (4.5)







Das Symbol IORA00 bzw. IORB00 in den Gleichungen (4.4) und (4.5) repra¨sentiert die Pa-
rameter der Inneren Orientierung der Kamera A00 bzw. B00.
Der Unterschied in den Beobachtungsgleichungen fu¨r die KamerasystemeA undB hat seinen
Ursprung in der gewa¨hlten Definition der Koordinatensysteme: Ursprung und Ausrichtung des
gemeinsamen Koordinatensystems des Mehrkamerasystems sind so gewa¨hlt, dass sie mit dem
Koordinatensystem vonA u¨bereinstimmen. Damit kann fu¨r die Beobachtungsgleichung in (4.4)
die zweite Transformation vom gemeinsamen Koordinatensystem des Mehrkamersystems in das
Koordinatensystem des Stereosystems A wegfallen.
4.4. Stochastisches Modell
Fu¨r das stochastische Modell wird angenommen, dass alle Bildkoordinaten u als Beobachtun-
gen unkorreliert sind und dieselbe Standardabweichung haben. Damit ergibt sich die Korre-
lationsmatrix fu¨r die Beobachtungen ⌃u =  2uI, wobei  
2
u die Genauigkeit der Bildmessung
repra¨sentiert.
4.5. Implementierung des Ausgleichungsmodells
Fu¨r die Implementierung des in diesem Kapitel pra¨sentierten funktionalen Modells wird eine
bei der Robert Bosch GmbH, Hildesheim intern entwickelte Ausgleichungssoftware verwendet,
die einfach um unterschiedliche funktionale Modelle erweitert werden kann. Die Basis der Aus-
gleichungssoftware ist das bekannte Gauss-Markov-Modell, das fu¨r die unbekannten Parameter





Die fu¨r das Aufstellen der Normalgleichungsmatrix N = ATPA no¨tigen Ableitungen nach
den unbekannten Parameter in der Jacobi-Matrix A werden durch numerische Ableitungen
mit Hilfe finiter Di↵erenzen bereitgestellt.
4.6. Fazit
In diesem Kapitel werden das funktionale und stochastische Modell fu¨r einen Ausgleichungs-
ansatz dargestellt, der eine einheitliche Vorgehensweise ermo¨glicht, um die gegenseitige Orien-
tierung in einem Messsystem mit nicht u¨berlappenden Sichtbereichen zu bestimmen. Im Zu-
sammenspiel mit der im Abschnitt 2.4 vorgestellten Stabilisierung der Ausgleichung durch die
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4.6. Fazit
Integration von Vorwissen, ist der vorgestellte Ansatz, im Gegensatz zu den in Abschnitt 2.3.1
vorgestellten existierenden Verfahren, ohne Einschra¨nkungen in der Lage, Szenarien auszuwer-
ten, bei den die Mo¨glichkeiten der Bewegung stark eingeschra¨nkt ist (z. B. reine Translationen).
Die Integration von Vorwissen als zusa¨tzliche, als unsicher modellierte Beobachtung stellt
eine Erweiterung des klassischen Gauss-Markov-Modells dar, durch die einem mo¨glichen Rang-
defekt der zu lo¨senden Gleichungssysteme vorgebeugt werden kann. Fu¨r die Bewertung der Er-
gebnisse der Simulationen und der realen Experimente in Kapitel 5 wird die im Abschnitt 2.4.2
beschriebene Ru¨ckrechnung auf den Fall freier Parameter verwendet Damit kann im Anschluss
an den Ausgleichungsprozess der Einfluss des eingefu¨hrten Vorwissens auf die zu bestimmenden
Parameter beurteilt werden. Fu¨r jeden Parameter, zu dem Vorwissen eingefu¨hrt wird, kann mit
Hilfe der Ru¨ckrechnung entschieden werden,
• ob der Parameter aus den ausgefu¨hrten Bewegungen bestimmbar ist.
• wie der Wert und die Standardabweichung des Parameter im Falle einer Ausgleichung
ohne eingefu¨hrtes Vorwissen aussieht.
• ob das eingefu¨hrte Vorwissen im Sinne statistischer Test fehlerhaft ist.
• wie groß ein Fehler im Vorwissen sein kann, ohne dass man diesen Fehler auf Grundlage
der ausgefu¨hrten Bewegungen im Rahmen eines statistischen Tests aufdecken kann.
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5. Auswertung simulierter und realer Bildsequenzen
5.1. Zielsetzung der Experimente
Abb. 5.1.: Darstellung der Versuchumgebung mit der gewa¨hlten Definition des globalen Koor-
dinatensystems.
Zentrales Thema dieser Arbeit ist die Fragestellung, welche Parameter der gegenseitigen
Orientierung BTA sich aus einer gegebenen Bewegung bestimmen lassen und mit welcher Ge-
nauigkeit diese Parameter bestimmt werden ko¨nnen. Von den eigentlich sieben Parametern
der gegenseitigen Orientierung (3⇥ Rotation, 3⇥ Translation und 1⇥ Maßstab) werden im
Folgenden nur sechs untersucht. Fu¨r die Untersuchungen wird ohne Einschra¨nkung der All-
gemeingu¨ltigkeit angenommen, dass die beiden Stereosysteme A und B denselben Maßstab
haben, so dass dieser als bekannt vorausgesetzt wird und in die Ausgleichung als fester Para-
meter eingeht, der nicht mit bestimmt wird.
Bei den Untersuchungen wird ein Schwerpunkt auf fu¨r die Ausgleichung kritische Bewe-
gungsformen gelegt. Zu diesen geho¨ren unter anderem: a) planare Bewegungen, bei denen sich
die Messsysteme ausschließlich in einer Ebene bewegen ko¨nnen, so dass eine Rotation nur um
die Normale der Ebene stattfinden kann und keine Translation in Richtung dieser Normalen
mo¨glich ist und b) rein translatorische Bewegungen, bei denen sich die Messsysteme geradlinig
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ohne jegliche Rotation bewegen.
Bei diesen Bewegungsformen kommt es zu linearen Abha¨ngigkeiten zwischen den Parame-
tern, so dass Singularita¨ten im Normalgleichungssystem auftreten, denen durch die Integration
von Vorwissen gema¨ß dem im Abschnitt 2.4 beschriebenen Ansatz begegnet wird.
Die Analyse des Ansatzes erfolgt in einem ersten Schritt anhand von synthetisch generierten
Daten. Anschließend werden die Ergebnisse der Simulationen mit realen Versuchen verifiziert.
Als Umgebung fu¨r die synthetischen und realen Versuche wird das in der Abbildung 5.1
dargestellte Szenario verwendet: Eine Plattform, auf der zwei Stereomesssysteme so angebracht
sind, dass sie in entgegengesetzte Richtungen schauen, wird durch einen Gang bewegt. Dieses
Szenario stellt eine ha¨ufig anzutre↵ende Situation dar, wenn z. B. ein Roboter durch einen
Geba¨udeflur fa¨hrt.
Im Rahmen dieses Kapitels sollen die folgenden Fragestellungen untersucht werden:
• Welche Parameter von BTA sind aus der gegebenen Bewegung bestimmbar?
• Welche Genauigkeit kann fu¨r die Parameter von BTA in Abha¨ngigkeit von den jewei-
ligen ausgefu¨hrten Bewegungen erwartet werden? Nicht untersucht werden im Rahmen
dieser Arbeit weitere Einflussmo¨glichkeiten wie die Punktverteilung oder das Ho¨hen-Basis
Verha¨ltnis der Aufnahmen.
• Ist das eingefu¨hrte Vorwissen aus der gegebenen Bewegung mit Hilfe statistischer Tests
kontrollierbar?
5.2. Vorgehensweise bei der Bewertung der Ergebnisse
Grundlage der Bewertung der in den Abschnitten 5.3.4.1 und 5.3.4.2 dargestellten Ergebnisse
der Simulation ist die Ru¨ckrechnung  ˆi 7!  ˆ0i der ausgeglichenen Standardabweichungen der
Parameter von BTA auf den Fall freier Parameter gema¨ß den Formeln in Abschnitt 2.4.2.
Durch diesen Schritt kann der Einfluss, den das als unsicher modellierte Vorwissen auf die
ausgeglichenen Ergebnisse besitzt, beseitigt werden. Fu¨r die Ru¨ckrechnung wird unter anderem
die Gro¨ße ui = 1   ri bestimmt, die den Einfluss des Vorwissens auf einen ausgeglichenen
Parameter  i wiederspiegelt.
Die beiden Gro¨ßen  ˆ0i und ui geben einen Eindruck davon, wie groß der Einfluss der unter-
schiedlichen Bewegungsformen auf die erreichbare Genauigkeit und Bestimmbarkeit der Pa-
rameter der gegenseitigen Orientierung BTA ist, bzw. wie groß der Einfluss der angenommen
Genauigkeit des Vorwissens auf das Ergebnis ist.
5.3. Untersuchungen an simulierten Szenarien
5.3.1. Definition der Szenarien
Die in der Tabelle 5.1 dargestellten Szenarien simulieren die Bewegung der gekoppelten Ste-
reosysteme durch die definierte Versuchsumgebung. Die in der Tabelle verwendeten Rotati-
onswinkel !,   und  stellen Drehungen um die in der Abb. 5.1 dargestellten Achsen des
Koordinatensystems dar. Die Translationen tx, ty und tz beziehen sich ebenfalls auf dieses
Koordinatensystem.
Die hier definierten Versuche repra¨sentieren die kritischen Bewegungsformen, deren Unter-
suchung im Fokus dieser Arbeit stehen. Sie umfassen in der Realita¨t anzutre↵ende Szenarien
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Tabelle 5.1.: U¨berblick u¨ber die zu untersuchenden synthetisch generierten Bewegungen.
Art der Bewegung Erwartung an bestimmbare Parameter
V1 Reine Translation in x-Richtung Nur   und  bestimmbar
V2 Translation u. Rotation nur um z-Achse tz nicht bestimmbar
V3 Schrittweise Reduktion der Bewegung
von einer freien Bewegung um alle Achsen
bis hin zu einer nahezu ausschließlichen
Translation in x-Richtung
Mit Abnahme der Bewegung




(z. B. die Geradeausfahrt eines mit mehreren Kameras besetzten Fahrzeuges oder eines Robo-
ters ), werden aber, wie im Abschnitt 2.3.2 gezeigt, in den meisten Fa¨llen in der vorhandenen
Literatur ausgeklammert.
Die Versuche 1 und 2 simulieren zwei Extremfa¨lle, bei denen das zu lo¨sende Normalglei-
chungssystem singula¨r wird und entsprechen einigen der in Chen (1991) identifizierten Be-
wegungsformen, die dazu fu¨hren, dass nur eine Untermenge der Parameter der gegenseitigen
bestimmt werde kann. Anhand dieser beiden Beispiele soll gezeigt werden, dass a) durch die
Integration von Vorwissen eine Ausgleichung auch bei vorhandenen Singularita¨ten erfolgreich
durchgefu¨hrt werden kann und b) u¨ber den Ansatz der Ru¨ckrechnung auf den Fall freier Para-
meter die Parameter identifiziert werden ko¨nnen, die sich aus der gegebenen Bewegung nicht
bestimmen lassen.
In der Realita¨t werden diese Extremfa¨lle auf Grund von kleinen Bewegungen und Mess-
rauschen vermutlich nicht erreicht. Diese Situation wird durch die Versuche drei bis sieben
abgedeckt, bei der die Bewegung immer weiter reduziert wird, bis sie sich im Versuch sieben
einer reinen Translation anna¨hert. Mit der schrittweisen Reduzierung soll untersucht werden,
wieviel Bewegung no¨tig ist, um die Parameter von BTA mit einer vorgegebenen Genauigkeit
noch bestimmen zu ko¨nnen.
5.3.2. Erzeugen der Versuchsdaten
Die Eingangsdaten fu¨r die Untersuchung (Bildkoordinaten und Na¨herungswerte fu¨r die Pa-
rameter) werden mit Hilfe einer Software generiert, die die Koordinaten der 3D-Punkte auf
den Wa¨nden des Ganges und die Bewegung der Stereosysteme vorgibt. Die Punkte werden
anschließend, mit vorgegebenen Werten fu¨r die innere und relative Orientierung , gema¨ß dem
im Abschnitt 4.3.2 beschriebenen funktionalen Modell, in die jeweiligen Kameras abbildet. Fu¨r
die Untersuchungen werden keinerlei systematische Fehler oder Ausreißer simuliert.
Die Positionen der 3D-Punkte, die fu¨r die Simulation verwendet werden, sind fu¨r alle sieben
Versuche identisch. Damit wird ausgeschlossen, dass eine unterschiedliche Anzahl von sichtba-
ren Punkten bzw. eine unterschiedliche ra¨umliche Verteilung der Punkte einen Einfluss auf die
erreichbare Genauigkeit der Parameter der gegenseitigen Orientierung hat. Die Punkte liegen
in einem regelma¨ßigen Raster vor und sind in x-Richtung 500 mm und in z-Richtung 250 mm
voneinander entfernt.
Die Bewegung der Stereosysteme wird durch die in der Tabelle 5.2 aufgefu¨hrten Parameter
gesteuert, die die in der Tabelle 5.1 definierten kritischen Bewegungsformen umsetzen. Die
Parameter der Orientierungen zu den unterschiedlichen Zeitpunkten werden mit einer Sinus-
Funktion variiert, wobei die Werte in der Tabelle die Amplitude fu¨r den jeweiligen Wert und
die verwendete Frequenz darstellen. Ist fu¨r die Frequenz ein Wertebereich angegeben, ist die
Frequenz nicht fu¨r alle Parameter identisch. Da die Bewegung entlang der x-Achse erfolgt, wird
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dieser Parameter nicht dargestellt. Zwischen jedem Zeitschritt bewegen sich die Messysteme
mit konstant tx = 200 mm. Als Referenzzeitpunkt wird der Zeitpunkt t = 0 festgelegt.
Tabelle 5.2.: Verwendete Amplituden und Frequenzen fu¨r die Generierung der Bewegungstra-
jektorien.
Parameter V1 V2 V3 V4 V5 V6 V7
ty [mm] 0 0 300 150 75 37 10
tz [mm] 0 0 300 150 75 37 10
! [ ] 0 0 20 10 3 1.5 0.3
  [ ] 0 60 30 15 5 1.25 0.4
 [ ] 0 0 10 5 1.25 0.5 0.15
Frequenz – 1 1-3 1-4 1-4 1-4 1-4
Fu¨r die relative Orientierung der Stereosysteme werden die folgenden Parameter verwendet,
die der Definition der Koordinatensysteme der Stereosysteme im Abschnitt 4.3.1 entsprechen:
Kamera tx [mm] ty [mm] tz [mm] ! [ ]   [ ]  [ ]
A’, B’ 0 0 0 0 0 0
A”, B” 500 0 0 0 0 0
Die innere Orientierung aller Kameras wird durch die folgenden Parameter beschrieben:
Kamera c [pel] xh [pel] yh [pel]
alle 465 320 240
wobei c die Kamerakonstante und xh und yh den Bildhauptpunkt darstellt. Die optischen
Achsen der beiden simulierten Stereosystem sind damit parallel zueinander und es werden
keinerlei Verzeichnungse↵ekte simuliert. Die Gro¨ße des Bildsensors betra¨gt 640 ⇥ 480 Pixel.
Die Parameter der inneren und relativen Orientierung sind so gewa¨hlt, dass sie in etwa den
Werten der Kameras und dem Aufbau der Stereosysteme entsprechen, die fu¨r die Aufnahme
der realen Bildsequenzen verwendet wurden.
Fu¨r die gegenseitige Orientierung BTA der Stereosysteme A und B werden die folgenden
Werte angenommen:
ID tx [mm] ty [mm] tz [mm] ! [ ]   [ ]  [ ]
BTA 500 0  500 0 180 0
Die aus diesen Annahmen resultierenden Trajektorien fu¨r die unterschiedlichen Versuche,
der Aufbau des Mehrkamerasystems und die u¨ber die Zeit sichtbaren 3D-Punkte sind in der
Abb. 5.2 dargestellt.
5.3.3. Statistische Annahmen
Im Rahmen der Ausgleichung der simulierten Versuche werden die folgenden Annahmen fu¨r
das stochastische Modell getro↵en:
Genauigkeit der Bildmessung: Fu¨r alle Bildkoordinaten u wird angenommen, dass sie die-
selbe Varianz  2u = 0, 25
2 [pel] besitzen und unkorreliert sind. Wie die Auswertungen der
realen Versuche im Abschnitt 5.5 zeigen, ist diese Bildmessgenauigkeit fu¨r das verwendete
Kamerasystem eine realistische Annahme. Als Kovarianz-Matrix der Beobachtungen er-
gibt sich dann: ⌃u =  2uI. Als  0a priori wird in der Ausgleichung der Versuche  0a priori = 1
gesetzt.
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(a) V1 (b) V2
(c) V3 (d) V4
(e) V5 (f) V6
(g) V7
Abb. 5.2.: Trajektorien und u¨ber die Zeit sichtbare 3D-Punkte der Versuche 1–7. Die Positio-
nen der Stereosysteme zu allen Zeitpunkte sind hier als U¨berlagerung in einer Abbildung
dargestellt. Die u¨ber die Zeit sichtbaren 3D-Punkte sind als schwarze Kreise dargestellt. Die
Position der Punkte ist fu¨r alle Versuche identisch. 69
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Genauigkeit des Vorwissen: Fu¨r die oben definierten Parameter der gegenseitigen Orientie-
rung BTA werden die folgenden Genauigkeiten angenommen:
 tx [mm]  ty [mm]  tz [mm]  ! [
 ]    [ ]   [ ]
1 1 1 ⇠ 0, 05 ⇠ 0, 05 ⇠ 0, 05
Die dargestellten Werte sind fiktive Genauigkeiten, die z. B. fu¨r eine Anwendung so
gewa¨hlt werden ko¨nnen, dass sie einer zu erreichenden Genauigkeit fu¨r die Parameter
der gegenseitigen Orientierung entsprechen.
5.3.4. Ergebnisse der Simulationen
5.3.4.1. Ergebnisse der Versuche mit kritischer Bewegung
Die Tabellen 5.3(a) und 5.3(b) dokumentieren die Ergebnisse der Versuche 1 und 2, bei de-
nen die ausgefu¨hrten kritischen Bewegungen (nur Translation bzw. Rotation/Translation aus-
schließlich in einer Ebene) ohne Integration von Vorwissen als zusa¨tzliche Beobachtung in den
Ausgleichungsprozess zu singula¨ren Normalgleichungssystemen fu¨hren.
Tabelle 5.3.: Ergebnisse der Versuche 1–2
(a) Einfluss des Vorwissens auf die
ausgeglichenen Parameter.








chung auf den Fall freier Parameter.
 i V1  i V2
tx [mm] 1 0,72
ty [mm] 1 1
tz [mm] 1 0,84
! [ ] 1 0,014
  [ ] 0,009 0,010
 [ ] 0,040 0,011
Aus der Tabelle 5.3(a) wird deutlich, dass bei den definierten kritischen Bewegungen einige
Parameter ausschließlich u¨ber das eingefu¨hrte Vorwissen bestimmt sind und nicht kontrolliert
werden ko¨nnen. Fu¨r diese Parameter ist ui = 1  ri = qˆiqi = 1 (vgl. (2.15)), d. h. die Varianz qˆ
nach der Ausgleichung hat sich im Verha¨ltnis zur angenommen Varianz des Vorwissens qi nicht
verbessert. Die Parameter, die nicht aus den kritischen Bewegungen bestimmt werden ko¨nnen,
entsprechen den in der Tabelle 5.1 zusammengefassten Erwartungen: Bei einer auschließlich
translatorischen Bewegung lassen sich nur zwei Parameter der Rotation bestimmen; nicht be-
stimmbar sind die Parameter der Translation und die Rotation um die x-Achse, die in den
simulierten Versuchen der Bewegungsrichtung entspricht, in der die Translation stattfindet.
Bei der Bewegung in einer Ebene la¨sst sich nur der Parameter der Translation, der senkrecht
auf der Ebene steht, in der die Bewegung stattfindet, nicht bestimmen.
Wie die Einflussgro¨ßen ui und die Standardabweichungen in Tabelle 5.3 zeigen, ko¨nnen bei
den kritischen Bewegungen die meisten Parameter der Rotation (ui ⌧ 1) zuverla¨ssig bestimmt
werden. Eine Ausnahme stellt die Bestimmbarkeit von  im ersten Versuch dar: Entgegen der
in der Tabelle 5.1 formulierten Annahme, dass in diesem Versuch der Parameter zuverla¨ssig
bestimmbar sein sollte (ui ⌧ 1) ist der Einfluss des Vorwissens mit 33 % deutlich sichtbar
und die ru¨ckgerechnete Standardabweichung ist mit  ˆ
0
 = 0.04
  nur geringfu¨gig kleiner als die
angenommene Genauigkeit des Vorwissens von  (0) = 0, 05
 .
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Fu¨r die bestimmbaren Parameter der Translation im zweiten Versuch ist der Einfluss des
Vorwissens ist mit ca. 30 % bzw. 42 % vergleichsweise hoch. Auch hier zeigt sich fu¨r die
ru¨ckgerechneten Werte der Standardabweichung, dass diese nur unwesentlich besser sind als
die eingefu¨hrte Genauigkeit des a priori-Wissen.
5.3.4.2. Ergebnisse der Versuche mit schrittweise reduzierter Bewegung
Die Tabellen 5.4(a) und 5.4(b) dokumentieren die Ergebnisse der Versuche 3–7 bei denen die
Bewegung schrittweise immer weiter bis zu einer beinahe translatorischen Bewegung reduziert
wird.
Tabelle 5.4.: Ergebnisse der Versuche 3–7.
(a) Einfluss des Vorwissens auf einen ausgeglichenen Parameter.
ui V3 ui V4 ui V5 ui V6 ui V7
tx 0,71 0,82 0,96 1,00 1,00
ty 0,59 0,72 0,94 0,99 1,00
tz 0,79 0,97 1,00 1,00 1,00
! 0,24 0,47 0,78 0,94 1,00
  0,06 0,04 0,02 0,02 0,02
 0,12 0,26 0,30 0,30 0,33
(b) Ru¨ckgerechnete Standardabweichung auf den Fall freier Parameter.
 i V3  i V4  i V5  i V6  i V7
tx [mm] 1,56 2,12 4,60 16,12 51,60
ty [mm] 1,20 1,60 3,84 10,80 36,68
tz [mm] 1,92 6,04 15,96 48,28 165,56
! [ ] 0,032 0,053 0,107 0,233 0,879
  [ ] 0,015 0,012 0,009 0,008 0,009
 [ ] 0,021 0,034 0,038 0,037 0,040
Wie die Tabellen 5.4(a) und 5.4(b) zeigen, ist fu¨r die Parameter der Translation, bei der
angenommenen Genauigkeit der Bildmessung, des Vorwissens und bei den ausgefu¨hrten Be-
wegungen, der Einfluss des Vorwissens ausschlaggebend fu¨r die Ergebnisse der Ausgleichung.
Bereits im dritten Versuch mit der sta¨rksten Bewegung liegt der Einfluss im gu¨nstigsten Fall
bei ca. 60 %. In keinem der Versuche kann die fu¨r das Vorwissen angenommenene Genauig-
keit der Parameter fu¨r die Translation BtA auf Basis der ausgefu¨hrten Bewegungen gesteigert
werden. Alle ru¨ckgerechneten Genauigkeiten sind schlechter als die angenommenen Werte von
 Bt(0)A
= 1mm fu¨r das a priori-Wissen. Vergleicht man in der Tabelle 5.2 die Werte, die fu¨r
die Generierung der Bewegung verwendet werden, fa¨llt auf, dass fu¨r den Versuch 2, bei dem
die ru¨ckgerechnete Standardabweichung fu¨r tx und tz eine Verbesserung gegenu¨ber der ange-
nommenen Genauigkeit des a priori-Wissen darstellt, die maximal ausgefu¨hrte Drehung um
die y-Achse doppelt so groß wie in Versuch 3 ist. Es liegt daher nahe zu vermuten, dass die
Rotation in den Versuchen 3–7 nicht ausreichend ist, um fu¨r die Parameter der Translation
eine Genauigkeit zu erreichen, die besser ist als die a priori angenommene Genauigkeit des
Vorwissens.
Bei den Parametern der Rotation zeigt sich, dass bei einer Reduktion der Bewegung nur fu¨r
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  das Vorwissen eine geringe Auswirkung auf das Ergebnis hat. Hier fa¨llt aber auf, dass entge-
gen den Erwartungen der Einfluss mit der Reduktion der Bewegung geringer wird. Betrachtet
man allerdings die ru¨ckgerechneten Standardabweichungen, kann vermutet werden, dass diese
Beobachtung nicht relevant ist, denn die maximale Di↵erenz zwischen den in Tabelle 5.4(b)
angegeben Genauigkeiten betra¨gt nur 0, 007  und ist damit kleiner als die erreichbare Stan-
dardabweichung. Fu¨r den Parameter !, der bei der Anna¨herung an eine ausschließlich trans-
latorische Bewegung nicht mehr bestimmbar ist (ui = 1), zeigt sich, dass bereits im vierten




  geringfu¨gig gro¨ßer als die angenommene Genauigkeit des Vorwissens
von  !(0) = 0, 05
  ist. Fu¨r den Parameter  zeigt sich dasselbe Verhalten, das auch im ersten
Versuch sichtbar ist: Mit der Reduktion der Bewegung nimmt der Einfluss des Vorwissens auf
den ausgeglichen Parameter immer sta¨rker zu.
Das zu den ru¨ckgerechneten Standardabweichungen in Tab. 5.4(b) nicht 1 eingetragen ist,
obwohl in der Tab. 5.4(a) ein ui = 1.00 angegeben ist, liegt an der fu¨r den Eintrag vorgenom-
men Rundung des Wertes. Das die entsprechenden Parameter aus der gegebenen Bewegung
nicht bestimmt werden ko¨nnen, verdeutlichen die sehr großen Zahlen fu¨r die ru¨ckgerechneten
Standardabweichungen.
Aus den Ergebnissen der Versuche wird deutlich, dass mit der angenommen Bildmessgenau-
igkeit  u = 0, 25 pel und den ausgefu¨hrten Bewegungen die initial angenommene Genauigkeit
des Vorwissen z. T. nur unwesentlich bzw. gar nicht verbessert werden kann.
5.4. Bewertung der Ergebnisse der Simulationen
Bei der Auswertung der Simulationen hat sich gezeigt, dass
a) die umgesetzte Integration von Vorwissen in die Ausgleichung auch bei Bewegungsformen,
die zu Singularita¨ten im Normalgleichungssystem fu¨hren, eine erfolgreiche Auswertung er-
laubt. Diese Vorgehensweise erlaubt es, in Abha¨ngigkeit von den ausgefu¨hrten Bewegungen,
immer so viele der Parameter der gegenseitigen Orientierung wie mo¨glich zu bestimmen.
Die Verwendung von alternativen Modellen mit einer reduzierten Anzahl an Parametern ist
nicht no¨tig.
b) die verwendete Ru¨ckrechnung auf den Fall freier Parameter eine anschließende Beurteilung
der Ergebnisse erlaubt. Daru¨ber hinaus bietet die Ru¨ckrechung Hinweise auf Parameter,
die aus der aktuellen Bewegung nicht bestimmt werden ko¨nnen.
Ein weiterer Vorteil der Ru¨ckrechnung auf den Fall freier Parameter ist, dass der Einfluss der
verwendeten Genauigkeit des Vorwissens auf die Genauigkeit der Parameter der gegenseitigen
Orientierung fu¨r eine Bewertung herausgerechnet werden kann. Dadurch wird die Bewertung
der Ergebnisse unabha¨ngig von der Genauigkeit des Vorwissens und es ko¨nnen fu¨r die Genau-
igkeit des Vorwissens entweder reale Werte oder fiktive Werte wie im Fall der Simulationen
verwendet werden.
Eine weitere Fragestellung, die mit den simulierten Versuchen untersucht werden sollte, war
die Bestimmbarkeit der Parameter bei der Anna¨herung an die Bewegungsformen, die zu Sin-
gularita¨ten fu¨hren: Bewegung in derselben Ebene und reine Translation ohne Rotation. Hier
hat sich gezeigt, dass mit der angenommenen Bildmessgenauigkeit bei den simulierten Bewe-
gungen einige der Parameter entgegen den Erwartungen fast ausschließlich durch das Vorwis-
sen bestimmt sind. Daru¨ber hinaus hat sich gezeigt, dass bei diesen Gro¨ßen die erreichten
Genauigkeiten geringer sind als die angenommenen Werte fu¨r das Vorwissen. O↵ensichtlich
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ko¨nnen mit den simulierten Trajektorien und den verwendeten Annahmen zum Messsystem
(Sensorauflo¨sung, Bildmessgenauigkeit,, etc.) die angesetzen Genauigkeiten fu¨r die Parame-
ter der gegenseitigen Orientierung BTA nicht erreicht werden. Die Simulationen haben somit
einen Eindruck davon vermittelt, welche Genauigkeiten fu¨r die einzelnen Parameter bei den un-
terschiedlichen Bewegungsformen unter optimalen Bedingungen theoretisch erwartet werden
ko¨nnen. Die Ergebnisse haben weiterhin gezeigt, dass fu¨r eine zuverla¨ssige Bestimmung der
Parameter, die bei auftretenden Singularita¨ten aufgrund der ausgefu¨hrten Bewegungen nicht
bzw. nur schlecht bestimmbar sind, die Variation der Bewegung noch sta¨rker sein muss, als fu¨r
die Simulation angenommen.
Warum z.B. die Genauigkeit der Rotation  um die Blickrichtung der Stereosysteme ent-
gegen den Erwartungen recht deutlich durch die Genauigkeit des Vorwissen beeinflusst wird,
bleibt zu kla¨ren. Eine mo¨gliche Erkla¨rung ist die fehlende Tiefen-Variation der verwendeten
3D-Punkte.
5.5. Untersuchungen an realen Bildsequenzen
5.5.1. Vorgehensweise
Die zur Verifikation der Ergebnisse der synthetischen Versuche aufgenommen Bildsequenzen
orientieren sich in der Art der ausgefu¨hrten Bewegungen an diesen. Fu¨r die Aufnahme der
Sequenzen wurde die beiden Seitenwa¨nde eines ca. 4 m langen und etwa 3 m breiten Ganges
mit jeweils etwa 90 signalisierten kreisrunden Marken beklebt. Einen U¨berblick u¨ber die durch-
gefu¨hrten Versuche gibt die Tabelle 5.5. Die ausgefu¨hrten Trajektorien mit den entsprechenden
Parametern der Orientierung sind in den Abbildungen 5.3 - 5.4 dargestellt.
Tabelle 5.5.: U¨berblick u¨ber die durchgefu¨hrten realen Experimente.
Art der Bewegung Erwartung an Bestimmbare Parameter
V1 geradlinige Bewegung ohne Rotation nur   und  bestimmbar
V2 Bewegung in einer Ebene (Rotation nur um
Normale der Ebene, keine Translation parallel
zu dieser Normalen)
ty und ! nicht bestimmbar
V3 freie Bewegung um alle Achsen alle Parameter bestimmbar
Der dritte Versuch, bei dem das Mehrkamerasystem ohne Einschra¨nkungen frei bewegt wird,
erlaubt es, alle Parameter der gegenseitigen Orientierung BTA ohne das Einfu¨hren von Vorwis-
sen zu bestimmen. Fu¨r den Vergleich der unterschiedlichen Bewegungsformen wird daher das
Ergebnis des dritten Versuchs als Referenz verwendet. Die ermittelten Gro¨ßen fu¨r die Parameter
der gegenseitigen Orientierung mit ihren entsprechenden Genauigkeiten werden anschließend
als Vorwissen in der Auswertung der drei Versuche verwendet.
Der Arbeitsablauf fu¨r die Auswertung der Sequenzen besteht aus den folgenden Teilschritten:
Bescha↵ung von Na¨herungswerten: Na¨herungswerte werden beno¨tigt fu¨r die 3D-Punkte und
die Orientierungen der beiden Stereosysteme A und B zu unterschiedlichen Zeitpunkten.
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(a) Darstellung der Orientierungen des bewegten Mehrkamerasystem als U¨berlagerung in einer
Abbildung. Die Position der u¨ber die Zeit sichtbaren 3D-Punkte ist als schwarzer Kreis vi-
sualisiert.
(b) Darstellung der Orientierungsparameter des bewegten Mehrkamerasystems, bezogen auf den
Referenzzeitpunkt t = 0.
Abb. 5.3.: Darstellung des Bewegungsverlaufes fu¨r die gemeinsame Auswertung der Stereosys-
teme A und B fu¨r den ersten Versuch.
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(a) Darstellung der Orientierungen des bewegten Mehrkamerasystem als U¨berlagerung in einer
Abbildung. Die Position der u¨ber die Zeit sichtbaren 3D-Punkte ist als schwarzer Kreis vi-
sualisiert.
(b) Darstellung der Orientierungsparameter des bewegten Mehrkamerasystems, bezogen auf den
Referenzzeitpunkt t = 0.
Abb. 5.4.: Darstellung des Bewegungsverlaufes fu¨r die gemeinsame Auswertung der Stereosys-
teme A und B fu¨r den zweiten Versuch.
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5.5. Untersuchungen an realen Bildsequenzen
(a) Darstellung der Orientierungen des bewegten Mehrkamerasystem als U¨berlagerung in einer
Abbildung. Die Position der u¨ber die Zeit sichtbaren 3D-Punkte ist als schwarzer Kreis vi-
sualisiert.
(b) Darstellung der Orientierungsparameter des bewegten Mehrkamerasystems, bezogen auf den
Referenzzeitpunkt t = 0.
Abb. 5.5.: Darstellung des Bewegungsverlaufes fu¨r die gemeinsame Auswertung der Stereosys-
teme A und B fu¨r den dritten Versuch.
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Die Na¨herungswerte fu¨r BTA werden initial aus den Konstruktionsdaten des Mehrkame-
rasystems abgeleitet. Die Orientierungen und 3D-Punkte beziehen sich auf das Globale
Koordinatensystem, das im Abschnitt 4.3.1 festgelegt wurde.
Getrennte Ausgleichung fu¨r Stereosysteme A und B: Aus den im ersten Schritt bestimm-
ten Na¨herungswerten fu¨r die Orientierungen und 3D-Punkte wird getrennt fu¨r die Ste-
reomesssysteme A und B eine Ausgleichung durchgefu¨hrt, bei der die Na¨herungswerte
fu¨r die Orientierungen und die 3D-Punkte verbessert werden. Dieser Schritt wird durch-
gefu¨hrt, um vorab Fehlzuordnungen zu detektieren und die Konvergenz der gemeinsamen
Ausgleichung zu beschleunigen.
Gemeinsame Ausgleichung zur Bestimmung der Parameter von BTA: Die Ergebnisse der
getrennten Ausgleichung aus dem zweiten Schritt werden zusammengefu¨hrt und in einer
gemeinsamen Ausgleichung werden die Na¨herungswerte fu¨r BTA, sofern aus der gegeben
Bewegung mo¨glich, verbessert.
5.5.2. Aufbau des Mehrkamerasystems
Fu¨r die Versuche mit realen Bildsequenzen wird der in der Abbildung 5.6 skizzierte Versuchsauf-
bau verwendet: Zwei Stereosysteme werden durch zusa¨tzliche Verstrebungen so miteinander
verbunden, dass die gegenseitige Orientierung BTA zwischen den Stereosystemen A und B
u¨ber die Zeit hinweg konstant bleibt.
Abb. 5.6.: Schematische Darstellung des verwendeten Mehrkamerasystems
Fu¨r die Versuche werden Firewire-Industriemesskameras (AVT-Marlin) mit einer Auflo¨sung
von 640⇥480 Pixeln und einer Bildfrequenz von 30 Hz verwendet. Die synchrone Bildaufnahme
wird u¨ber eine zusa¨tzliche Trigger-Hardware sichergestellt, an die alle vier Kameras angeschlos-
sen werden. Die Parameter der relativen Orientierung von A und B sind in der Tabelle 5.6
dargestellt.
Die Parameter der inneren Orientierung fu¨r alle Kameras sind in der Tabelle 5.7 aufgefu¨hrt.
Dabei stellt c die Brennweite und xh sowie yh den Bildhauptpunkt in Pixeln dar. Der Wert
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Tabelle 5.6.: Parameter der relativen Orientierung der Stereosysteme
tx [mm] ty [mm] tz [mm] ! [
 ]   [ ]  [ ]
A0 0,0 0,0 0,0 -0,011 -13,193 -0,308
A00 600,44 0,0, 0,0 0,011 10,806 0,261
B0 0,0 0,0 0,0 -0,033 -11,435 -0,238
B00 589,58 0,0 0,0 0,033 12,723 -0,472
sx,y beschreibt das Verha¨ltnis zwischen der Seitenla¨nge eines Pixels in x- und y-Richtung. Die
Parameter des bekannten Verzeichnungsmodells nach Brown (1971) sind durch Ai, Bi und
Ci gegeben. Der zweite Nulldurchgang der Verzeichnungskurve (vgl. Luhmann, 2000, S. 120)
wird definiert durch r0.
Tabelle 5.7.: Parameter der inneren Orientierung der Kameras
c [pel] xh [pel] yh [pel] sx,y A1 A2 A3 B1 B2 C2 r0 [pel]
A0 470,21 316,18 246,81 1,000 -0,0824 0,0184 -0,0027 -0,0003 0,0002 0,0003 266,66
A00 469,58 318,48 248,44 0,999 -0,0819 0,0182 -0,0028 0,0000 0,0003 -0,0002 266,66
B0 456,54 318,43 228,45 0,999 -0,0947 0,0180 -0,0038 0,0001 0,0002 0,0003 266,66
B00 458,59 328,99 238,14 1,000 -0,0946 0,0196 -0,0053 0,0001 -0,0001 -0,0004 266,66
5.5.3. Generierung der Punktwolke zu einem Zeitpunkt
5.5.3.1. Bildmessung der signalisierten Markierungen
Als Szenario fu¨r die im Abschnitt 5.5 beschriebene Untersuchung einer realen Bildsequenz wird
die Durchfahrt des Mehrkamerasystems durch einen Gang gewa¨hlt. Um eine Vergleichbarkeit
der unterschiedlichen Versuche zu gewa¨hrleisten, werden die Wa¨nde des Ganges mit zufa¨llig
verteilten Signalisierungen (schwarzer Kreis auf weißem Untergrund, s. Abb. 5.7(a)) beklebt,
deren Zentren sich in den Bildern der Sequenzen reproduzierbar messen lassen.
Der erste Schritt in der Bildmessung der signalisierten Markierungen besteht aus der Suche
nach Interest-Regionen (ROI), d. h. nach Bildbereichen in denen potentiell eine kreisfo¨rmige
Marke vorhanden sein ko¨nnte. Da die Form der verwendeten Signalisierungen vorab bekannt ist,
ist es nicht no¨tig, allgemeingu¨ltige Merkmalsdetektoren, wie z. B. die in Mikolajczyk et al.
(2005) untersuchten Detektoren fu¨r 2D-Bilddaten oder den in Unnikrishnan und Hebert
(2008) beschriebenen Detektor fu¨r dichte 3D-Punktwolken, zu verwenden.
Mit dem vorhandenen Wissen u¨ber die Gro¨ße im Objektraum, u¨ber die Form der Signa-
lisierung und der Kenntnis der inneren Orientierung der Kameras wird im Folgenden ein
spezialisierter Detektor fu¨r die verwendete Signalisierung entworfen. Die Verwendung eines
spezialisierten Detektors bietet daru¨ber hinaus den Vorteil, dass sich Fehldetektionen z. B. an
Elementen des Hintergrunds reduzieren lassen.
Die verwendete Na¨herungssuche beruht auf der Annahme, dass sich die gesuchten Signali-
sierungen – kreisfo¨rmige Marken – im Bild durch ihre klar definierte a¨ußere Kante gegenu¨ber
dem Hintergrund abgrenzen. Im Kantenbild stellt sich die Signalisierung dadurch als eine ge-
schlossene und damit zusammenha¨ngende Kontur dar. Zur Berechnung des Kantenbildes wird
der Canny-Edge-Algorithmus (Canny, 1986) verwendet. Dieser Algorithmus bietet gegenu¨ber
einfachen Ansa¨tzen zur Berechnung eines Kantenbildes, wie z. B. der Filterung mit einem
Sobel-Filter, die folgenden Vorteile:
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a) das Kantenbild entha¨lt nur zusammenha¨ngende Kanten, d.h˙. Kantenpixel die mit anderen
Kantenpixeln benachbart sind,
b) zufa¨llige Kantenpixel, die z. B. durch im Bild vorhandenes Rauschen entstanden sind, und


















chung aus den Kanten
der Signalisierung.
Abb. 5.7.: Abbildung der verwendeten Signalisierungen und der Zwischenergebnisse zur sub-
pixel genauen Identifikation des Zentrums der Signalisierungen.
Als Ergebnis liefert der Algorithmus ein Bina¨rbild bei dem ein Pixel g (u) an der Bildpo-
sition u = [ux, uy]T mit dem Wert 1 als Vordergrund- und ein Pixel mit dem Wert 0 als
Hintergrundpixel betrachtet wird.
Zur Identifikation der ROI wird im Anschluss der Connected Components Labeling-Algorith-
mus (CCL, (vgl. Gonzalez und Woods, 1987)) auf das binarisierte Kantenbild angewendet.
Als Ergebnis liefert der CCL minimal-umgebende Rechtecke um Regionen zusammenha¨ngender
Vordergrundpixel.
Das aus dem Canny-Edge-Algorithmus resultierende Gradientenbild, und die identifizierten
ROI des CCL sind in der Abb. 5.7(b) dargestellt. Es wird deutlich, dass der beschriebene
Ansatz robust Na¨herungspositionen fu¨r die folgende Feinmessung bereitstellt.
Feinmessung der Merkmalsposition Die sub-pixel genaue Messung des Marken-Zentrums
erfolgt fu¨r alle im vorherigen Schritt identifizierten ROI durch den in Luhmann (1986) be-
schriebenen Stern-Operator. Im Vorfeld fa¨lschlicherweise identfizierte Na¨herungspunkte, die
keiner elliptischen Form entsprechen, werden im Rahmen dieser Fein-Messung verworfen.
Als Ergebnis der Bildmessung der Signalisierungen liegen fu¨r die beiden Bilder eines Stereo-
paares die Punktmengen P1 und P2 mit
P1 : {uk : 8k = 1, . . . , n, u 2 <2}
P2 : {vl : 8l = 1, . . . , m, v 2 <2}
vor, wobei n undm die Anzahl der gemessenen Bildpunkte in den Kameras eines Stereosystems
darstellt.
5.5.4. Zuordnung korrespondierender Bildmessungen
Das Identifizieren mo¨glicher Korrespondenzen zwischen den Punktmengen {uk} und {vl} er-
folgt gema¨ß dem in Otepka et al. (2002) beschriebenen Vorgehen und setzt voraus, dass die
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relativen und inneren Orientierungen des Stereosystems bekannt sind.
Abb. 5.8.: Epipolar Geometrie (nach: Otepka et al., 2002)
Der implementierte Ansatz macht sich die in der Abb. 5.8 dargestellte Eigenschaft der Epi-
polargeometrie zu Nutze, dass die Bildstrahlen korrespondierender Punkte denselben Winkel ✓
mit einer beliebig zu wa¨hlenden Epipolarebene einschließen.
Der zu einem verzeichnungsfreien Bildpunkt u = [u1, u2]
T geho¨rige Bildstrahl r ergibt sich




35 : r 2 <3,
wobei R die Rotationsmatrix zwischen dem Koordinatensystem des Stereosystems und dem
Kamerakoordinatensystem einer Kamera und c die Kamerakonstante dieser Kamera darstellt.
Der zum Bildstrahl r geho¨rige Epipolarwinkel ✓ ergibt sich dann gema¨ß
✓ = atan2(n1 · r, n2 · r). (5.1)
Dabei stellen n1 und n2 Normalenrichtungen dar, die im Koordinatensystem des Stereosys-
tems definiert sind, und die beide senkrecht auf der Verbindungsachse der Projektionszentren
der Kameras stehen. Der Vektor n2 ist der Normalenvektor der gewa¨hlten Epipolarebene (z. B.
Ebene aufgespannt aus Richtung der optischen Achse einer Kamera und Richtung zum Projek-
tionszentrum der anderen Kamera). Der Vektor n1 liegt in der gewa¨hlten Epipolarebene und
steht senkrecht auf der Verbindungsachse der Projektionszentren und auf n2. Die Funktion
atan2(⇤) beru¨cksichtigt die Vorzeichen ihrer Argumente und liefert einen Winkel ✓ im Interval
[ ⇡, ⇡] zuru¨ck. Die Skalarprodukte n1 · r und n2 · r in der Gl. (5.1) ergeben die Projektion des
Bildstrahls r auf die beiden Normalenvektoren.
Fu¨r alle Punkte ui 8i = 1 . . . n und vj 8j = 1 . . .m werden die Epipolar-Winkel ✓1i und
✓2j gema¨ß der Gl. (5.1) berechnet und aufsteigend sortiert.
Zwei Bildstrahlen werden als korrespondierend angesehen, wenn sie anna¨hernd den gleichen
Epipolarwinkel aufweisen und somit die in der Gl. (5.2) dargestellte Bedingung erfu¨llt ist.
|✓1i   ✓2j |  ✏✓ (5.2)
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Der Schwellwert ✏✓ ist abha¨ngig von der Bildmessgenauigkeit und der Genauigkeit mit der
die innere und die relative Orientierung des Stereosystems bestimmt werden kann. Fu¨r die
Stereozuordnung in dieser Arbeit wird ein Wert ✏✓ ⇡ 0.4  verwendet.
Die Ergebnisse der Bildmessung der Signalisierungen und der Zuordnung korrespondierender
Bildstrahlen u¨ber den Epipolarwinkel ist fu¨r ein Stereobildpaar in der Abb. 5.9 exemplarisch
dargestellt.
Abb. 5.9.: Identifizierte Merkmale (rote und blaue Kreise) in den Einzelbildern und erfolgreich
zugeordnete Merkmale zwischen den Stereo-Bildpaaren (gelb-rot bzw. gelb-blaue Kreise)
Fu¨r alle Paare korrespondierender Punkte, die die Bedingung (5.2) erfu¨llen, wird anschlie-
ßend ein Vorwa¨rtsschnitt berechnet und es ergibt sich die Punktwolke
iX =
 
xik , 8k = 1, . . . , n, x 2 R3
 
mit n Punkten fu¨r einen Zeitpunkt t = i.
5.5.5. Bescha↵ung von Na¨herungswerten
5.5.5.1. Na¨herungswerte fu¨r Orientierungen zwischen zwei Aufnahmezeitpunkten
Als erster Schritt zur Berechnung der Orientierung zwischen unterschiedlichen Aufnahmezeit-
punkten wird fu¨r jeden Punkt einer Punktwolke zum Zeitpunkt t = i: 8i = 1, . . . , n, wobei n
die Anzahl der Aufnahmezeitpunkte ist, eine kompakte charakteristische Beschreibung gema¨ß
dem Ansatz in Abschnitt 3.2.2 berechnet.
Anschließend werden, wie in Abschnitt 3.3 beschrieben, auf Basis der charakteristischen
Beschreibung Korrespondenzen zwischen Punkten zu unterschiedlichen Aufnahmezeitpunkten
bestimmt. Fu¨r die Berechnung der charakteristischen Beschreibung werden fu¨r die Auswertung
der Versuchsdaten die in der folgenden Tabelle dargestellten Parameter angenommen.
Parameter Wert
Maximaler Radius der Nachbarschaft 750 mm
Maximale Anzahl an Nachbarn 12
Minimale Anzahl an Nachbarn 4
Anzahl Quadranten pro Achse
fu¨r die Berechnung des Quadtree-Index
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Wenn mindestens drei Korrespondenzen zwischen zwei Zeitpunkten identifiziert werden, wird
aus diesen Korrespondenzen ein erster Na¨herungswert fu¨r die Orientierung berechnet. Die mi-
nimale Anzahl von drei zugeordneten Punkten ist no¨tig, um die Orientierung zwischen den
jeweiligen Aufnahmezeitpunkten t = i und t = j bestimmen zu ko¨nnen. Mit der bekann-
ten Orientierung werden dann alle Punkte des Zeitpunktes t = i in das Koordinatensystem
des Zeitpunktes t = j transformiert und es wird mit einer Na¨chster-Nachbar-Suche versucht,
weitere Korrespondenzen zwischen den Zeitpunkten zu finden. Abschließend wird mit allen
identifizierten Korrespondenzen erneut eine Orientierung gema¨ß dem inWeng et al. (1992)
beschriebenen Ansatz berechnet. Fu¨r die Auswertung der Versuche wird als Referenzzeitpunkt
ohne Einschra¨nkung der Allgemeingu¨ltigkeit tref = 0 gewa¨hlt.
5.5.5.2. Na¨herungswerte fu¨r die Lage der 3D-Punkte
Fu¨r jeden Aufnahmezeitpunkt werden von den Stereosystemen A und B 3D-Punkte geliefert,
die im lokalen Koordinatensystem des jeweiligen Stereosystems definiert sind. Fu¨r die gemein-
same Ausgleichung ist es no¨tig, diese Punkte der einzelnen Zeitpunkte so zusammenzufu¨hren,
dass Na¨herungswerte fu¨r die Lage der 3D-Punkte in einem globalen Koordinatensystem vor-
liegen. Das globale Koordinatensystem wird, wie im Abschnitt 4.3.1 dargestellt, durch die
Orientierung des Messsystems zum Referenzzeitpunkt definiert.
Fu¨r einen Zeitpunkt t = j, der, evtl. u¨ber weitere Zwischenzeitpunkte, mit dem Referenz-
zeitpunkt verbunden ist, werden:
1. alle Punkte der Punktwolke zum Referenzzeitpunkt mit der Orientierung jTref transfor-
miert: jrefx = jTref refx.
2. Korrespondenzen zwischen den Punkten jx und den transformierten Punkten jrefx u¨ber
eine Na¨chste-Nachbar-Suche hergestellt.
3. um die Mo¨glichkeit fehlerhafter Korrespondenzen zu reduzieren, nur Punkte, die u¨ber
mehr als drei Zeitpunkte zugeordnet wurden, in eine Ergebnisliste u¨bernommen.
4. Punkte, die nicht zugeordnet wurden, in eine Liste mit Neupunkten aufgenommen, die
in den Zuordnungen der folgenden Zeitpunkte kontrolliert werden und ebenfalls in die
Ergebnisliste u¨bernommen werden, wenn sie in mehr als drei Zeitpunkte zugeordnet
werden konnten.
Hierbei ist zu beachten, dass 3D-Punkte die vom Stereosystem B gesehen werden, mit Hilfe
vorhandener Na¨herungswerte fu¨r die gegenseitige Orientierung BTA in das globale Koordina-
tensystem transformiert werden mu¨ssen.
Als Ergebnis liegt eine Liste mit 3D-Punkten x vor, die im globalen Koordinatensystem
definiert und zu mindestens drei Aufnahmezeitpunkten sichtbar sind.
5.5.6. Bewertung der Zuordnung auf Basis der entworfenen kompakten
charakteristischen Beschreibung
Neben der Bewertung der Genauigkeiten fu¨r die gegenseitige Orientierung bei unterschiedlichen
Bewegungsformen bietet sich die Auswertung der aufgenommenen Bildsequenzen auch an,
um die Leistungsfa¨higkeit der in dieser Arbeit beschriebenen Punktzuordnung auf der Basis
kompakter charakteristischer Beschreibungen zu beurteilen.
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5.5.6.1. Vorgehensweise zur Bewertung der Zuordnungsergebnisse
Die Vorgehensweise zur Bewertung der Leistungsfa¨higkeit des in dieser Arbeit vorgestellten
Zuordnungsverfahrens orientiert sich sich an der in Mikolajczyk et al. (2005) vorgestellten
Methodik fu¨r den Vergleich von Ansa¨tzen zur Detektion und Zuordnung von zweidimensiona-
len Bildmerkmalen. Wa¨hrend Mikolajczyk et al. ihre Ergebnisse getrennt fu¨r die Detektion
und die Zuordnung der Bildmerkmale darstellen, wird fu¨r die Bewertung des hier vorgestell-
ten Ansatzes zur Suche nach korrespondierenden 3D-Punkten nur die Qualita¨t der Zuordnung
untersucht. Die eigentliche Detektion der Merkmale hat bereits vorab durch die Stereorekon-
struktion aus den extrahierten Bildmerkmalen stattgefunden und wird nicht bewertet.
Wie im Kapitel 3 diskutiert wird, ist es anzunehmen, dass die Messunsicherheiten bei der
Berechnung der 3D-Punkte und die Anzahl und Verteilung der Punkte in der Nachbarschaft
den gro¨ßten Einfluss auf die Leistungsfa¨higkeit der Punktzuordnung haben.
Fu¨r die Bewertung, welche Auswirkungen die genannten Einflussgro¨ßen auf den Zuordnungs-
prozess haben, wird zuna¨chst fu¨r jede Kombination zweier Zeitpunkte t = i und t = j,
fu¨r die Korrespondenzen identifiziert wurden, ermittelt, wieviele der theoretisch mo¨glichen
Zuordnungen durch den hier vorgeschlagenen Algorithmus gefunden werden. Das Verha¨ltnis
qi,j : qi,j 2 [0 . . . 1] der identifzierten zu allen theoretisch mo¨glichen Korrespondenzen stellt ein
Maß fu¨r die Leistungsfa¨higkeit des beschriebenen Zuordnungsverfahrens auf der Basis kompak-
ter charakteristischer Beschreibungen dar und entspricht der true positive rate (TPR). Zusa¨tz-
lich wird fu¨r diese Kombination zweier Zeitpunkte die U¨bereinstimmung oi,j : oi,j 2 [0 . . . 1]
der sichtbaren 3D-Punkte, die Unterschiede in der Blickrichtung vi,j : vi,j 2 [0  . . . 90 ], be-
zogen auf die Ebenen, in denen die Punkte liegen und die Unterschiede si,j : si,j 2 [0 . . . 1]
im Abstand des Stereomesssystems, bezogen auf den Schwerpunkt der sichtbaren 3D-Punkte,
bestimmt, um nach den genannten Einflussgro¨ßen di↵erenzieren zu ko¨nnen. Die Berechnung
der unterschiedlichen Gro¨ßen zur Bewertung geschieht wie folgt:
Qualita¨t der Zuordnung: Zur Berechnung der Gro¨ße qi,j , als ein Maß fu¨r die Qualita¨t der
Zuordnung wird zuna¨chst die Orientierung jTi zwischen den Zeitpunkten t = i und
t = j berechnet. Dazu werden aus den Ergebnissen der Ausgleichung der einzelnen Ste-
reosysteme die ausgeglichenen Orientierungen iT und jT extrahiert, die die Lage und
Ausrichtung des Stereosystems relativ zum Referenzzeitpunkt angeben. Die Rotation jRi




jR (ti   tj)
(5.3)
Anschließend werden alle ikx : ikx 2 Pi, 8k = 1, . . . , n Punkte des Zeitpunktes t = i
mit der Transformation jTi auf den Zeitpunkt t = j abgebildet, wobei Pi die Menge der
Punkte repra¨sentiert, die zum Zeitpunkt t = i sichtbar sind und n = |Pi| ihre Anzahl
angibt. Die transformierten Punkte sind im Folgenden durch P
0
i gegeben. Die Menge der
Punkte Pi\j = P
0
i \ Pj , die zu beiden Zeitpunkten sichtbar sind und somit theoretisch
zugeordnet werden ko¨nnten, wird durch eine Na¨chste-Nachbar-Suche bestimmt. Die Gu¨te




wobei Pmi,j die Menge der Punkte umfasst, die auf der Basis der charakteristischen
Beschreibung zugeordnet werden.
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5.5. Untersuchungen an realen Bildsequenzen
U¨bereinstimmung der zu zwei Zeitpuntken sichtbaren Punkte: Die U¨bereinstimmung oi,j
der 3D-Punkte ergibt sich durch den bereits in Abschnitt 3.3.2 verwendeten Jaccard-




|Pi|+ |Pj |  |Pi\j | (5.5)
Di↵erenz der Blickrichtungen: Zur Berechnung des Unterschieds vi,j der Blickrichtungen der
Stereosysteme zwischen den Aufnahmenzeitpunkten t = i und t = j, werden aus der
Menge Pi\j der Punkte, die zu beiden Zeitpunkten sichtbar sind, die Paare {ikx, jkx :
8k = 1, . . . , n} ausgewa¨hlt, fu¨r die, wie in Abschnitt 3.2.1 beschrieben, eine Norma-





dann die Winkeldi↵erenz vk gema¨ß der Gleichung (5.6) berechnet,
vk = arccos(
ikn · jkn) (5.6)
wobei ikn · jkn das Skalarprodukt der beiden Vektoren bildet und die Funktion arccos(⇤)
diesen Wert in einen Winkel im Intervall [0 . . .⇡] umrechnet. Aus der Liste aller vk wird
anschließend der Median v¯k bestimmt und als Wert vi,j = v¯k verwendet.
A¨nderung des Abstandes: Fu¨r die Bewertung, welchen Einfluss unterschiedliche Absta¨nde
des Stereosystems zu den 3D-Punkten haben, wird die Maßzahl si,j verwendet. Zur Be-
rechnung werden zuna¨chst fu¨r die Zeitpunkte t = i und t = j die Schwerpunkte ixˆ und










jkx : jkx 2 Pi\j (5.7)
Der Wert si,k ergibt sich dann, wie in der Gleichung (5.8) dargestellt, als relative A¨nde-





wobei die Funktionen min(⇤, ⇤) bzw. max(⇤, ⇤) den Minimal- bzw. Maximalwert ihrer
Argumente zuru¨ckgeben.
5.5.6.2. Ergebnisse der Zuordnung
Als ein erstes Ergebnis zur Bewertung des in dieser Arbeit entworfenen Algorithums zur Zu-
ordnung von 3D-Punkten, sind in der Tabelle 5.8 einige Werte zusammengefasst, die die Leis-
tungsfa¨higkeit des implementierten Ansatzes unterstreichen. In der Tabelle ist dargestellt, wie-
viele Aufnahmen von den Stereosystemen gemacht wurde, zwischen wievielen Zeitpunkten
Punktzuordnungen etabliert werden ko¨nnen, wieviele Zuordnungen theoretisch mo¨glich sind
und wieviele dieser Korrespondenzen mit Hilfe des hier beschriebenen Verfahrens identifiziert
werden. Zusa¨tzlich wird noch dargestellt, wieviele Fehlzuordnungen ingesamt aufgetreten sind.
Die aggegrierte Qualita¨t der Zuordnung ergibt sich hier aus dem Verha¨ltnis der Anzahl der
mo¨glichen Punktzuordnungen und der Anzahl der tatsa¨chlich zugeordneten Punkte.
Die erreichte hohe Qualita¨t der Zuordnung und die insgesamt geringe Anzahl an Fehlzuord-
nungen zeigt, dass der vorgestellte Algorithmus fu¨r die Zuordnung von 3D-Punkten in du¨nn
84
Tabelle 5.8.: Aggregierte Zahlen zur Bewertung der Leistungsfa¨higkeit der Punktzuordnung
zwischen zwei Zeitpunkten.
V1 A V1 B V2 A V2 B V3 A V3 B
Anzahl ausgewerteter Aufnahmen 121 120 200 160 290 290
Anzahl verknu¨pfter Zeitpunkte 3173 3247 5313 4964 19215 23273
Anzahl mo¨glicher Punktzuordnungen 64197 64436 91085 95359 361526 469029
Anzahl erfolgreich zugeordneter Punkte 49580 50841 78121 72811 214285 314917
Anzahl falsch zugeordneter Punkte 0 0 0 674 60 5
Qualita¨t der Zuordnung 77 % 79 % 86 % 76 % 59 % 67 %
besetzten und variablen Punktwolken sehr gut geeignet ist. Auch wenn, wie in Versuch 2 fu¨r
das Stereosystem B, eine gro¨ßere Anzahl an Fehlzuordnungen aufgetreten sind, verhindert die
im Abschnitt 3.5 beschriebene robuste Filterung der Zuordnungsergebnisse, dass grobe Fehler
in der Ausgleichung verwendet werden. Wie die in der folgenden Tabelle dargestellten Werte
fu¨r die maximale Abweichung einer Beobachtung (max.  ) der getrennten Ausgleichung der
bewegten Stereosysteme A und B zeigen, haben u¨ber alle Versuche hinweg keine o↵ensicht-
lichen Fehlzuordnungen stattgefunden. Die Werte in Klammern stellen dabei den Betrag der
maximalen Abweichung (max.  ) zu einer Beobachtung dar.
V1 V2 V3
 0a posteriori (max.  ) [pel]
A 0.28 (0.35) 0.11 (0.16) 0.10 (0.28)
B 0.16 (0.41) 0.15 (0.26) 0.20 (0.33)
Fu¨r die Bewertung welche Auswirkungen die A¨hnlichkeit der Nachbarschaft, die A¨nderung
des Blickwinkels und die A¨nderung des Abstandes auf den Zuordnungsprozess haben, wird fu¨r
alle Zeitpunkte zwischen denen Punkte zugeordnet werden konnten, die Gro¨ße qi,j , die, wie
beschrieben, die Qualita¨t der Zuordnung repra¨sentiert, im Hinblick auf die genannten Ein-
flussgro¨ßen gruppiert. Die Verteilungen, die sich auf Basis dieser Gruppierungen ergeben, sind
in den Abbildungen 5.10-5.12 visualisiert. In den Darstellungen werden die Verteilungen der
qi,j aus Gru¨nden der U¨bersichtlichkeit durch den Median und die 5 % und 95 %-Quantile
repra¨sentiert. Die zusa¨tzlich angegebenen Histogramme stellen den relativen Anteil der jeweili-
gen Gruppe an allen zugeordneten Zeitpunkten dar. Die absolute Anzahl kann der Tabelle 5.8
entnommen werden. Fu¨r statistisch nicht signifikante Gruppen mit einer relativen Ha¨ufigkeit
von kleiner als 5 % werden die Verteilungen nicht angegeben.
Die Abbildung 5.10 zeigt den Einfluss, den die A¨hnlichkeit der Nachbarschaft auf die Qualita¨t
der Zuordnung hat, die Abbildung 5.11 den Einfluss der A¨nderung des Blickwinkels und die
Abbildung 5.12 den Einfluss der A¨nderung des Abstandes.
Aus den Abbildungen 5.10(a)- 5.10(f) wird deutlich, dass fu¨r alle ausgewerteten Bildsequen-
zen, vor allem die A¨hnlichkeit der Punktwolke den sta¨rksten Einfluss auf die Qualita¨t der
Zuordnung hat, da sich zum Einen der Median mit geringer werdender U¨berlappung verklei-
nert und sich zum Anderen die Verteilung verbreitert. Bei einer A¨nderung der Blickrichtung
bzw. des Abstandes bleibt der Median und die Breite der Verteilung na¨herungsweise konstant.
Gro¨ßere Unterschiede in der Nachbarschaft zwischen zwei Zeitpunkten, die z. B. durch Punk-
te, die wegfallen oder neu erscheinen verursacht werden, fu¨hren o↵ensichtlich dazu, dass das
berechnete A¨hnlichkeitsmaß zwischen eigentlich korrespondierenden Punkten die vom Algo-
rithmus verwendete untere Schwelle tl nicht u¨berschreitet. Dieser E↵ekt wird vermutlich noch
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5.5. Untersuchungen an realen Bildsequenzen
(a) V1-Stereosystem A (b) V1-Stereosystem B
(c) V2-Stereosystem A (d) V2-Stereosystem B
(e) V3-Stereosystem A (f) V3-Stereosystem B
Abb. 5.10.: Gruppierung der Qualita¨t qi,j der Zuordnungen zwischen zwei Zeitpunkten t = i
und t = j in Bezug auf die A¨hnlichkeit oi,j der Punktwolken.Die Verteilung der qi,j fu¨r eine
Gruppe ist durch den Median und die 5 % und 95 %-Quantile gegeben. Das Histogramm
zeigt die relative Ha¨ufigkeit der jeweiligen Gruppe in Bezug auf alle miteinander verbundenen
Zeitpunkte.
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(a) V1-Stereosystem A (b) V1-Stereosystem B
(c) V2-Stereosystem A (d) V2-Stereosystem B
(e) V3-Stereosystem A (f) V3-Stereosystem B
Abb. 5.11.: Gruppierung der Qualita¨t qi,j der Zuordnungen zwischen zwei Zeitpunkten t = i
und t = j in Bezug auf die A¨nderung des Blickwinkels vi,j . Die Verteilung der qi,j fu¨r eine
Gruppe ist durch den Median und die 5 % und 95 %-Quantile gegeben. Das Histogramm
zeigt die relative Ha¨ufigkeit der jeweiligen Gruppe in Bezug auf alle miteinander verbundenen
Zeitpunkte.
87
5.5. Untersuchungen an realen Bildsequenzen
(a) V1-Stereosystem A (b) V1-Stereosystem B
(c) V2-Stereosystem A (d) V2-Stereosystem B
(e) V3-Stereosystem A (f) V3-Stereosystem B
Abb. 5.12.: Gruppierung der Qualita¨t qi,j der Zuordnungen zwischen zwei Zeitpunkten t = i
und t = j in Bezug auf die A¨nderung des Abstandes si,j . Die Verteilung der qi,j fu¨r eine
Gruppe ist durch den Median und die 5 % und 95 %-Quantile gegeben. Das Histogramm
zeigt die relative Ha¨ufigkeit der jeweiligen Gruppe in Bezug auf alle miteinander verbundenen
Zeitpunkte.
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dadurch versta¨rkt, dass fu¨r die Auswertung aus einer Nachbarschaft, die durch einen fest vor-
gegebenen Radius definiert ist, immer nur maximal zwo¨lf Nachbarn ausgewa¨hlt werden. Die
beschriebene Problematik verdeutlicht der in der Abbildung 5.13 dargestellte Screenshot einer
Anwendung, die fu¨r die Detailanalyse des Zuordnungs-Algorithmus verwendet wird.
Abb. 5.13.: Screenshot einer Anwendung zur Detailanalyse des Zuordnungsalgorithmus. Darge-
stellt sind die Stereobildpaare des SystemsA zu zwei Aufnahmezeitpunkten aus dem Versuch
3 sowie die 3D-Punkte fu¨r die eine Normalenrichtung bestimmt werden konnte. Zusa¨tzlich
farbig hervorgehoben sind die Punkte, die vom Algorithmus zugeordnet werden. Die farbig
hinterlegten Bildbereiche repra¨sentieren das Sichtfenster des jeweils anderen Zeitpunkt. Wei-
terhin ist die A¨nderung der Orientierung zwischen den beiden Zeitpunkten auf der rechten
Seite der Abbildung visualisiert.
Vergleicht man in der Abbildung 5.13 die Nachbarn, die fu¨r den im unteren Bildpaar hervor-
gehobenen Punkt 15 zu den unterschiedlichen Zeitpunkten sichtbar sind, wird deutlich, dass a)
sich die Zusammensetzung der Nachbarschaften stark unterscheiden und b) fu¨r die Berechnung
der charakteristischen Beschreibung kaum identische Punkte der Nachbarschaft verwendet wer-
den. Somit ist die A¨hnlichkeit zwischen den Beschreibungen der beiden Zeitpunkten so gering
ist, dass eine Zuordung nicht erfolgen kann.
5.5.7. Ergebnisse aus der Auswertung realer Bildsequenzen
5.5.7.1. Statistische Annahmen
Fu¨r den im Abschnitt 2.4 beschriebenen Ansatz zur Behandlung von eventuell auftretenden
Singularita¨ten durch die Integration von a priori-Wissen und die anschließende Bewertung der
Ergebnisse durch die Ru¨ckrechnung auf den Fall freier Parameter ko¨nnen fu¨r das Vorwissen
entweder tatsa¨chlich bestimmte oder fiktive Genauigkeiten verwendet werden.
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5.5. Untersuchungen an realen Bildsequenzen
Da es die ausgefu¨hrten Bewegungen des dritten Versuches erlauben, in einer Ausgleichung
ohne die Verwendung von Vorwissen, alle Parameter der gegenseitigen Orientierung BTA zu
bestimmen, ko¨nnen hier die tatsa¨chlich ermittelte Standardabweichungen als Genauigkeit des
a priori-Wissens eingefu¨hrt werden. Diese Vorgehensweise bietet sich fu¨r die hier durchgefu¨hrte
Auswertung der Bildsequenzen an, da so z. B. fu¨r die anderen Versuche u¨berpru¨ft werden kann,
ob sich die gegenseitige Orientierung vera¨ndert hat.
Die Parameter der gegenseitigen Orientierung und die Standardabweichungen aus der Aus-
gleichung ohne die Verwendung von Vorwissen sind in der folgenden Tabelle dargestellt.
tx[mm] ty[mm] tz[mm] ! [ ]   [ ]  [ ]
BTA 598, 68  1, 58  465, 79  179, 4700 0, 1643  179, 7863
 BTA 0, 30 0, 28 0, 97 0, 0057 0, 0057 0, 0115
Fu¨r alle Bildkoordinaten u wird, wie in den Simulationen, angenommen, dass sie dieselbe
Varianz  2u = 0, 25
2 [pel] besitzen und unkorreliert sind. Als Kovarianz-Matrix der Beobachtun-
gen ergibt sich dann: ⌃u =  2uI. Als  0a priori wird in der Ausgleichung der Versuche  0a priori = 1
verwendet.
Um einen Vergleich der unterschiedlichen Versuche zu ermo¨glichen, werden die Standard-
abweichungen  i =
p





sind mit den  0a posteriori der verschiedenen Experimente nor-
miert. Auf diese Weise werden Unterschiede der Standardabweichungen, die aus unterschiedlich
großen  0a posteriori der Versuche resultieren, eliminiert.
5.5.7.2. Ergebnisse der Versuchsauswertung
Die Ergebnisse der Ru¨ckrechung auf den Fall freier Parameter nach der Ausgleichung mit
eingefu¨hrtem Vorwissen sind in den Tabellen 5.9(a) und 5.9(b) aufgefu¨hrt. Zusa¨tzlich zu den
bereits in der Auswertung der synthetischen Versuche dargestellten Gro¨ßen der Kontrollierbar-
keit der Parameter und den ru¨ckgerechneten Standardabweichungen werden fu¨r die Auswer-
tung der realen Versuche in der Tabelle 5.9(c) auch noch die im Abschnitt 2.4.2.2 beschriebenen
Testgro¨ßen zur U¨berpru¨fung des eingefu¨hrten Vorwissens angegeben.
Fu¨r die Auswertung der drei Versuche wird Vorwissen zu den Parametern der gegenseitigen
Orientierung als zusa¨tzliche Beobachtung in die Ausgleichung eingefu¨hrt und als statistisch
unsicher modelliert. Da das Vorwissen und die Genauigkeit des Vorwissens aus einer Ausglei-
chung des dritten Versuches stammt, bei dem kein Vorwissen verwendet wird, ergibt sich fu¨r
die erneute Auswertung mit Vorwissen eine besondere Situation: Die Nutzung des Vorwissens
in der Ausgleichung fu¨hrt zu einer Art Wiederholungsmessung fu¨r die Parameter der gegen-
seitigen Orientierung BTA. Damit hat sich sozusagen die Anzahl der Beobachtungen fu¨r BTA
verdoppelt und korrespondierend dazu halbiert sich die Standardabweichung. Dieser E↵ekt
wird sichtbar in den in der Tabelle 5.9(a) dargestellten Werten ui fu¨r die Kontrollierbarkeit
eines Parameters mit Vorwissen. Da sich die Kontrollierbarkeit ui =
qˆi
qi
aus dem Verha¨ltnis der
Varianz nach der Ausgleichung qˆi zur Varianz des Vorwissens qi (vgl. Gl. (2.15)) berechnet,
sollte sich fu¨r die Auswertung des dritten Versuches ein ui = 0.5 ergeben. Diese Erwartung
wird durch die in der Tabelle 5.9(a) dargestellten Ergebnisse besta¨tigt. Das die ui fu¨r   und 
etwas geringer sind, hat seine Ursache in Rundungsungenauigkeiten,
Fu¨r die Versuche 1 und 2 wird die ausgefu¨hrte Bewegung des Mehrkamerasystems jeweils
weiter eingeschra¨nkt, so dass angenommen werden kann, dass die Standardabweichungen der
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Tabelle 5.9.: Ergebnisse der Versuche 1–3 fu¨r die Auswertung der realen Experimente.
(a) Kontrollierbarkeit eines Parameters mit
Vorwissens (abgeleitet aus ui = 1  ri).
ui V1 ui V2 ui V3
tx 0,99 0,82 0,49
ty 1,00 1,00 0,47
tz 1,00 0,74 0,50
! 0,99 0,91 0,52
  0,59 0,66 0,31
 0,87 0,64 0,42
(b) Ru¨ckgerechnete Standardabweichungen.
 i V1  i V2  i V3
tx [mm] 2,95 0,64 0,29
ty [mm] 1 1 0,27
tz [mm] 1 1,64 0,97
! [ ] 0,0817 0,0181 0,0059
  [ ] 0,0068 0,0080 0,0038
 [ ] 0,0292 0,0152 0,0098
(c) Testgro¨ßen fu¨r die U¨berpru¨fung des eingefu¨hrten
Vorwissens.
wi V1 wi V2 wi V3
tx -0,62 -3,23 0,00
ty – – 0,00
tz – 1,34 0,00
! -1,46 2,69 0,00
  5,31 20,47 0,00
 -23,70 -15,91 0,00
Parameter der gegenseitigen Orientierung im Vergleich zum dritten Versuch nicht kleiner wer-
den ko¨nnen. Diese Erwartung wird besta¨tigt durch die in den Tabellen 5.9(a) und 5.9(b) ange-
gebenen Ergebnisse. Der Einfluss des Vorwissens ist in beiden Versuchen deutlich sichtbar und
immer gro¨ßer als ca. 60%. Daru¨ber hinaus liegen die ru¨ckgerechneten Standardabweichungen
fu¨r alle Parameter oberhalb der angesetzten Genauigkeit des Vorwissens.
Bei der Betrachtung der in der Tabelle 5.9 dargestellten Ergebnisse fallen drei weitere Dinge
ins Auge:
1. Entgegen den Erwartungen ko¨nnen im ersten Versuch auch die Parameter tx und ! mit
einer fu¨r manche Anwendungsfa¨lle akzeptablen Genauigkeit bestimmt werden, obwohl
diese Gro¨ßen zu mehr als 99% durch das Vorwissen bestimmt sind. Betrachtet man die
Abb. 5.3(b) na¨her, in der die Orientierungsparameter des ersten Versuchs dargestellt
sind, bei dem eine auschließlich translatorische Bewegung stattfinden sollte, fa¨llt auf,
dass am Anfang der Bewegung eine leichte Rotation um die Hochachse verbunden mit
einer kleinen seitlichen Bewegung stattgefunden hat. Um zu untersuchen, ob diese ge-
ringe Variation der Orientierungsparameter am Anfang der Bewegung dazu gefu¨hrt hat,
dass die Parameter tx und ! mit einer eingeschra¨nkten Genauigkeit bestimmt werden
konnten, werden im Kapitel 5.5.7.3 die Ergebnisse einer zusa¨tzlichen Auswertung des
ersten Versuchs dargestellt.
2. Bei den Ergebnissen des ersten und zweiten Versuchs fa¨llt wie in der Simulation auf,
dass, entgegen den Erwartungen, mit geringer werdender Bewegung die Standardabwei-
chung und der Einfluss des a priori-Wissens fu¨r den Rotationsparameter   kleiner wird.
Die Unterschiede sind zwar auch hier nur gering, aber eine mo¨gliche Ursache fu¨r diese
Beobachtung ko¨nnte sein, dass die Kurvenfahrt in Versuch 2 dazu fu¨hrt, dass die U¨ber-
lappungen und damit die Anzahl der Verknu¨pfungspunkte zwischen unterschiedlichen
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5.5. Untersuchungen an realen Bildsequenzen
Zeitpunkten variieren, wa¨hrend sie fu¨r die geradlinige Durchfahrt in Versuch 1 eher kon-
stant bleiben. Bei den in der Tabelle 5.10 dargestellten Ergebnissen der wiederholten
Auswertung des ersten Versuches zeigt sich die erwartete Gro¨ßenverteilung: Die ru¨ckge-
rechnete Standardabweichung des ersten Versuch ist fu¨r   gro¨ßer als im zweiten Versuch.
3. Die in der Tabelle 5.9(c) angegebenen Werte fu¨r die Testgro¨ßen zur U¨berpru¨fung des
eingefu¨hrten Vorwissens lassen vermuten, dass sich die gegenseitige Orientierung der
Stereosysteme A und B wa¨hrend der Versuchsdurchfu¨hrung vera¨ndert hat. Selbst bei
einem Signifikanzniveau von ↵ = 0.99 und damit einer Grenze k = 2.33 wird deutlich,
dass das eingefu¨hrte Vorwissen fu¨r die Rotationsparameter in den Versuchen 1 und 2
und fu¨r die Parameter tx im zweiten Versuch nicht mit den tatsa¨chlichen Gro¨ßen der
Parameter u¨bereinstimmt. Eine Ursache fu¨r die A¨nderung der gegenseitigen Orientierung
ko¨nnte sein, dass die Verbindung zwischen den Stereosystemen nicht hinreichend stabil
ist, so dass sich der Aufbau, z. B. durch mechanische Einwirkungen beim Tragen, verformt
hat. Die Frage, ob sich die gegenseitige Orientierung der Stereosysteme zwischen den
einzelnen Systemen tatsa¨chlich vera¨ndert hat, wird im Kapitel 5.5.7.4 untersucht.
5.5.7.3. Detailanalyse des ersten Versuches
Aus der Abb. 5.3(b) wird deutlich, dass etwa ab der zweiten Ha¨lfte der Bewegung diese den
Annahmen einer rein translatorischen Bewegung entspricht. Daher werden fu¨r eine erneute
Auswertung des ersten Versuches nur die Bilder und Parameter der zweiten Bewegungsha¨lfte
verwendet.
Die Ergebnisse der Auswertung sind in der folgenden Tabelle 5.10 dargestellt und entsprechen
den eingangs formulierten Erwartungen an die Bestimmbarkeit der Parameter.
Tabelle 5.10.: Ergebnisse der erneuten Auswertung des ersten Versuchs mit einer Untermenge
der Bildsequenz.
tx ty tz !   
ui 1, 00 1, 00 1, 00 1, 00 0, 83 0, 93
 i [mm/’] 1 1 1 1 0, 0124 0, 0414
wi – – – – 6,73 -27.47
Die Auswertung der verku¨rzten Bildsequenz hat damit belegt, dass die geringe Bewegung am
Beginn der originalen Sequenz dazu gefu¨hrt hat, dass trotz des hohen Einflusses des Vorwissens
mehr Parameter als erwartet, mit einer fu¨r einige Einsatzbereiche ausreichenden Genauigkeit,
bestimmt werden konnten.
Allerdings deuten auch bei dieser Auswertung die Ergebnisse fu¨r die Testgro¨ßen wi zur
Kontrolle des eingefu¨hrten Vorwissens darauf hin, dass sich die Parameter der gegenseitigen
Orientierung BTA zwischen den Versuchen vera¨ndert haben ko¨nnten.
5.5.7.4. Variation des Vorwissens und erneute Auswertung der Versuche 2 und 3
Zur Beantwortung der Frage, ob sich die gegenseitige Orientierung BTA von Versuch zu Versuch
gea¨ndert hat, wird als erstes eine erneute Auswertung des zweiten Versuches durchgefu¨hrt.
Wie aus den in der Tabelle 5.9(a) dargestellten Ergebnissen deutlich wird, la¨sst sich fu¨r den
zweiten Versuch nur der Parameter ty aus den gegebenen Bewegungen nicht bestimmen, so dass
nur fu¨r diesen a priori-Wissen eingefu¨hrt werden muss. Die u¨brigen Parameter werden als freie
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Parameter in der Ausgleichung mitgescha¨tzt und fu¨r die erneute Auswertung als Vorwissen
verwendet.
Die folgende Tabelle 5.11 stellt zum Einen die Ergebnisse der erneuten Ausgleichung fu¨r BTA
dar, die als Vorwissen in der erneuten Auswertung verwendet werden, sowie zum Anderen die
Genauigkeit, mit der sie eingefu¨hrt werden. Weiterhin ist in der dritten Zeile die Di↵erenz zum
angenommenen Vorwissen aus der dritten Auswertung angegeben.
Tabelle 5.11.: Verwendete Parameter fu¨r die erneute Auswertung derVersuche 1 und 2.
tx [mm] ty [mm] tz [mm] ! [ ]   [ ]  [ ]
BTA 600.98  1.58  467.53  3.1320 0.0015  3.1390
 i 2.0 2.0 5.0 ⇠ 1 ⇠ 1 ⇠ 1
 BTA V3 2.30 0.0  1.73  0.013  0.076  0.101
Betrachtet man die dargestellten Di↵erenzen zum Vorwissen im Zusammenhang mit den in
Tabelle 5.9(b) aufgefu¨hrten ru¨ckgerechneten Standardabweichungen fu¨r den zweiten Versuch
besta¨tigt sich die Indikation der in Tabelle 5.9(c) dargestellten Testgro¨ßen: Das aus dem dritten
Versuch stammende Vorwissen fu¨r die Parameter von BTA liegt fu¨r die Rotationsparameter
nicht mehr im Konfidenzbereich der Parameter von BTA fu¨r den zweiten Versuch.
Fu¨r die erneute Auswertung der Versuche 1 und 2 werden diesmal fiktive Werte in Form
der in der Tabelle 5.11 dargestellten  i als Genauigkeit des Vorwissens verwendet, da bei der
initialen Ermittlung des Vorwissens nicht alle Parameter bestimmbar sind und somit auch nicht
fu¨r alle Parameter real gemessenene Genauigkeiten angegeben werden ko¨nnen. Die Ergebnisse
der Auswertung mit dem neu bestimmtem Vorwissen sind in der Tabelle 5.12 dargestellt.
Tabelle 5.12.: Ergebnisse der Versuche 1, 1 (verku¨rzt) und 2 fu¨r die erneute Auswertung der
realen Experimente.
(a) Kontrollierbarkeit eines Parameters mit Vor-
wissens (abgeleitet aus ui = 1  ri).
ui V1 ui V1 (kurz) ui V2
tx 0,70 1,00 0,11
ty 1,00 1,00 1,00
tz 0,92 1,00 0,10
! ⇠ 0 0,014 ⇠ 0
  ⇠ 0 ⇠ 0 ⇠ 0
 [1] ⇠ 0 ⇠ 0 ⇠ 0
(b) Ru¨ckgerechnete Standardabweichungen.
 i V1  i V1 (kurz)  i V2
tx [mm] 3,02 1 0,69
ty [mm] 1 1 1
tz [mm] 17,12 1 1,66
! [ ] 0,0825 0,4538 0,0186
  [ ] 0,0073 0,0130 0,0087
 [ ] 0,0305 0,0437 0,0159
(c) Testgro¨ßen fu¨r die U¨berpru¨fung des eingefu¨hr-
ten Vorwissens.
wi V1 wi V1 (kurz) wi V2
tx 0.09 – 0.00
ty – – –
tz -1.03 – 0.00
! 0.44 0.23 0.00
  -7.34 -3.95 0.00
] 0.94 1.57 0.00
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5.6. Bewertung der Ergebnisse der Auswertung der realen Bildsequenzen und Vergleich mit
den Simulationen
Bei der Analyse der Ergebnisse fallen drei Aspekte auf:
1. Bei den Parametern von BTA, die aus der gegebenen Bewegung bestimmt werden ko¨nnen
(ui < 1, 0)), stimmen die ru¨ckgerechneten Standardabweichungen mit den in Tabel-
le 5.9(b) dargestellten Ergebnisse aus der ersten Auswertung u¨berein.
2. Wie in Tabelle 5.11 dargestellt, werden fu¨r die erneute Auswertung im Vergleich zur
ersten Auswertung deutlich gro¨ßere Standardabweichungen fu¨r die Genauigkeit des Vor-
wissens angenommen. Da die Kontrollierbarkeit des Vorwissens ui als ein Maß interpre-
tiert werden kann, das zeigt, wie sich die Genauigkeit eines Parameters im Vergleich zur
Genauigkeit des Vorwissens verbessert hat, ergeben sich bei einer Vergro¨ßerung der Stan-
dardabweichung des Vorwissen fu¨r die Versuche 1 und 2 unmittelbar kleinere und damit
scheinbar bessere Werte fu¨r die Kontrollierbarkeit ui des Vorwissens. Dieser Zusammen-
hang wird deutlich, wenn man die Tabellen 5.9(a) und 5.12(a) miteinander vergleicht:
Werden fu¨r die Genauigkeit des Vorwissen tatsa¨chlich ermittelte Standardabweichungen
verwendet, ist z. B. der Rotationswinkel ! im ersten Versuch zu 99 % durch das Vor-
wissen bestimmt. Demgegenu¨ber ist, wie die Tabelle 5.12(a) zeigt, dieser Parameter bei
der Verwendung der angesetzten fiktiven Werten fu¨r die Genauigkeit des Vorwissens nur
zu einem Prozent durch das Vorwissen beeinflusst. Das er dennoch aus der gegebenen
Bewegung nicht gut bestimmbar ist, zeigt die ru¨ckgerechnete Genauigkeit fu¨r die Stan-
dardabweichung, die deutlich schlechter ist als z. B. die Ergebnisse aus Versuch 2.
Daraus folgt, dass fu¨r eine Bewertung, ob ein Parameter aus der gegebenen Bewegung
u¨berhaupt bzw. mit einer eingeschra¨nkten Genauigkeit bestimmt werden kann, sowohl
die Kontrollierbarkeit eines Parameters ui als auch die korrespondierende ru¨ckgerechne-
te Standardabweichung betrachtet werden muss. Ist sowohl eine Kontrollierbarkeit nicht
mo¨glich (ui ⇡ 1), als auch die ru¨ckgerechnete Standardabweichung deutlich schlechter
als die angenommene Genauigkeit des Vorwissens, ist anzunehmen, dass der entspre-
chende Parameter aus der gegebenen Bewegung nicht bestimmbar ist. Fu¨r den Fall, dass
die Genauigkeiten der Ru¨ckrechung und des a priori-Wissens eine a¨hnliche Gro¨ßenord-
nung aufweisen, aber die Kontrollierbarkeit schlecht ist, kann vermutlich die angesetzte
Standardabweichung mit den gegebenen Systemparametern (z. B. Pixelgro¨ße, Bildmess-
genauigkeit, etc.) bzw. aus der ausgefu¨hrten Bewegung nicht erreicht werden.
3. Die Testgro¨ßen in Tabelle 5.12(c) fu¨r den Parameter   in den beiden Auswertungen des
ersten Versuches deuten erneut darauf hin, dass zwischen dem ersten und zweiten Versuch
ebenfalls Vera¨nderungen der gegenseitigen Orientierung stattgefunden haben.
5.6. Bewertung der Ergebnisse der Auswertung der realen
Bildsequenzen und Vergleich mit den Simulationen
Wie bei der Auswertung der simulierten Versuche hat sich auch bei den real aufgenommenen
Bildsequenzen gezeigt, dass die Integration von Vorwissen in die Ausgleichung eine erfolgreiche
Auswertung auch bei eingeschra¨nkten Bewegungen erlaubt. Die Ru¨ckrechnung auf den Fall
freier Parameter ermo¨glicht eine anschließende Beurteilung der Ergebnisse und gibt Hinweise
auf Parameter, die aus der aktuellen Bewegung nicht bestimmt werden ko¨nnen oder fu¨r die
das eingefu¨hrte Vorwissen fehlerbehaftet ist.
Vergleicht man die Ergebnisse aus den Simulationen mit den Ergebnissen der Auswertung
der aufgenommenen Sequenzen fallen zwei Dinge auf:
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1. Die Vorhersagen aus der Simulation fu¨r die erreichbaren Genauigkeiten der Rotations-
parameter stimmen fu¨r die Versuche 1 und 2 recht gut mit den ru¨ckgerechneten Ge-
nauigkeiten u¨berein, die sich aus der Auswertung der aufgenommen Sequenzen ergeben.
Bei den Parametern der Translation werden die vorhergesagten Genauigkeiten nur zum
Teil erreicht. Wa¨hrend die Genauigkeit fu¨r die Translation in Richtung der x-Achse in
etwa u¨bereinstimmt, weichen die aus der Auswertung der aufgenommenen Sequenzen
ru¨ckgerechneten Genauigkeiten in Richtung der z-Achse, d. h. in Richtung der optischen
Achsen der Stereosysteme, deutlich von den Vorhersagen ab. Da in der Simulation a¨hn-
liche Einschra¨nkungen fu¨r die Freiheitsgerade der Bewegung angenommen werden, ist
zu vermuten, dass die Ursache fu¨r die beobachtete Abweichung nicht auf die ausgefu¨hr-
ten Bewegungen zuru¨ckgefu¨hrt werden kann. Unterschiede zwischen der Simulation und
den Versuchen gibt es allerdings bei der ra¨umlichen Verteilung der Punkte. Wa¨hrend
fu¨r die Simulationen ein regelma¨ßiges Punktraster verwendet wird, in dem die Punkte in
x-Richtung 500 mm und in z-Richtung 250 voneinander entfernt sind, zeigt die Abbil-
dung 5.4(a), dass die Punkte fu¨r die realen Versuche nicht regelma¨ßig verteilt sind. Diese
Unterschiede in der Punktverteilung ko¨nnten eine Ursache fu¨r die beobachtete Di↵erenz
zwischen Simulation und realen Versuchen sein.
2. Die ru¨ckgerechneten Genauigkeiten fu¨r die reale Sequenz mit freier Bewegung sind bes-
ser als die in der Simulation vorhergesagten. Vergleicht man die in der Tabelle 5.2 an-
gegebenen Parametern fu¨r die Generierung der Simulationsdaten mit den in der Ab-
bildung 5.5(b) dargestellten Orientierungsparametern fu¨r den Versuch 3, wird deutlich,
dass die Maximal-Werte fu¨r die Rotation und Translation in dem realen Versuch gro¨ßer
sind als fu¨r die Simulation. Diese Beobachtung und die geringere ru¨ckgerechnete Stan-
dardabweichung stu¨tzt somit die in Abschnitt 5.4 aufgestellte Vermutung, dass in der
Simulation die ausgefu¨hrte Bewegung nicht ausreichend war, um die angesetzten Genau-
igkeiten tatsa¨chlich zu erreichen. Die Simulation liefert dennoch ein wertvolles Hilfsmittel
fu¨r die Vorab-Beurteilung der erreichbaren Genauigkeiten der gegenseitigen Orientierung
bei eingeschra¨nkten Bewegungsformen.
Weiterhin war ein u¨berraschendes Ergebnis, dass im ersten Versuch, trotz einer nahezu aus-
schließlich translatorischen Bewegung, eine kleine Bewegung mit geringer Rotation am Anfang
der Trajektorie ausreichend war, um einige der Parameter, die theoretisch nur u¨ber das Vorwis-
sen bestimmbar sein sollten, noch mit einer eingeschra¨nkten Genauigkeit zu bestimmen. Diese
Erkenntnis kann z. B. interessant sein fu¨r Anwendungsgebiete, in denen eine eingeschra¨nkte Ge-
nauigkeit einiger Parameter noch akzeptabel ist. Fu¨r solche Anwendungen ist es dann mo¨glich
am Anfang und am Ende der Trajektorie eine kleine Bewegung mit Rotation auszufu¨hren, in-
dem z.B. die Roboterplattform u¨ber eine kleine Schwelle fa¨hrt. Damit ko¨nnte erreicht werden,
dass a) die meisten der Parameter mit einer zum Teil eingeschra¨nkten Genauigkeit bestimmt
werden ko¨nnen und b) das eingefu¨hrte Vorwissen fu¨r die meisten Parameter kontrolliert werden
kann und zumindest gro¨ßere Vera¨nderungen detektiert werden ko¨nnen.
Daru¨ber hinaus hat sich gezeigt, dass der physikalische Aufbau des Messsystems o↵ensichtlich
nicht stabil genug war, da u¨ber die Testgro¨ßen zur U¨berpru¨fung des Vorwissens erfolgreich eine
Vera¨nderung der gegenseitigen Orientierung zwischen allen drei Versuchen festgestellt werden
konnte.
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6. Schlussfolgerungen und Ausblick
6.1. Schlussfolgerungen
Im Rahmen dieser Arbeit werden simulierte und experimentelle Untersuchungen zur erreichba-
ren Genauigkeit der Parameter der gegenseitigen Orientierung zwischen zwei Stereomesssyste-
men dargestellt. Fu¨r die gewa¨hlte Aufgabenstellung sind zwei Stereosysteme A und B derart
auf einer gemeinsamen Plattform befestigt, dass a) ihre gegenseitige Orientierung BTA u¨ber die
Zeit hinweg konstant bleibt und b) sich die Sichtfelder der beiden Systeme nicht u¨berlappen.
Eine Mo¨glichkeit die gegenseitige Orientierung bei einem derartigen Aufbau des Systems zu
bestimmen bieten Ansa¨tze, die ihren Ursprung in der robot hand-eye calibration haben. Voraus-
setzung dafu¨r ist eine Bewegung des gesamten Messaufbaus durch den Raum. Damit tatsa¨chlich
alle Parameter von BTA bestimmt werden ko¨nnen, mu¨ssen die ausgefu¨hrten Bewegungen einige
Bedingungen erfu¨llen. Bei einigen, fu¨r die Aufgabenstellung, kritischen Bewegungen lassen sich
nicht alle Parameter der gegenseitigen Orientierung bestimmen. Zu den kritischen Bewegungen
geho¨ren Bewegungen bei denen sich die Messsysteme nur in einer Ebene bewegen ko¨nnen oder
bei denen die Bewegung ausschließlich translatorisch ist.
Im Gegensatz zu anderen Arbeiten werden insbesondere diese kritischen Bewegungsformen
und ihr Einfluss auf a) die Bestimmbarkeit und b) die erreichbare Genauigkeit der Parame-
ter von BTA untersucht. Bisher wurde in den meisten Arbeiten nur aufgezeigt, dass kritische
Bewegungen zu Singularita¨ten fu¨hren, und diese Bewegungsformen mo¨glichst vermieden wer-
den sollten. Neu fu¨r die untersuchte Aufgabenstellung ist die in dieser Arbeit beschriebene
Vorgehensweise der Verwendung von Vorwissen, die es trotz kritischer Bewegungen erlaubt,
soviele der Parameter von BTA wie mo¨glich zu bestimmen und im Anschluss eine statistische
Bewertung der Ergebnisse ermo¨glicht.
Fu¨r die Untersuchungen werden Verfahren aus der Theorie der Parameterscha¨tzung in li-
nearen Modellen verwendet. Bekannte Ansa¨tze aus dem Bereich der Photogrammetrie werden
auf die gewa¨hlte Aufgabenstellung angewendet. Am Beispiel der Auswertung von Bildsequen-
zen wird gezeigt, dass sich so eine e ziente und schematische Analyse der Genauigkeiten und
Zuverla¨ssigkeiten der gewa¨hlten Problemstellung realisieren la¨sst.
Zur Vermeidung von Singularita¨ten bei der Auswertung von Bildsequenzen, die aus kri-
tischen Bewegungen entstanden sind, wird Vorwissen zu den Parametern von BTA in den
Ausgleichungsprozess eingefu¨hrt. Das Vorwissen wird dabei als statistisch unsicher modelliert
und als zusa¨tzliche Beobachtung in die Ausgleichung integriert. Auf diese Weise wird sicher-
gestellt, dass fu¨r die Parameter, die sich aus der gegebenen Bewegung bestimmen lassen, ein
optimales Ergebnis gefunden wird. Die Redundanzanteile fu¨r das als Beobachtung eingefu¨hrte
Vorwissen lassen anschließend eine na¨herungsweise Ru¨ckrechnung auf den Fall freier Para-
meter zu. Dadurch la¨sst sich abscha¨tzen, welche Genauigkeiten fu¨r bestimmbare Parameter
ohne das Einfu¨hren von Vorwissen erreicht worden wa¨ren. Zusa¨tzlich kann die Korrektheit des
eingefu¨hrten Vorwissens durch statistische Tests kontrolliert werden.
Fu¨r eine Abscha¨tzung welche Teile der Parameter von BTA bestimmbar sind und welche
Genauigkeiten unter optimalen Bedingungen theoretisch zu erwarten sind, wird eine Simu-
lation mit synthetisch generierten Testdaten durchgefu¨hrt. Ziel der Simulationen ist es, den
Einfluss unterschiedlicher Bewegungsformen auf die Bestimmbarkeit und Genauigkeit der Pa-
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rameter der gegenseitigen Orientierung detailliert zu bewerten. Ein besonderer Schwerpunkt
der Simulationen sind die kritischen Bewegungsformen bzw. Anna¨herungen and die kritischen
Bewegungsformen. Anschließend werden die theoretischen Ergebnisse der Simulationen mit den
Ergebnissen aus der Auswertung der realer Bildsequenzen verglichen.
Fu¨r die Auswertung der aufgenommenen Bildsequenzen wird ein dreistufiger Ansatz imple-
mentiert. In den ersten beiden Schritten werden, jeweils getrennt fu¨r die Stereosysteme A und
B, Na¨herungswerte fu¨r die Bewegung der Systeme und das globale Punktfeld ermittelt und an-
schließend in einem Ausgleichungsprozess verbessert. Abschließend werden die Ausgleichungs-
ergebnisse fu¨r die Bildsequenzen von A und B zusammengefasst und in einer gemeinsamen
Ausgleichung zusa¨tzlich die als Vorwissen in der Form zusa¨tzlicher Beobachtungen eingefu¨hr-
ten Parameter fu¨r die gegenseitige Orientierung BTA verbessert.
Fu¨r das Bestimmen der Na¨herungswerte der Bewegung der einzelnen Stereosysteme wird ein
neuartiger Ansatz zur Suche nach Punktkorrespondenzen in 3D-Punktwolken vorgestellt. Dazu
werden die bekannten Grundprinzipien der Zuordnung von Bild- oder Oberfla¨chen-Merkmalen
auf Basis charakteristischer Beschreibungen erfolgreich u¨bertragen auf die Problemstellung der
Korrespondenzsuche zwischen du¨nn besetzten und variablen 3D-Punktwolken.
Wie die Auswertung der aufgenommen Bildsequenzen und die detaillierte Analyse der Zuord-
nungsergebnisse zeigt, erlaubt das beschriebene Verfahren eine e ziente und zuverla¨ssige Suche
nach Punktkorrespondenzen und eine robuste Bestimmung der Na¨herungswerte fu¨r die Orien-
tierung zwischen unterschiedlichen Zeitpunkten. Der nach der Ausgleichung erreichte mittlere
Messfehler in der Bildebene von wenigen zehntel Pixeln belegt, dass es bei der Auswertung der
sechs Sequenzen mit jeweils ca. 150–200 Bildern keine o↵ensichtlichen Fehlzuordnungen gab.
Fu¨r die gemeinsame Auswertung der Bildsequenzen zeigt sich, dass die Integration von Vor-
wissen eine stabile Scha¨tzung sichert und fu¨r die Parameter, die aus der gegebenen Bewegung
bestimmbar sind, optimale Ergebnisse liefert, die zum gro¨ßten Teil den theoretischen Vorher-
sagen aus der Simulation sehr nahe kommen. Als einziger Parameter der gegenseitigen Ori-
entierung BTA weicht im zweiten Versuch die erreichbare Genauigkeit fu¨r die Translation in
Richtung der z-Achse von den theoretischen Vorhersagen ab. Da in der Simulation a¨hnliche
Einschra¨nkungen fu¨r die Freiheitsgerade der Bewegung angenommen werden, ist zu vermu-
ten, dass die Ursache fu¨r die beobachtete Abweichung nicht auf die ausgefu¨hrten Bewegungen
zuru¨ckgefu¨hrt werden kann. Unterschiede zwischen der Simulation und den Versuchen gab es
allerdings bei der ra¨umlichen Verteilung der Punkte. Wa¨hrend fu¨r die Simulationen ein re-
gelma¨ßiges Punktraster verwendet wird, in dem die Punkte in x-Richtung 500 mm und in
z-Richtung 250 voneinander entfernt sind, zeigt die Abbildung 5.4(a), dass die Punkte fu¨r
die realen Versuche nicht regelma¨ßig verteilt sind. Diese Unterschiede in der Punktverteilung
ko¨nnten eine Ursache fu¨r die beobachteten Unterschiede sein.
Die verwendeten statistischen Tests zur Kontrolle des eingefu¨hrten Vorwissens haben sich als
sehr wirkungsvoll erwiesen: Vera¨nderungen der gegenseitigen Orientierung zwischen den Ver-
suchen aufgrund des nicht ausreichend stabilen Systemaufbaus wurden zuverla¨ssig aufgedeckt.
Ein positives Ergebnis der Auswertung der realen Bildsequenzen ist, dass fu¨r manche An-
wendungsszenarien, in denen die mo¨glichen Bewegungen des Messsystems stark eingeschra¨nkt
sind, eine geringe Bewegung z. B. am Beginn und am Ende der Sequenz o↵enbar ausreicht, um
alle Parameter von BTA zumindest mit einer eingeschra¨nkten Genauigkeit zu bestimmen bzw.
das eingefu¨hrte Vorwissen kontrollieren zu ko¨nnen.
Zusammenfassend hat sich gezeigt, dass der hier angewandte Ansatz der Integration von
Vorwissen in den Ausgleichungsprozess mit einer anschließenden Ru¨ckrechnung auf den Fall
freier Parameter sehr gut geeignet ist, um a) eine stabile Scha¨tzung auch bei Singularita¨ten im




Aus den Ergebnissen, den gesammelten Erfahrungen und den beschriebenen Beschra¨nkungen
der Ansa¨tze ergeben sich Anregungen fu¨r weitere Arbeiten.
6.2.1. Erweiterungen des Zuordnungsverfahrens fu¨r du¨nn besetzte
3D-Punktwolken
Fu¨r den beschriebenen Ansatz zur Korrespondenzsuche zwischen du¨nn besetzten und varia-
blen Punktwolken wird vorausgesetzt, dass die Punktwolken zu unterschiedlichen Zeitpunkten
denselben Maßstab besitzen, da fu¨r die Berechnung der charakteristischen Beschreibung ab-
solute Strecken verwendet werden. Fu¨r eine allgemeingu¨ltige Variante der charakteristischen
Beschreibung ist es denkbar, anstatt absoluter Strecken Streckenverha¨ltnisse zu verwenden,
um so eine Maßstabsunabha¨ngigkeit zu erreichen.
Eine maßstabsunabha¨ngige Variante der kompakten charakteristischen Beschreibung fu¨r 3D-
Punkte kann als Erweiterung fu¨r existierende bildbasierte Ansa¨tze wie z. B. SIFT (vgl. Lowe,
2004) zur Identifikation von Korrespondenzen zwischen unterschiedlichen Zeitpunkten genutzt
werden. Die bildbasierten Ansa¨tzen zur Zuordnung ermo¨glichen es, aus den identifizierten
Korrespondenzen 3D-Koordinaten abzuleiten, fu¨r die aber ohne zusa¨tzliche Beobachtungen
der Maßstab nicht bestimmt werden kann.
Eine maßstabsunabha¨ngige charakteristische Beschreibung fu¨r 3D-Punkte, die aus der bild-
basierten Zuordnung berechnet wurden, kann dann unterschiedlich verwendet werden:
Zur Kontrolle bildbasierter Zuordnungen: Eine Kontrolle der bildbasierten Zuordnung fu¨r
weitere Zeitpunkte erfolgt zum Einen u¨ber die A¨hnlichkeit der Bildmerkmale (z. B. Kor-
relation der SIFT-Signaturen) und zum Anderen auf Basis der maßstabsunabha¨ngigen
charakteristischen Beschreibung fu¨r 3D-Punkte. Durch die doppelte Kontrolle der Zu-
ordnung ergibt sich u. a. eine erho¨hte Robustheit gegenu¨ber Fehlzuordnungen.
Zur Verknu¨pfung zwischen Zeitpunkten mit gro¨ßerer A¨nderung der Kameraperspektive:
Fu¨r bildbasierte Ansa¨tze gilt im Allgemeinen: Je sta¨rker sich die Perspektive a¨ndert, de-
sto weniger Korrespondenzen ko¨nnen sicher identifiziert werden. An dieser Stelle bietet
sich die charakteristische Beschreibung auf Basis von 3D-Punkten an, u¨ber die zusa¨tzliche
Korrespondenzen identifiziert werden ko¨nnen.
Es wird deutlich, dass der Vorteil der dargestellten Erweiterungen in der Verknu¨pfung der
zweidimensionalen Bildmerkmale mit den ebenfalls vorhandenen 3D-Informationen liegt. Eine
solche Kombination von 2D- und 3D-Informationen zur Verbesserung der bildbasierten Iden-
tifikation von Korrespondenzen wird z. B. in Wu et al. (2008) beschrieben.
Weiterhin hat sich in der Analyse der Ergebnisse des Zuordnungsverfahrens gezeigt, dass
die Leistungsfa¨higkeit der Korrespondenzsuche vor allem von A¨nderungen der lokalen Nach-
barschaft, z. B. durch Punkte, die neu erscheinen oder aus dem Sichtbereich verschwinden,
beeinflusst wird. In der Analyse wird angedeutet, dass die Empfindlichkeit gegenu¨ber Varia-
tionen in der Zusammensetzung der Nachbarschaft evtl. durch die Verwendung von festen
Obergrenzen fu¨r die Anzahl der ausgewa¨hlten Nachbarn versta¨rkt wird. Fu¨r eine weitere Ver-
besserung der Leistungsfa¨higkeit der Zuordnung ko¨nnte getestet werden, wie sich ein Verzicht
auf diese festen Obergrenzen auf die Anzahl der identifizierten Korrespondenzen auswirkt.
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6.2.2. Erweiterung des Ausgleichungsansatzes
Fu¨r den vorgestellten Ansatz zur Bestimmung der gegenseitigen Orientierung von Messsys-
temen aus gemeinsam ausgefu¨hrter Bewegung bieten sich weiterfu¨hrende Untersuchungen in
verschiedenen Bereichen an:
U¨bertragbarkeit der Vorgehensweise auf beliebige Kamerakonfigurationen: Fu¨r die Unter-
suchung der erreichbaren Genauigkeit der Parameter der gegenseitigen Orientierung wer-
den in dieser Arbeit verschiedene, einschra¨nkende Annahmen getro↵en:
• Die relative Orientierung der StereosystemeA undB wird als bekannt vorausgesetzt
und im Rahmen der Ausgleichung nicht mitgescha¨tzt.
• Durch die Verwendung von Stereosystemen werden fu¨r jeden Zeitpunkt 3D-Punktwolken
bestimmt, die denselben Maßstab besitzen. Dadurch wird es erst mo¨glich, den in
dieser Arbeit entwickelten Ansatz zur Punktzuordnung auf Basis kompakter cha-
rakteristischer Beschreibung zu verwenden.
• Es wird angenommen, dass die Stereosysteme A und B denselben Maßstab besitzen
so dass dieser in der Ausgleichung nicht mit bestimmt werden muss.
Prinzipiell ist die in dieser Arbeit gewa¨hlte Vorgehensweise u¨bertragbar auf beliebige
Kamerakonfigurationen. Fu¨r weitergehende Untersuchungen kann z. B. eine Minimalkon-
figuration fu¨r ein Mehrkamerasystem untersucht werden, das aus zwei Kameras besteht,
die so auf einer gemeinsamen Plattform befestigt sind, dass sich ihre Sichtfelder nicht
u¨berlappen. Fu¨r das Bestimmen der gegenseitigen Orientierung in solch einem System
ist es no¨tig, den Ansatz fu¨r die Na¨herungswertberechnung anzupassen indem z.B. eine
Kombination aus bildbasierter Zuordnung und einer maßstabsunabha¨ngigen kompakten
charakteristischen Beschreibung zum Einsatz kommt. Daru¨ber hinaus muss fu¨r solch ei-
ne Konfiguration der Maßstabsfaktor zwischen den Kameras als weiterer unbekannter
Parameter in der Ausgleichung mit beru¨cksichtigt werden.
Fu¨r die in dieser Arbeit verwendete Kamerakonfiguration la¨sst sich untersuchen, ob die
relativen Orientierungen der StereosystemeA und B ebenfalls wa¨hrend der Ausgleichung
mitgescha¨tzt werden ko¨nnen und wie stark sich Korrelationen mit der gegenseitigen Ori-
entierung BTA auswirken. Abha¨ngigkeiten zwischen den Parametern sind z. B. zu er-
warten zwischen der Translation der relativen Orientierung der Stereosysteme und dem
Maßstabsfaktor der gegenseitigen Orientierung BTA und ko¨nnten dazu fu¨hren, dass das
resultierende Normalgleichungssystem singula¨r wird.
Alternativ ko¨nnte fu¨r die Parameter der relativen Orientierung der Stereosysteme A und
B ebenfalls Vorwissen in die Ausgleichung eingefu¨hrt werden. Damit la¨sst sich der in
dieser Arbeit verwendete Test zur Kontrolle des Vorwissens nutzen, um z.B. A¨nderungen
der relativen Orientierung zu detektieren.
Untersuchung des Einflusses der Punktverteilung: Unter anderem beim Vergleich der Er-
gebnisse zwischen Simulationen und realen Sequenzen hat sich gezeigt, dass die erreich-
baren Genauigkeiten fu¨r die Translation in Richtung der optischen Achsen der Messsys-
teme von den Vorhersagen abweicht. Als eine mo¨gliche Ursache fu¨r diese Abweichung
wurde die unterschiedliche Punktverteilung in der Simulation und den realen Versuchen
identifiziert. In diesem Zusammenhang ist es interessant zu untersuchen, ob eine bessere




Automatisierung der Auswertung: Die Auswertung der Bildsequenzen und die Bewertung
der Ergebnisse der Ausgleichung findet in dieser Arbeit im Anschluss an die Aufnahme
statt. Fu¨r einen operationellen Einsatz ist es allerdings vorteilhaft, wenn bereits wa¨hrend
der Aufnahme der Bildsequenz entschieden werden kann, ob alle Parameter der gegensei-
tigen Orientierung aus der bisher ausgefu¨hrten Bewegung bestimmt werden ko¨nnen, ob
die fu¨r die Parameter gewu¨nschten Genauigkeiten erreicht werden ko¨nnen oder ob sich
die Orientierung BTA wa¨hrend der Zeit a¨ndert. Zur Beantwortung dieser Fragen ko¨nnte
die hier verwendete Integration von Vorwissen z. B. in einer inkrementellen Bu¨ndelaus-
gleichung verwendet werden.
Insgesamt wird deutlich, dass das Bestimmen der gegenseitigen Orientierung in einem Mehr-
kamerasystem mehr Aufwand bedeutet und mehr Randbedingungen beru¨cksichtigt werden
mu¨ssen, als z. B. beim Bestimmen der relativen Orientierung eines Stereosystems. Die in dieser
Arbeit vorgestellten Ansa¨tze bieten allerdings die Basis fu¨r einen Prozess zur Ermittlung der
gegenseitigen Orientierung, der sich weitgehend automatisierten la¨sst und eine zuverla¨ssige Be-
wertung der Ergebnisse erlaubt. Damit wird es mo¨glich, die Vorteile von Mehrkamerasystem
in praktischen Anwendungen zu nutzen, bzw. neue Anwendungsfelder zu ero¨↵nen. Bereiche in
denen Mehrkamerasystem sinnvoll sind, wa¨ren z. B. :
• Seitwa¨rts gerichtete Kameras auf einer Plattform zur Vermessung von Innenra¨umen.
Diese Kamerakonstellation ist vorteilhaft gegenu¨ber einem Stereosystem, da so gro¨ßere
Bereiche des Raumes gleichzeitig erfasst werden ko¨nnen und z. T. die Detektion und Zu-
ordnung von Bildmerkmalen zuverla¨ssiger wird, da im Gegensatz zu einem Stereosystem,
das sich durch einen Gang bewegt, eher frontale Ansichten auf Merkmale an den Wa¨nden
mo¨glich sind.
• Mehrere Kameras auf einem Fahrzeug, die z. B. fu¨r die La¨ngs- und Querfu¨hrung nach
vorne, hinten, links und rechts blicken.
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A. Unterschiedliche Parametrierungen von Rotationen
Im Rahmen dieser Arbeit werden aus der Literatur unterschiedliche Ansa¨tze zur Bestimmung
der gegenseitigen Orientierung von Messsystemen aus gemeinsam ausgefu¨hrter Bewegung ge-
genu¨bergestellt. Diese Ansa¨tze unterscheiden sich zum Teil nur in der Art und Weise wie die




Fu¨r das bessere Versta¨ndnis des Leser werden deshalb im Folgenden einige unterschiedliche
Mo¨glichkeiten zur Parametrierung von Rotationen vorgestellt.
A.1. Euler-Winkel
Eine auch in der Photogrammetrie ha¨ufig verwendete Parametrierung der Rotation sind die
Euler-Winkel. Hier wird die Rotation als Drehung um die drei Achsen eines Koordinatensys-
tems verstanden. In der Photogrammetrie sind fu¨r die Winkel die Bezeichnungen ! (Drehung
um x-Achse),   (Drehung um y-Achse) und  (Drehung um z-Achse) gebra¨uchlich.
Aus den drei Winkeln la¨sst sich die Rotationsmatrix R gema¨ß der Gleichung (A.1) berechnen
(vgl. Luhmann, 2000).
R(!, ,) =
24 c c!  c s! s ss c! + cs!  ss s! + cc!  sc 
 cs c! + ss! cs s! + sc! cc 
35 (A.1)
mit: c! ⌘ cos!, s! ⌘ sin!, . . .
Problematisch bei der Verwendung der Euler-Winkel ist die nicht eindeutige Ru¨ckrechnung
der Winkel aus einer gegebenen Rotationsmatrix (vgl.Wrobel undKlemm, 1984). So ergeben
die Winkel (! = 180 ,  =  = 0 ) und (! = 0 ,  =  = 180 ) dieselbe Rotationsmatrix.
A.2. Drehachsen-Drehwinkel-Darstellung
Sind die durch den Ursprung des Koordinatensystems laufende Rotationsachse r = [rx, ry, rz]
T
mit krk = 1 und der Drehwinkel ↵ um r gegeben ergibt sich R gema¨ß der Gleichung (vgl.
Hartley und Zisserman, 2003).
R(r,↵) = cos↵ I+ (1  cos↵)Dr + sin↵Sr (A.2)
mit dem symetrischen dyadischen Produkt Dr = rrT und der schief-symetrischen Matrix
Sr =
24 0  rz ryrz 0  rx
 ry rx 0
35 .
Auch die Repra¨sentation der Rotation durch eine Drehachse und einen Drehwinkel ist in der
Ru¨ckrechnung nicht eindeutig. Fu¨r die Berechung der Rotationsachse mu¨ssen die Sonderfa¨lle
↵ = 0 und ↵ = ⇡ = 180  abgepru¨ft werden.
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A. Unterschiedliche Parametrierungen von Rotationen
A.3. Quaternionen
Wa¨hrend fu¨r die Berechnung der Rotationsmatrix aus den Euler-Winkel aufwendig trigono-
metrische Funktionen berechnet werden mu¨ssen, ist dies nicht no¨tig bei der Verwendung von
Quaternionen.
Quaternionen q werden als 4⇥1 Vektor q = [q0, q1, q2, q3]T dargestellt. Der Vektor q = [q, q]
setzt sich dabei aus einem skalaren Teil q und einem Vektor-Teil q zusammen.
Sind wie bei der Drehachsen-Drehwinkel Darstellung Drehachse r und Drehwinkel ↵ gegeben,
lassen sich diese mit
q =
⇥




in die Quaternionen-Darstellung u¨berfu¨hren.
Aus einem Quaternion q fu¨r das gilt kqk2 = 1 la¨sst sich R gema¨ß Gleichung (A.3) berechnen
(vgl. Horn, 1987).
R =
241  2(q22 + q23) 2(q1q2   q0q3) 2(q1q3 + q0q2)2(q2q1 + q0q3) 1  2(q21 + q23) 2(q2q3   q0q1)
2(q3q1   q0q2) 2(q3q2 + q0q1) 1  2(q21 + q22)
35 (A.3)
Die Quaternionen-Darstellung ist bis auf das Vorzeichen im Gegensatz zu den Euler-Winkeln
und der Drehachsen-Drehwinkel Darstellung eindeutig.
A.4. Transformation mit Schraubachsen
Wa¨hrend bei den bisher beschriebenen Parametrierungen, die Koordinatentransformation als
Drehung um den Koordinatenursprung plus einer zusa¨tzlichen Verschiebung interpretiert wird,
besteht die Transformation mit einer Schraubachse aus einer Verschiebung und einer Drehung
entlang einer Geraden L, die nicht durch den Koordinatenursprung verlaufen muss (vgl. Chen,
1991).
Die Parameter der Schraubachsen-Transformation sind d,   und L wobei d die Verschiebung
entlang von und   die Drehung um L beschreiben. Die Parametrische Darstellung von L ist:
L : p = c+ ↵n,  1 < ↵ <1,
wobei c den Abstand der Schraubachse vom Ursprung und n, knk = 1 die Richtung der
Schraubachse darstellt. Weiterhin gilt c · n = 0. Die Richtung n der Schraubachse entspricht
der Drehachse r aus der Drehachsen-Drehwinkel Darstellung.
Um z.B. die Drehachsen-Drehwinkel in die die Schraubachsen-Darstellung zu u¨berfu¨hren,
wird zuna¨chst die Translation t zerlegt in einen Teil der parallel und einen Teil der rechtwinklig
zur Drehachse ist:
tk = (t · r) r (A.4)
t? = t   tk (A.5)
Da der translatorische Anteil der Schraubachsen-Darstellung nur aus einer Verschiebung
parallel zu n besteht, muss c so gewa¨hlt werden, dass t? komplett durch die Drehung um
L ausgedru¨ckt wird. Der Abstand c der Schraubachse vom Koordinatenursprung ergibt sich









Die Ru¨ckrechung z. B. in die Drehwinkel-Drehachsen Darstellung ist einfach mo¨glich, da fu¨r
die Berechnung von R die Richtung der Drehachse r = n und die Drehung ↵ =   direkt
gegeben sind. Die Translation ergibt sich zu
t = tk + t? = dn+ (I  R) c
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B. Darstellung der Algorithmen fu¨r die Berechnung der
charakteristischen Beschreibung
B.1. U¨berblick u¨ber die Berechnung einer kompakten
charakteristischen Beschreibung
Algorithmus B.1 Berechnung der kompakten charakteristischen Beschreibung fu¨r einen ori-
entierten Punkt ]x und seine n-Nachbarn
Require: ]x {aktueller orientierter Punkt}
Require: P {Liste mit allen n-Nachbarn}
S = { } {Ergebnisliste}
k = 0
for i = 1 bis n do {a¨ußere Schleife u¨ber alle Nachbarn}
for j = 1 bis n do {innere Schleife u¨ber alle Nachbarn}
Berechne dk fu¨r xi und xj gema¨ß Algorithms B.2
Berechne kompakte Repra¨sentation sk von dk gema¨ß Algorithmus B.3
{... und Hinzufu¨gen zu S}




B.2. Berechnung der du¨nn besetzten, zweidimensionalen
charakteristischen Beschreibung D
Algorithmus B.2 Berechnung der Eintra¨ge dj in die Matrix D fu¨r
]
x und einen Nachbarn xi
Require: ]x aus B.1
Require: xi aus B.1
{Definiere ein lokales Koordinatensystem aus Normalenvektor n = ]x(4 : 6) und xi}
rref = xi   ]x(1 : 3)
yref = n⇥ rref
xref = rref ⇥ n
for j = 1 bis n do {innere Schleife aus B.1}
xj = xref · xj{Projektion auf x-Achse des lokalen Koordinatensystems}
yj = yref · xj {Projektion auf y-Achse des lokalen Koordinatensystems}
dj = cart2pol(xj , yj) {Umwandlung in Polarkoordinaten dj und ✓j}
end for
return {d1, . . . ,dn}
Die im Algorithmus B.2 verwendete Notation x = ]x(1 : 3) bedeutet, dass aus dem 6D -
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Vektor ]x die ersten drei Elemente ausgewa¨hlt werden und dem 3D - Vektor x zugewiesen
werden.
B.3. Berechnung eines Quadtree-Index
Algorithmus B.3 Berechnung des Quadtree-Index fu¨r dkl
Require: da: Wertebereich der Abzisse
Require: do: Wertebereich der Ordinate
Require: p Anzahl der Quadrante pro Achse
Require: dkl: Wertepaar [dkl, ✓kl]








for k = 1 bis p2 do
berechne bk gema¨ß (3.3)
b = b⌦ bk



















return s = bin2dec (b) {Umwandlung der Bina¨r- in eine Dezimaldarstellung}
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C. Grundlagen des RANSAC-Algorithmus
Fu¨r die Aufwandsabscha¨tzung wieviele Iterationen k des Algorithmus durchgefu¨hrt werden
mu¨ssen, um mit einer Wahrscheinlichkeit z einen Satz von n Datenpunkten gefunden zu haben,
die das gewa¨hlte funktionale Modell unterstu¨tzen, wird inFischler und Bolles (1981) die
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