Abstract. We consider the rigorous derivation of asymptotic formulas for initialboundary value problems using the nonlinear steepest descent method. We give detailed derivations of the asymptotics in the similarity and self-similar sectors for the mKdV equation in the quarter plane. Precise and uniform error estimates are presented in detail.
Introduction
The nonlinear steepest descent method is an approach for determining the asymptotic behavior of solutions of matrix Riemann-Hilbert (RH) problems that depend on a large parameter. By deforming the contour in such a way that the jump is small everywhere except near a finite number of critical points, detailed asymptotic formulas can be obtained by summing up the contributions from the individual critical points. As the inverse scattering transform formalism expresses the solution of a nonlinear integrable PDE in terms of the solution of a RH problem, the nonlinear steepest descent method is particularly well-suited for determining asymptotic formulas for integrable equations. In fact, the method was first developed by Deift and Zhou in [10] , where the long time behavior of the solution of the modified Korteweg-de Vries (mKdV) equation on the line was established. Given initial data u 0 (x), x ∈ R, in the Schwartz class, they showed E-mail address: jlenells@kth.se.
that the asymptotics of the associated solution u(x, t) can be determined by performing a triangular factorization of the jump matrix followed by a contour deformation. The latter step could be completed thanks to the introduction of an ingenious analytic approximation of the jump matrix.
In this paper, we consider the derivation of asymptotic formulas for initial-boundary value (IBV) problems. Our goal is to provide a rigorous and yet accessible treatment. We prove two nonlinear steepest descent theorems suitable for finding the asymptotics in the similarity and the self-similar sectors respectively. We then apply these theorems to derive uniformly valid asymptotic formulas. For definiteness, we consider the mKdV equation
2 u x − u xxx = 0, (1.1) posed in the quarter plane {x ≥ 0, t ≥ 0}. We first consider the asymptotic behavior in the similarity sector defined by t > 1, 0 < x ≤ N t, x 3 /t → ∞, N constant.
( 1.2)
The solution u(x, t) can be expressed [3] in terms of the solution M (x, t, k) of a RH problem whose jump matrix involves two spectral functions r(k) and h(k) which are defined in terms of the initial data u 0 (x) = u(x, 0), x ≥ 0, and of the boundary values g 0 (t) = u(0, t), g 1 (t) = u x (0, t), g 2 (t) = u xx (0, t), t ≥ 0.
(1.3)
In addition to a jump across the real axis, which is present also in the case of the initial value problem, the RH problem for the IBV problem also has jumps across the two lines 3 , see Figure 1 . The jumps across these two lines involve the spectral function h(k), whereas the jump across R involves the spectral function r(k). There are two critical points located at ±k 0 where k 0 = x 12t . At a formal level, it is relatively straightforward to obtain the leading order asymptotics of u(x, t) by reading off the contributions from the two critical points. However, the rigorous derivation of a uniform expansion with precise error terms is more involved. We establish such an expansion (see Theorem 4.1) by implementing the following seven steps: 1. Find an analytic approximation h a (x, t, k) of h(k). 2. Deform the contour to eliminate the part of the jump that involves h a (x, t, k). 3. Conjugate the RH problem to arrive at an appropriate triangular factorization. 4 . Find an analytic approximation of the jump matrix along R. 5. Deform the contour so that the jump is small everywhere except near ±k 0 . 6. Apply a nonlinear steepest descent theorem to find the asymptotics of M (x, t, k).
Find the asymptotics of u(x, t).
Steps 3-7 have analogs in the case of the initial value problem, whereas steps 1 and 2 are unique to the half-line problem.
We also consider the asymptotic behavior of u(x, t) in the self-similar sector S defined by S = {(x, t) | t > 1 and 0 < x < N t 1/3 }, N constant. (1.4) In this case, the two critical points ±k 0 merge at the origin and the asymptotic behavior is characterized by a solution of the Painlevé II equation. Through a series of seven steps, conceptually similar to the seven steps listed above, we derive (see Theorem 7.1) an asymptotic expression for the solution.
Our derivations require that r(k) and h(k) possess a certain amount of regularity. Since regularity of the spectral functions corresponds to decay of the initial and boundary values, this means that the asymptotic formulas only are valid provided that the boundary values in (1.3) have some decay as t → ∞ (see Theorem 2.1 and Remark 4.2 for details). We will not consider the interesting, but difficult, question of deriving asymptotic formulas for problems whose boundary values do not vanish for large t.
It should be pointed out that the asymptotic formulas for the half-line problem are similar to the analogous formulas for the initial value problem. The difference is that the definition of the spectral function r(k), which enters the asymptotic formulas, now involves also the boundary values in addition to the initial data.
Other works studying asymptotics in the context of IBV problems for nonlinear integrable PDEs include [3, 8, 11, 12, 14] . It was shown in [3] that the solution of the mKdV equation (1.1) on the half-line is O(t −1/2 ) in the asymptotic sector 0 < c 1 < x/t < c 2 . Our asymptotic formula in the similarity region can be viewed as a refinement of this result. In [12, 14] the solution of the defocusing nonlinear Schrödinger (NLS) equation on the half-line was shown to be O(t −1/2 ) for 0 < c 1 < x/t < c 2 , and, for the focusing NLS, formulas for the asymptotic solitons were presented. Similar results were obtained for the KdV equation on the half-line in [11] . The asymptotic behavior of the solution of the Camassa-Holm equation on the half-line was analyzed in [8] .
In Section 2, we review the construction of solutions of (1.1) in the quarter plane via RH techniques. In Sections 3 and 6, we prove nonlinear steepest descent theorems suitable for determining the asymptotics in the similarity and self-similar sectors, respectively. Although these theorems are stated with equation (1.1) in mind, analogous results suitable for other IBV problems can be proved using similar techniques. In Sections 4 and 7, we apply the above theorems to find the asymptotics of the quarter plane solution of (1.1) in the similarity and self-similar sectors. A few facts related to the RH problem associated with the Painlevé II equation are collected in the appendix. These facts are used in Section 5 to establish the solution of a model RH problem.
Quarter plane solutions
The mKdV equation (1.1) admits the Lax pair
where µ(x, t, k) is a 2 × 2-matrix valued eigenfunction, k ∈ C is the spectral parameter, and
We define the spectral functions
where X(x, k) and T(t, k) are the solutions of the Volterra integral equations
π/3 Σ Figure 1 . The contour Σ and the domains {D j } 4 1 in the complex k-plane.
and eσ 3 acts on a 2 × 2 matrix M by eσ 3 M = e σ 3 M e −σ 3 . The open domains {D j } 4 1 of the complex k-plane are defined by (see Figure 1 )
We let Σ denote the contour separating the D j 's oriented as in Figure 1 . We define h(k) and r(k) by
It was shown in [17] that if the initial data u 0 (x) = u(x, 0) and the boundary values
for some integers n, m ≥ 1, then r(k) and h(k) have the following properties:
• r ∈ C n (R).
• h(k) is analytic in D 2 and h (j) (k) has a continuous extension toD 2 for each j = 0, 1, . . . , n.
• There exist complex constants {h i } m 1 such that, for each j = 0, 1, . . . , n, r
• sup k∈R |r(k)| < 1.
The following theorem expresses the quarter plane solution of (1.1) in terms of the solution of a 2 × 2-matrix RH problem (see [17] for a detailed proof).
Theorem 2.1. Suppose u 0 , g 0 , g 1 , g 2 satisfy (2.4) with n = 1 and m = 4. Define the jump matrix J(x, t, k) by
Suppose the homogeneous RH problem determined by (Σ, J(x, t, ·)) has only the trivial solution for each (x, t) ∈ [0, ∞) × [0, ∞). Suppose the spectral functions satisfy the global relation
has a unique solution for each (x, t) ∈ [0, ∞) × [0, ∞). Moreover, the nontangential limit
exists for each (x, t) ∈ [0, ∞) × [0, ∞) and the function u(x, t) defined by (2.10) is a solution of the mKdV equation (1.1) in the quarter plane {x ≥ 0, t ≥ 0} such that
The long time asymptotics of the quarter plane solution u(x, t) can be determined via a nonlinear steepest descent analysis of the RH problem (2.9). The next section contains a nonlinear steepest descent theorem (Theorem 3.1) suitable for finding the asymptotics of u in the similarity sector (1.2).
Remark 2.2. Assuming the initial and boundary values are sufficiently well-behaved, equation (2.5) shows that the spectral function r(k) decays as k → ∞. Thus, as in the case of the initial value problem, the jump across R vanishes quickly as k → ∞. In contrast, regardless of how smooth the initial and boundary values are, the function h(k) in general only decays as 1/k as k → ∞, see (2.6). We will overcome this difficulty by making a careful choice of the analytic approximation h a .
1 The generalized Smirnoff classĖ 2 (C\Σ) consists of functions f (k) analytic in C\Σ with the property that for each component Dj of C \ Σ there exist curves {Cn} ∞ 1 in Dj such that Cn eventually surround each compact subset of Dj and sup n≥1 f L 2 (Cn) < ∞.
A nonlinear steepest descent theorem
Let X denote the cross X = X 1 ∪ · · · ∪ X 4 ⊂ C where the rays
are oriented as in Figure 2 . For r > 0, we let X r = X r 1 ∪ · · · ∪ X r 4 denote the restriction of X to the open disk of radius r centered at the origin, i.e. X r = X ∩ {|z| < r}.
The following nonlinear steepest descent theorem is appropriate for determining the asymptotics of quarter plane solutions of (1.1) in the similarity sector. We omit the proof since it is similar to the proof of an analogous theorem in [18] . Theorem 3.1 (Nonlinear steepest descent). Let I ⊂ R be an interval. Let ρ, , k 0 : I → (0, ∞) be bounded strictly positive functions such that (ζ) < k 0 (ζ) for ζ ∈ I. We henceforth drop the ζ dependence of these functions and write simply ρ, , k 0 for ρ(ζ), (ζ), k 0 (ζ), respectively. Let Γ = Γ(ζ) be a family of oriented contours parametrized by ζ ∈ I and letΓ = Γ ∪ {|k ± k 0 | = } denote the union of Γ with the circles of radius centered at ±k 0 oriented counterclockwise. Assume that, for each ζ ∈ I:
(Γ1) Γ andΓ are Carleson jump contours up to reorientation of a subcontour.
(Γ2) Γ contains the two crosses ±k 0 + X as oriented subcontours.
(Γ3) Γ is invariant as a set under the map k → −k. Moreover, the orientation of Γ is such that if k traverses Γ in the positive direction, then −k traverses Γ in the negative direction. (Γ4) The point ∞ in the Riemann sphere can be approached nontangentially with respect to Γ. Assume that the Cauchy singular operator SΓ defined by
Consider the following family of L 2 -RH problems parametrized by the two parameters ζ ∈ I and t > 0: 13) where the jump matrix v(ζ, t, k) satisfies
det v(ζ, t, ·) = 1 a.e. on Γ, ζ ∈ I, t > 0, (3.15) and
Let τ := tρ 2 . Let Γ X be the union of the two crosses ±k 0 + X and let Γ = Γ \ Γ X . Suppose 17) uniformly with respect to ζ ∈ I. Moreover, suppose that near k 0 the normalized jump matrix 18) has the form
where:
• The phase φ(ζ, z) is a smooth function of (ζ, z) ∈ I × C such that
and
where C > 0 is a constant.
• There exist a function q : I → C with sup ζ∈I |q(ζ)| < 1, and constants (α, L) ∈ [ 1 2 , 1) × (0, ∞) such that the functions {R j (ζ, t, z)} 4 1 satisfy the following inequalities:
. Then the L 2 -RH problem (3.13) has a unique solution for all sufficiently large τ and this solution satisfies
where the error term is uniform with respect to ζ ∈ I and β(ζ, t) is defined by
4. Asymptotics in the similarity sector
By applying Theorem 3.1 to the RH problem (2.9), we can determine the asymptotic behavior of quarter plane solutions of (1.1) in the similarity sector.
Let ζ = x/t and define the variables k 0 = k 0 (ζ) and τ = τ (x, t) by
Theorem 4.1 (Asymptotics in the similarity sector). Suppose r(k) is a function in C 11 (R) such that
• There exist complex constants {h i } 3 1 such that
Let α ∈ [1/2, 1) and let N > 0. Then there exists a T > 0 such that the L 2 -RH problem (2.9) has a unique solution and the limit in (2.10) exists whenever τ > T and 0 < x < N t. Moreover, the function u(x, t) defined by (2.10) satisfies where the error term is uniform with respect to x in the given range and the function u a is defined by
Remark 4.2. Theorem 4.1 holds for any functions r(k) and h(k) which satisfy the stated assumptions, regardless of whether these functions are defined via (2.3) or not. By assuming that r(k) and h(k) are defined in terms of u 0 (x) and {g j (t)} 2 0 via (2.3) and by combining Theorem 2.1 and Theorem 4.1, we can ensure that the function u(x, t) defined in (2.10) constitutes a quarter plane solution of (1.1) with initial and boundary values given by u 0 and {g j } 2 0 . More precisely, we have the following corollary: Suppose u 0 , g 0 , g 1 , g 2 satisfy (2.4) with n = 11 and m = 4, that the associated spectral functions satisfy the global relation (2.8), and that the L 2 -RH problem (2.9) has a solution for each (x, t) ∈ [0, ∞) × [0, ∞). Then the function u(x, t) defined by (2.10) is a well-defined classical solution of (1.1) in the quarter plane with initial data u(x, 0) = u 0 (x) and boundary values ∂ j x u(0, t) = g j (t), j = 0, 1, 2. Moreover, the asymptotics of u(x, t) in the similarity sector is given by (4.2).
Proof of Theorem 4.1. Let N > 0 be given and let I denote the interval I = (0, N ]. The jump matrix J defined in (2.7) involves the exponentials e ±tΦ(ζ,k) , where Φ(ζ, k) is defined by Φ(ζ, k) = 8ik 3 − 2ikζ, ζ ∈ I, k ∈ C. It follows that there are two stationary points located at the points where dΦ dk = 0, i.e. at k = ±k 0 . The real part of Φ is shown in Figure 3 .
Step 1: Introduce an analytic approximation of h(k). The first step of the proof consists of decomposing h into an analytic part h a and a small remainder h r .
Lemma 4.3. There exists a decomposition
where the functions h a and h r have the following properties: (a) For each ζ ∈ I and each t > 0, h a (x, t, k) is defined and continuous for k ∈D 1 and analytic for k ∈ D 1 . (b) For each ζ ∈ I and each t > 0,
where the constant C is independent of ζ, t, k.
uniformly with respect to ζ ∈ I. (d) The following symmetries are valid:
(4.7) Proof. Since h ∈ C 5 (D 2 ), there exist complex constants {p j } 4 0 such that
where {a j } 8 1 are complex constants such that
It is easy to verify that (4.8) imposes eight linear conditions on the a j 's that are linearly independent; hence the coefficients a j exist and are unique. Let f = h−f 0 . The following properties hold:
is a rational function of k ∈ C with no poles inD 1 .
(ii) f 0 (k) coincides with h(k) to order four at 0 and to order three at ∞; more precisely,
The decomposition of h(k) can now be derived as follows. The map
is a bijection ∂D 1 → R, so we may define a function F : R → C by
The function F (φ) is smooth for φ = 0 and
By (4.9), F ∈ C 1 (R) and
that is, F belongs to the Sobolev space H 2 (R). It follows that the Fourier transform F (s) defined byF
Equations (4.10) and (4.11) imply
where the functions f a and f r are defined by
, the Fourier transformF (s) is real valued, which leads to the symmetries in (4.7). Letting
we find a decomposition of h with the properties listed in the statement of the lemma.
Step 2: Deform. Lemma 4.3 implies
for each ζ ∈ I and each t > 0, where
(4.14)
Step 3: Conjugate. In order to apply the steepest descent result of Theorem 4.1, we need to transform the RH problem in such a way that the jump matrix has decay everywhere as t → ∞ except near the two stationary points. This can be achieved by performing an appropriate triangular factorization of the jump matrix followed by a contour deformation [10] . For k ∈ (−k 0 , k 0 ), it is easy to achieve an appropriate factorization. We next show that an appropriate factorization can be achieved also for k ∈ (−∞, −k 0 ) ∪ (k 0 , ∞) by conjugating the RH problem (4.13).
Let
(
The function δ satisfies the following jump condition across the real axis:
Moreover, the symmetry r(k) = r(−k) implies that
It follows that ∆ obeys the symmetries
for each ζ ∈ I.
Proof. First note that
where ν(ζ) is given by (4.5),
and the function ψ(ζ, s) is defined by (4.6). Since 
(4.24)
In view of the jump (4.16) of δ(ζ, k), this gives, for k ∈ R,
The upshot of the above conjugation is that we can now factorize the jump matrix as follows:
where
and the functions {r j (k)} 4 1 are defined by
Our next goal is to deform the contour near R. However, we first need to introduce analytic approximations of {r j (k)} 4 1 .
Step 4: Introduce analytic approximations of {r j (k)} 4 1 . We introduce open domains U j = U j (ζ), j = 1, . . . , 4, as in Figure 4 so that
The following lemma describes how to decompose r j , j = 1, . . . , 4, into an analytic part r j,a and a small remainder r j,r . A proof can be found in [18] .
Lemma 4.5. There exist decompositions
in the complex k-plane. The dashed curves are the curves on which Re Φ = 0.
where the functions {r j,a , r j,r } 4 j=1 have the following properties: (a) For each ζ ∈ I and each t > 0, r j,a (x, t, k) is defined and continuous for k ∈Ū j and
where the constant C is independent of ζ, t, k. (c) The functions r 1,a and r 4,a satisfy
, and L ∞ norms on (−k 0 , k 0 ) of the functions r 2,r (x, t, ·) and r 3,r (x, t, ·)
are O(t −3/2 ) as t → ∞ uniformly with respect to ζ ∈ I. (f ) The following symmetries are valid:
Step 5: Deform again. Let Γ be the contour consisting of Σ together with the four half-lines
oriented as in Figure 5 . Let {V j } 6 1 be the open sets shown in Figure 5 . Write
where {B l,a , b u,a , b l,a , B u,a } and {B l,r , b u,r , b l,r , B u,r } denote the matrices {B l , b u , b l , B u } with {r j (k)} 4 1 replaced with {r j,a (k)} 4 1 and {r j,r (k)} 4 1 , respectively. The estimates (4.28) Figure 5 . The contour Γ and the open sets {V j } 6 1 .
and (4.29) imply that
for each ζ ∈ I and each t > 0. HenceM satisfies the L 2 -RH problem (4.23) iff m(x, t, k) defined by
elsewhere, satisfies the L 2 -RH problem where, in view of (4.24) and (4.25), the jump matrix v is given by
(4.32)
From the symmetries (4.7), (4.17), and (4.30), we infer that v satisfies
Step 6: Apply Theorem 3.1. We verify that Theorem 3.1 can be applied to the interval I = (0, N ], the contour Γ, and the jump matrix v with
The contours Γ andΓ are shown in Figure 6 . The conditions (Γ1)-(Γ4) are clearly satisfied. Since the contour k −1 0Γ is independent of ζ, a scaling argument shows that SΓ B(L 2 (Γ)) is independent of ζ. In particular, SΓ is uniformly bounded on L 2 (Γ). Equation (3.14) follows from (4.32) and the estimates in Lemmas 4.3 and 4.5. Clearly det v = 1. The symmetry condition (3.16) follows from (4.33).
We next verify (3.17) . Let w = v − I and let Γ denote the contour obtained from Γ by removing the crosses ±k 0 + X . By parts (d) and (e) of Lemma 4.5 
Together with (4.29) this yields
Similarly, by (4.28),
This shows that the estimates in (3.17) hold also on γ. Since similar arguments apply to the remaining parts of Γ , this verifies (3.17). Equation (4.32) implies that (3.18) and (3.19) are satisfied with
where k and z are related by k = k 0 − z ρ . It is clear that φ satisfies (3.20) and (3.21c). The following estimate proves (3.21b):
where the plus and minus signs are valid for z ∈ X ρ 2 and z ∈ X ρ 4 respectively. The proof of (3.21a) is similar. Since |q(ζ)| = |r(k 0 )|, we have sup ζ∈I |q(ζ)| < 1 and
Finally, we show that given any α ∈ [1/2, 1), there exists an L > 0 such that the inequalities (3.22) hold. Let k = k 0 − z ρ . Using the expression (4.19) for δ(ζ, k), we may write
3/2 0 )+iπ) . Now r 3,a (x, t, k 0 ) = r(k 0 ) by (4.28), and
Hence R 1 (ζ, t, 0) = q(ζ). Similarly, we find
We establish the estimate (3.22) in the case of z ∈ X ρ 1 ; the other cases are similar. Note that z ∈ X ρ 1 corresponds to k ∈ k 0 + X 3 . We have, for z ∈ X ρ 1 ,
The functions e 2iν(ζ) ln((−k 0 −k) √ 48k 0 ) and e −2χ − (ζ,k 0 ) are uniformly bounded with respect to k ∈ k 0 + X 3 and ζ ∈ I. Moreover, employing the estimate
we see that equations (4.28) and (4.29) yield
respectively. Thus,
35) The estimate in (3.22) for z ∈ X ρ 1 now follows from the following lemma. Lemma 4.6. The following inequalities are valid for all ζ ∈ I and all k ∈ k 0 + X 3 :
1 − e −2iν(ζ) ln(
37)
where the constant C is independent of ζ and k.
Proof. We first prove that
Integration by parts in the definition (4.20) of χ gives χ(ζ, k) = 1 2πi
This gives
(4.40)
The change of variables v = |k − k 0 |/u yields
we conclude that
A similar argument applies to the first term on the right-hand side of (4.40). This proves (4.38). Using the inequality (4.22) together with (4.21) and (4.38), we estimate
This proves (4.36). By (4.22),
which proves (4.37).
Step 7: Find asymptotics. As a consequence of Theorem 3.1, the L 2 -RH problem (4.31) for m has a unique solution and the limit in (3.23) exists for all sufficiently large τ . Since the RH problems for M and m are equivalent, the L 2 -RH problem (2.9) for M Figure 7 . The contour Z. also has a unique solution for all sufficiently large τ . Moreover, we conclude that the limit (2.10) defining u(x, t) exists whenever τ is large enough and
Equation (3.23) of Theorem 3.1 then yields
, where β(ζ, t) is defined by (3.24). We have
where arg q(ζ) = 2ν(ζ) ln(2k
Thus,
, where φ(ζ) is defined by (4.4). This proves (4.2) and completes the proof of Theorem 4.1. 2
Exact solution of a model RH problem
Let Z denote the contour Z = Z 1 ∪ Z 2 ∪ Z 3 , where the line segments
0 ≤ r < ∞ ,
are oriented as in Figure 7 . Given a positive number z 0 > 0, let z 0 Z = {z 0 z ∈ C | z ∈ Z} denote the contour Z scaled by the factor z 0 . It turns out that the long time asymptotics in the self-similar sector is related to the solution m Z of the following family of RH problems parametrized by s ∈ iR, y ∈ R, z 0 > 0: Figure 8 . The sets Ω j , j = 0, 1, 2.
where the jump matrix v Z (s, y, z, z 0 ) is defined by
The following theorem expresses the asymptotics of m Z in terms of the solution u P of the Painlevé II equation
Theorem 5.1. Let s ∈ iR be such that |s| < 1. Let y ∈ R and z 0 > 0. Then the L 2 -RH problem (5.2) has a unique solution m Z (s, y, z, z 0 ) which satisfies Proof. Uniqueness follows since det v = 1. Moreover, the RH problem (5.2) for m Z can be transformed into the RH problem (A.3) for m P with jump data specified by (s 1 , s 2 , s 3 ) = (s, 0, −s). Indeed, let {Ω j } 2 0 be as in Figure 8 . For each y ∈ R and z 0 > 0,
we have e 2i(yz+
Hence the function m P (y, z) defined by
satisfies the RH problem (A.3) with jump data specified by (s 1 , s 2 , s 3 ) = (s, 0, −s) if and only if m Z satisfies the RH problem (5.2). Since s ∈ iR and |s| < 1, the set Y S in (A.5) does not intersect R for S = (s, 0, −s), see [15] and p. 51 of [16] . Thus (5.5) follows from (A.5). Equation (5.6) follows from the properties of m P . 2
Another nonlinear steepest descent theorem
In the self-similar sector S defined in (1.4), the asymptotics of the mKdV equation is characterized by the solution of a RH problem whose jump matrix has two critical points that merge at the origin as t → ∞. The following theorem provides an implementation of the nonlinear steepest descent method suitable for analyzing this type of situation.
As in Section 4, we define the variables ζ and k 0 by
Recalling that k 0 = x 12t , we have 0 < tk 3 0 < C in S. It follows that as (x, t) → ∞ within S, the two stationary points ±k 0 approach 0 at least as fast as t −1/3 :
For each point (x, t) ∈ S, we let Y = Y (x, t) = k 0 Z denote the contour Z defined in (5.1) scaled by the factor k 0 (see Figure 9 )
Theorem 6.1 (Nonlinear steepest descent). Let Γ = Γ(x, t) be a family of oriented contours parametrized by (x, t) ∈ S and letΓ = Γ ∪ {|k| = 1} denote the union of Γ with the unit circle oriented counterclockwise. Assume that, for each point (x, t) ∈ S: 
Assume the operator SΓ defined in (3.12) satisfies sup (x,t)∈S SΓ B(L 2 (Γ)) < ∞.
Consider the following family of L 2 -RH problems parametrized by the two parameters (x, t) ∈ S:
where the jump matrix v(x, t, k) satisfies
uniformly with respect to x. Moreover, suppose that for k ∈ Y the jump matrix v has the form
• The phase Φ(ζ, k) is given by
• There exist constants s ∈ iR, |s| < 1, and L > 0 such that the functions
for all (x, t) ∈ S with t sufficiently large. Then the L 2 -RH problem (6.3) has a unique solution for all sufficiently large t and this solution satisfies
where the error term is uniform with respect to x and u P (·; s, 0, −s) denotes the solution of the Painlevé II equation (5.4) corresponding to (s 1 , s 2 , s 3 ) = (s, 0, −s) according to (A.6).
Remark 6.2. The conclusion of Theorem 6.1 can be stated more explicitly as follows: There exist constants T > 0 and K > 0 such that the solution m(x, t, k) of (6.3) exists, the nontangential limit lim ∠ k→∞ (km(ζ, t, k)) 12 exists, and the inequality
holds for all (x, t) ∈ S such that t > T .
Proof. Since det v = 1, the solution of (6.3) is unique if it exists. Let s ∈ iR, |s| < 1, be the constant in (6.10). We henceforth suppose t is so large that k 0 < 1/2. Let m Z (s, y, z, z 0 ) denote the solution of the RH problem (5.2) whose existence is ascertained by Theorem 5.1. We note that if
Hence we define m 0 (x, t, k) by
Since m 0 (x, t, ·) ∈ (Ė 2 ∩ E ∞ )({|k| < 1}), it follows that m satisfies the L 2 -RH problem (6.3) iff the functionm(x, t, k) defined bŷ 12) where the jump matrixv is given bŷ 13) where the error term is uniform with respect to x and k in the given ranges.
Proof of Claim 1. The definition (6.9) of Φ implies
(6.14)
First suppose k ∈ Y 1 and |k| > 1. Then only the (21) entry ofŵ is nonzero and equations (6.10) and (6.14) yield
A similar argument applies when k ∈ Y 2 . This proves (6.13) for k ∈ Y with |k| > 1.
On the other hand, if |k| < 1, then
In view of Theorem 5.1, m 0+ (x, t, k) and m 0− (x, t, k) remain uniformly bounded for (x, t) ∈ S and k ∈ Y . Therefore, it is enough to prove that 16) uniformly with respect to x and k. Equation (6.16) follows from the assumptions (6.8)-(6.10) on v. Indeed, we will give the details of the proof of (6.16) for k ∈ Y 1 and k ∈ Y 3 ; the case of k ∈ Y 2 is similar. For k ∈ Y 1 , only the (21) entry of u(x, t, k) is nonzero. Equations (6.10) and (6.14) yield
This shows (6.16) for k ∈ Y 1 with |k| < 1. For k ∈ Y 3 , |e ±tΦ(ζ,k) | = 1 and
Hence, by (6.10),
for k ∈ Y 3 and (x, t) ∈ S. By (6.1) there exists a d > 0 such that
The estimate (6.16) follows for k ∈ Y 3 .
Claim 2. We have
where the error terms are uniform with respect to x. Proof of Claim 2. Let p = 2 or p = ∞. Then
On Γ\Y , the matrixŵ is given by either v−I or m 0 (v−I)m 
uniformly in x. By (6.13),
Hence we can estimate the third term on the right-hand side of (6.21) as follows
This proves (6.18) and (6.19). In order to prove (6.20), we note that (6.13) implies LetĈ denote the Cauchy operator associated withΓ:
We denote the nontangential boundary values ofĈf from the left and right sides ofΓ bŷ C + f andĈ − f respectively. We defineĈŵ :
Claim 3. There exists a T > 0 such that I −Ĉŵ (x,t,·) ∈ B(L 2 (Γ)) is invertible for all (x, t) ∈ S with t > T . Proof of Claim 3. By (6.18),
This proves the claim.
In view of Claim 3, we may define the 2 × 2-matrix valued functionμ(x, t, z) whenever t > T byμ
where the error term is uniform with respect to x. Proof of Claim 4. We estimate
.
The assumption that SΓ is uniformly bounded on L 2 (Γ) together with the Sokhotski-
In view of (6.19) and (6.25), this gives (6.27).
Claim 5. There exists a unique solutionm ∈ I +Ė 2 (C \Γ) of the L 2 -RH problem (6.12) whenever t > T . This solution is given bŷ
Proof of Claim 5. Uniqueness follows since detv = 1. Moreover, equation (6.26) implies thatμ − I =Ĉŵμ. Hence, by the theory of L 2 -RH problems,m = I +Ĉ(μŵ) satisfies the L 2 -RH problem (6.12).
Claim 6. For each point (x, t) ∈ S with t > T , the nontangential limit of k(m(x, t, k)−I) as k → ∞ exists and is given by
Proof of Claim 6. Fix (x, t) ∈ S and let W a,b = {a ≤ arg k ≤ b} be a nontangential sector at ∞ with respect toΓ. This means that there exists a δ > 0 such that W a−δ,b+δ does not intersectΓ ∩ {|z| > R} whenever R > 0 is large enough. It follows that there exists a c > 0 such that |s − k| > c(|s| + |k|) for all s ∈Γ and all k ∈ W a,b with |k| sufficiently large. Thus, sinceμŵ ∈ L 1 (Γ), dominated convergence implies
The claim now follows from (6.28).
where B(x, t) is defined by
Using (6.22), (6.27), and (6.30), we find
1 3
uniformly with respect to x. On the other hand,
By (6.19) and (6.27), both ŵ L 2 (Γ) and μ − I L 2 (Γ) are O t (6.32) uniformly with respect to x. Equations (6.29), (6.31), and (6.32) give (6.11). 2
Asymptotics in the self-similar sector
The following theorem describes the asymptotic behavior of solutions of the mKdV equation in the self-similar sector (1.4).
Theorem 7.1 (Asymptotics in the self-similar sector). Let r ∈ C 11 (R) and h ∈ C 5 (D 2 ) be two functions which satisfy the assumptions of Theorem 4.1. Given N > 0, let S = {t > 1, 0 < x < N t 1/3 } be the self-similar sector defined in (1.4) . Let s = ir(0).
Then there exists a T > 0 such that the L 2 -RH problem (2.9) has a unique solution and the limit in (2.10) exists for all (x, t) ∈ S with t > T . Moreover, the function u(x, t) defined by (2.10) satisfies Proof. Just like the proof of Theorem 4.1, the proof consists of seven steps.
Step 1: Introduce an analytic approximation of h(k). Lemma 4.3 applies also for (x, t) ∈ S. Thus we find a decomposition
where h a and h r have the properties listed in Lemma 4.3.
Step 2: Deform. Proceeding as in the proof of Theorem 4.1, we note that M satisfies the L 2 -RH problem (2.9) iff the functionM (x, t, k) defined by (4.12) satisfies the L 2 -RH problem (4.13).
Step 3: Conjugate. As in the proof of Theorem 4.1, we conjugate the RH problem to arrive at an appropriate factorization. However, instead of introducing δ(ζ, k) by (4.15), we now define a function δ(k) by the equation obtained from (4.15) by replacing k 0 with zero (recall that k 0 → 0 in the self-similar sector). Thus, let
2)
3)
The symmetry r(k) = r(−k) implies that ∆ obeys the symmetries (4.18).
Lemma 7.2. The 2 × 2-matrix valued function ∆(k) satisfies
Proof. The proof is similar to, but easier than, the proof of Lemma 4.4.
By Lemma 7.2,M (x, t, k) satisfies the L 2 -RH problem (4.13) iff the functionM defined byM
The upshot of the above conjugation is that we can now factorize the jump across R as follows:
and the functions r 1 (k) and r 4 (k) are defined by
The factors e ± iπ 4 σ 3 in (7.4) are inserted for later convenience (more precisely, to ensure that (6.10) holds with s pure imaginary).
Step 4: Introduce analytic approximations of r 1 (k) and r 4 (k). Lemma 4.5 applies also for (x, t) ∈ S. Thus we find decompositions
where r j,a and r j,r have the properties listed in Lemma 4.5.
Step 5: Deform again. Let Γ = Σ ∪ Y 1 ∪ Y 2 and, for j = 1, 2,, let V j denote the open region between R and Y j , see Figure 10 . Write
where {B l,a , B u,a } and {B l,r , B u,r } denote the matrices {B l , B u } with {r 1 (k), r 4 (k)} replaced with {r 1,a (k), r 4,a (k)} and {r 1,r (k), r 4,r (k)}, respectively. The estimates (4.28) and (4.29) imply that for each (x, t) ∈ S. HenceM satisfies the L 2 -RH problem (7.5) iff the function m(x, t, k) defined by
where, in view of (4.24) and (4.25), the jump matrix v is given by Figure 11 . The contours Γ andΓ satisfy the properties (Γ1)-(Γ4) of Theorem 6.1.
Step 6: Apply Theorem 6.1. We verify that Theorem 6.1 can be applied to the contour Γ and the jump matrix v with s = iδ + (0) −2 r 1 (0) and
The contours Γ andΓ are shown in Figure 11 . The conditions (Γ1)-(Γ4) are clearly satisfied. Since the contour k −1 0 Γ is independent of (x, t), a scaling argument shows that S Γ B(L 2 (Γ)) is independent of (x, t) ∈ S. Moreover, the Cauchy singular operator S {|k|=1} associated with the unit circle is bounded. Hence a decomposition argument shows that SΓ is uniformly bounded on L 2 (Γ) (cf. the proof of Theorem 4.23 in [9] ). Equation (6.4) follows from (7.9) and the estimates in Lemmas 4.3 and 4.5. Clearly det v = 1. The symmetry condition (6.6) follows from (7.9) and the symmetries of h r , r j,a , r j,r , and δ.
We next verify (6.7). By part (d) of Lemma 4.5, the L 1 , L 2 , and L ∞ norms of w are O(t 2 ) on ∂D 1 ∪∂D 4 uniformly with respect to (x, t) ∈ S. It remains to verify (6.10). Since r(k) = r(−k), we have r(0) ∈ R. Moreover, δ + (0) = δ − (0) −1 = δ + (0). In particular, s ∈ iR. It also follows that
To see that |s| < 1, we write δ(k) = e χ(k) , where
we find
It follows that |s| = |r(0)| < 1.
Finally, we prove (6.10) for R 1 and R 3 ; the proofs for R 2 and R 4 are similar. By (4.28), (4.29), and Lemma 7.2,
By (7.10),
The inequality (4.22) now yields
whenever Im k > 0. Equations (7.11) and (7.12) prove (6.10) for R 1 . The estimate (7.12) also implies
which proves (6.10) also for R 3 .
Step 7: Find asymptotics. As a consequence of Theorem 6.1, the L 2 -RH problem (7.8) for m has a unique solution and the limit in (6.11) exists for all (x, t) ∈ S with t sufficiently large. Since the RH problems for M and m are equivalent, the L 2 -RH problem (2.9) for M also has a unique solution for all sufficiently large t. Moreover, the limit (2.10) defining u(x, t) exists whenever t is large enough and
Equation (6.11) of Theorem 6.1 then yields
where the error term is uniform with respect to x. This proves (7.1) and completes the proof of Theorem 7.1. 2
Concluding remarks
Good asymptotic formulas provide one of the most efficient ways to obtain both quantitative and qualitative information on the solution of a PDE. Since the solution of an integrable equation can be expressed in terms of the solution of a matrix Riemann-Hilbert problem, the nonlinear steepest descent method introduced by Deift and Zhou [10] provides an excellent tool for establishing asymptotic formulas. For initial value problems, this method has been utilized extensively since its introduction in 1993.
In this paper, we have considered the derivation of asymptotic formulas for initialboundary value problems via the nonlinear steepest descent method. In particular, we have established asymptotic formulas valid in the similarity and self-similar sectors for the mKdV equation in the quarter plane. A special emphasis has been placed on giving complete proofs and on the derivation of rigorous and uniform error estimates.
Previous studies addressing the question of asymptotics for initial-boundary value problems for integrable equations include [3, 8, 11, 12, 14] . In particular, it was shown in [3] that the quarter plane solution u(x, t) of the mKdV equation (1.1) satisfies u(x, t) = O(t −1/2 ) as (x, t) → ∞ in a subsector of the similarity sector. Our results give the explicit form of the leading order term in this formula. We have also provided a similar expansion valid in the self-similar region.
We end by listing three interesting, largely open, questions: 1. We have determined the asymptotic behavior of u(x, t) provided that all the boundary values {∂ j x u(0, t)} 2 0 are known. However, for a well-posed problem, only a subset of the initial and boundary values can be independently prescribed. If all boundary values are not known, equations (4.2) and (7.1) still provide some information on the asymptotics, but since the function r(k) is unknown, the exact form of the asymptotics remains undetermined. It is an outstanding open problem to derive asymptotic formulas which involve only the prescribed data. 2. The asymptotic formulas of Theorem 4.1 and Theorem 7.1 only apply provided that the boundary values g j (t) = ∂ j x u(0, t), j = 0, 1, 2, possess a certain amount of decay as t → ∞. For example, in view of Theorem 2.1, the following decay assumption is sufficient:
(1 + t) 11 g However, as already mentioned, only a subset of the boundary values can be prescribed for a well-posed problem. Thus, even though the given boundary data decay as t → ∞, it is not immediate that all the boundary values decay as t → ∞. Is it true that decaying data leads to decaying boundary values in general? The investigation of this question involves an analysis of the generalized Dirichlet to Neumann map. Important progress in this direction has been made by Antonopoulou and Kamvissis for the NLS equation on the half-line. For the defocusing NLS equation with vanishing initial data, they have shown that if the Dirichlet data decay as t → ∞, then so does the Neumann value [1] . 3. Another challenging but very important problem consists of deriving asymptotic formulas for solutions whose boundary values do not decay as t → ∞. In this case, the definition of the spectral functions r(k) and h(k) has to be modified. If the asymptotic behavior of the boundary values as t → ∞ is known, substitutes for r(k) and h(k) can be defined by subtracting off the known asymptotics in the relevant integral equation. Of particular interest in this regard are problems with (asymptotically) time-periodic data. For the NLS equation with periodic boundary conditions, some pioneering results in this direction can be found in [4] [5] [6] [7] .
Appendix A. The RH problem associated with Painlevé II
We give a number of results related to the Painlevé II equation (5.4) . We refer to [13] for full proofs. Equation (5.4) is the compatibility condition where the sectors Ω n are given by Ω n = z ∈ C arg z ∈ π 3 (n − 2), π 3 n , n = 1, . . . 6.
The asymptotics in (A.2) is uniform as z → ∞ within any closed subwedge of Ω n . The Ψ n 's are entire functions of z which are related by Ψ n+1 = Ψ n S n , n = 1, . . . , 6, Ψ 7 := Ψ 1 , where the constant Stokes matrices {S n } 6 1 have the triangular form S n = 1 0 s n 1 , n odd; S n = 1 s n 0 1 , n even.
The symmetries
A(y, z) = −σ 2 A(y, −z)σ 2 , U (y, z) = σ 2 U (y, −z)σ 2 imply that S n+3 = σ 2 S n σ 2 i.e. s n+3 = −s n , n = 1, 2, 3. Let Γ = ∪ 6 j=1 Γ j where the rays {Γ j } 6 1 are defined by (see Figure 12) Γ j = z ∈ C arg z = π 6 + π(n − 1) 3 , n = 1, . . . , 6.
Assume that these rays are oriented away from the origin. Then the sectionally analytic function m P (y, z) defined by m P (y, z) = Ψ n (y, z)e i(yz+ Moreover, the map S → u P (·; s 1 , s 2 , s 3 ) is a bijection {(s 1 , s 2 , s 3 ) ∈ C 3 | s 1 − s 2 + s 3 + s 1 s 2 s 3 = 0} → {solutions of (5.4)} (A. 6) and the set Y S is the set of poles of u P (·; s 1 , s 2 , s 3 ), see Corollary 4.4 in [13] . We will be interested in solutions u of the Painlevé II equation which are real-valued on R. To this end, we note that (p. 158 in [13] Acknowledgement The author acknowledges support from the EPSRC, UK. 
