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This paper presents a constitutive model describing the mechanical behavior of metal powders during
(uniaxial) cold die compaction processes, placing special emphasis on the modeling of cracks formed dur-
ing the ejection stage. The constitutive relationships are derived within the general framework of rate-
independent, isotropic, finite strain elastoplasticity. The yield condition is determined by three surfaces
intersecting non-smoothly in stress space, namely, an elliptical cap and the classical Von Mises and Druc-
ker–Prager yield surfaces. The distinct irreversible processes are described in terms of two internal vari-
ables: an internal hardening variable, associated with accumulated compressive (plastic) strains, and an
internal softening variable, linked with accumulated (plastic) shear strains. Motivated by both numerical
and physical reasons, a parabolic plastic potential function is introduced to characterize the plastic flow on
the linear Drucker–Prager failure surface. A thermodynamically consistent calibration procedure is
employed to relate the softening modulus to fracture energy values obtained experimentally on Distaloy
AE powder specimens. The predictive capability of the constitutive model is checked by simulating three
representative cases: a diametral compression test, the ejection of an over-densified thin cylindrical part
and the compaction of an axially symmetric multilevel part in an advanced CNC press machine. These
simulations demonstrate the ability of the model to detect evidence of macroscopic cracks, clarify and pro-
vide reasons for the formation of such cracks, and evaluate, at least qualitatively, the influence of variations
in the input variables on their propagation through the green compact.
 2010 Elsevier Ltd. All rights reserved.1. Introduction
Powder metallurgy (P/M) is a manufacturing technology in
which net or near-net parts are produced from metallic powders.
In its more usual sequence, the powders are first compressed
(compaction) into a discrete shape and then heated (sintering) to
cause bonding of the powder particles into a rigid mass. In this
work, we are concerned exclusively with the finite element (FE)
analysis of the former operation in its most classical form: (uniax-
ial) cold die compaction.
To date, the vast majority of FE modeling efforts in the P/M
community has been directed towards understanding the densifi-
cation process that takes place during the pressing stage; for recent
reviews, see Brewin et al. (2007). As a result, considerable progress
has been made in the prediction of final density distributions and
punch forces. Despite this progress, however, the existing model-
ing tools have not matured to a point of enjoying widespread use
in P/M design offices, and P/M products are still designed andll rights reserved.
for Numerical Methods in
ia, Edificio C1, Campus Norte,
9109594.
ández).developed, almost exclusively, on the basis of practical rules and
trial-and-error experience. According to Brewin and Federzoni
(2006), one of the main barriers that hinders industrial exploita-
tion of FE modeling technology is the inability of the existing sim-
ulation softwares to predict the formation of cracks during
compaction. Cracks in P/M green compacts is one the major quality
problems experienced by the P/M industry; perhaps the foremost
in the case of ferrous components.
It is precisely the goal of this paper to attempt to satisfy this
demand of the P/M industry by developing a constitutive model
that describes, in an unified manner, both the consolidation mech-
anism and the potential formation of cracks in P/M compaction
processes. The problem is certainly a very complex one: to the
obvious difficulty of characterizing, from a continuum point of
view, a material that evolves from an initial powdered state to a
brittle solid form, one is faced with the elusiveness of modeling
an inherently discontinuous phenomenon as cracking.1 Further-
more, these phenomena (hardening and cracking) are intimately1 Not to mention the contact response between the pressing tools and the powder,
that is to be meticulously computed so that no ‘‘spurious cracks” are induced. For
details on the employed contact algorithm, the reader is referred to the author’s
works: Oliver et al. (2009), Hartmann et al. (2009), Hartmann et al. (2010).
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the level of densification.
Previous works by Cante (1995), Oliver et al. (1996), Weyler
(2000) constitute the basis of the proposed model concerning the
description of the consolidation mechanism (hardening). In order
to originate our considerations from the most general standpoint
possible, and, in turn, ensure satisfaction of the second law of ther-
modynamics, the isotropic plasticity Drucker–Prager/Cap type
model elaborated in these works is reformulated and embedded
in a thermodynamic framework. New ingredients are also incorpo-
rated: an apparently novel ‘‘parabolic” plastic potential function
for the Drucker–Prager envelope, that attempts to alleviate the
numerical shortcomings associated to purely isochoric flow rules;
a density-dependent Von Mises yield surface, to improve the fit
to experimental yield stress data at high densities; and a softening
law, to account for the decrease in strength associated with crack-
ing. The calibration of this softening law – in terms of fracture
energy data obtained experimentally by Jonsén et al. (2007) – is
another contribution of this work.
Cracks are modeled as localized high gradients of inelastic
strains, which are induced – the gradients – by the abovemen-
tioned strain softening. To alleviate the acclaimed shortcoming of
lack of convergence upon refinement of the finite element mesh,
a regularization technique based on a characteristic length that de-
pends on the spatial discretization has been used (Oliver, 1989).
However, no ingredient to avoid mesh-induced directional bias
has been included; finite element with embedded discontinuity
(see e.g. Mosler and Meschke, 2004) and other sophisticated meth-
ods for realistically capturing crack discontinuities have not been
contemplated either. From a rigorous Fracture Mechanics point
of view, this aspect of the model can be certainly subject to criti-
cism. However, these criticisms are somewhat blunted if we con-
sider that the rationale behind the need for crack modeling in
P/M compaction is rather distinct that in those problems that falls
within the realm of classical Fracture Mechanics. Indeed, the ulti-
mate goal of Fracture Mechanics is to determine how the structural
strength of a structural or mechanical component is affected by
cracks (as a function of their size) and to estimate its safe opera-
tional life (Broek, 1988). P/M cold compaction, by contrast, is an
intermediate manufacturing operation – the compact is seldom
commercialized in its unsintered state; if, upon visual inspection,
a macroscopic crack is detected in a green compact, the exact
dimensions of such a crack, or its influence on the mechanical per-
formance of the finished part, are irrelevant for practical purposes:
the part will be rejected anyway. The real concern of P/M practitio-
ners when a crack is detected is to clarify its root cause so that
corrective and preventive measures – be it the modification of
the sequence of tooling motions or the replacement of a damaged
punch – can be taken. The goal of numerical simulations is thus to
merely provide insight and guide engineering judgement in such
inquiries. The model should be able to capture evidence of macro-
scopic cracking but without the necessity of giving an accurate and
detailed description of the growth conditions; undue sophistication
is not warranted. A reasonable similarity between the crack (dif-
fuse) pattern predicted by the model and that observed experi-
mentally would suffice to consider the prediction as successful.
As mentioned above, the majority of continuum models pro-
posed in the field of P/M compaction has been devoted to charac-
terize the consolidation mechanism. The route to identify cracks in
these models is normally by scrutinizing density distributions so as
to find ‘‘suspiciously” intense gradients that may indicate the pres-
ence of shear cracks (Federzoni et al., 1999; Chtourou et al., 2002a).
However, a substantial part of the cracks detected in green com-
pacts is generated during the pressure release and ejection stages
(Zenger and Cai, 1997). Density distributions remain practically
unchanged during these process steps and, therefore, examinationof density fields can hardly reveal these post-pressing defects. At-
tempts to specifically model cracking in P/M compaction have been
made by Coube and Riedel (2000), Lewis and Khoei (2001), Tahir
and Ariffin (2006), Jonsén and Häggblad (2007)). In Tahir’s work,
a stress-based fracture criterion in conjunction with an advanced
remeshing technique are employed to track meticulously the prop-
agation of a single crack during the pressing of a flanged compo-
nent. The model by Jonsén and Häggblad (2007) incorporates a
fictitious crack with an appropriate cohesive law to study fracture
process in a diametral compression test. The approach in these
contributions are quite similar to that in genuine Fracture Mechan-
ics problems: the existence of a crack is presumed and emphasis is
placed on the accurate reproduction of its propagation throughtout
the compact. According to the argument set forth previously, such
models, at present, can hardly provide answers to practical ques-
tions in P/M processes. The approach adopted by Coube and Riedel
(2000) and Lewis and Khoei (2001), by contrast, is more close to
our point of view. Coube and Riedel (2000) consider the possibility
of softening by making the cohesive strength and cohesion slope of
a Drucker–Prager yield criterion state dependent variables; Lewis
and Khoei (2001) study the prediction of localization phenomenon
at the final stage of compaction by using an isochoric (Von Mises)
yield criterion equipped with a softening law. However, none of
these works deals with the characteristic length concept above
mentioned. Furthermore, in Coube and Riedel (2000) the evolution
equations of the variables governing the failure surface are derived
without acknowledging the fracture energy of the material, and in
Lewis and Khoei (2001), the employed Von Mises yield criterion
predicts a totally unrealistic and unacceptable symmetry in the
compressive-tensile behavior of the material under consideration.
The paper is organized as follows: Section 2 is devoted to the
derivation of the constitutive equations that describe the powder
behavior; the consistency of the proposed constitutive model with
the second law of thermodynamics is discussed in Appendix A. In
Section 3, the time integration of the constitutive laws and other
mathematical aspects related with the solution algorithm are ad-
dressed in an abridged manner. Finally, Section 4 is concerned with
the assessment of the formulation and numerical implementation
of the model.2. Constitutive model
2.1. Kinematics of plastic large deformations
Consider the powder as a deformable body B consisting of con-
tinuously distributed material occupying, at a reference time t0, a
region X0 of Rnðn ¼ 2;3Þ. The deformation at time t relative to
the reference configuration is given by a one-to-one C2 mapping
u : X0 ! Xt  Rn. As is customary in the literature of powder com-
paction modeling (Brown andWeber, 1988; Oliver et al., 1996; Bier
and Hartmann, 2006; Rossi et al., 2007), we adopt the assumption
of the local multiplicative decomposition of the deformation gradi-
ent of u, denoted by F, into plastic and elastic parts:
F ¼ bFe  Fp; ð1Þ
where Fp represents a pure plastic deformation fromX0 to a certain
stress-free intermediate configuration (Simo and Hughes, 1998), andbFe a pure elastic loading from such a intermediate configuration to
the current configuration Xt. For the particular case of die compac-
tion modeling of standard metallic powders, which is the one that
concerns us, it is also usual to assume (Cante, 1995; Oliver et al.,
1996; Weyler, 2000) that elastic deformations are comparatively
small. We shall thus limit our considerations to a kinematic descrip-
tion that considers arbitrarily large plastic deformations and small
elastic strains. Under such circumstances, the distinction between
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tion Xt becomes negligible, and tensorial fields defined naturally
at the intermediate configuration can be transformed directly into
spatial tensorial fields. A valuable implication of this is that the
Almansi strain tensor e(x) = 1/2(1  FT  F1) inherits the additive
structure of classical small strain formulations (Khan and Huang,
1995):
e ¼ ee þ ep; ð2Þ
being ep ¼ 1=2ð1 FTp  F1p Þ and ee the plastic and elastic parts,
respectively, of the Almansi strain tensor. This property, that, inci-
dentally, holds also for the rate of deformation tensor:
d ¼ de þ dp; ð3Þ
will afford a remarkable aspect of simplicity in deriving the ensuing
constitutive equations.
2.2. Thermodynamic framework
With a view towards deriving the constitutive laws on the basis
of sufficient conditions to satisfy the thermodynamic requirement
of positive dissipation, we begin the formulation of the proposed
constitutive model by postulating the existence of a Helmholtz free
energy function w, defined per unit reference volume. Since ther-
mal effects are ignored (only cold compaction is considered here),
the current value of this free energy functionw at a point Xwill de-
pend only on the history of deformation at its neighborhood. In this
respect, we adopt the hypothesis, advocated by Mandel and others
(Lubliner, 1990), according to which the free energy depends on
the current value of the deformation gradient F only through its
elastic part ee2:
w ¼ w ee; nð Þ: ð4Þ
The other argument n represents collectively the set of scalar,
strain-like internal variables Since the evolution of these variables
are related with irreversible mechanisms, it seems reasonable to
classify n according to the nature of the internal physical changes
associated with each mechanism. Specifically, we categorize the
set of internal variables into internal hardening variables, nh, and
internal softening variables, ns. Thus, ow=onh  _nh P 0 would repre-
sent the rate at which mechanical energy, per unit reference vol-
ume, is stored due to interlocking of rough grains, plastic
deformation, cold welding of particles and other microscopic events
macroscopically correlated with a strain-hardening tendency. By
contrast, ow=ons  _ns 6 0 would account for the release of energy
associated with the breakage of interparticle bonds, i.e. cracking,
due to combinations of tensile and shear straining. Such microstruc-
tural alterations become manifest on the macroscopic scale as
material softening.
As for the set of internal hardening variables nh, a review of the
literature on powder compaction modeling shows that the pro-
posal of using a single internal hardening variable in terms of the
accumulated compressive plastic strain (Chtourou et al., 2002b;
Tszeng and Wu, 1996; Erhart et al., 2005; Cante, 1995) prevails
over other more complex theories that also acknowledge that plas-
tic flow may be activated by distorsional deformation in the later
stages of compaction (Cocks and Sinka, 2006). In this study, we
simply adopt the former classical approach. In particular, the inter-
nal hardening variable at time t, henceforth denoted by nh, is
defined as
nhðtÞ ¼ nh0e
R t
t0
trdpdt
; with tr dpðtÞ < 0; ð5Þ2 The smallness of the elastic strains permits to write directly – i.e., without
violating any invariance requirement, w in terms of ee.or in rate form:
_nh ¼ nhtr dp with tr dpðtÞ < 0; ð6Þ
where trdp stands for the trace of the plastic part of the rate of
deformation tensor. The reason for this particular choice for the
expression of nh comes from the fact that, defined in this way, nh
can be practically identified with the relative density g = q/qth(qth
is the theoretical density of the metal or alloy concerned), thereby
being very easy to monitor and record experimentally. The similar-
ity becomes readily apparent by comparing Eq. (6) with the rate,
dimensionless form of the conservation of mass _g ¼ gtr d (recall
that elastic strains are assumed to be negligible and hence dp  d).
While the selection of appropriate internal hardening variables
has long been the subject of debate in the powder compaction
modeling community (see Cocks and Sinka, 2006), references to
the use of internal softening variables are practically non-existing
in the related literature, at least within a formal thermodynamic
framework. In this work, assumptions made in this regard will be
thereby based on physically plausible considerations, borrowed
mainly from constitutive theories of other cohesive-frictional
materials, rather that on experimental evidences. Firstly, we shall
presume that the amount of softening depends only on the length
of the trajectory in the plastic strain space (strain softening hypoth-
esis). Since cracks in PM parts are provoked mainly by combination
of tensile and shear forces, it is reasonable to define, as commonly
done in granular material modeling contexts (Regueiro and Borja,
1999), the softening state variables in terms of dilatational and
shear, accumulated inelastic strains, i.e.:
ns1 ¼
Z t
t0
kdev dpkdt; with tr dpðtÞ > 0; ð7Þ
ns2 ¼
Z t
t0
tr dp dt; with tr dpðtÞ > 0: ð8Þ
A complete discussion of the relative influence on the material re-
sponse of the above defined shear and dilatant internal softening
variables, ns1 and n
s
2, respectively, requires some notions on the em-
ployed yield condition and flow rules, and therefore, it is deferred to
later sections.
For purposes of deriving the elastic constitutive law, it proves
convenient to introduce the following additive decomposition for
the free energy function:
w ee; nh; ns
 
¼ we ee; nh
 
þ wp nh; ns
 
; ð9Þ
wherewe and wp stand for the elastic and plastic parts, respectively.
Note that, as distinct from the standard uncoupled decomposition
used in metal plasticity theory (Simo, 1999, 1998), and also invoked
by some authors in the specific field of powder compaction model-
ing (see Oliver et al., 1996; Weyler, 2000; Bier and Hartmann, 2006;
Mähler and Runesson, 2003), the elastic part we does depend on the
internal hardening variable. This in accord with the experimentally
observed fact that elastic properties of metallic powders exhibit a
marked dependency on volumetric strains (Riera, 1999; Pavier
and Dorémus, 1996). In the following, we address this issue, and
an expression for we is provided. In regard to the plastic counterpart
wp, on the contrary, we are compelled by mathematical difficulties
to adopt a more pragmatic approach. No explicit functional form for
wp will be furnished, and hardening/softening laws will be hence
derived without invoking any thermodynamic potential. In Appen-
dix A, however, it is rigorously demonstrated that this shift towards
pragmatism does not induce any thermodynamic inconsistency,
and the constitutive model, consequently, does fulfil the require-
ment of positive dissipation.
4 We should remark that, in casting the yield condition in terms of stress invariants,
we are tacitly making the debatable assumption (see Storåkers et al., 1999) that
anisotropic effects are negligible.
5 In fact, we should point out that the proposed form for the yield condition in
stress space (elliptical cap + Drucker–Prager yield surface) has been deduced from
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Motivated by the smallness of the elastic strains, the structure
of the elastic free energy function is assumed to be quadratic in
the elastic strains:
we ee; n
h
 
¼ 1
2
ee : ce nh
 
: ee; ð10Þ
where ce denotes the fourth-order elasticity tensor in the current
configuration. By virtue of the Coleman–Noll procedure (Lubliner,
1990), we arrive at the following stress–elastic strains constitutive
law:
sðxÞ ¼ ow
oee
¼ ce : ee; ð11Þ
where s denotes the Kirchhoff stress tensor. Furthermore, although
it is recognized that anisotropic effects influence the elastic re-
sponse, specially at high densities (see Coube and Riedel, 2000), a
precise knowledge of how to characterize the material anisotropy
induced during densification is still lacking. As a result, anisotropy
effects are commonly neglected in modeling powder compaction
(Brekelmans et al., 1991; Oliver et al., 1996; Brown and Weber,
1988; Bier and Hartmann, 2006). In the present work, this simplify-
ing assumption is also adopted; the expression for ce reduces hence
to:
ce ¼ je nh
 
1 1þ 2le nh
 
Isym  131 1
 
; ð12Þ
wherein 1 denotes the second-order identity tensor and Isym sym-
bolizes the symmetric fourth-order identity tensor. Note that
expression (12) is practically identical to its counterpart in classical
infinitesimal theory. The only difference is that the bulk modulus je
and shear modulus le are not constant but dependent on the hard-
ening internal variable; i.e.:
je ¼
Ee nh
 
3 1 2me nh
   and le ¼ Ee nh
 
2 1þ me nh
   ; ð13Þ
where Ee and me denotes the Young’s modulus and the Poisson’s ra-
tio, respectively. Such a dependence on nh of the elastic parameters
reflects the abovementioned coupling between elastic and strain
hardening responses.
According to experiments conducted by Pavier (1998) on Dista-
loy AE powders, the Poisson’s coefficient can be regarded, as a first
approximation, as constant and equal to the value of the corre-
sponding fully dense material (me = 0.29 for a Distaloy AE alloy).
By contrast, Ee is strongly influenced by the level of densification
attained in the pressing stage; however, there is no wide consensus
on how it actually depends on nh. The following exponential law
corresponds to the fitting equation to Young’s modulus values ob-
tained in triaxial test carried out by Pavier (1998):
Ee nh
 
¼ g0
nh
E0eBEðn
hg0Þ; ð14Þ
with E0 = 1360.92 MPa and BE = 8.82 for a Distaloy AE powder.3 On
the other hand, by using a rather distinct experimental procedure
(velocity sound tests), Coube (1998) arrived at the following linear
estimation:
Ee nh
 
¼ g0
nh
YE1 þ YE2nh
 
; ð15Þ
where YE1 = 16383.47 MPa and YE2 = 39073.95 MPa. The notorious
discrepancy between these correlations suggests that the3 Note that the elastic free energy function (10) was defined per unit reference
volume, hence the necessity of the (approximated) Jacobian factor g0/nh.commonly accepted, and also adopted in this work, hypothesis of
linear elasticity (at constant density) might be questionable on fun-
damental grounds, and it may prove more appropriate to reconcile
the discrepancy by using a non-linear elasticity law, as the one pro-
posed by Mosbah (1995). The detailed discussion of such matters,
however, goes beyond the scope of this work, and we shall simply
attempt to alleviate the inconsistency by employing selectively
expressions (14) and (15). Specifically, in view of the experimental
procedures from which these are drawn, it seems more reasonable
to employ Pavier’s empirical law (14) in describing the elastic
behavior in situations of confinement, whereas, in circumstances clo-
ser to unstressed configurations, Coube’s relation (Eq. (15)) appears
more adequate.
2.4. Yield condition
The yield condition used in this work is derived, essentially,
from the Drucker–Prager type ‘‘cap” criterion proposed by Oliver
et al. (1996). This yield condition is formulated in terms of the
Kirchhoff stress invariants4 p ¼ 13 I1 ¼ 13 tr s (mean stress), and
q ¼ ffiffiffiffiffiffiffi2J2p ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffidev s : dev sp , and it is determined by two yield sur-
faces, namely, an elliptical cap centered at the origin, whose equation
reads:
/e ¼ q2 þ s22p2  s21s22 ¼ 0; ð16Þ
and a classical Drucker–Prager envelope, which is a straight line in
the p–q plane:
/d ¼ qþ ap c ¼ 0: ð17Þ
The parameters s1 in Eq. (16) is the major axis of the ellipse (see
Fig. 1(a)) and it corresponds to the hydrostatic yield stress in com-
pression. The eccentricity of the ellipse s2 is related to the radial to
axial stress ratio ktr, also known as the pressure transmission coeffi-
cient (Doremus et al., 2001; Cunningham, 2005), through the fol-
lowing expression:
s2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3ð1 ktrÞ
1þ 2ktr
s
; ð18Þ
as it can be inferred by analyzing the stress state, ignoring elastic
effects, in a hydrostatic compression test (Hernández, 2009). Vari-
able c in Eq. (17) is customarily referred to as cohesion, and it can
be interpreted as the shear strength under zero hydrostatic stress
(intersection of the Drucker–Prager yield surface with the q-axis);
a represents the slope of the Drucker–Prager line and is termed
the parameter of internal friction.
These four constitutive parameters (s1, s2, c and a) are regarded
as state functions, that is, they depend, in principle, on both the
internal hardening variable nh and the set of internal softening
variables ns. The so-called hardening laws relate to the functional
dependence of these parameters on the internal hardening vari-
able; hereafter, we shall attach a subscript ‘‘h” to the correspond-
ing variable symbol to refer to its hardening counterpart, e.g.
ch ¼ cðnhÞj _ns¼0.
Hardening laws are adjusted empirically5 from yield stress data
obtained at different densities and along different loading paths. For
the major axis of the elliptical cap s1, we shall employ the empiricalstress-density data obtained from compaction tests, i.e., involving solely strain
hardening behavior. Thus, the tacitly assumed fact that the yield locus maintains this
shape also during process entailing strain softening is, although physically plausible,
an experimentally unconfirmed one.
s1
s s1 2
c
tan-1
cv
q
p
q
p
(b)(a)
Fig. 1. Yield surfaces for two different states: (a) Drucker–Prager + elliptical cap, for moderate level of compaction (b) Drucker–Prager + elliptical cap + Von Mises, for high
level of compaction (close to full density).
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Fig. 2. Radial to axial stress ratio versus internal hardening variable nh. Exper-
imental data obtained from simulated closed die compactions conducted by Sinka
and Cocks (2007) on Distaloy AE powder specimens.
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AE powder specimens:
s1hðnhÞ ¼ g0
nh
As1 ln
1 gapp
1 nh
   1
Ns1
; ð19Þ
where6 gapp denotes the relative apparent density. The fitted constant
for a Distaloy AE alloy with q0 = qapp = 3.04 g/cm3 and qth = 7.33 g/
cm3 are As1 ¼ 95:4439 MPa and Ns1 ¼ 0:6506. As for the eccentricity,
in Fig. 2 we show radial to axial stress ratio measures, collected by
Sinka and Cocks (2007) on Distaloy AE powder specimens for several
relative (inelastic) densities. Observe that experimental information
is only available for nh > 0.55 and, additionally, data points in the
range 0.55–0.635 are widely scattered – a fact attributable to the lack
of accuracy in monitoring stress values at this density range on pow-
dermaterials. To resolve this uncertainty in experimental information
at low densities, we resort to predictions of micromechanical models
for the early stages of compaction; these predictions estimate that the
initial radial to axial stress ratio is ktr0 = 1/3 (Cocks and Sinka, 2006).
Accordingly, we propose an empirical correlation in which the
pressure transmission coefficient is set to a constant value ktr0 for
low values of nh:
ktr n
h
 
¼
ktr0; if nh 6 gktr ;
nh  gktr
 
Aktrn
h þ Bktr
 
þ ktr0; if nh > gktr :
8<: ð20Þ
6 Recall that the factor g0/nh appears to put into correspondence true stress data
with Kirchhoff stress values.where Aktr ¼ 1:074, Bktr ¼ 0:242, ktr0 = 1/3 and gktr ¼ 0:635. The
hardening law s2h = s2h(nh) is obtained simply by substituting the
above expression into Eq. (18).
By performing various sets of fracture tests on Distaloy AE pow-
der specimen, Coube (1998) determined the location in the p–q
stress space of the Drucker–Prager yield surface as a function of
the compaction density, and arrived at the following exponential
relationship for the cohesion variable:
chðnhÞ ¼
ffiffiffi
2
3
r
g0
nh
ccyh ¼
ffiffiffi
2
3
r
g0
nh
Ache
Bch n
h
: ð21Þ
with Ach ¼ 0:001 MPa and Bch ¼ 11:2368. From the same experi-
mental study, it was concluded that the parameter of internal fric-
tion amay be regarded, approximately, as independent of nh, hence
ah = ah0 = 2.29 (for Distaloy AE powders).
Experimental isodensity yield stress points in the p–q space –
obtained by Pavier (1998) for Distaloy AE powders – are presented
in Fig. 3.a; the sequence of yield surfaces constructed according to
the proposed hardening laws (Eqs. (19), (18) and (21)) are also
shown in this figure. While the adjustment can be considered sat-
isfactory for moderate level of densification, at high densities it is
clear that the yield condition determined by the Drucker–Prager
line and the hardening cap over-predicts the yield stress of the
material in the vicinity of their intersection, to such an extent that
the physically unattainable threshold ry – the yield strength of the
fully dense material – is exceeded at a relative density
g  nh = 0.982. To improve this deficient adjustment in the range
of high densities (g > 0.92), the yield condition is refined by incor-
porating a third yield surface: a pressure-independent Von Mises
yield locus, represented graphically as an horizontal line in the
p–q plane (see Fig. 1(b)), and whose equation reads:
/v ¼ q cv ¼ 0: ð22Þ
The improvement derived from using a three-yield surfaces crite-
rion can be readily appreciated by comparing Fig. 3(a) and (b).
The values of the Von Mises constitutive parameter cvh deduced
from Fig. 3(b) are plotted, in turn, in Fig. 4(b) versus the hardening
state variable nh. The hardening law resulting from fitting these
points is approximately quadratic in nh and it is only defined for
nhP 0.92. In order to put the evolution of cvh in a mathematically
suitable form, we suppose that, for nh < 0.92, the Von Mises yield
surface is reduced to a point that coincides with the intersection be-
tween the other two yield surfaces (see Fig. 4(a)). The following
analytical expression reflects this consideration:
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Fig. 3. Experimental yield stress data (as a function of relative density g) from consolidated and over-consolidated compression tests (Pavier, 1998) on Distaloy AE powder
specimens. Isodensity contours employing: (a) Drucker–Prager + Elliptical cap, (b) Drucker–Prager + Elliptical cap + Von-Mises.
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h
 
¼
qint ¼
ffiffi
2
3
q
g0
nh
qcyint; if n
h 6 nv0;ffiffi
2
3
q
g0
nh
ry 1 Acvh nh  Bcvh
 
ð1 nhÞ
 
; if nh > nv0:
8><>:
ð23Þwith7 Acvh ¼ 58:160, Bcvh ¼ 0:8252, ry = 370 MPa and nv0 = 0.92.
The use of a Von Mises yield criterion combined with an ellipti-
cal cap and a Drucker–Prager envelope can be found also in Coube
and Riedel (2000). However, as distinct from our approach, in7 The superscript ‘‘cy” indicates that the affected symbol is a Cauchy stress-like
variable, as opposed to Kirchhoff stress-like variables.which cv is regarded as a state function, Coube considers a yield
surface ‘‘fixed” in stress space, at a position determined by the
yield strength of the fully dense material ry.
2.5. Flow rule
As is customary in the framework of incremental plasticity the-
ory (Simo, 1999), we apply Koiter’s generalization of the flow rule
to obtain the plastic rate of deformation tensor dp in terms of the
plastic flow vectors ma associated to each yield surface:
dp ¼
X
a2fe;d;vg
_kama; ð24Þ
qpO
*
surface
“Inadmissible”(apex)
Fig. 5. Drucker–Prager yield surface with deviatoric plastic flow rule.
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tive scalar factors _ka, referred to as consistency parameters or plastic
multipliers must obey the standard Karush–Kuhn–Tucker loading/
unloading conditions, that in the context of rate-independent plastic-
ity read:
_ka P 0; /a s; nh; ns
 
6 0; ð25Þ
and
_ka/a s; nh; ns
 
¼ 0; no sum on að Þ; ð26Þ
along with the consistency condition:
_ka _/a s; nh; ns
 
¼ 0; no sum on að Þ: ð27Þ
Furthermore, each plastic flow vectorma is presumed to be aligned
with the gradient of a certain plastic potential function Qa, i.e.ma = o
Qa/os. The assumption of associative flow rule on the elliptical yield
surface has proved to be reasonably accurate for modeling most
pressing processes (Cocks and Sinka, 2006). Accordingly, we shall
presume that /e = Qe, i.e. the functional forms of the yield locus
and the plastic potential function coincides; therefore, from Eq.
(16), we get:
me ¼ oQ
e
os
¼ 2 dev sþ 2
3
s22p 1: ð28Þ
Besides, by definition, the volumetric component of the plastic flow
vector must be zero on the Von Mises yield surface. Therefore, the
plastic flow vector mv has only deviatoric contribution9:
mv ¼ 2 dev s: ð29Þ2.5.1. Parabolic plastic potential function
Whereas the hypothesis of associated flow rule is generally ac-
cepted in the case of the elliptical cap, the direction of dp when the
stress point lies on the Drucker–Prager envelope is plagued by
much controversy. Some authors simply extend the validity of
the associative assumption and consider that dp is normal to the
failure line (Chtourou et al., 2002a; Erhart et al., 2005; Rossi
et al., 2007). However, this hypothesis is clearly at odds with real-
ity: it over-predicts the dilatational response of the material, as
experimental studies carried out by Pavier (1998) and Sinka and
Cocks (2007) evidence. These studies reveal that the direction of
dp is only adequately described by the normality condition in the
elliptical cap portion. As the stress state approaches the intercep-
tion with the Drucker–Prager yield surface, the plastic strain incre-
ment becomes steeper. Eventually, at the interception point oEe;ds
(see Fig. 1(a)), dp turns vertical and the nature of the plastic flow
ceases to be compressive. Furthermore, according to Pavier
(1998), dp maintains this vertical orientation in the Drucker–Prager
stress range covered by the experiments.
Motivated by these observations, some authors have favored
the assumption of isochoric (or deviatoric) (trdp = 0) plastic flow
on the Drucker–Prager yield surface (Weyler, 2000; Cante et al.,
2005). However, the numerical integration of constitutive models
with implicit backward Euler schemes (return mapping algo-
rithms) is beset by some difficulties in the case of deviatoric flow
rules. Roughly, the situation in which the so-called elastic trial
stress happens to fall on the right-hand side of the Drucker–Prager
apex is a singular one and requires, therefore, ‘‘special” algorithmic
treatment. To clarify this issue, consider the two distinct trial states
strA and s
tr
B plotted in Fig. 5. To calculate the projection onto the8 e: elliptical cap; d: Drucker–Prager envelope; v: Von Mises yield surface.
9 The factor two appears because we have chosen, to simplify the algebra, Qv(s) = q2
as the plastic potential function associated to the Von Mises yield surface.yield surface of a trial stress such as strA , located on the left-hand
side of the apex, we simply trace a vertical line – in virtue of the
purely deviatoric nature of the plastic flow – passing through strA
and, to ensure plastic consistency, obtain the intersection with
the Drucker–Prager yield line. However, if the same procedure is
indiscriminately applied to compute the updated stress corre-
sponding to a trial state strB lying on the right-hand side of the apex
(shaded region in Fig. 5), the outcome would be the inadmissible
solution sB – q is a norm and hence cannot be negative.
A review of the granular material modeling literature shows
that the solutions put forward to alleviate this problem are, basi-
cally, of two types. On the one hand, one may introduce an addi-
tional cap to ‘‘round off” the linear potential function at that
point (Duxbury and Li, 1996); on the other hand, one may resort
to a different potential function meeting the requirement of
smoothness at the apex (Etse and Willam, 1994; Kuhl et al.,
2000; Vrech and Etse, 2006; Grassl and Jiràsek, 2006). Here the lat-
ter approach is adopted. The proposed parabolic plastic potential
function, expressed as
Qd s; nh; ns
 
¼ q2 þ b nh; ns
 
p; ð30Þ
with b > 0, is adequate to this end, since the corresponding flow
vector:
md ¼ oQ
d
os
¼ 2 dev sþ 1
3
b1; ð31Þ
is horizontal, in thep-q plane, at the apex (q = 0), and, consequently,
the normals to the potential surface cover all possible return
directions.
The equation Qd = K, with K constant, defines a parabola in the
p-q plane; hence the name of parabolic potential. The use of para-
bolic plastic potential functions can be traced back to Etse and
Willam (1994), and it is frequently utilized for the characterization
of failure mechanisms for cohesive frictional materials. However,
there is a fundamental difference between these constitutive mod-
els and the one presented here. In Etse’s model, both the yield and
the potential functions are parabolic-shaped. The essence of our
approach, by contrast, is to introduce a parabolic potential func-
tion, but maintaining10 the classical (linear) Drucker–Prager yield
criterion (see Fig. 6). In this way, the singularity at the vertex ‘‘O”
is circumvented and, at the same time, the simplicity and the com-
putational convenience of using a linear yield criterion is retained.
With such a proposal, one is faced with the task of determining
a functional form for the state function b = b(nh,ns). In order to
avoid thermodynamically unreasonable results, the functional
form of b must be consistent with the dissipation inequality10 Claims with regard to the necessity of ‘‘rounding off” the Drucker Prager yield
surface at the apex for avoiding the singularity are unfounded, and might be ascribed
to an over-exposure to associated plasticity.
qO p
Parabolic
dQ K
Fig. 6. Parabolic plastic potential surface, for c close to zero.
11 It can be shown that, in a monotonic (hydrostatic compressive) loading history
the ratio between relative density and internal hardening variable is bounded by
j1 es1=je j. For the experimentally calibrated values shown previously, this factor is in
the order 103(see Hernández, 2009).
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the Drucker–Prager yield surface is active ( _nh ¼ 0) reduces to:
D ¼ s : dp 
owp
ons
 _ns P 0: ð32Þ
As outlined in Section 2.2, the term owp=on
s  _ns is associated with a
release of energy, i.e. _ws 6 0. Hence, the worst conceivable circum-
stances for the satisfaction of inequality (32) correspond to the case
_ns ¼ 0. A sufficient condition for ensuring the positiveness of D is,
therefore, that:
s : dp P 0: ð33Þ
According to Eqs. (31) and (24), the plastic rate of deformation ten-
sor takes the form:
dp ¼ _kd 2 dev sþ 13 b1
 
; for s 2 oEds: ð34Þ
with _kd P 0. Substituting (34) into (33), and enforcing the yield con-
dition (17), we arrive at:
s : dp ¼ _kd 2q2  ba qþ
b
a
c
 
: ð35Þ
It is straightforward to show that the above inequality is fullfiled for
all qP 0provided that:
b
a
 2
 8 cb
a
6 0) b 6 8ca: ð36Þ
from which follows that a logical choice for the functional form of b
is
b ¼ cca; with 0 6 c 6 8: ð37Þ
The variable c appearing in the above equation is intrinsically asso-
ciated with the plastic dilatancy of the material. For values of c close
to zero, the plastic flow vector is practically isochoric in the whole
range of stresses, as shown in Fig. 6, except in a small neighborhood
at the apex, wherein the flow vector rotates until becoming purely
dilatational at q = 0. It is apparent, thus, that for c  0, the proposed
flow rule reproduces the experimental response observed by Pavier
(1998).
2.6. Evolution equations for the internal variables
Having formulae (24), (28), (29) and (31) at hand, the evolution
Eqs. (6)–(8) for the internal state variables nh, ns1 and n
s
2, respec-
tively, can be recast in terms of the plastic multipliers and plastic
flow vectors associated to each yield surface. Taking the trace of
both sides of Eq. (24), it yields:
trdp ¼ _ketrme þ _kdtrmd þ _kv trmv : ð38ÞBy straightforward operations on the experimentally calibrated
parameters shown previously, it can be demonstrated that the ellip-
tical cap lies entirely in the second quadrant of the p–q plane (p < 0)
for any physically conceivable value of nh. According to Eq. (28), this
implies that tr me ¼ 2s22p < 0. Furthermore, from Eqs. (29) and (31),
it follows that trmv = 0 and trmd > 0, respectively. These facts en-
able the rate form Eq. (6) for the internal hardening variable to be
rephrased as
_nh ¼ nhtrdp ¼ nh _ke2s22p; ð39Þ
i.e., nh only evolves when the stress state lies on the elliptical cap
( _ke > 0). Similarly, since tr md > 0 only when yielding occurs on
the Drucker–Prager yield surface, the evolution Eqs. (7) and (8)
for the internal softening variables can be rewritten as
_ns1 ¼ dev dp
  ¼ 2 _kdq; ð40Þ
and
_ns2 ¼ trdp ¼ _kdcac; ð41Þ
From the above equations it follows that stress states on the Druc-
ker–Prager yield surface are unequivocally correlated with softening
behavior, i.e., cracking; hence the alternative denomination failure
surface for the Drucker–Prager envelope.
2.6.1. Simplifications
One of the fundamental assumptions on which the proposed
model built is that the magnitude of elastic strains is negligible
in comparison with irrecoverable deformations.11 This assumption
allowed us to draw an approximation between nh and the relative
density g in loading processes with a steady accumulation of plastic
deformation. By using Eq. (39), and exploiting the analogy with the
conservation of mass equation, this approximation can be formally
extended to cover any loading history:
_nh ¼ nhHð _gÞHð _keÞ _g
g
¼ Hð _ke _gÞ _g
g
; ð42Þ
where HðÞ denotes the Heavyside step function. The factor Hð _gÞ in
the above equation accounts for the fact that nh can only evolve if
_g > 0, i.e., if density increases at the analyzed point. The other
Heaviside factor,Hð _keÞ, adds the proviso that the elliptical yield sur-
face must be active ( _ke > 0) for nh to increase. The major benefit
arising from this approximation is that, once the sign of _ke is known,
the differential equation represented by expression (42) can be
integrated in closed-form. It is important to emphasize that, as dis-
tinct to those approaches that assume directly that nh = g, the inter-
nal variable defined through approximation Eq. (42) maintains the
status of non-decreasing, path-dependent magnitude.
In accordance to Koiter’s rule (24), when the updated stress lies
on the intersection oEd;es between the Drucker–Prager failure sur-
face and the elliptical cap, the consistency parameters _kd and _ke
are nonzero and, therefore, the hardening and softening mechanism
act concurrently; the strain hardening produced by densification is
partially counterbalanced by the decrease in strength induced by
strain softening. It is the authors’ experience that this simulta-
neous occurrence of both hardening and softening can cause the
return mapping algorithm to zigzag, placing in each iteration the
solution on a different location without converging to any value.
In the interest of computational robustness, thus, rate Eqs. (40)
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Fig. 7. Fracture Energy vs nh. Experimental values provided by Jonsén et al. (2007) (Distaloy AE powder specimens), along with the exponential curve fit (see Eq. (45)).
13 It is important to remark that fracture energy values plotted in Fig. 7 are
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properties of the Heaviside step function HðÞ, we can write:
_ns1 ¼ 2 1H _ke
  
_kdq; ð43Þ
_ns2 ¼ 1H _ke
  
_kdcac: ð44Þ
This modification implies that, when the updated stress lies on the
intersection point of the Drucker–Prager surface with the cap, only
hardening takes place. Since there are no empirical laws accounting
for the simultaneous occurrence of strain hardening and softening,
this simplification does not actually compromise the correctness of
neither the hardening laws shown previously nor the softening cor-
relations that will be presented in the sequel.
2.7. Softening laws
To take developments a step forward, it is necessary to establish
the functional relation between the state variables and the soften-
ing internal variables ns, i.e., relations of the type _cs ¼ _cðnsÞnh¼const.12
However, experimental tests directly capturing how the yield
strength at given point of the material diminishes with plastic defor-
mation – at the same point – are not available: softening behavior –
as opposed to the pointwise manifestation of hardening behavior – is
characterized by inelastic deformation in localized regions accompa-
nied by elastic unloading in the surrounding material (strain localiza-
tion); thus, stress-displacement curves obtained from fracture tests
cannot be converted directly into valid stress–strain relationships
that reflects material properties. To calibrate the softening laws,
thus, it is necessary to resort to an indirect method, amply employed
in fracture modeling of granular materials, such as concrete (Oliver,
1989; Bicánic and Pearce, 1998; de Borst, 2001), that quantifies the
deterioration of yield strength in terms of the fracture energy of the
material, which is an experimentally obtainable quantity defined
as the mechanical energy required for the formation of a unit of frac-
ture surface. To the authors’ knowledge, the unique experimental ef-
fort to date to determine the fracture energy of consolidated metallic
powders has been made by Jonsén et al. (2007), who carried out
diametral compression tests on Distaloy AE powder cylindrical spec-
imens, previously compacted at various densities, to measure the
energy spent in inducing fracture along the loaded diameter. The
fracture energy values obtained in these tests are plotted in Fig. 7
against the (inelastic) relative density; an exponential equation
seems to provide a good fit to these data:12 In keeping with notation convention introduced previously, a ‘‘s” subscript is
appended to refer to the softening counterpart of each variable.GðdctÞf ðnhÞ ¼
g0
nh
AGf e
BGf n
h
; ð45Þ
with AGf ¼ 0:1487 J=m2 and BGf ¼ 9:5102.13
However, note that we have at our disposal only a set of fracture
energy values, measured in a single test, while the number of soft-
ening laws to be calibrated amounts to five (one for each yield con-
dition parameter). This relative paucity of experimental data to
support such relations compels us to, based on practical consider-
ations, introduce some simplifying assumptions. Green compacts
are more prone to failure during pressure release and subsequent
ejection stage. Upon pressure release, the stress state at every
point of the compact moves away from the compressive stress re-
gion – close to the cap and the Von Mises yield surfaces – to the
tensile/shear stress region, which, in turn, is bounded by the Druc-
ker–Prager failure line. Therefore, the decay in compressive yield
strength - determined by the elliptical cap and Von Mises yield sur-
face parameters s1, s2 and cv – during cracking processes seems of
little concern from a practical point of view. Accordingly, we shall
assume that the shape and size of the elliptical cap and the Von Mises
yield surface remain unaltered in the course of failure events, and con-
sequently, are completely determined by the current value of the
internal hardening variable, i.e.:
_s1s ¼ 0! s1 nh; ns
 
¼ s1 nh
 
¼ s1h nh
 
; ð46Þ
_s2s ¼ 0! s2 nh; ns
 
¼ s2 nh
 
¼ s2h nh
 
: ð47Þ
_cvs ¼ 0! cv nh; ns
 
¼ cv nh
 
¼ cvh nh
 
: ð48Þ
On the other hand, it can be easily shown that the uniaxial tensile
strength is related to the Drucker–Prager parameters through the
expression:
rt ¼
ffiffiffi
3
2
r ffiffiffi
6
p
cffiffiffi
6
p
þ a : ð49Þ
It follows from the above that a reduction in c is accompanied by a
decrease in uniaxial tensile strength; and that variations of a also
affects the rate at which rt diminishes. However, in the interest of
simplicity, and since no experimental evidence confirms a distinct
trend, we shall consider that cohesion and uniaxial tensile strength
decrease at the same rate; or equivalently, that the parameter of
internal friction does not depend on ns, which, in accordance to themeasures per unit current surface, which is the typical definition of fracture energy.
However, in conformance with the rest of stress and energy quantities involved in the
formulation of the constitutive equations, the fracture energy GðdctÞf is defined on the
reference configuration, i.e. it is an energy per unit reference surface, hence the factor g0
nh
in Eq. (45).
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Fig. 8. (a) Typical force versus displacement graph for a diametral compression
test.The solid curve corresponds to the monitored force until the fracture of the
specimen. The dashed curve is the response of a specimen deliberately split into
two halves (to measure the recoverable elastic energy). The energy W required to
produce the crack is grossly estimated as the shaded area. (b) Area of the specimen
employed to compute the fracture energy.
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ple material constant:
_as ¼ 0! a ¼ ah0: ð50Þ
In view of the above simplifications, strain softening will be re-
flected in the p–q plane by a simple translation of the Drucker–Prager
yield surface towards the origin. The task of establishing the set
of softening laws is thus reduced to find the relationship cs = cs(ns).
Motivated by the exponential structure of its hardening counterpart
(Eq. (21)), the following correlation is proposed for this variable:
csðns1; ns2Þ ¼ c0 exp
H01n
s
1 þ H02ns2
c0
 
 1
 
; ð51Þ
where H01 and H02 denote the softening parameters and c0 stands for
the cohesion at the moment tis yielding on the Drucker–Prager yield
surface commences, that is, c0 = ch(nh(tis)). Difficulties are encoun-
tered, again, in calibrating the softening law (51), since two consti-
tutive parameters (H01 and H02) have to be adjusted empirically and
only one experiment is available. Thus, we have to whether neglect
the influence of one of the internal variables, or to calibrate one of
these parameters, say H01, and consider the other one as a depen-
dent variable H02 = vsH01, through a heuristically chosen factor vs.
The dilemma can be, apparently, resolved if we analyze the relative
influence of both internal variables in the material response; divid-
ing Eq. (44) by Eq. (43), we get:
_ns2
_ns1
¼ c ac
2q
: ð52Þ
It was set forth in Section 2.5 that, to reproduce the behavior ob-
served experimentally, the dilatancy parameter c should be set to
values close to zero; it follows from Eq. (52), hence, that the effect
of shear plastic strain dominates the material response ( _ns1 	 _ns2),
and therefore, the influence of the volumetric internal variable can
be disregarded ( _ns2 ¼ 0). Nevertheless, one has to be aware of the lim-
itations imposed by this hypothesis. Its validity hinges on assuming
that q is greater, or of the same order, as c (see Eq. (52)); this con-
dition, although seldom, may fail in some circumstances. For in-
stance, in an hypothetical hydrostatic tensile test, in which the
stress state is such that q = 0, variable _ns1 would not evolve, and
hence, unrealistically, no failure would be predicted. A similar situ-
ation may be encountered when the current stress lies in the vicin-
ity of the apex of the Drucker–Prager yield surface.
By virtue of this simplification, the set of internal softening vari-
ables can be reduced to a single scalar variable ns ¼ ns1, and the
softening law (51) rephrased as
csðtÞ ¼ c0 exp H0n
s
c0
 
 1
 
: ð53Þ
The tangential slope H of the curve described by Eq. (53), defined by
the following rate equation:
_cs ¼ H _ns; ð54Þ
is typically termed the continuum softening modulus (Oliver, 2000).
By differentiation of Eq. (53), H can be alternatively expressed as
H ¼ H0 c0 þ csc0 ¼ H0
c
c0
: ð55Þ14 The localization bandwith or characteristic length lf is intimately tied to the size
and orientation of the subsequent spatial discretization. See Oliver (1989) for further
details.2.7.1. Calibration of the softening law
We are now in the position to establish the correspondence
between the softening parameter H0(nh) and the experimentally
obtained fracture energy values, given in Eq. (45). To this end,
consider the work gf, per unit reference volume, consumed when
cohesion decreases from c0 to zero:gf ¼
Z t1
tis
s : dp dt: ð56Þ
Using the flow rule (34), the above equation can be rephrased as
gf ¼
Z t1
tis
_kd 2q2 þ cacp 	 dt: ð57Þ
Employing Eqs. (43), (54) and (55), the plastic multiplier _kd can be
expressed in terms of the cohesion variable and the norm of devia-
toric stress:
_kd ¼
_ns
2q
¼ c0
2H0cq
_c: ð58Þ
Substitution of Eq. (58) in Eq. (57) yields :
gf ¼
Z t1
tis
c0
2H0cq
2q2 þ cacp 	 _c dt ¼ c0
2H0
Z 0
c0
2q2 þ cacp
cq
dc: ð59Þ
The link between experimental data and the softening constitutive
law is finally provided by the following balance of energy in the
damaged volume Xf (Oliver, 1996):
W ¼ GðdctÞf Af ¼
Z
Xf
gfðXÞdV : ð60Þ
where Af denotes the area in which the crack localizes andW the to-
tal dissipated energy. The meaning of these terms is further clarified
in Fig. 8.
Under the assumption, commonly adopted in the related litera-
ture (de Borst, 2001), that gf is approximately uniform over Xf, and
considering a localization bandwith lf, the above expression takes
the form:
GðdctÞf ¼ gfðXÞlf : ð61Þ
Inserting Eq. (59) in Eq. (61), we finally get:
GðdctÞf ¼ lf
c0
2H0
Z 0
c0
2q2 þ cacp
cq
dc: ð62Þ
With a view towards minimizing the dependency to mesh refine-
ment, the softening modulus is related to the localization band-
with14 through the following expression:
H0 ¼ lf bH0; ð63Þ
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Fig. 9. Intrinsic softening parameter bH0 vs internal hardening variable nh.
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(Oliver, 2000), defined as
bH0 ¼ c0ðnhÞ
2GðdctÞf
Z 0
c0
2q2 þ cacp
cq
dc: ð64Þ
A remark concerning notation is in order here. The superindex
‘‘dct” attached to the symbol Gf indicates that this quantity corre-
sponds to the fracture energy measured in a diametral compres-
sion test; the intrinsic softening bH0, on the other hand, is not
accompanied by any superindex. This notational convention has
been deliberately introduced to highlight one of our basic assump-
tions in this regard: whereas fracture energy is clearly a quantity
sensitive to the loading history followed during the experimental
test, we shall consider that the intrinsic softening parameter does
not depend on the loading history. In other words, we regard the
intrinsic softening parameter bH0 as a state function, i.e., a quantity
that can be uniquely determined at any time by the point values
of the state variables. In this case, according to Eqs. (64) and
(45), the softening parameter only depends on the internal harden-
ing variable, that is bH0 ¼ bH0ðnhÞ. The intrinsic softening modulus is,
defined by analogy with Eq. (55) as
bH ¼ bH0 c0 þ csc0 ; ð65Þ
is thus also a state function, but it further depends on the internal
softening variable, bH ¼ bHðnh; nsÞ. Note that neither the softening
modulus H nor the softening parameter H0 can be viewed as state
functions, since their value are affected by the spatial grid used in
the computations.
To complete the calibration, it would be now pertinent to eval-
uate analytically the integral appearing in Eq. (64). To this end, one
needs the analytical expression of the stress path traced during the
de-cohesion process at points within the cracking band. For the
case of a diametral compression test, the derivation of such expres-
sions is far from being obvious, as may surmised from the stress
analysis (in the elastic range) carried out by Timoshenko and
Goodier (1970). To overcome this difficulty, it proves advantageous
to exploit the fact that the diametral compression test is but an
indirect test to measure the tensile strength of brittle or quasi-brit-
tle materials (hence the alternative denomination of indirect
tension test Wanga et al. (2003)), on which direct uniaxial tensile
test are difficult to perform. The experimental configuration of
the diametral compression test is such that the developing of the
crack at the loaded diameter takes place under Mode I or opening
mode conditions, which, in turn, are the same conditions encoun-
tered in a standard uniaxial tensile test. On this basis, a plausible
assumption is to consider that the fracture energy measured in auniaxial tensile test is approximately equal to that corresponding
to the diametral compression test, i.e.:
GðdctÞf  GðttÞf ; ð66Þ
the superindex ‘‘tt” signifying tensile test. Under such an assump-
tion, the analytical evaluation of the integral in Eq. (64) becomes
feasible, as we show in the following.
In a uniaxial tensile test, the ratio q/p at points belonging to the
cracking band is approximately linear:
q  m^ p; ð67Þ
since necking is not very pronounced in quasi-brittle materials
(Hearn, 2000) and thus the uniaxial stress state prevails after bifur-
cation of the response. For a tensile test, m^ ¼
ffiffiffi
6
p
, as it can be easily
deduced by simple algebra. Enforcing the yield condition in Eq. (67),
we get an expression of q as a function of the cohesion variable c:
q ¼ m^
m^þ a c ¼ ~mc: ð68Þ
Inserting the above equation into Eq. (64) and integrating, an
expression for the intrinsic softening modulus bH0 is finally
achieved:
bH0 ¼  c20
2GðdctÞf
2~m2  c~mþ c
~m
: ð69Þ
Substituting empirical laws (45) and (21) into Eq. (69), we final-
ly get an expression for the intrinsic softening parameter in terms
of the internal hardening variable:
bH0ðnhÞ


 


 ¼ g0
nh
AHeBHn
h
; ð70Þ
where
AH ¼
2 ~m2  c~mþ c 	
3~m
A2ch
AGf
; ð71Þ
BH ¼ 2Bch  BGf : ð72Þ
In Fig. 9, relation (70) between the intrinsic softening parameter
j bH0 j and nh is plotted. The graph shows that bH0 is close to zero
for the range of low densities. This means that the softening mech-
anism is not active at low densities. This observation is consistent
with experimental facts: in the early stages of the pressing, densifi-
cation takes place principally by rearrangement of the powder par-
ticles (Fleck, 1995), and therefore the body does not possess a
significant cohesive strength. This lack of adhesion of powder parti-
cles renders the role of softening, interpreted as deterioration of
strength, meaningless in this particular situation, because there
are no measurable strength to be degraded.
16 This mesh update is only needed in the simulation of the pressing stage. During
the subsequent pressure release and ejection stages, finite elements are not severely
distorted (small strain regime).
17 For details on the implementation procedure for the employed mixed formula-
tion, the reader is referred to Agelet de Saracibar et al. (2006, 2004).
18 No practical applications of powder compaction occurs under plane stress
conditions. When needed, the plane stress constraint can be imposed (exactly in
the elastic range and approximately in the plastic one) by an appropriate conversion of
the elastic constants Belytschko et al. (2001).
19 Incidentally, note that these experimental data are the same employed in
Section 2.7 to calibrate the softening law. In doing so, we are, apparently, violating a
well-known precept of numerical modeling: experimental data used for calibrating a
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presented above by which the intrinsic softening parameter bH0 is
regarded as a state variable. The lack of experimental data concern-
ing fracture energy in other fracture tests precludes the possibility
of strictly corroborating this certainly debatable hypothesis. Nev-
ertheless, it would be instructive to briefly examine and put on a
quantitative basis the consequences of such a proviso. For this pur-
pose, consider a compression test characterized by a stress path
during plastic loading given by q ¼ 
ffiffiffi
6
p
p.15 For a typical value
c = 0.01of the dilatational coefficient and a parameter of internal
friction a = 2.29, we get:
bH0 ¼ 15:8 c20
2GðctÞf
: ð73Þ
where GðctÞf stands for the fracture energy associated to a uniaxial
compression test. The same operations for a uniaxial tensile test
yields:
bH0 ¼ 0:52 c20
2GðttÞf
: ð74Þ
In view of Eqs. (73) and (74), the fracture energy measured in a uni-
axial compression test would be 15.8/0.52  30 times greater that
the one linked to the one obtained in a uniaxial tensile test. For
other granular media, such as concrete, this ratio gives approxi-
mately 100 (Oller, 1998).
3. Numerical implementation
Although the thorough treatment of issues pertaining to the
numerical implementation of the model is not the goal of this
work, it is convenient to, before launching into details of the vali-
dation of the model, provide an abridged overview of some aspects
that may result crucial for acquiring a proper grasp of the ensuing
computed results; for a more detailed account, the reader is re-
ferred to Hernández (2009).
The algorithm used for integrating the constitutive differential
equations is the so-called Impl-Ex scheme, originally proposed by
Oliver et al. (2006), and further elaborated in Oliver et al. (2008),
to improve the robustness of implicit algorithms in the numerical
simulation of material failure. Oliver et al. coined the term Impl-Ex
(IMPLicit-EXplicit) to suggest that the method shares some of the
features of both implicit and explicit integration schemes. Roughly,
the essence of the method is to solve explicitly for some variables,
in the sense that the values at the beginning of the increment are
presumed known, and implicitly for other group of variables. The
main motivation behind the use of this non-conventional integra-
tion method is to avoid the adverse effects, exhibited typically by
fully implicit, standard integration schemes (Belytschko and Mish,
2001), of softening-induced non-positive definite algorithmic elas-
to-plastic moduli. This methodology, in turn, entails the solution at
each time increment of the non-linear system of equations stem-
ming from the implicit backward-Euler difference scheme, i.e.
the so-called return-mapping equations, since the above mentioned
group of ‘‘explicit” variables are but extrapolated values of the same
quantities computed implicitly at previous time steps.
In regard to finite element approximation, an updated lagrang-
ian viewpoint has been adopted for describing the motion of the
mesh, with amesh update procedure based on the so-called Particle15 The ratio q/p is not linear in a compression test after bifurcation, since important
shear stresses develop at the localization band Lubliner (1990) (fracture occurs under
shear mode or mode II conditions and, consequently, the hypothesis of uniaxial stress
state is no longer valid). However, the approximation adopted here q=p ¼ 
ffiffiffi
6
p
(the
same path traced during elastic loading) serves as a first approximation for estimating
the fracture energy associated to this test.Finite Element Method (PFEM) (see Oliver et al., 2007).16 This
method imposes a limitation concerning element technology: finite
elements are to be three-nodes triangular elements (linear). To avoid
the acclaimed inaccuracies that may emerge in the response in using
such simple finite elements (e.g. locking), a finite element approxima-
tion based on a mixed variational formulation, with displacements
and pressure as basic variables, and continuous linear interpolation
for both fields, has been implemented.17 The formulation has been
specialized to address plane strain and axisymmetric problems.18
The localization bandwidth at each quadrature point (see Section 2.7)
is calculated as lf ¼
ffiffiffiffiffiffiffiffi
2Ae
p
, where Ae is the area of the corresponding
triangular element. Tools are modeled as elastic bodies undergoing
small deformations. Powder-tool contact conditions in the normal
direction are imposed as a pure geometrical constraint; two different
strategies are used to treat numerically such constraint, namely, the
penalty method and the augmented Lagrangian strategy (used in
more accuracy-demanding situations). To account for the fact that
the powder becomes stiffer as densification progresses, a density
dependent penalty parameter is employed when using the penalty
strategy. Constitutive behavior in the tangent contact direction is
characterized by the corresponding dry friction coefficient; following
Oliver et al. (2007, 2009), Hartmann et al. (2009), interacting portions
of contacting bodies are identified via an interface mesh.4. Results
4.1. Diametral compression test
The quantitative assessment of the computed results is carried
out by recourse to a common fracture test: the Brazilian or diam-
etral compression test. The experimental data have been obtained
from Jonsén et al. (2007,).19 These experimental works include a de-
tailed pictorial description of the crack development, as well as rel-
evant quantities concerning the characterization of fracture, such as
tensile strength and fracture energy, for several densities (ranging
from 4.90 to 7.35 g/cm3). The numerical simulations presented here
correspond to a specimen of final average density q = 7.21 g/cm3.
Specifically, load data corresponding to this density level are given
in Jonsén and Häggblad (2007).
A schematic description of the experimental setup is shown in
Fig. 10. Force is applied over two diametrically opposite arcs of
angular width 2aB = 14. The fixture tools are modeled as elastic
bodies, with Young’s modulus Etool = 2.1 105 MPa and Poisson’s
coefficient c = 0.3. The specimen is compacted by single-action
pressing of an iron based Distaloy AE powder. The apparent density
of the powder is 3.10 g/cm3, and the full green density 7.48 g/cm3.
An uniform density distribution is assumed, as the onlymodel should not be employed also for its validation. However, the observance of this
rule is only strictly necessary when the connection between overall strain and stress
measures is direct, as in the characterization of the hardening response. By contrast,
the derivation of the softening law is not direct, due to the localization of strains, and
a host of assumptions is implied in relating the decrease of cohesion (stress measure)
in the zone affected by the cracking process and the accumulated inelastic shear
deformation (strain measure). Thus, the use of the same test for validating the model
can be viewed as a legitimate means of critically evaluate these assumptions.
F14º
Fig. 10. Diametral compression test.
Fig. 11. Mesh layout.
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(q0 = 7.21 g/cm3) of the compacted specimen. The final dimensions
are D = 25 mm and t = 5 mm, where D denotes the diameter and t
the height of the cylindrical specimen. According to Doremus
et al. (2001), these dimensions (t/D = 0.2) ensure that the proviso
plane stress can be employed to analyze the stress state during
the experiment. For simulating the experiment, a vertical displace-
ment of 0.2 mm is prescribed upon the top face of the upper fixture
tool.
As regards to material properties, the yielding mechanism is
characterized by an initial cohesion c = 29.9 MPa and an internal
friction parameter a = 2.2. These values follow from the curve-
fitting equations derived in Section 2 by simply setting the internal
hardening parameter to nh  g = 7.21/7.48 = 0.96.
As mentioned earlier, the characterization of the elastic re-
sponse is a somewhat controversial issue. Two empirical relations
were presented in Section 2.3 for the Young’s modulus as a func-
tion of relative density (internal hardening variable) (see Eqs.
(14) and (15)). Evaluation of the former, the one advocated by
Pavier (1998), at nh = 0.96 yields Ee = 168444.0 MPa, whereas the
linear relation proposed by Coube (1998), on the basis of measure-
ments of the velocity of sound on an unstressed specimen (Eq.
(15)), gives Ee = 21127.0 MPa. The consequences of using one or
the other relation will be properly assessed later. Other relevant
material parameters are the Poisson’s coefficient (me = 0.29) and
the intrinsic softening modulus, which can be obtained from the
graph shown in Fig. 9, giving bH0 ¼ 9:0  105 MPa=mm. The dilat-
ancy factor c is set to 0.01.4.1.1. Numerical aspects
Prior to compare the experimental results with the calculated
response, it is expedient to examine the sensitivity of the numeri-
cal results to subsequent mesh refinement. The mesh layouts20
used in this analysis are patterned after the non-uniform mesh de-
picted in Fig. 11; the higher mesh density in the vertical central band
is dictated by foresight of the fact that the dominant crack will be lo-
cated along the loaded diameter. Five different meshes characterized
by the size of the elements h in this central band are used. Young’s
Modulus is set to Ee = 21127.0 MPa, and the time domain is discret-
ized into 800 equally spaced intervals. The analysis is carried out by
examining F  v plots: the vertical deflection v corresponds to the
displacement prescribed upon the nodes located at the top face of20 Care is to be exercised in selecting the mesh size in the region where the load is
applied to the specimen, since excessively coarse meshes may not represent
adequately the stress concentration, leading to a mechanism of failure different from
that of cracking along the loaded diameter.the fixture tool; the applied load F is obtained as the sum of the
forces at these nodes.
Computed results are shown in Fig. 12. As far as the magnitude
of the peak value of the load is concerned, the sequence of graphs
displayed in Fig. 12 exhibits clear convergence with refinement of
the mesh. The peak value predicted by using the mesh labelled as
h = 0.4 mm is only a 0.6% lower than the one obtained with the
coarser mesh h = 0.6 mm. On the other hand, the magnitude of
the ‘‘residual force” – the force calculated at the onset of the
post-peak ascending branch – ranges between 2.85 and 2.91 kN,
although without a clear monotonic convergence tendency. In
view of these circumstances, it seems that going to finer discretiza-
tions will not improve significantly the accuracy. Hence, the mesh
labelled as h = 0.4 mm, which corresponds to the one displayed in
Fig. 11, will be taken as the finite element mesh for the simulations
shown in the sequel.
These sequence of force versus displacement diagrams pre-
sented in Fig. 12 indicates that the energy21 dissipated during the
loading process apparently converges as the mesh is refined. As al-
luded to in Section 2.7, lack of convergence upon refinement of the
finite mesh is one of the flaws that plague the numerical treatment
of models exhibiting strain-softening behavior. Thus, it seems that,
at least in this example, the employed regularization of the softening
law has proved useful in alleviating this problem.4.1.2. Computed versus experimental results
4.1.2.1. Quantitative results. We are now in the position to com-
pare the computed response (using N = 800 steps, typical mesh
size h = 0.4 mm ) with experimental results. The plots of the com-
puted force versus vertical deflection for two distinct Young’s
modulus Ee = 168444.0 MPa and Ee = 21127.0 MPa, in conjunction
with the corresponding experimental curve, provided by Jonsén
and Häggblad (2007), are depicted in Fig. 13. This diagram clearly
shows that the Young’s modulus estimation Ee = 168444.0 MPa,
obtained from triaxial measurements (Pavier, 1998), is utterly
inadequate for characterizing the elastic response of the green
compact under the conditions of this diametral compression test,
being more appropriate the estimation Ee = 21127.0 MPa, derived
from ultrasound tests (Coube, 1998). Nonetheless, even in this
case, significant differences with experimental data are observed,
as we detail in what follows. The slope of the numerical F  v21 Recall (see Fig. 8) that the energy dissipated can be estimated in terms of the area
enclosed by the force displacement graphs of unsplit and split tests.
Displacement (mm)
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
0
1
2
3
4
5
6
Ap
pl
ie
d
lo
ad
(k
N
)
h=0.8 mm
h=0.4 mm h=0.6 mm
h=1 mm h=2 mm
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Fig. 13. Applied load versus deflection. Comparison of computed results using different elastic properties with experimental data collected by Jonsén and Häggblad (2007).
The post-peak descending branch B–C is shown in magnified form.
J.A. Hernández et al. / International Journal of Solids and Structures 48 (2011) 292–316 305graph remains constant until point A; by contrast, the plot of the
experimental force versus deflection traces initially a non-linear
path OM. Then, it becomes linear up to the point N, at which,
according to Jonsén and Häggblad (2007), the elastic nature of
the graph ceases due to the initiation of the central crack. These
markedly distinct elastic responses highlights, again, concern
with the characterization of the elastic response, which should re-
ceive clearly more careful consideration in future improvements
of the model.
The progressive decrease in slope observed experimentally
(path NP) during crack growth is more pronounced that the de-
crease in slope predicted by the model (path AB), which is practi-
cally unnoticeable. As a consequence, the computed peak load
(point B) exceeds in 20% the maximum force measured experimen-
tally (point P), and the displacement at which this peak is reached,
is overpredicted in 11%, amounts that, albeit apparently unduly
large, are within a reasonable range of accuracy if we consider
the significant uncertainty (10–15%) attached to the experimental
determination of tensile properties in green compacts.2222 The material parameter that has more influence in the location of the peak load is
the cohesion variable (c). Note that the experimental values for cohesion shown in
Section 2 are derived data (Broek, 1988), in the sense that they are obtained from raw
data (tensile and compression strength, for instance) through an interpretation
process full of assumptions. Thus, in addition to the error involved in obtaining the
raw data, one has to acknowledge the uncertainty associated to such assumptions.Discrepancies in the post-peak behavior are also noteworthy. In
the experiment, a relatively gradual decay of load is recorded (path
PQ), whereas this decay occurs precipitously, although not instan-
taneously23 (path BC in the simulated response), resulting a residual
force underestimated by approximately 30%, and thus, an overesti-
mation of the dissipated energy.
These differences between observed and calculated (pre-peak
and post-peak) responses may be rationalized as due to the numer-
ous simplifying assumptions made in Section 2.7 in deriving the
softening law. Such assumptions, although physically plausible,
have no experimental corroboration and thus are arguable. An-
other contributor to these discrepancies may be found in the ele-
mentary character of our crack modeling approach, which does
not provide any means to ‘‘track” the propagation of the forming
cracks. Indeed, the post-peak portion of the curve corresponds to
the unstable growth of the central dominant crack. Without a
proper tracking algorithm, the localization band may tend to fol-
low certain preferred directions dictated by the mesh, giving rises
to spurious ‘‘crack branching”. An immediate implication of such
spurious branching is that the extent of the region affected by loss23 The enlarged view of path BC, shown in the upper-right part of Fig. 13, reveals
several time steps are required in its computation. An instantaneous drop would have
corresponded to a perfectly brittle response. A force versus displacement graph that
exhibits such feature warns of trouble with potential snap-back behavior (Crisfield,
1991).
Fig. 14. (a) Images recorded experimentally by Jonsén et al. (2007): initiation of the crack, point of maximum load, and end of the loading process. (b) Contour plots of
computed cohesion corresponding to such stages. (c) Contour plot of computed cohesion at the end of the loading process, showing the spatial grid used in the computation.
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Last but not least, it is well-known that fracture tensile tests on
granular materials are unduly sensitive to test conditions. Aside
from deficiencies in both the material constitutive model and the
numerical solution algorithm, thus, discrepancies may be also the
manifestation of inadequate modeling of such test conditions;
accounting for the actual stiffness24 of the testing frame, for in-
stance, is crucial to adequately capture the post-peak behavior (see
e.g. Lubliner, 1990).
4.1.2.2. Qualitative results. Fig. 14(a) contains images recorded
experimentally by Jonsén et al. (2007) during the loading process.
The leftmost picture corresponds to the initiation of the crack at
the center of the disc (point N in the F  v curve shown in
Fig. 13). The central image shows the state of the crack at the point
of maximum load (point P in Fig. 13). Finally, the rightmost picture24 The work by Jonsén et al. (2007) does not provide information concerning such a
feature.displays the aspect of the crack at the end of the loading process
(point S in Fig. 13). Aside from the central ‘‘dominant” crack, sec-
ondary cracks are distinguishable around the contact zones.
Cracks impair strength. Thus, a natural way of representing
such defects is by plotting contours of cohesion (green strength),
in which crack locations are identified as those areas affected by
a local decrease of cohesion. The corresponding sequence (initiation
of the central crack, maximum load and end of the test) of com-
puted contour plots of cohesion is shown in Fig. 14(b). In the left-
most plot, the local decay of cohesion observed in the center of the
disc indicates the initiation of the crack. In the central contour plot
(maximum load), we can see that this loss of cohesion propagates
to the periphery of the disc along the loaded diameter. Close to the
center of the disc, this propagation occurs along a single path. Near
the loading surface, however, the de-cohesion path seems to bifur-
cate into two branches. Such bifurcation (or ‘‘crack branching”) is
not detected in the experiment. Inspection of the rightmost plot
(end of the test), indicates that, eventually, loss of cohesion has
been more intense along one of these branches. Interestingly, the
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length of the diameter, displays a distinctly crack-like appearance,
and bears close similarity with the crack observed in the corre-
sponding photograph. Note that other regions with relatively low
cohesion, located mainly around the contact zones, are discernable
in the final contour plot. The aspect of these patterns of low cohe-
sion are in remarkable agreement with the abovementioned sec-
ondary cracks detected experimentally. In Fig. 14(c), the final
cohesion contour is plotted in conjunction with the finite element
mesh used for the computation. This plot allows us to distinguish
the band of elements along which loss of strength is localized.
4.2. Pressing and ejection of a thin cylindrical part
The simulation of the pressing and ejection of a thin cylindrical
part seeks to highlight the usefullness of the numerical model in
reinforcing the physical understanding of how well-known crack
typologies are developed. In addition, this simple example typifies
perfectly the process of compaction, since it touches upon all the
relevant issues: pressing, axial unloading, ejection, radial spring-
back, development of cracks, etc. The experimental data to validate
this test have been obtained from the extensive crack database col-
lected by Zenger and Cai (1997). It should be pointed out that, in
contrast to the diametral compression test shown previously, this
simulation is intended to provide only a qualitative assessment of
the model’s ability to reproduce crack formation.
A cylindrical part made of an iron based Distaloy AE powder,
with apparent density qapp = q0 = 3.04 g/cm3 and theoretical den-
sity qth = 7.33 g/cm3 is pressed until reaching a final density
q = 7.18 g/cm3. The punches and the die are considered elastic
materials characterized by a Young’s modulus Etool = 210000 MPa
and a Poisson’s ratio mtool = 0.3. Their dimensions are displayed in
Fig. 15.
The motion of the upper and lower punches is controlled by
prescribing vertical displacements on its top and bottom surfaces,
respectively. During pressing, the upper punch moves downward
with constant velocity 10 mm/s while the lower punch and the
die remain stationary. Release of axial pressure takes place at a rate
20 mm/s by gradually lifting the upper punch. During ejection
from the die, the lower punch pushes the compact upward at a
constant rate 40 mm/s. This example focuses on the prediction
and description of cracks formed due exclusively to elastic expan-
sion of the compact upon exiting the die; contribution of friction ef-
fects to the occurrence of cracks will be hence ignored by setting
the friction coefficient to a low constant value l = 0.01. Material
parameters are obtained from the calibration presented in Sec-
tion 2. From the two alternative empirical relationships for theDie
Upper
punch
Lower
punch
1
up
lp
0
2
Powder
Fig. 15. Dimensions of punches and initial die cavity.Young’s modulus given there, we shall use the one advocated by
Pavier (1998), see Eq. (14).
The initial finite element mesh is shown in Fig. 16. The average
size of the elements of the powder body is le = 1 mm, whereas the
size of the elements at the boundaries of punches and die in con-
tact with the powder is, approximately, 0.5 mm.4.2.1. Assessment of the crack prediction methodology
We consider first the case corresponding to an ejection with
total removal of the upper punch followed by an upward move-
ment of the lower punch. Fig. 17.a contains a sequence of three
contour plots of cohesion during this ejection process. In the left-
most plot, the compact is still confined within the die cavity. It fol-
lows from the uniformity exhibited by the cohesion distribution
that the green strength has not been altered and remains at the
same value attained at the end of the pressing stage. In the central
plot, almost one half of the compact has already emerged from the
die. To make more distinguishable changes in cohesion, this plot is
displayed in magnified form in Fig. 17(b) with a narrower gray-
scale. A de-cohesion pattern, in the form of darker ‘‘spots”, is ob-
served along the emerged portion of lateral surface. This
mechanical damage is apparently superficial, since only the outer
layer of elements is appreciably affected by loss of cohesion.
The rightmost plot of Fig. 17(a) is the cohesion contour map at a
point where 85% of the upper portion of the part is clear of the die.
An enlarged view of such plot is displayed in 17(c). In addition to
the above mentioned lateral de-cohesion pattern, which has pro-
gressed along the perimeter, decrease in cohesion is detected at
the upper half portion of the part. The degradation is more intense
along the upper layer of elements. Near the axis, the resulting de-
cay is estimated in 95% of the value of cohesion attained at the end
of the pressing stage. As we move downward, the intensity of the
degradation diminishes gradually and becomes more diffuse.
Fig. 17.d shows schematic descriptions of two type of crack pat-
terns observed experimentally in Class I parts. These sample crack
layouts have been obtained from the almost exhaustive crack data-
base elaborated by Zenger and Cai (1997). The agreement with
experimental evidences becomes qualitatively apparent by simply
comparing the computed contour plots with these schematic
descriptions. The mechanical deterioration observed on the lateral
surface appears due to the absence of a smooth taper to allow someFig. 16. Initial mesh layout.
Fig. 17. (a) Contour plots of computed cohesion during emergence of the compact from the die. The central and rightmost plots are displayed in magnified form in (b) and (c),
respectively. (d) Qualitative description of cracks observed in thin parts reported in the database of common cracks collected by Zenger and Cai (1997).
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detected on the top surface, is almost ubiquitous in the ejection
of Class I parts (Zenger and Cai, 1997), and is caused by bending
stresses, as illustrated in Fig. 18.
The non-homogeneity of the computed cohesion distribution
indicates that the mechanisms of strain softening have been cer-
tainly activated. Elements of the lateral and upper surface at which
the cohesion is markedly lower may be loosely interpreted as loca-
tions of macroscopic cracks. However, the de-cohesion patterns
shown above do not exhibit, certainly, a distinctly crack-like
appearance, if compared, for example, with the results depicted
in Fig. 14. A reason that may explain this apparently ‘‘poor” repre-
sentation may be that the finite mesh employed in the calculations
(see Fig. 18(b)) is too coarse for adequately capturing localization
of plastic strains. To corroborate this, an analysis with a finer mesh
has been carried out. The alternative mesh is shown in Fig. 19(a).The typical element size has been set to approximately 0.15 mm,
which results in almost 10000 elements only for the body powder,
in contrast with the 1000 elements of the mesh displayed in
Fig. 18(b). The aim is not to examine the compaction process in
its entirety, but merely to evaluate the ability of the model in rep-
licating the flexural cracks appearing on the horizontal top surface.
For simplicity, thus, the effect of the die has been replaced by pre-
scribed lateral pressure (200 MPa) acting on the lower fourth of the
part. The corresponding contour plot of computed cohesion is
shown in Fig. 19(b). Loss of cohesion is more accentuated along
three (on each half) easily discernable vertical paths emanating
from the top surface of the part, which, in turn, implies that local-
ization of plastic strain has indeed taken place.
The hypothesis advanced previously seems thus to be sus-
tained: a finer mesh ensures a more ‘‘pleasing” and realistic aspect.
However, it should be stressed again that the ultimate goal of the
Fig. 18. (a) Eccentricity of the resultant of lateral stresses causes bending of the part. (b) Deflected shape showing the finite element mesh in the simulated part
(displacements scaled up 10 times).
Fig. 19. Dieless case: (a) overly refined mesh, (b) contour plot of cohesion with displacements scaled up 10 times.
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given fabrication route will lead to defective parts or not. The mod-
el should have the capability of predicting the formation of macro-
scopic cracks, but without the need of giving an accurate
description. From the contour plots of cohesion obtained with
the coarser mesh shown in Fig. 18(b), one can conceivably con-
clude that, in this case, the ejection schedule with total axial
unloading will lead invariably to defective parts due to tensile
stresses induced by bending. The exact dimensions of these bend-
ing cracks and their exact distribution over the upper surface are of
little concern. Consequently, going to unduly fine meshes, as the
one displayed in Fig. 19(a), is inefficient from a practical point of
view. Too many refinements in engineering solutions pertain to
secondary errors; they increase the complexity, but do not improve
the solution.25 Due to the deliberately low value of the friction coefficient, shear stresses are
negligible and radial stresses are approximately constant along the radial direction.
Hence radial and hoop stresses are identical, and the deviatoric stress measure can be
expressed simply as q* = jrz  rrj. Hence, q* = 0 implies rz = rr.4.2.1.1. Analysis of the process in the mean-deviatoric stress plane. In
order to disclose in full the nature of the phenomenological events
(hardening, softening and elastic behavior) that takes place during
the process, it proves instructive to plot in the mean-deviatoric
stress plane the stress history at a representative point together
with the respective sequence of surfaces defining the yield condi-
tion. Fig. 20(a) represents the stress evolution at a node located
close to the upper face of the part. During the pressing stage, the
stress state traces the path AB. The monotonically increasing char-
acter of this loading history ensures that the powder is always at
yielding during this phase. The strength of the material thus raisesprogressively, and this hardening behavior is indicated by the
expanding yield surfaces (dashed lines). The yield surfaces drawn
with a solid line represents the yield condition at the end of the
pressing stage. Within the region enclosed by these yield surfaces,
the behavior of the material is presumed to be elastic.
During axial unloading, the stress state follows a piecewise
approximated linear path BCD; the yield condition is not affected
during this phase, since the entire trajectory lies within the elastic
region and, thus, mechanical properties are not altered. By defini-
tion, the deviatoric stress measure q* must remain positive. There-
by, the descending tendency of the stress trajectory breaks down at
point C, at which the trajectory is ‘‘reflected”; the slopes (in abso-
lute value) of the descending and ascending branches are conse-
quently identical. Point C corresponds to a hydrostatic stress
state and it marks25 the transition to stress states in which the radial
pressure is dominant (rr > rz). At point D, the axial pressure exerted
by the upper punch is totally released.
The removal of the upper punch is followed by the upward
movement of the lower punch for ejecting the part out of the
die. As the part moves toward the die exit, the radial stress at
the analyzed material point diminishes gradually; this elastic
unloading process is represented by the descending path DE in
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Fig. 20. Stress trajectory in the mean-deviatoric stress plane of a point located on the top face of the part. (a) Pressing (path AB), release of axial load (path BCD) and ejection
(up to the onset of bending, path DE). (b) Enlarged view of the first quadrant. Path EF represents elastic loading due to tensile bending stresses. Path FG indicates decrease of
cohesion (green strength) due to strain softening.
26 Viewed in the light of the scope of our analysis, this simplification appears
reasonable. Nevertheless, bear in mind that the propagation of cracks is inherently a
three-dimensional phenomenon.
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the magnitude of the stress at this node practically vanishes, and
the stress state remains thus close to the origin (point E). Ejection
progresses and, when half of the part is out of the die, the eccen-
tricity of the lateral force begins to produce the aforementioned
bending deformation (see Fig. 18(b)). As a consequence, the upper
portion of the part is stretched, hence put into tension. This bend-
ing deformation causes the stress state to move within the elastic
tensile region (first quadrant of the mean-deviatoric stress plane),
which is shown in magnified form in Fig. 20(b), until eventually
reaching the Drucker–Prager failure line at point F. Yielding on this
failure surface induces a decrease of cohesion (softening) of
approximately 85%, from 35 to 5 MPa, and consequently, the Druc-
ker–Prager failure line shifts toward the origin. This is illustrated
graphically by the sequence of parallel dashed lines. During this
continued yielding, the stress traces the path FG.
The usual industrial practice to prevent cracking caused by
bending of the part is to maintain a certain level of axial load dur-
ing ejection (Zenger and Cai, 1997). The upper punch must accom-
pany the lower punch in its upward motion, ‘‘sandwiching” the
part until it is completely out of the die cavity and thus avoiding
the tendency to bend. The effect of the hold down pressure on
the compact properties can be assessed properly in the mean-
deviatoric stress plane. In Fig. 21, the stress evolution during axial
unloading and ejection at the same material point analyzed previ-
ously (see Fig. 20), is drawn for several hold down pressures. The
ejection branches HJ and BG correspond to total axial unloadingand 13% hold down pressure, respectively. In essence, the effect
of keeping a certain level of axial load is reflected in the mean-
deviatoric stress space as a translation of the unloading branch
HJ, which shifts towards the compression side to BG; the final
stress state moves far from the tensile region (first quadrant), thus
avoiding the formation of tensile cracks. Needless to say, the larger
the hold down pressure, the further the final stress will be from the
tensile region (points E and F) and, consequently, the likelihood of
tensile-type failure will decrease. However, large hold down pres-
sures may promote other mechanism of failure, such as crushing.
Furthermore, due to the concomitant increase of radial pressure,
the deterioration of the lateral surface will be invariably
aggravated.
4.3. Compaction of an axially symmetric multilevel adapter
We address now a more practical problem: the compaction of
an axially symmetric multilevel adapter in an advanced computed
numerically controlled (CNC) press machine. The geometry and
dimensions of this part are displayed in Fig. 22. In view of the axial
symmetry of both loading (pressing punches) and geometry,26 the
study is concentrated on a characteristic radial section. The initial
die cavity dimensions and the mesh layout are shown also in
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le = 0.25 mm, whereas the size of the elements at the boundaries of
punches and die in contact with the powder is, approximately,
0.15 mm; features on the bottom faces of the part demands smaller
elements (0.05 mm) at these locations. The tool set employed to
form the powder into the required shape comprises an upper punch
(UP) of 126 mm height; three lower punches (LIP, LMP and LOP)27 of
heights 206, 150 and 87 mm, respectively; a die that controls the
outer peripheral shape; and a core rod that controls the inner
peripheral shape and size of the part. A glance at Fig. 23(b) allows27 The acronyms LIP, LMP and LOP signify lower inner punch, lower middle punch
and lower outer punch, respectively.us to appreciate the striking contrast between the small volume
occupied by the powder in relation with the dimensions of the press-
ing punches.
The powder employed in making the part is a Distaloy AE iron
based powder with apparent density qapp = 3.25 g/cm3. Material
parameters can be obtained thus from the empirical adjustment
presented in Section 2. Fill density, which is assumed uniform
throughtout the die cavity, is taken as the apparent density. Fric-
tion between the powder mass and the faces of the tools-die walls
and core rod is modeled via a friction Coulomb law, with coeffi-
cient l = 0.12. The elastic behavior of the tooling is characterized
by a Young’s Modulus Etool = 210 GPa and a Poisson’s ratio
mtool = 0.3.
4.3.1. Pressing stage
It needs no emphasis that the success in predicting numerically
the formation of cracks during the post-pressing stages (pressing
release and ejection) relies considerably on the quality of the den-
sity and stress distributions computed at the end of the pressing
stage. Thereby, we begin our analysis by comparing experimental
– obtained by the Archimedes’ method – and numerically calcu-
lated density values.
The effect of the mechanical and hydraulic drives of the
advanced CNC press machine employed to shape the part are
replaced by prescribed conditions on the top and lower faces of
the upper punch and the lower punches, respectively. The upper
punch is connected to a reciprocating mechanism during the press-
ing portion of the compaction cycle; the relation between the (ver-
tical) displacement prescribed on the top of the upper punch and
the position within the cycle exhibits thus a sinusoidal form, as
shown in Fig. 24, and the pressing stroke uup is given by the
expression:Fig. 24. Displacement profiles prescribed on punches during pressing stage. The
angle u0 denotes the point in the cycle at which the upper punch enters the die
cavity (u0 = 157.3). The pressing stroke ends at u = 180 (bottom dead center).
Table 1
Motion scale factors used for pressing the modified part.
UP LIP LMP LOP DIE CORE ROD
f 1 0.043 0.234 0.019 0.173 0.233
Fig. 25. Contour plot of density computed at the end of the pressing stage.
Table 2
Comparison between computed densities (qnum) and experimentally measured values
(qexp).
Zone 1 2 3 4 Overall
qnum (g/cm3) 7.07 7.12 6.91 6.92 7.04
qexp (g/cm3) 7.04 7.05 6.98 7.01 7.03
qnum  qexp (g/cm3) 0.03 0.07 0.07 0.09 0.01
Fig. 26. Contour plot of cohesion at the end of pressure release stage.
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 lc
lr
sinu0
 2s0@ 1Alr þ ð1þ cosu0Þlc; ð75Þ
where lc = 90 mm and lr = 580 mm – the lengths of the crank and
the connecting rod, respectively. The velocity of the lower rams dur-
ing pressing is kept proportional to the velocity of the upper ram,
hence their motions also exhibit a sinusoidal profile, as can be read-
ily appreciated in Fig. 24(a). The proportionality – or motion scale –
factors for the case at hand are shown in Table 1.
Density contours corresponding to the end of pressing stage are
shown in 25, accompanied by computed averaged density within
the analyzed subdomains. These averaged values are compared
with experimental measures in both Fig. 25 and Table 2. The den-
sity distribution obtained experimentally are clearly more uniform
than the computed one. The maximum density is attained in the
level formed by the lower middle punch; finite element analysis
overestimates density in this region in 0.07 g/cm3. The portion
with the lowest density is located above the lower inner punch;
in this case, the numerically predicted value is 0.09 g/cm3 below
the experimental one, which is also the maximum discrepancy be-
tween experiment and predicted density values. Since this error is,
according to the powder modeling community (see PM Modnet
Computer Modelling Group, 1999), within acceptable accuracy
for density predictions (0.1 g/cm3), the agreement can be deemed
satisfactory.180 181 182 183 184 185
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gap4.3.2. Pressure release
Using as starting point the above shown results obtained at the
end of the pressing stage, we tackle now the analysis of the post-
pressing operations. We concentrate exclusively on the simulation
of the pressure release stage. In this stage, the upper punch moves
upward a certain distance so as to reduce the level of axial and ra-
dial pressures, and hence facilitate the subsequent withdrawal of
the die.28 We consider here the extreme case in which the upper
punch is lifted completely out of contact with the compact while
the rest of tools remains stationary. To this end, a uniform displace-
ment of 0.4 mm is prescribed on the top surface of the upper punch;
the lower punches, the die and the core rod are kept fixed by impos-
ing zero displacement on their bottom faces.28 The CNC press employed to consolidate the powder features a withdrawal-type
tooling system, in which it is not the part that is pushed out from the compaction
cavity while keeping fixed the die, as occurred, for instance in the case shown in
Section 4.2, but rather the die is withdrawn whilst the compact remains stationary.In Fig. 25, the computed contour plot of cohesion at the end of
the pressure release stage is shown. Examination of this contour
plot clearly reveals the existence of an horizontal de-cohesion pat-
tern with a distinctly crack-like appearance. The evolution of this
localized loss of cohesion can be appreciated in the sequence of
contour plots displayed in 27. The crack emanates from the junc-
tion of the levels formed by the LMP and LIP. Then, it progressively
propagates outward, in the horizontal direction, until reaching the
periphery of the part. At the end of the pressure release stage, the
computed de-cohesion path spans the whole section, a fact that
suggests that separation of the lower outer skirt from the main
web body may be imminent.
Fig. 27 contains the graphs of vertical displacement of the work-
ing ends of each punch as a function of the position within the
compaction cycle. Since the bottom faces of the lower punches
are kept fixed, these graphs provide information regarding punchFig. 27. (a) Displacement of the working ends of lower and upper punches, together
with the displacement of the top face of the upper punch, as a function of the
angular position. (b) Sequence of contour plots of cohesion.
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tion (approximately 0.2 mm) is experienced by the longest punch,
the LIP; the vertical expansion of the LOP, the shortest one, is less
than 0.1 mm. This means that, during axial pressure release, the
compact does not remain stationary, as one would expect, but
moves slightly upward, pushed by the LIP; gaps are thus generated
between the working ends of the LMP and the LOP and the com-
pact, as can be observed in Fig. 26. In this process, the outer flange
is partially gripped between the LMP outer wall and the LOP inner
wall, due to friction effects. The combination of this restraining
action and the upward movement of the LIP places in tension the
corner region and this induces, in turn, the formation of the numer-
ically obtained crack.
The above explanation seems to be in accordance with practical
experience. Unbalanced punch deflections29 are one the most com-
mon cause of cracking in PM green compacts, especially when deal-
ing with extremely thin parts, as the one under consideration
(5.32 mm height). This provides convincing proof of the consistency
of the computed results, and proves the ability of the model in repro-
ducing the typology of cracks arising in situations of uncontrolled
punch deflections.
5. Conclusion
The primary goal of this work was to explore the possibilities of
numerically simulating crack formation during the post-pressing
stages in uniaxial die compaction processes. Research effort has
been focused on constructing a large strain elasto-plastic constitu-
tive model able to describe, in an unified manner, both the densifi-
cation of the powder under compressive stress states and the
formation of cracks during the post-pressing operations. The intro-
duction of the parabolic plastic potential function has proved suc-
cessful in reproducing the experimentally observed plastic
isochoric behavior in the shear regime, while avoiding the ac-
claimed numerical shortcomings appearing when jointly using tra-
ditional pure isochoric flow rules and implicit integration
procedures. Incorporation of a softening law – relating cohesion
and accumulated plastic shear strain – have enabled us to represent
macroscopic cracks as high gradients of inelastic strains concen-
trated along bands of finite thickness. A novel, thermodynamically
consistent calibration procedure has been used to relate material
parameters involved in this softening law to fracture energy values
obtained experimentally on Distaloy AE specimens. The conver-
gence studies carried out in dealing with the Brazilian test case
indicates that the proposed regularization of the softening law,
although not very elaborate, have seemed to alleviate the problem
of lack of convergence upon refinement of the finite element mesh.
Results presented in Section 4 have largely demonstrated the
model’s ability to reveal evidence of macroscopic defects and to,
at least qualitatively, evaluate the influence, in the formation of
such cracks, of variations in the input data. The overall impression
gained is that the judicious interpretation of cohesion distributions
can considerably assist in disclosing and understanding the causes
behind experimentally observed cracks. Useful insight can be
squeezed from simple qualitative comparisons of cohesion con-
tours obtained from simulation of alternative ejection routes. It
should be pointed out that, although the prediction ability of the
model has been evaluated only in cases of cracks caused by elastic
expansion and/or interaction with the tooling during ejection,
there is, in principle, no intrinsic limitation on applying the model29 To reduce the detrimental effects of unbalanced punch deflections, upper punches
are usually programmed to maintain a certain level of axial pressure, while the
motions of the lower punches are accurately controlled so as to compensate the
different axial expansions.to also describe the formation of other typologies of cracks, such as
the so-called deadwater or shear cracks, induced by inadequate
powder flow around corners during compaction.30
Admittedly, there are some flaws in the way the model fits
experimental data, in both elastic and plastic regimes, and further
research is required to bring computed results into closer agree-
ment with experiments: the characterization of the elastic re-
sponse, the simplifying assumptions adopted to establish the
softening laws, and, perhaps, the numerical technique for model-
ing the discontinuity associated to a crack, among others, are as-
pects that should receive further attention. Nevertheless, it
should be stressed again that the aim and purpose of the investiga-
tion is not to track with fidelity crack growth; any attempt to im-
prove the accuracy and realism of the model must be considered in
this light. Too many refinements are not warranted.
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Appendix A. Fulfilment of the Clausius–Duhem inequality
This appendix is devoted to show that the proposed constitutive
model satisfies the requirement of positive dissipation:
D ¼ s : dp  owe
onh
þ owp
onh
 
_nh
zfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflffl{_wh
 owp
ons
_ns
zfflffl}|fflffl{_ws
P 0: ðA:1Þ
The associated character of the plastic flow on the elliptical cap and
the Von Mises surface, together with the remarks made in Sec-
tion 2.5 regarding the plastic flow on the Drucker–Prager surface,
ensure the positiveness of the rate of plastic work per unit reference
volume s: dp. Since the term _ws accounts for the release of energy
associated with softening, that is, _ws 6 0, the worst conceivable cir-
cumstances for the satisfaction of inequality (A.1) is when _ws ¼ 0.
Therefore, inequality (A.1) can be reduced to:
s : dp P
owe
onh
_nh þ owp
onh
_nh; ðA:2Þ
i.e., the rate at which energy is stored in the powder structure can-
not exceed the rate at which plastic work is supplied.
As stated by Eq. (14), the material becomes stiffer as densifica-
tion progresses. This is reflected also in an increase of internal en-
ergy, given by the first termof the right hand side of inequality (A.2):
owe
onh
_nh ¼ 1
2
3
oje
onh
tr2 ee þ 2 ol
e
onh
dev ee : dev ee
 
_nh: ðA:3Þ
Albeit the increase of the bulk and shear modulus, represented by
the derivatives oje/onh and ole/onh, is of the same order as the hard-
ening parameter term os1/onh, they have weighting factors which
are quadratic in the elastic strains, a fact that renders the energetic
contribution owe/onh negligible in comparison with the other term
of _wh. Therefore, attention will be confined to prove that:
D ¼ s : dp 
owp
onh
_nh P 0: ðA:4Þ
The task of verifying (A.4) is normally accomplished by devising a
closed-form analytical expression for wp, so that the set of30 The modeling of compaction shear cracks, as opposed to ejection cracks, has been
extensively discussed in the P/M modeling literature (see, for instance: Coube and
Riedel, 2000; Tahir and Ariffin, 2006; McDonald et al., 2009).
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by differentiation of wp with respect to nh. In the work by Bier and
Hartmann (2006), for instance, this is done by postulating the addi-
tive split of the plastic free energy into several parts, each one of
them accounting for a different hardening mechanism. Their consti-
tutive model is amenable to such decomposition because they em-
ploy a unique function for describing the yield condition and, hence,
any transformation of the yield surface in stress space can be easily
associated with a combination of simple isotropic (expansion),
kinematic (translation) and distortional (change of shape) harden-
ing mechanism. In the problem at hand, however, hardening behav-
ior is not represented by a unique function, but by three evolving
surfaces; this fact makes rather difficult to define separately pure
expansions, translations and distortions of the yield condition,
and, consequently, to derive an analytical form for wp.
In view of these difficulties, it is necessary to retrace the analy-
sis from a more pragmatic perspective, appealing to physical in-
sight and intuition. Note that the primary concern here is not to
obtain an expression for wp, but to prove the validity of inequality
(A.4). With this observation in mind, consider an alternative con-
stitutive model, characterized solely by an elliptical yield function
(Fig. A.28, dashed curve); the flow rule and the equations govern-
ing the size of the ellipse are assumed to be the same as those of
the original three-yield surfaces model. This model would corre-
spond to a material exhibiting identical mechanical behavior in
tension and compression. The existence of a free energy function
per unit reference volume, denoted by ~w, is also postulated for this
idealized symmetric material.
Consider now the response predicted by the three-yield surface
model and the one corresponding to the elliptical model – hence-
forth referred to as models A and B, respectively – under a loading
history such that the internal hardening variable nh evolves identi-
cally in both cases from nh to nh + Dnh. Due to interlocking of rough2s
h
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Fig. A.28. Yield condition in the p–q plane for the multisurface modelgrains, cold welding of particles and other microscopic events mac-
roscopically correlated with a strain-hardening tendency, the
internal energy in the powder material (model A) increases by an
amount:
Dw ¼ w nh þ Dnh
 
 w nh
 
; ðA:5Þ
in the idealized material (model B), this increase is expressed sym-
bolically as
D~w ¼ ~w nh þ Dnh
 
 ~w nh
 
: ðA:6Þ
According to the empirical correlations s1 = s1(nh) and ch = ch(nh), gi-
ven in Eqs. (19) and (21), respectively, for a typical iron based Dista-
loy AE powder, an increase of nh from, say 0.8 to 0.9, is accompanied
by an increase of the hydrostatic yield stress in compression of
approximately 125 MPa, whereas the increase of yield stress
encountered on stress reversal is just 10 MPa. This gives a ratio in-
crease of strength in (hydrostatic) compression to increase of
strength in (hydrostatic) tension of 125/10 = 12.5. By contrast, the
raise of strength predicted by model B is the same in compression
and tension; it seems thus reasonable to expect also a similar trend
concerning the energy stored in the internal structure: in the ideal-
ized material (model B) the increase of the cohesive forces binding
the powder particles is greater than that in the real material (model
A), and this is manifested by a greater amount of stored internal
energy:
D~w > Dw: ðA:7Þ
This line of reasoning can be exploited further. A third constitu-
tive model, henceforth referred to as model C, is introduced. The
yield condition of this model is exactly the same as in model B,
but no distortional hardening will be considered; i.e., the eccentric-p
q
(b)
els B and C. (B) Yield condition for models B and C.
p
noisneT
2s
(solid line) and for an idealized symmetrical model (dashed line).
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Fig. A.29(a). From this peculiarity, it follows that the yield stress
predicted by model C will be equal or greater than that predicted
by model B for any loading path (Fig. A.29(b)), inasmuch as
(s2)CP (s2)B. Arguing as above, this implies that:
Dw^ > D~w; ðA:8Þ
where w^ denotes the Helmholtz free energy function per unit refer-
ence volume associated to model C.
An interesting conclusion can be drawn from inequalities (A.8)
and (A.7): for the same increment Dnh in the internal hardening
variable, the increase in internal energy Dw^ corresponding to
model C is an upper bound of the increase in internal energy Dw
corresponding to the original model. The same conclusion can be
couched in terms of dissipation: the dissipation associated to mod-
el C is a lower bound of the dissipation associated to the original
model, bD 6 D. Therefore, if we show that bD > 0, where bD is the
dissipation function for model C, the thermodynamic consistency
of the original multisurface model is automatically ensured. The
usefulness of our analysis becomes evident at this point: only a
hardening mechanism, an expansion characterized by the variable
s1, is active in model C, which can be categorized a simple isotropic
hardening model. Therefore, the identification of the thermody-
namic conjugate of nh in such model is comparatively an easy task,
as we show in the following discussion.
Let us write the dissipation function for model C as
bD ¼ s : dp  ow^
onh
_nh: ðA:9Þ
In order to avoid a lengthy derivation, we shall recast the defi-
nition of the internal hardening variable in a more suitable format.
Recall that nh was defined as a function of the length of the trajec-
tory in the plastic strain space through expression:
nhðtÞ ¼ nh0 e
R t
t0
tr dp dt
: ðA:10Þ
The exponential format of Eq. (A.10) was aimed at defining an inter-
nal variable reminiscent of the relative density. For our purpose it is
convenient to dispense with this exponential structure and define
the internal hardening variable simply as
n^hðtÞ ¼
Z t
t0
tr dp dt ) _^nh ¼ tr dp ¼ 
_nh
nh
: ðA:11Þ
Note that the physical meaning of the internal hardening variable is
not altered by this transformation. Eq. (A.9) in terms of n^h becomes:
bD ¼ s : dp  ow^
onh
_nh ¼ s : dp  ow^
on^h
_^nh: ðA:12Þ
It only remains to choose the thermodynamic conjugate of n^h. Tak-
ing into account that trdp, and hence n^h, is directly related with
inelastic volumetric changes, a natural candidate for the conjugate
of n^h is the hydrostatic yield stress in compression, the state vari-
able s1:
ow^
on^h
¼ s1ðn^hÞ: ðA:13Þ
To complete the analysis, Eqs. (A.13) and (A.11) are substituted in
Eq. (A.12), and by rearranging terms, we obtain:bD ¼ s : dp þ s1tr dp ¼ ðpþ s1Þtr dp þ dev s : dev dp: ðA:14Þ
By using the flow rule in Eq. (A.13), we get:bD ¼ 2 _ke s22 p pþ s1ð Þ þ q2 	: ðA:15Þ
Finally, to study the sign of Eq. (A.15), the norm of the deviatoric
stress q is expressed as a function of p and s1, yielding:bD ¼ 2 _ke s22p pþ s1ð Þ þ s22 s21  p2 	 	 ¼ 2 _kes22s1 pþ s1ð Þ: ðA:16Þ
Since _ke P 0 and jpj 6 s1, it follows from Eq. (A.16) that bD P 0. Thus,
the requirement of positive dissipation is satisfied by model C and,
as we stated above, this provides the assurance that our multisur-
face constitutive model is consistent with the second law of the
thermodynamics.References
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