Abstract. This paper empirically examines the performance of Black-Scholes and Garch-M call option pricing models using call options data for British Pounds, Swiss Francs and Japanese Yen. The daily exchange rates exhibit an overwhelming presence of volatility clustering, suggesting that a richer model with ARCH/GARCH effects might have a better fit with actual prices. We perform dominant tests and calculate average percent mean squared errors of model prices. Our findings indicate that the Black-Scholes model outperforms the GARCH models. An implication of this result is that participants in the currency call options market do not seem to price volatility clusters in the underlying process.
In addressing these issues, some researchers have made refinements to the Black-Scholes model. Amin and Jarrow (1991) introduce a stochastic interest rate model in which the assumption of constant interest rates, both domestic and foreign, is relaxed. Hilliard, Madura and Tucker (1991) develop a currency option-pricing model under stochastic interest rates when interest rate parity holds. Their model assumes that domestic and foreign bond prices have local variances that depend only on time and not on other state variables such as the level of short-term interest rates. The authors test their option model and find that the stochastic interest rate model with domestic and foreign short term rates, driven by Arithmetic Brownian motion, exhibit greater pricing accuracy than the constant interest rate alternative. While modeling stochastic volatility, Heston and Nandi (2000) observe that it is impossible to exactly filter volatility from discrete observations of spot asset prices in a continuous time stochastic volatility model and therefore it is impossible to price an option solely on historic asset prices.
1 was the first to propose an option-pricing model based on the assumption that the exchange rate follows a GARCH process. Duan and Wei (1999) generalize the GARCH option model by allowing for stochastic volatility, unconditional leptokurtosis and a correlation between the lagged return and the conditional variance for both the exchange rate and the foreign stock price. The authors conclude that options on foreign currency can be valued by assuming a bivariate non-linear asymmetric GARCH (1, 1) model. However, they do not perform a comprehensive empirical study of foreign exchange return behavior. We draw our motivation from their study and empirically compare the performance of BlackScholes and GARCH option pricing models in estimating call option prices on British Pounds, Swiss Francs and Japanese Yen. Our simulations indicate that the Black-Scholes model performs better than the GARCH models when pricing currency call options. We use the Kolmogorov-Smirnov test to compare error distributions between models and the average percent mean-squared error to compute the model errors.
Currency data
Daily exchange rates were obtained from the Wharton Research Database Services foreign currency (WRDS FX) database, which is based on the Federal Reserve Board's H.10 release. Exchange rates are recorded as currency units per U.S. dollar. The in-sample period is from January 5, 1987 through December 29, 1995 observations per currency) for the British Pound, Japanese Yen and the Swiss Franc. The summary statistics for the continuously compounded spot rate returns for each of the currencies studied can be found in Table 1 . The results show that the mean for each currency during the period studied is negative with a standard deviation between 0.0066 and 0.0078. This implies that during 1987 and 1995, the British Pound, the Swiss Franc and the Japanese Yen appreciated against the U.S. Dollar.
Data on call options were obtained from the Philadelphia Stock Exchange (PHLX) currency options database. This database lists every currency option trade from December 1982 to the present. Each recorded transaction has the time (up to the second) and date of the transaction, the number of contracts traded, and the underlying spot exchange rate. The daily interest rates used for risk-free rates were the British Bankers Association (BBA) settlement rates for each currency with maturities ranging from 1 month to 12 months. To perform out-of-sample tests, we use options data beginning January of 1996.
The model
The dynamics for the spot exchange rate
The valuation of currency options depends on the dynamics of the underlying spot exchange rate, the risk-free rate and the terms of the option contract. We use the Black-Scholes option-pricing model as our benchmark model. The Black-Scholes model assumes that the underlying spot exchange rate, S t , follows a Geometric Brownian motion given as,
where µ denotes the instantaneous percentage rate of change in the spot rate, σ denotes the instantaneous standard deviation in the percentage rate of change in the spot rate and the term dz ∼ N (0, 1), follows a Weiner process. The accuracy of the Black-Scholes option-pricing model depends critically on whether the assumptions underlying the model are faithful to the real data. There have been many extensions to the Black-Scholes model and we do not attempt to incorporate all these advances in our paper. 2 Instead, we limit our study to the stochastic process for currency exchange rates and statistically determine whether the data conforms to the diffusion process assumed in the Black-Scholes option-pricing model. One important feature of Eq. (1) is that the spot rate dynamics do not reflect any serial dependence. However, many studies examining financial time-series data have found presence of volatility clustering and consequently statistically significant serial dependence. Johnston and Scott (1999) , Hsieh (1988) , Kugler and Lenz (1990) , McCurdy and Morgan (1988) and Taylor (1986) support an autoregressive and conditional heteroskedasticity (ARCH) and a generalized ARCH (GARCH) type process. The study by Fujihara and Park (1990) find that three out of the five currencies they study support the ARCH model. and Heston and Nandi (2000) have developed a closed-form GARCH option valuation model. 3 We conducted the Portmenteau Q-test and the Lagrange multiplier LM-test for ARCH disturbances using the discrete version of Eq. (1) given as,
where S t is the exchange rate at time t, µ is the mean and ε t ∼ N (0, σ 2 t ). Note, that the empirical version in Eq. (2) indexes the volatility measure by time, thereby allowing the test to determine if volatility is constant over time. The ARCH test indicates if the volatility structure assumed in Eq. (1) needs to change. Table 2 presents results from the ARCH test for British Pounds, Swiss Francs and Japanese Yen. The results indicate a statistically significant presence of ARCH disturbances in the daily data we used in our sample period (i.e., January 1987 to December 1995). The Q-test and the LM-test report statistical significance for each of the 12 days prior to the day of the observation. Each of the currencies we studied exhibit statistical significance at the 1% level for each of the 12 lags. Collectively, these tests suggests that the exchange rate process in Eq. (1) is not representative of the data and consequently the Black-Scholes option pricing model is likely to be somewhat inadequate. 4 With the results from previous studies and the overwhelming evidence of volatility clusters in our sample, we use an ARCH/GARCH process given by a GARCH-M process. The process, similar to that of , is given as,
where,
), ird = 3-month foreign LIBOR minus 3-month domestic LIBOR. r t+1 = domestic, annualized risk-free rate.
The results are reported in Table 3 . Consistent with the previous studies, the coefficients of the GARCH (1,1) and GARCH (3, 3) processes are statistically significant at the 1% level for each currency in our study. We also find that the unit risk-premium (λ) is significant at the 5% level in the case of British Pounds but not in the case of the other two currencies.
The simulation model for the spot rate dynamics
The equation given in (3) is first converted to satisfy the Local Risk Neutral Valuation Relationship (LRVNR) proposed by . The equivalent process under LRVNR The process is given as: ln S t+1 γ (ird) +r t+1 + λ σ 2 t+1 + ε t+1 , where S t is the spot rate at time t, r is the domestic, annualized risk-free rate and ε t+1 ∼N (0, σ 2 t+1 ). We analyze only two lag structures namely, (1, 1) and (3, 3) . The variance for a GARCH ( p, q) process is given as,
. (* and ** denote 1% and 5% significance, respectively.) is given as,
Using the above set of equations, we employ the Monte-Carlo simulation method to generate the various paths for the exchange rate evolution under GARCH (1, 1) and GARCH (3, 3) and compute option payoffs for each path and consequently the option prices. Since, traditional simulation does not have the martingale property needed for the risk-neutral valuation of options, we employ the empirical martingale simulation proposed by Duan and Simonato (1998) and make the adjustment to the traditional simulation (see Appendix A).
The main purpose for simulating the underlying exchange rate is to be able to generate a distribution of spot prices for the terminal date of the option. These prices along with the risk-free rate, exercise price and the time to maturity are then used in valuing the option on the current date. The simulation of the underlying process involves estimation of the conditional volatilities on a daily basis and the corresponding estimates of daily exchange rates. Initially, we create a matrix of standard normal random numbers with x rows and y columns where rn (x, y) denotes an element. We arbitrarily fixed the number of paths y = 1000. 5 For each of the 1000 iterations, we make sure that each time step corresponds to one day and the number of time steps denoted by x is equal to the number of days remaining until the option expires. 6 We construct the volatility matrix where each element is denoted as σ (x, y). Initially, we set the elements of the first three rows of the matrix equal to the historical daily volatility estimated from the currency data set. For the remaining time steps, we use the procedure given in Eq. (4) above. The coefficients α 0 , α j (for j = 1, 2, 3), and β i (for i = 1, 2, 3) are the ARCH and GARCH estimates made for each currency using Eq. (3) . Note that the estimate of ξ t in Eq. (4) is computed as σ 2 t rn (x, y) where the value of rn(x, y) is drawn from the random number matrix.
The next step in this simulation uses the information in Eq. (4) and computes the simulated exchange rates for each path. In particular,
where, s(x, y) denotes the simulated spot rate for the xth time step in the yth path, r f is the domestic, annualized risk-free rate, σ (x, y) is estimate of the conditional volatility and rn(x, y) is the current innovation from the random number matrix generated earlier. The values of s(x, y) are then subject to the adjustment proposed in Duan and Simonato (1998) for a description to yield simulated spot rates having the martingale property denoted as sa (x, y). At this point we have three (T × 1000) matrices, one each for rn, σ , and sa. We construct a new set of matrices for each observation in each currency sample.
Simulation model for pricing european options
We compare the performance of the Black-Scholes model with the GARCH (1, 1) and GARCH (3, 3) models in pricing European options on British Pounds, Swiss Francs and Japanese Yen. The inputs to the closed-form Black-Scholes model are the current spot exchange rate (S t ), the exercise price (X ), the risk-free rate (r f ), the time to maturity (T ) and the current volatility (σ ). Instead of simulating Black-Scholes option prices, we use the closed-form solution as given below,
where, C BS denotes the estimated European call price using the Black-Scholes model,N (·) denotes the cumulative normal distribution,
In the case of GARCH option pricing models, we chose to estimate option prices using the empirical martingale simulation technique. 7 For the GARCH (1, 1) process, we set α 2 , α 3 , β 2 and β 3 in Eq. (4) to zero. The resulting volatility matrix is used as an input to Eq. (5) to simulate a GARCH (1, 1) spot exchange rate process. To calculate the option price, we compute the average terminal payoffs across all 1000 paths and discount the average at the risk-free rate for the duration of the time to maturity. More specifically,
where, X , r f and T are as defined above, sa(T , y) denotes the spot exchange rate at the last time step (Terminal date), y denotes paths, C G11 denotes estimate of a European call options when the underlying exchange rate follows a GARCH (1, 1) process. We apply the above procedure to estimate call option values under a GARCH (3, 3) process.
Options data and the GARCH parameters
We obtained the intra-day data on European options traded in PHLX on our three currencies (i.e., British Pounds, Swiss Francs and Japanese Yen) for the calendar year 1996. The GARCH estimates were made using daily currency exchange rates from October 1987 to December 1995. In order to use current estimates for GARCH and historical volatility, we consider only the January and February 1996 options transactions. Thus, we test the parameters in an out-of-sample setting. 8 The volatility estimates used in our study is the daily estimate in Table 1 
Performance measures and results
We conducted the simulation for call options on the three currencies under study. Our focus is the analysis of errors, defined as the market price of the option minus the price estimated by a model. Thus, for each of the currencies in our sample, we have a column of errors each for the Black-Scholes, the GARCH (1, 1) and the GARCH (3, 3) models. We analyze these errors by making pair-wise comparisons of the absolute error distributions and by examining the average percent mean-squared error. 10 We focus on the magnitude of the errors as under or over valuation will not throw additional light on relative performance of models.
Performance measures
Kolmogorov-Smirnov test of two samples: Let F(z) denote the cumulative distribution of absolute errors generated by model z, where z denotes Black-Scholes (denoted as BS), GARCH (1, 1) (denoted as G11) or GARCH (3, 3) (denoted as G33) for the three models we use. The Kolmogorov-Smirnov test of two samples tells us whether the two samples are from the same population (KS-2-tail test). The KS-1-tail test tells us which of the two distributions stochastically dominates the other. As an example, we specify the test comparing the pricing errors from Black-Scholes and GARCH (1, 1) models for options on British Pounds.
KS-2-tail:
H0:
In the context of our study, for example, if KS-1-tail rejects H0, it implies that the BlackScholes model has a higher valued cumulative distribution, consequently reflecting smaller magnitude of absolute error relative to the G11 errors. In this case, we would then conclude that the Black-Scholes model is a superior model to the GARCH (1, 1) model. The same logic is applied to each pair-wise comparison of the option pricing models.
Average percent mean-squared errors:
The average percent mean-squared errors, denoted as AMSE(z), is given as where, z denotes BS, G11 or G33 for the three models we use, C i denotes the market price of the option, C i (z) denotes the option price estimated by model z, and n denotes the total number of observations. The AMSE has the advantage that a $1 error on a $50 option carries less weight than a $1 error on a $5 option.
Kolmogorov-Smirnov test (KS):

Results
The upper panel of Table 4 presents the results from K-S tests for British Pounds. Based on the KS-2 tail test, we find that the error distribution for the Black-Scholes model is different from the error distributions for the GARCH models (at the 1% significance level). The onetailed K-S test shows that the cumulative distribution of (absolute) errors generated by the Black-Scholes model is greater than the corresponding distribution for GARCH models. This indicates that the Black-Scholes model generates smaller errors than the GARCH models. There is no discernable difference in performance between the two GARCH models. The lower panel of Table 4 presents results from the average percent mean squared errors. These results characterize the K-S tests with a measure of central tendency. The Black-Scholes model clearly outperforms the GARCH models with lower average percent mean square errors. The errors generated by the GARCH (1, 1) model are marginally lower compared to those generated by GARCH (3, 3) . Table 5 presents the results from K-S tests and the average percent mean squared errors for Swiss Francs. The 1-tailed and 2-tailed KS tests strongly indicate Black-Scholes model Table 5 . Swiss Francs. This table presents results from the analysis of pricing errors in the Swiss Francs option prices estimated using the Black-Scholes model (benchmark) and the option prices estimated using an empirical martingale simulation conditional on a GARCH (1, 1) underlying spot process. to be a better model compared to the GARCH models. This is also evident based on average percent mean squared errors. The Black-Scholes model generates fewer errors compared to the GARCH models. Unlike the case of British pounds, GARCH (3, 3) performs better than GARCH (1, 1) on the basis of the percent average mean squared errors for Swiss Francs.
Kolmogorov-Smirnov test (KS)
The results for Japanese Yen are presented in Table 6 . The results from K-S tests indicate that the Black-Scholes model is superior to GARCH (1, 1) . The distribution of errors for the Black-Scholes model and GARCH (3, 3) are not the same. Also, the distributions of errors between the GARCH models are not the same. However, the KS-tests cannot determine which of these stochastically dominates the other.
The lower panel of Table 6 presents results from the average percent mean squared errors. The Black-Scholes model clearly outperforms the GARCH models with lower average percent mean squared errors. The errors generated by the GARCH (1, 1) model are marginally lower compared to those generated by GARCH (3, 3) .
Conclusion
Currency options are widely used by individuals and corporations facing exchange rate risk exposure. These types of investors would benefit immensely from knowing a benchmark price for a call or a put option at the time they execute their buy or sell orders. Albeit the ease in day-to-day applications, the Black-Scholes model has been shown to suffer from several biases. Ironically, these biases cause further uncertainty to a hedger in pursuit of reducing uncertainty.
Our motivation stems from Duan and Wei (1999:57) which states, ". . . The question as to which model can best describe the foreign exchange return behavior and hence lead to more accurate pricing can only be answered empirically. The topic is best left for future research." We focus on the underlying dynamics of the exchange rate behavior. The BlackScholes model assumes a diffusion process with a constant volatility. This study examines the daily exchange rates from 1987 to 1995 for presence of autoregressive dependencies and finds an overwhelming presence of volatility clustering. As alternate models we examine the GARCH (1, 1) and GARCH (3, 3) specifications. The model prices were generated using the closed-form model for Black-Scholes constant volatility model and the empirical martingale simulation for the GARCH models. We find that the Black-Scholes specification of the underlying exchange rate stochastic process generates more accurate prices than the GARCH models.
