Detecting discontinuities in motion signal distributions is an essential operation of visual systems, contributing to perception and visuo-motor control. Discontinuities can be signalled by a difference in speed, direction or both. We measured how localisation accuracy for a motion defined contour depends on the velocity differences that define it. A vertical motion contour was defined by two fields of random dots with systematically varied combinations of speed and direction. We find that our data is best explained by assuming that localisation precision is inversely proportional to direction and speed differences that are linearly summed and weighted according to reliability, the optimal solution for combining independent estimates.
Introduction
Detecting motion contours is an important task for the visual system as they are salient cues for the segmentation of a visual scene into component surfaces. Motion defined contours can be the predominant or only information available for breaking camouflage-a special case when colour, luminance and texture cues are minimized, but the movement of an animal still provides motion cues. Also motion discontinuities can provide cues to the relative motion of objects (Treue, Andersen, Ando, & Hildreth, 1995) and interpreting the optic flow field, for example in the case of motion parallax. However, it is not clear how the magnitude of the difference in velocity contributes to our ability to localise a motion contour. When motion contours have been studied in the past, often direction (Sachtler & Zaidi, 1995; Shiori, Ito, Sakurai, & Yaguchi, 2002; Watson & Eckert, 1994) or speed (Mestre, Masson, & Stone, 2001; Moller & Hurlbert, 1996) have been varied in isolation to create a contour-making it difficult to assess the relative contribution of each to the salience of the contour. Here we examine how these two factors of speed and direction determine localisation thresholds separately and in combination. We aim to determine whether there is any improvement when the cues are both present, suggesting that the signals for speed and direction are combined at some cortical level. Improvement would be expected if motion was encoded as a velocity vector, because a difference in direction coupled with a difference in speed leads to a larger difference in velocity than either individual difference on its own. On the other hand improvement can also be a result of the combination of two independent cues. In this study we therefore want to explore (a) whether and (b) how the two motion cues are combined in the neural processing of motion-defined contours.
It is not clear from existing evidence whether speed and direction are coded in combination in a common neural code or in separate independent signals. Models for computing the direction output of a population response rely on directionally tuned V1 or MT neurons distributed over all possible directions (Maunsell & Van Essen, 1983) whereas most speed models rely on only two or three speed channels (Hess & Snowden, 1992; Smith & Edgar, 1994) , such a difference in resolution would reasonably impose different pooling requirements-an idea also proposed by Edwards and Grainger (2006) . Psychophysical evidence is divided as to whether speed and direction have the same perceptual characteristics. Looking at a comparison between speed and direction discrimination, Matthews and Qian (1999) found that axis-of-motion affected direction discrimination and not speed, suggesting these two responses were at least partially independent. Also Mathews et al. (2001) found differential affects of transcranial magnetic stimulation on speed and direction judgements, this double dissociation suggesting independent mechanisms. On the other hand, Festa and Welch (1997) varied dot life time for both types of discrimination and found that direction and speed discrimination both depended on dot lifetime in a similar manner.
By measuring the precision for the localisation of contours defined by various combined visual attributes such as luminance, colour, texture and motion, past work has concluded that these attributes are linearly summed at a common neural site (Rivest & Cavanagh, 1996) . We now model the dependence of precision on the two components of motion, using the prediction produced by the linear summation rule to consider how they are combined. The ability to localise motion-defined contours has been studied in some detail (Burr, Mckee, & Morrone, 2006) , but these measurements involved only direction differences and cannot tell us about the contribution of speed and the interaction between the two cues. We now consider speed and direction separately and as a combination and discuss the results in terms of velocity vectors and independent cue combination.
General methods

Stimulus presentation
Stimuli were presented on 21 inch EIZO Flexscan T662-T CRT monitor, controlled by a Cambridge Systems ViSaGe graphics card, programmed in Visual C++.NET. The refresh rate of the screen was 60Hz and the screen resolution was 656 Â 493 pixels. A central blue fixation point (CIE x0.142 y0.07 lum 5.842 cd/m 2 ) was presented on a grey background (36 cd/m 2 ). Black moving dots 0.05°(1 pixel) in width and height were presented in a 7°Â 7°square area 1°above the fixation point. Dots were limited lifetime to minimize orientation (motion streak) cues, each one was present for four frames of motion (67 ms) and then randomly re-assigned to a new position. Speed is defined as the distance (number of pixels) a dot moves between frames. Participants made use of a chin rest to maintain a steady head position at 57 cm from the screen. Participants all had normal or corrected-tonormal vision and procedures were approved by the Royal Holloway Department of Psychology Ethics committee.
Data collection procedure
On each trial a horizontal location at a given offset from the central fixation was selected. On either side from this point a speed and direction was selected for the moving dots, so that they either differed in speed, direction or both. For example in a stimulus where the dots differ in speed and direction, to the right of the chosen location all dots may be moving upwards with a speed of 3°/s, whereas to the left of the location they may be moving at angle of 30°to the vertical at 6°/s (see Fig. 1 for a schematic illustration of this stimulus). One of the motion areas always contained a vertical (base) motion, which could be move up or down (randomly chosen on each trial) and on the other side dots could move at a different speed and/or direction relative to the base motion. The consecutive positions of the dots were calculated at sub-pixel accuracy along the trajectory and then rounded to the nearest pixel position. In all conditions each dot would move at least one pixel in either the horizontal or vertical direction on each frame. The side the base motion would appear on was randomized, hence oblique motion could either be moving away from or towards the boundary with equal likelihood.
The task was to say whether the border between the two fields of motion lay to the left or right of fixation. A response was only allowed once all frames had been shown. Left or right responses were collected using the left and right buttons on a mouse. The psychometric curve was constructed using the percentage of responses ''to the right" as a function of the horizontal offset of the contour from the central fixation point, using the method of constant stimuli. These responses were fitted with a logistic function (y ¼ ;where x 0 = point of subjective alignment with fixation and r = slope of the function) from which the Just Noticeable Difference (JND) was defined by calculating half the distance between where 25% of answers were ''to the right" and where 75% of the answers were ''the right" (see Fig. 2 ). The area in which the dots appeared was randomly jittered trial to trial horizontally around fixation ±0.25°, independently of the position of the contour, so that the relative size of the areas of motion could not be used as a cue for localisation. Blocks of each cue condition (direction difference, speed difference and combined) were pseudo-randomly interleaved and within these blocks all conditions were randomly interleaved. The motion border was presented at nine horizontal offsets between 1°either side of fixation and 10 responses were taken at each offset, resulting in a total of 90 trials per measurement. See Fig. 2 for the illustration of a typical psychometric curve. JNDs were measured four times for each condition for each participant and the mean of the four measurements was used to plot the data and in the modelling results as the estimated JND for the participant in that condition. Standard errors of mean for individuals at each data point were determined from the four measurements.
In pilot studies considerable inter-subject variability and practise effects were found. To avoid large variability and drifts, before each experiment we used a pre-test phase to determine the number of dots leading to 75% correct performance when the border was a fixed distance from fixation on the 3°and 9°/s condition with no direction difference. We varied the difficulty of the task by choosing a different position for the pre-test and hence altering the number of dots needed.
Experiment 1: Varying difference in direction
In the first experiment we compared our ability to localise a contour defined only by a direction difference (=Da) (''direction difference alone") with a contour that is defined by both a (fixed) speed and a direction difference (''combined"); when direction difference = 0°, this contour is only defined by a speed difference (Ds) (''speed difference alone"). We varied the angular difference between the constituent motions for both conditions and compared the ability to localise at each direction difference. We compared a contour stimulus containing speeds of 3°/s (vertical base speed) and 9°/s either side (Ds = 6°/s), with a contour stimulus where both motions had the same speed of 6°/s (Ds = 0°/s), one of which was vertical. We began by measuring just a few angular differences for many participants and then investigated JNDs as a function of direction difference in more detail, with more sampling points and a harder task (less dots, see Methods) for two participants.
Methods
The first author and six naïve participants took part. The stimuli were present for 30 frames (500 ms). In Experiment 1(a) the pre-test involved judging a border that was 0.35°from fixation resulting in dot numbers that varied between 50 and 500 for the group of naïve observers. In Experiment 1(b) to make the task harder in the pre-test the border was 0.25°from fixation, resulting in dot numbers of 10 for SD and 30 for AP.
Results
In the ''direction difference alone" condition there is a clear decrease in JNDs (corresponding to an increased precision in localisation) as the direction difference increases (see Fig. 3 ). At 15°on this condition SD was not able to localise the contour, so although this configuration was tested no data is shown. Any improvement upon combination below either of the speed or direction alone conditions would be shown in Fig. 3 if the combined condition (grey) dropped below both the ''direction difference alone" (black) condition and the ''speed difference alone" (dashed line) condition. With the speed difference used in this experiment of 6°/s, there is no obvious improvement when a direction difference is added to this speed difference, or when this direction difference increases either for the individual data or the group average.
Experiment 2: Comparing difference in direction with difference in speed
In the second experiment we wanted to compare the pattern of results between the case where we vary the difference in direction and the case where we vary difference in speed. We were interested to see if the pattern of the JNDs was the same if the border was defined by direction or speed alone. In Experiment 2(a), where we varied the direction difference, the fixed speed difference is smaller than in Experiment 1 (Ds = 3°/s), in the hope that a larger JND for speed difference alone will leave more room for improvement and indeed this is what we find when a direction difference is introduced and then increased in the ''combined" case.
In Experiment 2(b) we tested whether we could observe this improvement for combining speed and direction if we kept the direction difference between the two motions defining the motion contour fixed and varied the speed difference. We tested two fixed direction differences: Da = 30°a nd 60°.
Methods
Author SD, trained observer AM and naïve observers JB and AP took part. Now in Experiment 2(a) in the ''direction difference alone" condition all dots had the same speed of 3°/s and in the ''combined" condition a smaller speed difference was used than in Experiment 1(a), dots moved at 3°/s and 6°/s. The stimulus was presented for 15 frames (250 ms). Because presentation duration and dot density had been adjusted (see Section 3.1), direct comparison to Experiment 1 is difficult. The same pre-test was used as in Experiment 1(b), the resulting dot numbers were doubled, resulting in 20 for SD, 500 for AM and 60 for JB and AP. In 2(b) one of the speeds was always 3°/s and the increment to the other speed value was varied. We compared three conditions: speed difference alone; ''combined" with 30°direction difference and ''combined" with 60°direction difference. When the speed difference was 0°/s, the latter two conditions formed motion contours defined by direction difference alone.
Results and discussion
In Experiment 2(a) we can now see an improvement for the ''combined" condition as the ''speed difference alone" condition (Da = 0°) now has a higher JND, leaving more room for improvement (see Fig. 4a ). At some directional differences more accurate localisation is seen than either in the ''speed difference alone" or ''direction difference alone" condition. Most conspicuously, participant AM shows this at a direction difference of 15°-with direction as the only cue he is not able to localise the contour to a measurable accuracy, yet, adding a 15°difference when two different speeds are present significantly improves the performance in localisation. With a 30°difference alone he is able to localise the contour, but the result is still much less accurate than when the contour is defined by speed difference alone (dashed line). However when the 30°direc-tion difference is combined with the speed difference there is again a significant improvement. A similar pattern occurs for SD and JB. At larger direction differences, however, the ''direction alone" condition catches up with the combined condition.
In Experiment 2(b) for all observers in the ''combined" condition with a fixed 30°direction difference it is clear that adding a speed difference to the direction difference improves performance significantly below the ''direction difference alone" and ''speed difference alone" condition (see Fig. 4b ). This is clear for AM at speed differences of 1.5-6°/s. In particular, a similar observation occurs as in Experiment 1(b): even though 1.5°/s is not a large enough speed difference to allow for the localisation of a motion contour on its own, adding this speed difference to a direction difference of 30°significantly improves performance. For observer AP and observer SD a significant improvement for combination is shown at a speed difference of 1.5°/s combined with a direction difference of 30°, and on the whole a similar trend is observed. The 60°difference condition is less informative, because this larger direction difference improves localisation performance to the point where not much room is left for improvement.
Modelling and conclusions
We observed an improvement for localising motiondefined contours when speed and direction cues are combined, even when one of these cues on its own is sub-threshold for motion contour localisation. The question is whether this improvement is due to speed and direction being coded in combination. If the brain codes for velocity rather than for speed and direction separately, then a motion contour is defined by the differences in this velocity vector across space. Would the simplest metric of Euclidean distance between the two velocities predict the improvement we see? Certainly, a direction difference added to a speed difference will result in a larger velocity difference. If precision is dependent on velocity difference, we would expect motion contours defined by the same magnitude of velocity difference to produce the same JNDs. We test this for a difference between contours calculated on the basis of Euclidean distance, the simplest way of finding the difference. This is defined as: dis-
, where v 1 = (x 1 , y 1 ), v 2 = (x 2 , y 2 ), which in terms of speed and direction translates to ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi js 1 À s 2 cosðDaÞj 2 þ js 2 sinðDaÞj 2 q , where s 1 , s 2 are the two speeds and Da is the difference in direction. The condition with speeds of 3°/s and 6°/s and no direction Fig. 3 . Results from Experiment 1 for the average from a group of six naïve participants (a) and author SD and naïve participant AP (b). Precision for ''direction difference alone" (black line) was compared with direction and speed difference ''combined" (grey line); in the case when direction difference = 0°, the contour is defined only by speed difference: ''speed difference alone" (extended as a dashed line for comparison). Increased localisation precision is observed with increasing direction difference in the ''direction difference alone" case. Error bars shown are ±1 SEM.
difference has a Euclidean distance of 3°/s between the two motions, the same as the condition where both motions are 3°/s with an angle of 60°between them (see Fig. 5a ). These two points were sampled 8 times for subjects SD and AM (the two points were measured Experiment 2(a) and 2(b), under the same conditions for these two subjects). Taking these together we get a significant difference for both subjects (AM: T 14 = 5.67, p < 0.0005; SD: T 14 = 3.42, p < 0.005), with higher precision shown for the directional difference alone than the speed difference alone. In other words the same velocity difference leads to more accurate localisation when it results from a direction difference rather than speed difference. This is confirmed if we plot all the velocity based predictions against the data from Experiment 2 where the conditions were the same, so the same ratio can be expected between JND and velocity difference and we can compare the results for direction difference vs. speed difference on the same graph (see Fig. 5b ). We assume JND to be inversely proportional to the magnitude of the velocity difference. We find that although the two are correlated, the data shows consistently higher performance than predicted for ''direction only" differences and consistently worse performance than predicted for ''speed only" differences. It would appear that the simple Euclidean distance between velocities is not sufficient to explain the improvement when speed and direction are combined. The same pattern emerges for another simple velocity difference metric, the city block metric. This is defined as: distance(v 1 , v 2 ) = |x 1 À x 2 | + |y 1 À y 2 |, where v 1 =(x 1 , x 2 ), v 2 = (y 1 , y 2 ). Of course, it remains an open question whether speed and direction may still be coded In Experiment 2(a) speeds are kept fixed at 3°/s and 6°/s, and the direction difference is varied. Precision for ''direction difference alone" (black line) was compared with direction difference ''combined" with a speed difference (grey line); as before, when direction difference = 0°, the contour is defined ''speed difference alone" (extended as a dashed line for comparison). JND decreased with a larger difference in direction for both conditions, and there is an improvement below the ''speed difference alone" and ''direction difference alone" when speed and direction differences are combined. Error bars shown are ±1 SEM. (b) Experiment 2(b) results, in which we varied the speed difference between the two motions defining the motion contour, but kept the direction difference fixed. In the ''speed difference alone" (black line) condition there was no direction difference and in the two ''combined" conditions, direction difference was set to 30°and 60°(medium and light grey lines). When the speed difference for the combined conditions = 0°/s, the contours were defined by ''direction difference alone" (extended by dashed/dotted lines for comparison). For the ''combined" condition with the 30°direction difference (medium grey) we clearly see that additional speed difference improves performance below that of ''direction difference alone" (dashed line). Error bars shown are ±1 SEM. together as a velocity vector, with differences defined by an alternative metric with so far unknown properties. It appears however that the inverse Euclidean distance does in fact capture much of the shape of the data and in fact in Experiment 1 fits the data well. It is merely that a different weighting is required to fit it to speed difference alone and direction difference alone. The relative contribution of these two attributes is not as predicted by simple Euclidean distance between velocity vectors.
However, if we consider why the Euclidean distance may work well in some cases we can easily see that for the speed alone case Euclidean distance is merely the speed difference, Ds, and for the direction difference it is proportional to [1 À cos(Da)], which is a monotonically increasing function approximately proportional to Da, for Da < p/2. We can begin with the simple proposition that JND is inversely proportional to the direction difference or the speed difference, when only one is present. This leads to a similar shaped function as the Euclidean distance, but we allow each to have its own weighting, so that now JND speed = 1 ksDs and JND dir = 1 kaDa , where k cue is the weighting of each cue. Realistically as speed differences increase the JND cannot tend to zero, the range of possible JNDs is limited by the fact that at very high speeds producing a large velocity difference the motion border would no longer be defined as we cannot perceive one of the motions defining it. Similarly the rule no longer applies to stationary dots as these do not define a motion boundary and direction would be undefined. One may want to model JND as proportional to inverse the difference between log speeds as it has been argued that speed perception obeys Weber's law (De Bruyn & Orban, 1988; Nover, Anderson, & Deangelis, 2005) , however we will argue that using the simple definition above we find a good description of our data.
The method of probability summation is often used for predicting accuracy when two independent attributes are combined. We can use this to calculate the expected improvement in localisation if the responses from the two attributes defining position are linearly pooled. Rivest and Cavanagh (1996) found evidence for linear summation between the attributes of luminance, texture and colour differences when localising a contour. They were not however able to differentiate between a fixed or optimal weighting of the attributes. As we find that in general performance is better in combined conditions or at least as good as performance in single cue conditions, regardless of large differences in reliability, a fixed weighting of each cue in the linear sum cannot account for this. It should be advantageous to weight the two cues according to reliability. Such an 'optimal summation scheme' can be expressed bŷ P comb ¼ We can see that the optimal combination is equivalent to the Euclidean distance in a space where speed and direction are orthogonal dimensions. This would be the shortest distance between vectors defined in the speed and direction dimensions. In effect we are saying that JND is inversely proportional to this distance with a relative scaling factor that equates speed magnitude to direction magnitude. This value for the combined JND reduces back to the values for the JND defined above when only one cue is present (i.e. Ds = 0 or Da =0). We now fit all the JNDs against all the measured data in Fig. 6 , allowing different multipliers for different conditions, so Experiment 1(a), 1(b) and 2 are fitted separately. We find a good fit that captures the pattern of JNDs as a function of direction and/or speed differences across all subjects and experiments, suggesting that speed and direction are not encoded as velocity vectors but are used as independent estimators of position. Positional precision is inversely proportional to both and they are combined in such a way that the combined reliability is always as good as or better than each reliability on its own-i.e. in an optimal manner. With these fits we now find that the same Euclidean distance of 3°leads to a predicted JND of 0.54°of visual angle when Ds = 3°/s and Da = 0°, but only 0.29°when Ds = 0°/s and Da = 60°, reflecting the difference we found in the data. Although it is likely that direction and speed are derived from the same population of motion sensitive neurons as these tend to be tuned for both (Liu & Newsome, 2003; Priebe, Lisberger, & Movshon, 2006) , it is also assumed that direction and speed are calculated in different ways, with most preferred directions represented in sharply tuned direction selective cells in V1 and MT (Payne, Berman, & Murphy, 1981; Swindale, Matsubara, & Cynader, 1987; Tolhurst, Dean, & Thompson, 1981; Weliky, Bosking., & Fitzpatrick, 1996) , whereas there only appear to be two or three broad temporal frequency tuned channels (Foster, Gaska, Nagler, & Pollen, 1985; Hess & Snowden, 1992) .
This may account for our finding that at equal velocity differences a difference in direction is weighted more heavily relative to a difference in speed than predicted by dependence on a simple velocity difference. Direction has more tuned channels and may be more relevant to spatial tasks than speed. Moreover, direction tuning exhibits columnar rapidly changing preferences and speed tuning lacks this organization (Liu & Newsome, 2003) . The reliance of the computation of direction and speed on a common set of motion sensitive neurons, from which they are calculated separately prior to motion contour detection would explain contradictory accounts seeking to establish whether they are encoded independently. We would expect external noise in the stimulus caused by reduced dot life time to affect both attributes equally as was found by Festa and Welch (1997) . It seems likely however, in light of our results that most of the noise involved in calculating these attributes occurs at a level when they are extracted from motion detectors separately, resulting in largely independent noise. These signals can then be combined optimally to improve signal-to-noise ratio when estimating the position of motion-defined contours.
