Abstract. The scaling and squaring method is the most widely used method for computing the matrix exponential, not least because it is the method implemented in MATLAB's expm function. The method scales the matrix by a power of 2 to reduce the norm to order 1, computes a Padé approximant to the matrix exponential, and then repeatedly squares to undo the effect of the scaling. We give a new backward error analysis of the method (in exact arithmetic) that employs sharp bounds for the truncation errors and leads to an implementation of essentially optimal efficiency. We also give new rounding error analysis that shows the computed Padé approximant of the scaled matrix to be highly accurate. For IEEE double precision arithmetic the best choice of degree of Padé approximant turns out to be 13, rather than the 6 or 8 used by previous authors. Our implementation of the scaling and squaring method always requires at least two fewer matrix multiplications than expm when the matrix norm exceeds 1, which can amount to a 37% saving in the number of multiplications, and it is typically more accurate, owing to the fewer required squarings. We also investigate a different scaling and squaring algorithm proposed by Najfeld and Havel that employs a Padé approximation to the function x coth(x). This method is found to be essentially a variation of the standard one with weaker supporting error analysis.
Introduction.
The matrix exponential is a much-studied matrix function, owing to its key role in the solution of differential equations. Computation of e A is required in applications such as nuclear magnetic resonance spectroscopy [8] , [18] , control theory [5] , and Markov chain analysis [20] . Motivated by the applications, mathematicians and engineers have produced a large amount of literature on methods for computing e A . A wide variety of methods for computing e A were analyzed in the classic paper of Moler and Van Loan [16] , which was reprinted with an update in [17] . The conclusion of the paper was that there are three or four candidates for best method. One of these, the scaling and squaring method, has become by far the most widely used, not least because it is the method implemented in MATLAB.
In this work we take a fresh look at the scaling and squaring method, giving a sharp analysis of truncation errors and a careful treatment of computational cost. We derive a new implementation that has essentially optimal efficiency and show that it requires at least one less matrix multiplication than existing implementations, including that in MATLAB. Our analysis and implementation are presented in section 2. Section 3 contains a comparison with existing implementations and numerical experiments. The new implementation is found to be typically more accurate than the existing ones, owing to the fact that it usually requires fewer matrix squarings. This work therefore provides another example of the phenomenon, illustrated in the work of Dhillon and Parlett [2] , for example, that speed and accuracy are not always conflicting goals in matrix computations.
The standard scaling and squaring method employs Padé approximants to e x . Najfeld and Havel [18] propose a variation using Padé approximants to the function x coth(x) instead, and they argue that this approach is more efficient than direct Padé approximation. In section 4 we show that the proposed method is essentially a variation of the standard method, but with weaker supporting error analysis, both in exact arithmetic and in floating point arithmetic.
For other recent work on the scaling and squaring method, concerned particularly with arbitrary precision computations, see Sofroniou and Spaletta [21] .
Throughout this paper, · denotes any subordinate matrix norm. We use the standard model of floating point arithmetic with unit roundoff u [11, sec. 2.2]. Our rounding error bounds are expressed in terms of the constants
where c denotes a small integer constant whose exact value is unimportant.
The scaling and squaring method.
The scaling and squaring method exploits the relation e A = (e A/σ ) σ , for A ∈ C n×n and σ ∈ C, together with the fact that e A can be well approximated by a Padé approximant near the origin, that is, for small A . The idea is to choose σ an integral power of 2, σ = 2 s say, so that A/σ has norm of order 1 where the approximation is formed by s repeated squarings. Recall that r km (x) = p km (x)/q km (x) is defined by the properties that p and q are polynomials of degrees at most k and m, respectively, and that e x − r km (x) = O(x k+m+1 ). The scaling and squaring method method goes back at least to Lawson [15] .
The mathematical elegance of the scaling and squaring method is enhanced by the fact that the [k/m] Padé approximants r km (x) = p km (x)/q km (x) to the exponential function are known explicitly for all k and m:
Note that p km (x) = q mk (−x), which reflects the property 1/e x = e −x of the exponential function. Later we will exploit the fact that p mm (x) and q mm (x) approximate e x/2 and e −x/2 , respectively, though they do so much less accurately than r mm = p mm /q mm approximates e x . That r km satisfies the definition of Padé approximant is demonstrated by the error expression [6, Thm. 5.5.1]
Diagonal approximants (k = m) are preferred, since r km with k = m is less accurate than r jj , where j = max(k, m), but r jj can be evaluated at a matrix argument at the same cost. Moreover, the diagonal approximants have the property that if the eigenvalues of A lie in the open left half-plane then the eigenvalues of r mm (A) have modulus less than 1 (that is, the spectral radius ρ(r mm (A)) < 1), which is an important property in applications to differential equations [23, Chap. 8] . We will write the diagonal approximants as r m (x) = p m (x)/q m (x).
Our aim is to choose s, in the initial scaling A ← A/2 s , so that the exponential is computed with backward error bounded by the unit roundoff and with minimal cost. In bounding the backward error we assume exact arithmetic and examine solely the effects of the approximation errors in the Padé approximant.
We begin by considering errors. The choice of s will be based on A , where the norm can be any subordinate matrix norm. Our aim is therefore to bound the backward error in terms of 2 −s A and then to determine, for each degree m, the maximum 2 −s A for which r m can be guaranteed to deliver the desired backward error. Moler and Van Loan [16] give a very elegant backward error analysis, from which they obtain a criterion for choosing m; see also Golub and Van Loan [7, sec. 11.3] . Their analysis has two weaknesses. First, it makes an initial assumption that A ≤ 1/2, whereas, as we will see, there are good reasons for allowing A to be much larger. Second, it is designed to provide an explicit and easily computable error bound, and the resulting bound is far from being sharp. We now adapt the ideas of Moler and Van Loan in order to obtain a bound that makes no a priori assumption on A and is as sharp as possible. The tradeoff is that the bound is hard to evaluate, but this is a minor inconvenience because the evaluation need only be done during the design of the algorithm.
Let
where we assume that G < 1, so that H = log(I + G) is guaranteed to exist. (Here, log denotes the principal logarithm.) From log(
Now G is clearly a function of A (in the sense of matrix functions [9] , [12, Chap. 6] 
where E commutes with A and
Theorem 2.1 is a backward error result: it interprets the truncation errors in the Padé approximant as equivalent to a perturbation in the original matrix A. (The result holds, in fact, for any rational approximation r m , as we have not yet used specific properties of a Padé approximant.) The advantage of the backward error viewpoint is that it automatically takes into account the effect of the squaring phase on the error in the Padé approximant and, compared with a forward error bound, avoids the need to consider the conditioning of the problem.
Our task now is to bound the norm of G in (2.4) in terms of 2 −s A . Define the function
In view of the Padé approximation property (2.2), ρ has a power series expansion
and this series will converge absolutely for |x| < min{ |t| : q m (t) = 0 } =: ν m . Hence 
Evaluation of f (θ) in (2.7) would be easy if the coefficients c i were one-signed, for then we would have f (θ) = |ρ(θ)|. Experimentally, the c i are one-signed for some, but not all, m. Using MATLAB's Symbolic Math Toolbox, we have evaluated f (θ), and hence the bound (2.8), in 250 decimal digit arithmetic, summing the first 150 terms of the series, where the c i in (2.6) are obtained symbolically. For m = 1: 21 we have used a zero-finder to determine the largest value of θ, denoted by θ m , such that the backward error bound (2.8) does not exceed u = 2 −53 ≈ 1.1×10 −16 , the unit roundoff in IEEE double precision arithmetic. The results are shown to two significant figures in Table 2 .1.
The second row of the table shows the values of ν m , and we see that θ m < ν m in each case, confirming that the bound (2.7) is valid. The inequalities θ m < ν m also confirm the important fact that q m (A) is nonsingular for A ≤ θ m (which is in any case implicitly enforced by our analysis).
Next we need to determine the cost of evaluating r m (A). Because of the relation q m (x) = p m (−x) between the numerator and denominator polynomials, an efficient scheme can be based on explicitly computing the even powers of A, forming p m and q m , and then solving the matrix equation
we have, for the even-degree case,
which can be evaluated with m + 1 matrix multiplications by forming
is available at no extra cost. For odd degrees,
and so p 2m+1 and q 2m+1 = −U + V can be evaluated at exactly the same cost as p 2m and q 2m . However, for m ≥ 12 this scheme can be improved upon. For example, we can write
and q 12 (A) = U − V . Thus p 12 and q 12 can be evaluated in just six matrix multiplications (for A 2 , A 4 , A 6 , and three additional multiplications). For m = 13 an analogous formula holds with the outer multiplication by A transferred to the U term. Similar formulae hold for m ≥ 14. Table 2 .2 summarizes the number of matrix multiplications required to evaluate p m and q m , which we denote by π m , for m = 1 : 21.
The information in Tables 2.1 and 2 .2 enables us to determine the optimal algorithm when A ≥ θ 21 . From Table 2 .2, we see that the choice is between m = 1, 2, 3, 5, 7, 9, 13, 17, and 21. (There is no reason to use m = 6, for example, since the cost of evaluating the more accurate q 7 is the same as the cost of evaluating q 6 .) Increasing Table 2 .1 therefore shows that m = 13 is the best choice. Another way to arrive at this conclusion is to observe that the cost of the algorithm in matrix multiplications is, since s = log 2 A /θ m if A ≥ θ m and s = 0 otherwise,
(We ignore the required matrix equation solution, which is common to all m.) We wish to determine which m minimizes this quantity. For A ≥ θ m we can remove the max and ignore the A term, which is essentially a constant shift, and so we minimize
The C m values are shown in the second line of Table 2 .2. Again, m = 13 is clearly the best choice. We repeated the computations with u = 2 −24 ≈ 6.0 × 10 −8 , which is the unit roundoff in IEEE single precision arithmetic, and u = 2 −105 ≈ 2.5 × 10 −32 , which corresponds to quadruple precision arithmetic; the optimal m are now m = 7 and m = 17, respectively. Now we consider the effects of rounding errors on the evaluation of r m (A). We immediately rule out m = 1 and m = 2 because r 1 and r 2 can suffer from loss of significance in floating point arithmetic. For example, r 1 requires A to be of order 10 −8 after scaling, and then the expression r 1 (A) = (I + A/2)(I − A/2)
loses about half the significant digits in A in double precision arithmetic; yet if the original A has norm of order at least 1 then all the significant digits of some of the elements of A should contribute to the result. The effect of rounding errors on the evaluation of the numerator and denominator of r m (A) is described by the following result, which can be proved using techniques from [11] . 
Hence the relative error is bounded approximately by γ mn e θm , which is a very satisfactory bound, given the values of θ m in Table 2 .1. Replacing A by −A in the latter bound we obtain
In summary, the errors in the evaluation of p m and q m are nicely bounded. This analysis improves that of Ward [24, equation (3.5) ], who assumes A ≤ 1 and obtains absolute error bounds. To obtain r m we solve a multiple right-hand side linear system with q m (A) as coefficient matrix, so to be sure that this system is solved accurately we need to check that q m (A) is well conditioned. It is possible to obtain a priori bounds for q m (A) 
By determining the d i symbolically and summing the first 150 terms of the sum in 250 decimal digit arithmetic, we obtained the bounds in the last row of b 2k+1 are approximately monotonically decreasing with k, and hence the ordering given in Algorithm 2.3 for evaluating U and V takes the terms in approximately increasing order of norm. This ordering is certainly preferable when A has nonnegative elements, and since there cannot be much cancellation in the sums it cannot be a bad ordering [11, Chap. 4] .
The Padé approximant r m at line 11 is intended to be evaluated using (2.10) for m ≤ 9, or as in lines 17-19 for m = 13.
The preprocessing in Algorithm 2.3 is precisely that suggested by Ward [24] and attempts to reduce the norm by a shift and a similarity transformation.
The use of the [13/13] Padé approximation in Algorithm 2.3 gives optimal efficiency. However, Table 2 .1 reports a bound of 3.0 for q 9 (A) −1 , which is somewhat smaller than the bound of 17 for q 13 (A) −1 , and C 9 is only slightly larger than C 13 ; therefore the best compromise between numerical stability and efficiency could conceivably be obtained by limiting to maximum degree m = 9. We will compare these two degrees experimentally in the next section.
Comparison with existing algorithms.
We now compare Algorithm 2.3 with existing implementations of the scaling and squaring method that also employ Padé approximations to e x . The function expm in MATLAB 7 uses m = 6 with 2 −s A ∞ ≤ 0.5 as the scaling criterion and does not employ preprocessing. (expm is a built-in function, but expmdemo1 is an M-file implementation of the same algorithm, and in all our tests expm and expmdemo1 produced exactly the same results.) Sidje [19] uses the same parameters in his function padm. Surprisingly, neither expm nor padm evaluates r 6 optimally: whereas (2.9) requires just 4 multiplications, expm uses 5, because it evaluates all the powers A 2 , A 3 , . . . , A 6 , while padm expends 7 multiplications in using Horner's method with a variant of (2.9). We note that in padm, p m and q m are evaluated in increasing order of norms of the terms, as in Algorithm 2.3, whereas expm uses the reverse ordering.
Ward [24] uses m = 8 with 2 −s A 1 ≤ 1 and carries out the same preprocessing as Algorithm 2.3.
In the following discussion we will assume that all the algorithms use the same norm and ignore the preprocessing.
Since Ward's value of θ is twice that used in expm and padm, and the [8/8] Padé approximant can be evaluated with just one more matrix multiplication than the [6/6] one, Ward's algorithm would have exactly the same cost as expm and padm for A ≥ 0.5, were the latter algorithms to evaluate r 6 efficiently.
It is clear from our analysis that the three algorithms under discussion are not of optimal efficiency. If the [6/6] or [8/8] Padé approximants are to be used, then one can take larger values of θ, as shown by Table 2 .1. Moreover, as we have argued, there is no reason to use the degree 6 or 8 approximants because the degree 7 and 9 approximants have the same cost, respectively.
By considering Tables 2.1 
and 2.2 it is easy to see the following:
• When A 1 > 1, Algorithm 2.3 requires one or two fewer matrix multiplications than Ward's implementation, two or three fewer than expm, and four or five fewer than padm. For example, when A 1 ∈ (2, 2.1), the number of matrix multiplications reduces from 8 for expm and 7 for Ward's implementation to 5 for Algorithm 2.3 (which takes m = 9)-a saving of 37% and 29%, respectively.
• When A 1 ≤ 1, Algorithm 2.3 requires no more matrix multiplications than expm, padm, and Ward's algorithm, and up to 3, 5, and 3 fewer, respectively. Our analysis shows that all these algorithms have a backward error no larger than u, ignoring roundoff. However, it is well known that rounding errors can significantly affect the scaling and squaring method, because the squaring phase can suffer from severe numerical cancellation. The fundamental problem can be seen in the result [11, sec. 3.5]
which shows that the errors in the computed squared matrix are small compared with the square of the norm of the original matrix but not necessarily small compared with the matrix being computed. By using standard error analysis techniques it is possible to derive a forward error bound for the scaling and squaring method, as has been done by Ward [24] . However, with our current knowledge of the e A problem it is not easy to determine whether a large value for the bound signals potential instability of the method or an ill-conditioned problem.
Since the matrix squarings in the scaling and squaring method are potentially dangerous it seems desirable to minimize the number of them. Algorithm 2.3 uses Exp (3) Exp (5) Exp (7) Exp (9) Exp (13) cond*u (13)) and variants with mmax restricted to 3, 5, 7, and 9.
one to three fewer squarings than the algorithms with which we have compared it, and hence it has a potential advantage in accuracy.
We now present some numerical experiments, carried out in MATLAB 7.0 (R14), that provide some insight into the accuracy of the scaling and squaring method and of Algorithm 2.3. We took 66 8 × 8 test matrices: 53 obtained from the function matrix in the Matrix Computation Toolbox [10] (which include test matrices from MATLAB itself), together with 13 further test matrices of dimension 2-10 from [ . We evaluated the relative error in the 1-norm of the computed matrices from expm, from Algorithm 2.3, and from a modified version of Algorithm 2.3 in which the maximal degree of the Padé approximant is a parameter, m max . The latter algorithm, denoted by Exp(m max ), allows us to study the dependence of the error on m max . We did not use any preprocessing in this experiment, although we found that turning on preprocessing in Algorithm 2.3 makes essentially no difference to the results. The "exact" e A is obtained at 100-digit precision using MATLAB's Symbolic Math Toolbox. 
which we estimate using the finite-difference power method of Kenney and Laub [13] , [9] . For a method to perform in a backward stable, and hence forward stable, manner, its error should lie not far above this line on the graph. In all our figures the results are sorted by decreasing condition number cond(A). We see that Algorithm 2. (m max = 13) performs in a numerically stable way on this experiment, even though two of the test matrices were chosen to cause the scaling and squaring method to "overscale"-a phenomenon investigated in [3] and [14] . Some instability is apparent for the smaller m max . The numerical results therefore concur with the theory in suggesting that the fewer the number of squarings, the smaller the error. [1] , which is designed for general f . The figure shows that expm exhibits minor instability on many of the test matrices.
Finally, Figure 3 .3 plots a performance profile [4] for the experiment. Each of the methods is represented by a curve on the plot. For a given α on the x-axis, the y-coordinate of the corresponding point on the curve is the probability that the method in question has an error within a factor α of the smallest error over all the methods, where probabilities are defined over the set of test problems. For α = 1, the Exp(13) curve is the highest: it intersects the y-axis at p = 0.52, which means that this method has the smallest error in 52% of the examples-more often than any other method. For α 1.6, Exp(9) is more likely than Exp(13) to be within a factor α of the smallest error. Since the curve for expm lies below all the other curves, expm is the least accurate method on this set of test matrices, as measured by the performance profile. Recall that the functions expm and padm both use m = 6 and differ only in how they evaluate r 6 , as described at the start of this section.
In interpreting the results it is worth noting that the actual errors the methods produce are sensitive to the details of the arithmetic. The version of Figure 3 .3 produced by a prerelease version of MATLAB 7.0 was different, though qualitatively similar. (For example, the Exp(13) and Exp(9) curves touched at α = 3, though they did not cross.) This experiment shows that in terms of accuracy in floating point arithmetic there is no clear reason to favor Exp(13) over Exp(9) or vice versa. Our choice of Exp (13) in Algorithm 2.3 on the grounds of its lower cost is therefore justified. Najfeld and Havel [18, sec. 2] suggest an interesting variation of the standard scaling and squaring method that they claim is more efficient. Instead of approximating the exponential directly, they use a Padé approximation to the even function τ (x) = x coth(x) = x(e 2x + 1)(e 2x − 1)
Indirect Padé approximation.
in terms of which the exponential can be written
The Padé approximants to τ can be obtained by truncating the continued fraction expansion (4.1). For example, using r 2m to denote the diagonal [2m/2m] Padé approximant to τ , r 8 (x) = The numerators and denominators of r 2m comprise only even powers of x, and so they can be evaluated at a matrix argument A in m matrix multiplications by explicitly forming the required even powers. The error in r 2m has the form
(The error is one order in x higher than the definition of Padé approximant requires, due to the fact that τ is even.) Hence the error in the matrix approximation satisfies 
Proof. By (4.3),
is a rational function with numerator and denominator both of degree at most 2m + 1, and g(x/2) = e x + O(x 4m+3 ). By the uniqueness of Padé approximants to the exponential, g(x/2) ≡ r 2m+1 (x).
Hence the algorithm of Najfeld and Havel, which takes m = 8, is implicitly using the same Padé approximant to e x as Algorithm 2.3 when the latter takes m = 9. The difference is essentially in how A is scaled prior to forming the approximant and in the precise formulae from which the approximant is computed. While the derivation of Najfeld and Havel's algorithm ensures that the error τ (A) − r 2m (A) is sufficiently small for the scaled A, what this implies about the error e 2A − ( r 2m (A) + A)( r 2m (A)−A) −1 is unclear, particularly since the matrix r 2m (A)−A that is inverted can be arbitrarily ill conditioned. Moreover, it is unclear how to derive an analogue of Theorem 2.1 that expresses the truncation errors in the Padé approximant to τ as backward errors in the original data.
We conclude that the algorithm suggested by Najfeld and Havel is essentially a variation of the standard scaling and squaring method with direct Padé approximation but with weaker guarantees concerning its behavior both in exact arithmetic (since a backward error result is lacking) and in floating point arithmetic (since a possibly ill-conditioned matrix must be inverted). Without stronger supporting analysis the method cannot therefore be recommended.
Conclusions.
The scaling and squaring method has long been the most popular method for computing the matrix exponential. By analyzing it afresh we have found that existing implementations of Sidje [19] and Ward [24] , and in the function expm in MATLAB, are not optimal. While they do guarantee a backward error of order the unit roundoff in the absence of roundoff (that is, solely considering truncation errors in the Padé approximation), they use more matrix multiplications than necessary. By developing an essentially optimal backward error bound for the scaling and squaring method in exact arithmetic that depends on A only through A , we have identified the most efficient choice of degree m of Padé approximation and initial scaling for IEEE double precision arithmetic: m = 13, as opposed to m = 6 for expm and Sidje's algorithm and m = 8 for Ward's algorithm, with scaling to ensure A ≤ 5.4. A welcome side effect has been to reduce the amount of scaling, and hence the number of squarings in the final stage. This reduction, together with a careful evaluation of the Padé approximation, makes the new algorithm typically more accurate than the old ones (see Figures 3.2 and 3.3) .
With the aid of some new error analysis we have shown that all but one part of Algorithm 2.3 is numerically stable. The effect of rounding errors on the final squaring phase remains an open question, but in our experiments the overall algorithm has performed in a numerically stable way throughout.
