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INTRODUCTION 
A renewed interest in formulaic language has arisen since the early 21st century. In the 
globalized world where we live, it is essential to communicate successfully in a foreign 
language, as is the case with English, which represents the most extensively spoken 
language and the lingua franca of much of the communication worldwide. Therefore, 
English as a foreign language (EFL) learners need to be able to behave appropriately in 
the target language (TL) community. It is in the social interactions where a series of 
recurrent expressions are used every day, i.e., conventional expressions (Bardovi-
Harlig, 2009), which are included within formulaic language. Conventional expressions 
are the target pragmatic feature under investigation in this study. The exploration of the 
learning and use of these expressions is essential because they carry a great deal of 
social and cultural meaning that EFL learners need to be aware of and know in order to 
master different communicative situations. The application of the knowledge learnt to 
future situational interactions is a concern that needs to be addressed in ILP research 
(Taguchi, 2015b). Taking into consideration the research that points out the 
impoverished nature of EFL contexts when it comes to pragmatic learning (e.g., Eslami 
& Eslami-Rasekh, 2008), the need to provide students with the knowledge to behave 
pragmatically competent in the TL community is at stake. In order to address these 
needs, the present study provides students with a pedagogical intervention that features 
a combination of metapragmatic instruction targeting real-life and research based 
situations by means of audiovisual aids, together with metapragmatic discussion, ample 
opportunities to practice both recognition and production skills, and feedback. These are 
the features that the literature shows are key in successful explicit teaching interventions 
(e.g., Taguchi & Roever, 2017). Additionally, this study considers language attitudes, 
thus acknowledging the essential role they play in language learning and use (e.g., 
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Garrett, 2010; Lasagabaster & Huguet, 2007; Nightingale, 2016; Portolés, 2011, 2015; 
Safont & Portolés, 2016; Safont, 2007).  
Finally, the present investigation is undertaken from a Skill Acquisition Theory 
perspective (Anderson, 1993; DeKeyser, 1997, 1998, 2001, 2003, 2007a), which 
explains language acquisition from a cognitive stance. Following the cognitive 
viewpoint of this particular theory, the learning and use of conventional expressions is 
investigated in terms of the gradual learning process that develops in three stages. First, 
in the cognitive stage, the learning of new pragmatic rules by means of explanations 
becomes declarative knowledge. Second, the proceduralization process is activated by 
means of extensive meaningful practice, which finally becomes procedural knowledge 
in the third and last stage: the autonomous stage. This final phase is characterized by 
fluent speech and automatic knowledge of the rules, as well as by de less frequent 
appearance of mistakes.  
Being concerned about the importance of pragmatics learning, this dissertation 
explores the pragmatic development of adult EFL learners for use in social contexts 
outside the classroom setting in English-speaking communities. More specifically, the 
aims in the present dissertation are (1) to explore the development of the recognition 
and production of conventional expressions; (2) to investigate the effect of instruction; 
and (3) to observe participants’ language attitudes from pretest to delayed posttest. 
These aims are achieved exploring EFL students’ recognition and production of 
conventional expressions taking into consideration the effects of instruction and 
attitudes. In doing so, several research gaps are covered. First, studying conventional 
expressions, an under-researched area. Second, exploring both recognition and 
production of conventional expression, which scant attention has received in 
comparison to the investigation of these two skills separately. Third, examining the 
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development of both skills in an EFL setting, whereas most of the research on 
conventional expressions has been undertaken in ESL and SA contexts. Fourth, 
including a delayed posttest data collection time point which, to date, no other study on 
conventional expressions has included. Fifth, exploring the effect of instruction on both 
the recognition and production of conventional expressions by means of an explicit 
pedagogical intervention composed of (1) metapragmatic information, (2) 
metapragmatic discussion, and (3) ample opportunities to practice both skills: 
recognition and production. Sixth, including the effect of language attitudes. In other 
words, exploring the effect of instruction and language attitudes on the recognition and 
production of conventional expressions, which no study to date has researched. Seven, 
undertaking this study from a Skill Acquisition Theory (Anderson, 1993; DeKeiser, 
1997, 1998, 2001, 2003, 2007a), which has received less attention in pragmatics in 
general, and in the literature of conventional expressions more specifically, compared 
to, for example, Schmidt’s (1983, 1990, 1993, 1994, 1995, 2001, 2010) Noticing 
Hypothesis, or Long’s (1985, 1990, 1996, 2015) Input Hypothesis.  
To sum up, the gaps discussed above: (1) conducting research on conventional 
expressions; (2) focusing on both recognition and production skills of this pragmatic 
feature; (3) from an EFL perspective; (4) including a delayed posttest data collection 
time point; considering (5) the effect of instruction, and (6) the development of 
language attitudes; and finally (7) conceiving this piece of research from a Skill 
Acquisition theory (Anderson, 1993) perspective are tackled in this dissertation that 
focuses on classroom research pragmatics more generally. 
The present study is divided into eight chapters. The first four chapters review the 
existing literature and provide the basis for this dissertation. The remaining four 
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chapters tackle different parts of the study. A chapter summary, where the main 
highlights of each chapter are encompassed, is included in each of the chapters.  
Chapter 1 presents the theoretical framework on which this dissertation is based. 
Section 1.1 provides a general overview of second language acquisition (SLA), 
reviewing the cognitive and socially grounded language learning theories in this field of 
research. Section 1.2 examines the concept of communicative competence together with 
the models of communicative competence proposed through the years. Section 1.3 deals 
with pragmatic competence and examines the notions of pragmatics and pragmatic 
competence. Section 1.4 reviews the concept and features of interlanguage pragmatics 
(ILP) together with the research carried out in this field of study from both viewpoints: 
cross-sectional and longitudinal. Section 1.5 tackles the Chapter Summary.  
Chapter 2 focuses on research in second language (L2) pragmatic instruction. 
Section 2.1 presents the definitions and features that characterize instructional 
treatments in ILP. Section 2.2 provides an in-depth discussion about the effectiveness of 
pedagogical intervention provision dealing with two main issues: (1) instruction 
provision versus simple exposure; and (2) explicit versus implicit instruction. Section 
2.3 reviews the research conducted on the most frequently researched target pragmatic 
features in ILP contexts, with a focus on the pragmatic feature under investigation in 
this study: conventional expressions. Section 2.4 brings together the main issues raised 
in this chapter in the Chapter Summary.  
Chapter 3 explores language attitudes and its relation to L2 pragmatics, because 
research shows that language attitudes constitute a central component that influence L2 
language learning. In order to comprehend the role that language attitudes play in the 
acquisition of the L2 pragmatic system, Section 3.1 presents a general understanding of 
what language attitudes are. Section 3.2 reviews the techniques employed to measure 
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language attitudes, together with the research undertaken in EFL contexts similar to the 
one where this dissertation was conducted. In so doing, the rationale for the present 
investigation is provided. The main highlights in Chapter 3 are encompassed in the 
Chapter Summary. 
Chapter 4 focuses on conventional expressions. As research evidence reveals, 
conventional expressions are facilitators of communicative acts. Therefore, their 
relation to L2 pragmatics is also investigated in this chapter to comprehend the role that 
conventional expressions play in L2 pragmatic learning. Section 4.1 provides a detailed 
description of the conceptualization and characterization of conventional expressions. 
Section 4.2 reviews the instruments used to measure conventional expressions, as well 
as the research undertaken in ILP regarding recognition and production of conventional 
expressions. Section 4.3 reviews the main takeaways of Chapter 4 in the Chapter 
Summary.  
Taking into consideration the research gaps identified and the main findings from 
the studies reported in Chapter 1, 2, 3, and 4, Chapter 5 presents the motivations 
underlying the present dissertation in Section 5.1, as well as the research questions and 
hypotheses by which the present investigation is driven in Section 5.2. To conclude this 
chapter, the Chapter Summary is presented in Section 5.3.  
Chapter 6 discusses the method designed to conduct the present dissertation. 
Section 6.1 explores the setting where the study took place and the participants that took 
part in this study. Section 6.2 reports on the pilot study and Section 6.3 on the target 
conventional expressions. Section 6.4 explains the instructional treatment and Section 
6.5 the instruments used to collect data. Section 6.6 details the data collection procedure 
and Section 6.7 the data analysis for both quantitative and qualitative instruments. 
Section 6.8 presents the Chapter Summary. 
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Chapter 7 encompasses the outcomes of the two research questions and five 
hypotheses formulated in Section 5.2. The analysis and discussion of the results for the 
three first hypotheses under RQ1: Effect of instruction are explored first. These 
hypotheses are: the effect of instruction on the recognition task (H1); the effect of 
instruction on the production task (H2); and participants’ perceptions about their 
knowledge of conventional expressions (H3). The following two sections encompass 
the analysis and discussion of the results for the two last hypotheses, which are included 
under RQ2: Students’ attitudes. They explore to the effect of instruction on learners’ 
attitudes (H4) and the effect of attitudes towards English (H5). To conclude, Section 7.6 
presents the Chapter Summary.  
Finally, Chapter 8 presents the main findings in this study together its 
contributions to the literature on pragmatics, teaching pragmatics, conventional 
expressions, and language attitudes in Section 8.1. Section 8.2 is devoted to explain the 
limitations and discuss the lines for further research that could be adopted from this 
study. Lastly, some pedagogical implications are proposed based on the results obtained 
in this study.  
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Chapter 1: Second Language Pragmatics 
The aim in Chapter 1 is to provide the theoretical framework in which the present study 
is based. It is encompassed within the field of second language acquisition (SLA) more 
broadly, and within the field of interlanguage pragmatics (ILP1) more specifically. The 
first section provides a general overview of SLA, which also includes a presentation of 
cognitively and socially grounded theories of language learning proposed in this field of 
study. The second section is devoted to reviewing the notion of communicative 
competence as well as the models of communicative competence proposed in the 
literature. The third section explores the concept of pragmatic competence. First, the 
concept of pragmatics is discussed. After that, the notion of pragmatic competence and 
its two components, namely pragmalinguistics and sociopragmatics, are presented. 
Finally, the nature and research of ILP is explored, discussing the definition of this 
concept and the features that characterize it, followed by a revision of the research 
conducted in ILP, from a cross-sectional point of view, and from a longitudinal 
perspective. Chapter 1 concludes with a Chapter Summary.  
1.1 Second Language Acquisition  
In general terms, SLA refers to the study of the acquisitional progress of a second or 
further language. This first subsection is devoted to defining the concept and theories 
behind SLA from a cognitive and social standpoint.  
1.1.1 Defining second language acquisition. 
The field of SLA was born in the 1960s and was focused on theoretical underpinnings 
in different research fields, such as psychology, anthropology, and education. Applied 
linguists and researchers in the field of English as a Second Language (ESL) were part 
                                               
1 In the present dissertation, the terms ILP and L2 pragmatics will be used interchangeably. See 
Bardovi-Harlig (1999) for the origin of the concept: ‘acquisitional pragmatics’ and its relation 
to L2 pragmatics and ILP.  
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of this new research movement, namely SLA (Long, 1990). Culpeper, Mackey, and 
Taguchi (2018, p. 209) defined SLA broadly as “the field of research concerning the 
acquisition/learning of second or additional languages.” On the other hand, Norris and 
Ortega (2003, p. 717) added to that idea the notion that SLA is “interested in describing 
and understanding the dynamic processes of language learning (…) under conditions 
other than natural, first language acquisition.” Norris and Ortega’s (2003) definition is 
interpreted as if formal instruction is one of those conditions they mention. Therefore, 
based on the definitions mentioned above, I attempt to provide my own, as I perceive 
SLA to be the field of study that accounts for the cognitive and social processes that 
learners go through when learning or acquiring2 a second or additional language under 
instructional or other social conditions that differ from those in which first language 
(L1) acquisition takes place.  
Focusing on the social conditions that influence language learning, the idea that 
learners learn to communicate by communicating has been widely supported in the 
literature. From a cognitive interactionist perspective, Long (1981, 2015) stated that 
comprehension is achieved by means of interacting, paying attention to the language of 
those interactions, negotiating meaning with the source, being it other interlocutors or a 
provider of written or oral data. Additionally, Ellis (1991), pointed to the paramount 
role of interacting face to face with other interlocutors in naturalistic settings; and the 
essential nature of interaction in instructed second language (L2) environments. The 
pivotal role of communication in language learning is also supported from a discourse 
analysis perspective. Hatch (1978) claimed that a given language is learnt by means of 
                                               
2 For the purpose of this dissertation, the terms ‘acquisition’ and ‘learning’ will be used as 
synonyms. Krashen (1982) makes a distinction between these two concepts in his Monitor 
Model. He believes that acquiring a language is a subconscious process, much as of children 
learning their L1. On the other hand, the process of learning a language is characterized as 
being conscious since the learner pays attention to the forms they are presented.   
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communicating, being it the L1 for children or a given L2 for adult L2 learners. Data 
from her analyses of speakers’ language production in interaction allowed her to reach 
this conclusion. Several conditions are indispensable to learn an L2, including input, 
output, feedback, together with motivation, and awareness. These concepts will be 
explained in the following subsection, devoted to the theories that explain the 
acquisition of a second language.  
1.1.2 Theories of second language acquisition. 
A review of the cognitive theories that explain L2 language learning as a cognitive 
enterprise will be presented first. Then the same will be done to summarize theories of 
language learning from a social perspective. A brief commentary on the relationship 
between pragmatics and each of the theories will be included in each theory. 
1.1.2.1 Cognitive theories. 
Firstly, as one of the most influential theories of SLA in the last century, Krashen’s 
(1982) Input Hypothesis theorizes about the aspects that influence the acquisition of a 
second language. First, he makes a distinction between acquisition and learning, an 
issue that has been widely criticized in the literature, as these two processes are not 
proven to differ much from one another. According to Krashen, learners acquire a 
language if they receive “comprehensible input”, which is input that is just a little more 
difficult than the learner’s level of proficiency, what he calls “i+1”. This statement 
represented the core of his theory and received extensive criticism as well. Researchers 
have questioned the nature of “i” in that equation because Krashen did not conduct any 
study to prove this theory. In pragmatic terms, learners will be able to understand a new 
pragmalinguistic form due to the fact that it implies some more level of difficulty.  
In line with Krashen, and in the turn of the new century, Takimoto (2006, 2009, 
2012a, 2012b) claims in his Input Processing Theory that language acquisition can only 
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happen when learners comprehend the input they receive by means of a series of 
learning strategies to process linguistic data. Structured input activities are designed for 
learners to draw attention to the grammar rules provided to understand the meaning of a 
particular linguistic item. This theory is in line with Schmidt’s (1983, 1990, 1993, 1994, 
1995, 2001, 2010) Noticing Hypothesis in that both focus on noticing and awareness 
but while the latter focuses on production, the former does on comprehension. From a 
pragmatic viewpoint, learning strategies can focus on pragmatic aspects, thus 
facilitating the comprehension and production of the input to develop learners’ L2 
pragmatic system.  
A year after Krashen’s (1982) publication, Schmidt (1983, 1990, 1993, 1994, 
1995, 2001, 2010) proposed his theory for language acquisition. His Noticing 
Hypothesis has been a very influential theory since its origins as well. It investigates 
language learning development focusing on those specific aspects required to acquire an 
L2. The main tenet behind this theory is the crucial role of noticing among other 
phenomena in language learning, in opposition to Krashen’s theory. Learners need to 
pay attention to language forms in order for them to be aware of their existence and 
finally learn them. In other words, only by applying a conscious focus of attention to a 
given input will it become intake, and subsequently acquisition will take place. Schmidt 
(1995, 2010) distinguished between attention and awareness, two circumstances that 
complement each other in the L2 learning process. When learners pay attention to any 
given pragmatics language-related issue, they become aware of it. Nevertheless, that 
does not imply that they will learn that aspect. Schmidt (2010) acknowledged that some 
L2 features are more difficult to notice than others. Therefore, some forms will require a 
greater deal of attention. In turn, this author made a further distinction between two L2 
learning processes, namely noticing and understanding. Additionally, Schmidt (2010) 
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stated that language development may also be affected by external factors unrelated to 
the learner, such as learning setting or instructional treatment; as well as internal factors 
which are triggered by the learner, such as their attitudes or motivation towards the L2. 
In this vein, he (1993, 2010) claimed that it is important to consider individual variation 
since different learners will notice things differently. All in all, this theory puts forward 
the paramount role of noticing in the development of an L2. As for pragmatic 
development, noticing a pragmalinguistic feature means paying attention to it 
consciously whereas understanding implies relating it to its sociopragmatic context. 
Additionally, learners being conscious and having knowledge of the sociopragmatic 
information that accompanies that pragmatics-related linguistic form also fosters the 
acquisition of that new language form. 
Concurrent to Schmidt’s (1983, 1990, 1993, 1994, 1995, 2001, 2010) Noticing 
Hypothesis, and in reaction to Krashen’s statement that language is acquired solely by 
receiving input, Long (1985, 1990, 1996, 2015) proposed his Interaction Hypothesis, 
where he identified the need for interaction, in conjunction with input and other 
phenomena to language acquisition. Long investigated the central role of 
communicating in language use. It is through communication that learners acquire an 
L2, mastering error identification and error correction in the process. In relation to 
pragmatics, interaction will foster learners’ L2 pragmatic system development.  
Concomitantly, Swain (1985, 1995) presented her Output Hypothesis, as she 
proposed that output was also a necessary condition to acquire a language, in line with 
Long’s claim on the importance of interaction in language acquisition. According to 
Swain, while in language production, students may realize that a given form being used 
is different in their L1 and the L2 and/or different from that employed by other 
speakers. This theory brings about one main implication for language teaching, which is 
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also applicable to the teaching of pragmatics. That is the important role of instructors 
and peers, as they may enhance students or other peers to produce language, to provide 
them with opportunities to put into practice their language knowledge.  
In the turn of the 1990s, Bialystok (1990, 1993) proposed the two-dimensional 
model of the development of L2 proficiency to explore those mechanisms that trigger 
the acquisition of an L2 in adult learners. According to her, there are two distinct 
features in language learning: analysis of knowledge and control of processing. On one 
hand, analysis of knowledge deals with the mental representations of the linguistic 
features L2 learners already know, and accounts for the transformations they undergo in 
the course of language development. On the other hand, control processing tackles 
learner’s capacity to attain that knowledge. That is, learners are capable of choosing the 
most important linguistic features aforementioned and put them together to get their 
message across in the most efficient manner. Bialystok’s model of language learning 
has its applications to pragmatics as well. Even though this model of language learning 
has existed for decades now, scarce research on the area of pragmatics has been 
conducted following this model. Hassall (1997) and Li (2014) have adopted Bialystok’s 
(1990, 1993) two-dimensional model to study the speech act of request. Results from 
these studies provide evidence on the fact that these two linguistic abilities are 
counterpart; they complement each other, thus providing a more comprehensive picture 
of pragmatic development; and, therefore, support for this model.  
1.1.2.1.1 Skill acquisition theory. 
Another cognitive-oriented theory and contemporaneous to the aforementioned is 
Anderson’s (1993) Skill Acquisition Theory, where he envisioned that the development 
of language learning and use is at stake. This model was based on his previous ACT 
(Adaptive Control of Thought) production system (Anderson, 1976), and is similar to 
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Fitts’s (1964) proposition of skill acquisition. According to Fitts (1964), for a skill to be 
acquired, three stages are required. The cognitive stage comes first. In this initial phase, 
the learner has enough knowledge on the topic to be able to use a skill. Nevertheless, 
this use is characterized by error production as well as verbal mediation. This process of 
skill acquisition is ‘smoothed out’ in the second stage, the associative stage, in which 
errors tend to be spotted and corrected, and the use of verbal mediation is ceased. 
Finally, a gradual and indefinite melioration of the performance of a given skill is seen 
in stage three, namely the autonomous stage. In Skill Acquisition Theory, several of the 
aforementioned pivotal conditions to language learning are employed, such as noticing 
of language items to acquire that knowledge in stage one, as well as interaction, where 
input and output are salient in stages two and three above.  
In turn, Anderson (1982, 1993) proposed this model in which the L2 is learned in 
two stages: declarative and procedural. This distinction was core in his 1976 work. At 
first, there is a conscious learning of the language in the declarative stage, in which 
errors appear frequently, thus resembling Fitts’s (1964) model. The second stage is 
characterized by an unconscious application of the language rules learned previously, 
once knowledge is internalized. This stage is identified with a smooth use of the 
language and lack of mistakes. Fitts’s (1964) second stage is represented in Anderson’s 
model as the transition from the first to the second stages. This process is coined as 
‘knowledge compilation’, which is accomplished with practice (Anderson, 1982). In 
turn, this second stage is made up of two subcomponents: composition and 
proceduralization. The former implies gathering small pieces of knowledge into one 
bigger chunk, which “has the effect of the sequence” (Anderson, 1982, p. 383). The 
latter entails the retrieval into working memory of knowledge already acquired, that is, 
of knowledge that no longer needs assistance in the declarative stage. As of error 
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making, this knowledge compilation entails the decrease of the chances of making more 
mistakes in future skill performances, rather than eliminating them completely. Finally, 
both Fitts’s (1964) third stage and Anderson’s (1982, 1993) second stage represent the 
gradual smooth out and usage acceleration of the skill performance. Anderson (1982) 
identifies two mechanisms that bring about and continuously improve the second stage, 
the procedural stage. On one hand, process of tuning implies the constant refinement of 
problem-solving solution-choice process. On the other hand, the generalization process 
implies a facilitative transfer process of knowledge of one skill to other situations in 
which the same skill can be applied, and which share some features with situations 
worked on previously.   
A proposed revised version of the original (Anderson, Bothell, Byrne, Douglass, 
Lebiere, & Qin, 2004), coined ACT-R (Adaptive Control of Thought-Rational), these 
authors identified two types of knowledge, namely declarative and procedural, which 
were devised as learning stages in the previous model (Anderson, 1982, 1993). 
Declarative knowledge deals with the knowledge about facts –the what, the things 
learners know- that can be accessed consciously and which can be put into words in an 
explicit manner. Procedural knowledge entails the how, the unconscious knowledge 
about how to do things. According to Anderson et al. (2004), only by extensive practice 
will declarative knowledge become procedural knowledge. Therefore, intensive practice 
is at the core in skill acquisition theories. See DeKeyser (2017) for a comprehensive 
synthesis of the types of knowledge and the role of practice in instructed SLA (ISLA). 
As DeKeyser (2007b, p. 2) puts it, “reaction time and error rate decline gradually as a 
function of practice with a given task.” Two core concepts within this theory are 
practice and power law of practice. Newell and Rosenbloom (1981, p. 2) defined 
practice as “the subclass of learning that deals only with improving performance on a 
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task that can already be successfully performed.” Moreover, practice should be 
meaningful (DeKeyser, 2007a) to bring about language development fully. In close 
relation to practice is power law of practice, since the latter may be seen as predicting 
the former. In other words, according to DeKeyser (2015, p. 96), the power law of 
practice was coined this way “because its mathematical formalization is a power 
function: an equation with an exponent, which in this case represents the amount of 
practice.” He further acknowledges that an understanding of this concept that has been 
largely accepted is that it represents a change from declarative to procedural knowledge. 
Power law of practice predicts “the logarithm of reaction time or error rate decreases 
linearly with the logarithm of amount of practice” (Taguchi & Roever, 2017, p. 44).  
In relation to DeKeyser’s definition of the sequential nature of learning above-
mentioned, Anderson (1993) believed that skills are acquired after the completion of 
three sequential stages. In the first stage, the cognitive stage, the rules learnt by means 
of explanations become portions of declarative knowledge. Subsequently, the practice 
of these rules involves the activation and accomplishment of the so-called 
proceduralization process. Lastly, the autonomous stage implies skill melioration to the 
extent of fluency and automaticity achievement. One specific issue that should be taken 
into close consideration is the fact that fully developing a skill in one realm does not 
mean it can be applied to one other realm right away; for example, from learning some 
letters to writing them. The relevance of this theory in the field of pragmatics is that it 
helps account for the process of form-function mapping. Additionally, skill acquisition 
theories bring about three implications for the development of pragmatics: (1) the 
acquisition of pragmatic knowledge takes place gradually; (2) practice is given an 
essential role; (3) pragmatic competence is embodied as a skill in and of itself. Finally, 
skill acquisition theories also provide two implications for instructional treatment 
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design: (1) instruction needs to be implemented gradually. Therefore, the transition 
between declarative and procedural knowledge is smooth. And (2) practice should be 
done by means of communicative activities fostering the use of declarative knowledge.  
As with any other theory that attempts to account for language learning and 
development, Skill Acquisition Theory has received some criticism. Firstly, according 
to Taie (2014) there is a lack of agreement on a working definition for this theory, 
including the conceptualization of core concepts, namely practice or skill. Secondly, the 
efficiency of the automatization process has also been questioned, since this theory fails 
to examine external factors that are related to L2 development, such as learners’ anxiety 
or motivation (Taie, 2014). Thirdly, DeKeyser (2007a) states that this theory has 
received scant attention in SLA research, due to the difficulty of accessing a large 
number of students and track their development for an extended time span. Fourthly, 
DeKeyser (2007b) points out to the skill non-transferability issue. In other words, the 
application of the knowledge of one skill developed in one L2 area will not be 
successful if applied in a different L2 area. Finally, Ellis (2009) believes that Skill 
Acquisition Theory does not include two main issues in the field of SLA, namely (1) 
failure to explain the sequential development of acquisition; and (2) this author plays 
the role of declarative knowledge down, since he asserts that L2 learners have already 
had previous experience with the target language (TL). Therefore, the need for a first 
stage is not so prominent. 
Even though Skill Acquisition Theory has been criticized, it has also received 
some support. As encompassed by Taie (2014), Parziale and Fischer (2009) point out 
several positive aspects of this theory, which DeKeyser (2007a) supports. First, they 
favor the use of this theory in both cross-sectional and longitudinal studies, as well as 
accounting for linguistic, cognitive and social aspects of L2 development because this 
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theory explains the process learners go through from declarative to procedural 
knowledge attainment. Secondly, “Skill [acquisition] theory provides a coherent and 
practical means of defining and identifying skills and sequences in learning activities.” 
(p. 103). Finally, the theory accounts for the non-linear nature of development.  
All in all, this particular theory of language learning was selected to support the 
present study. In so doing, it helps account for the processes that learners undergo in 
becoming aware of –capitalized in the role of declarative knowledge- and orally 
producing –explained by means of procedural knowledge- a given set of conventional 
expressions.   
Finally, Firth and Wagner’s (1997) study brought a major shift in the SLA 
research paradigm. These authors criticized the fact that SLA research was overly 
focused on cognitive issues to explain the acquisition of a second or foreign language, 
employing theories, methods, and exploring phenomena that did not fully effectively 
explain social spheres of language, such as interactional or sociolinguistic (p. 285). As a 
consequence, the language learner was identified as lacking communicative skills, 
struggling to improve their L2 competence in an effort to attain the ideal native-speaker 
counterpart. Therefore, they claimed the need for research with a focus on the use of 
language in context, which would enrich the SLA research panorama, thus accounting 
for the acquisitional development of a second or foreign language more faithfully. This 
study brought about a change towards a more inclusive and comprehensive study of 
pragmatics with language learning theories based on the premise that language is 
learned and acquired in interaction. From this socially oriented perspective, theories of 
language learning give social interaction a paramount role. Some of these theories are 
explained in what follows. 
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1.1.2.2 Social theories. 
Having provided an overview of the cognitive-oriented theories that account for 
language acquisition, the present subsection includes a series of theories that explain 
language acquisition from a social stance. First of all, Vygotsky’s (1978) Sociocultural 
Theory is included in this subsection because he envisioned language development as a 
context-dependent phenomenon, where interaction is core. Even though Vygotsky did 
not elaborate a theory of language acquisition, his theory of cognitive development is 
included in the socially oriented theories. According to Taguchi and Roever (2017), 
Vygotsky identified three conditions that are imperative for language acquisition to take 
place successfully, namely input, output, and feedback. Language is considered a 
semiotic tool, that mediates “higher forms of mental activity” (p. 53), being language 
learning an example. Language is a semiotic tool as it governs both learner’s behavior 
and the cognitive process they undergo while learning the TL. In this process, the 
learner and the context in which they are surrounded are intertwined. Learner’s output 
can be recognized as being private speech –in which learners talk to themselves aloud– 
or inner speech –in which learners talk to themselves not verbalizing their thoughts. 
Another key concept in Vygotsky’s theory is the zone of proximal development (ZPD). 
It refers to the stage in language development in which learners can manage to get their 
message across, but with the assistance of a more proficient language user. Therefore, 
by means of interacting with other speakers and being language use mediated, learners 
will develop their knowledge and move from assistance need to self-sufficient use of the 
L2. 
In line with Vygotsky’s conception of the importance of contextualized 
interaction, Schieffelin and Ochs (1986) proposed a new paradigm from which to study 
the acquisition of a given L2: Language Socialization. According to Taguchi and 
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Roever (2017), this new theory of language learning is rooted in different research 
fields, such as linguistic anthropology; Sociocultural Theory (Vygotsky, 1978) or 
semiotics (Silverstein, 1976). Language Socialization is defined as a process in which 
both the linguistic system and the culture of the L2 are learned jointly. Also, that middle 
point between language and culture is projected in the concept of indexical knowledge; 
by which learners assign meaning to linguistic forms they learn (Ochs, 1996). 
Considering the critical nature of learning the language and culture together, learner 
agency is a key aspect in this particular theory of language learning. In turn, language 
socialization is perceived to be successful if learners interact with more proficient 
speakers, as is the case with Sociocultural Theory. Another key feature within this 
theory is the concept of contingency. In the course of interaction, learners can socialize 
in a positive or in a negative manner, and they may (or not) reach the TL behavior or 
linguistic system either intentionally or unintentionally. For example, applied to 
pragmatics learning, those learners who want to maintain their L1 pragmatic system 
instead of embracing the L2’s can still socialize successfully (e.g., Ishihara & Tarone, 
2009; Siegal, 1996). Instances such as the aforementioned depict the unpredictability of 
language socialization, which is another factor studied in this theory. Finally, language 
socialization is seen as multidirectional, as socialization goes both ways. In other words, 
not only novice learners will learn from the experts, but also will the experts learn from 
the novices. All in all, it is stated in Language Socialization that an L2 learner will 
socialize as they use the TL.  
In the early 1990s, and aligning with the importance of the relation between 
learner agency and language learning, Giles, Coupland and Coupland (1991) proposed 
the Speech Accommodation Theory. These authors claimed that learners’ identities will 
determine the type of language they choose to use in different situations. This, in turn, 
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relies heavily on both their cognitive and affective variables. In other words, these two 
variables will determine whether learners may adopt or resist to the TL pragmatic 
norms.  
There are other socially-oriented theories that account for language learning 
development, such as Complexity Theory (Larsen-Freeman, 2011; Larsen-Freeman & 
Cameron, 2008), Dynamic Systems Theory (de Bot, 2008; Ellis & Larsen-Freeman, 
2006; Larsen-Freeman & Cameron, 2008); the Emergentism Approach (Ellis & Larsen-
Freeman, 2006); and Usage-Based Approaches (Cadierno & Eskilden, 2015). In 
accordance to the main foci in these theories, Taguchi (2011b) and Taguchi and Roever 
(2017) point out the need to focus on the dynamic and complex aspects that play a role 
when acquiring a L2. Scholars focusing on this area highlight the fact that individuals 
and context are variables to consider, and language will only develop if interaction 
between these interdependent variables takes place. 
1.2 Communicative Competence 
In this second section, the definition of communicative competence and the models that 
have been proposed over the years will be discussed in detail.  
1.2.1 Defining communicative competence. 
Most of the models that account for communicative competence were developed having 
language teaching and learning in mind. Exemptions are Bachman’s (1990) and 
Bachman and Palmer’s (1996, 2010), which were created from a language assessment 
viewpoint. An overview of ten different models of pragmatic competence will be 
provided in chronological order to review the role and importance pragmatic 
competence has gained over the past decades.  
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1.2.2 Models of communicative competence. 
Chomsky (1957, 1965) proposed a model of communicative competence with one 
single competence: linguistic competence. It explored the rules that accounted for word 
and sentence formation; focusing from the smallest item, namely sound systems, to the 
bigger items, sentences. Chomsky accounted for language development from a 
linguistic perspective only, leaving aside social factors that influence and also help 
explain the use of this specific competence in context.  
As a reaction to this model of communicative competence, Hymes (1967, 1972) 
proposed a new model of communicative competence formed by two competences: 
linguistic competence, which targeted the same goals as Chomsky’s, and sociolinguistic 
competence, which accounted for the rules that govern the appropriate use of language 
in context. Concurrently, there was a shift in the field of language teaching and learning 
moving away from audiolingualism and grammar-translation method into a 
communicative approach informed by Hymes’s new model.  
The first authors that created a model within communicative competence were 
Canale and Swain (1980). Their model has three components: (1) grammatical 
competence, Hymes’s linguistic competence; (2) sociolinguistic competence, in line 
with Hymes’s (1967, 1972) as well; and (3) strategic competence, the ability to avoid 
communication breakdowns. Canale and Swain’s model is of much importance since 
these authors were the first who took pragmatics into consideration and included it in 
the model. However, pragmatics was included in sociolinguistic competence. 
A few years later, Canale (1983) expanded Canale and Swain’s (1980) model by 
adding the discourse competence, which explored learners’ capacity of “interpret[ing] 
and explor[ing] language beyond the sentence level” (Celce-Murcia, 2007, p. 42), 
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therefore envisioning communicative competence as more inclusive and 
comprehensive.  
Almost a decade after, Celce-Murcia, Dörnyei, and Thurrell (1995) designed a 
model in which strategic, and discourse competences remained the same, and linguistic 
and sociolinguistic competences’ names were modified. On one hand, the former 
grammatical competence was labeled linguistic competence because the authors willed 
to encompass grammar as well as morphology and syntax into the same component. On 
the other hand, sociolinguistic competence was labeled sociocultural competence to 
account for the previous knowledge needed to carry pragmatic conversations 
successfully. Furthermore, it bifurcated into sociolinguistic competence and actional 
competence, the latter referring to learners’ capability of understanding and producing 
the most relevant speech acts. Additionally, this model conceived all components in 
their model to be interrelated.  
In the turn of the new century, Celce-Murcia (2007) proposed a revised version of 
the model she and her colleagues had developed in 1995. In this renewed account of 
communicative competence, discourse competence was still at the core of the model, 
and strategic competence remained the same. One new feature was the addition of 
formulaic competence to sociocultural, linguistic, and interactional competences. 
Formulaic competence comprises those chunks of language used in everyday language, 
including routines, idioms, collocations, and lexical items. This competence 
complements the linguistic one, which encompasses phonological, syntactic, 
morphological and lexical issues. In turn, formulaic competence is indispensable in this 
model because it recognizes the fact that formulaic language is as equally used as 
linguistic knowledge in interactions daily, a fact that was neglected up until three 
seminal works were published in this research area: Pawley and Syder (1983), Pawley 
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(1992), and Nattinger and DeCarrico (1992). All competences aforementioned were 
designed to be competences on their own, influencing and being influenced by each 
other and discourse competence at the same time. See Figure 1 for a collection of all 
models of communicative competence.  
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Even though Canale and Swain (1980) envisioned pragmatics within their model, 
they included it within sociolinguistic competence a criticism maintained by other 
models of communicative competence (Bachman, 1990; Bachman & Palmer, 1996, 
2010; Alcón-Soler, 2000; Martínez-Flor & Usó-Juan, 2006; Schachter, 1990).  
Bachman’s (1990) model is highly significant because this author was the first 
who explicitly included pragmatic competence as a competence in and of itself in his 
model, as shown in Figure 2 below: 
 
 
 
 
 
 
 
Figure 2.  Bachman’s model of pragmatic competence (adapted from Bachman, 1990, p. 
87) 
Bachman (1990) viewed language knowledge as being composed of two main 
competences: organizational and pragmatic. This author understood organizational 
competence as the knowledge to use language in social interactions. In other words, that 
to control language formal structures to produce and recognize sentences which are 
grammatically appropriate; as well as to comprehend their propositional content, and to 
put them together in an orderly manner to form texts. In turn, this competence is divided 
into grammatical and textual competences. The former draws from the one that Canale 
and Swain (1983) proposed and includes knowledge of vocabulary, morphology, 
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syntax, phonology, and graphology. Textual competence implies having the knowledge 
to combine utterances to shape texts, as well as knowledge of conversational analysis. 
This last feature is what distinguishes this sub-competence from Canale and Swain’s 
(1983) discourse competence.  
As mentioned before, Bachman’s (1990) model is an important contribution to the 
existing literature on models of communicative competence because he depicted 
pragmatic competence as one competence on its own. Pragmatic competence explores 
two issues. On one hand, it examines the aforementioned signs and the relation to their 
constituents. On the other hand, it observes the users and contexts involved in 
communicative acts. As seen in Figure 2 above, pragmatic competence is made up of 
illocutionary competence, which entails the knowledge of linguistic units to convey a 
message; and sociolinguistic competence, which is concerned with the contextual 
knowledge needed to communicate effectively. In other words, illocutionary 
competence embodies pragmalinguistic knowledge, whereas sociolinguistic competence 
represents sociopragmatic knowledge. All in all, and in line with Bachman (1990), 
being pragmatically competent involves the mastery of two components: illocutionary 
and sociolinguistic competences. 
A few years later, Bachman and Palmer (1996, 2010) proposed a revised model 
for Bachman’s (1990). In this revised model, all categories related to language 
knowledge remained the same, but they were relabeled. As can be seen in Figure 3 
below, all of them are types of knowledge, instead of competences. One further change 
was the name of illocutionary competence, which was changed to functional 
knowledge. Bachman and Palmer (1996, 2010) included strategic competence, 
identified as a given series of metacognitive strategies, which allow language users to 
set, assess, and plan a communicative action in context. 
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Figure 3.  Bachman and Palmer’s (1996, 2010) model of pragmatic competence  
In the turn of the new century, to cover the need of exploring the nature of the 
interrelationships existing among all components within a given model of 
communicative competence, Alcón-Soler (2000) and Usó-Juan and Martínez-Flor 
(2006) proposed new models of communicative competence.  
Alcón-Soler (2000) proposed her model in which discourse competence was the 
core. She stated that L2 learners would become communicatively competent if they 
acquired this specific competence, the discourse competence. 
 
 
 
  
Language 
Knowledge 
Organizational 
Knowledge 
Pragmatic 
Knowledge 
Grammatical 
Knowledge 
Textual 
Knowledge 
Functional 
Knowledge 
Sociolinguistic 
Knowledge 
Strategic 
competence 
Chapter 1: Second Language Pragmatics 
 32 
Table 1.  Alcón-Soler’s (2000, p. 262) model of communicative competence 
Discourse competence Linguistic competence 
Textual competence 
Pragmatic competence 
 
Psychomotor skills and competencies 
Listening 
Speaking 
Reading 
Writing 
Strategic competence Communication strategies 
Learning strategies 
 
As shown in Table 1 above, Alcón-Soler’s (2000) model is composed of three 
main competences, namely discourse, psychomotor, and strategic. Discourse 
competence is constituted by three components: linguistic, textual, and pragmatic. 
Linguistic competence comprises all linguistic aspects of the language, thus resembling 
Celce-Murcia et al.’s (1995) linguistic competence. In turn, both textual and pragmatic 
competences are similar to Bachman’s (1990) pragmatic competence, and both are 
essential in constructing and interpreting discourse. As of the second set of 
competences, Alcón-Soler claims that discourse competence is influenced by the four 
skills (i.e., listening, speaking, reading, and writing) involved in the use of language to 
communicate purposefully. As for the last component in her (2000) model, strategic 
competence encompasses a set of distinct sub-components: communication and learning 
strategies. 
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Finally, Usó-Juan and Martínez-Flor (2006) put forward a model of 
communicative competence in which discourse competence was central as well, as 
Bachman and Palmer’s (1996, 2010) and Alcón-Soler’s (2000) models.  
 
 
 
 
 
 
 
 
 
 
Figure 4.  Usó-Juan and Martínez-Flor’s (2006) model of communicative competence 
(adapted from Usó-Juan & Martínez-Flor, 2006, p. 16) 
As shown in Figure 4 above, discourse competence, which comprises all four 
skills, is at the center of this model. Knowledge on the ways to provide coherent and 
cohesive texts, both oral and written, is provided in this competence. In turn, linguistic 
competence encompasses knowledge of phonology, grammar, and vocabulary. This 
competence resembles Canale and Swain’s (1980) and Bachman’s (1990) grammatical 
competence and Celce-Murcia et al.’s (1995) and Alcón-Soler’s (2000) linguistic 
competence. Accordingly, pragmatic competence involves knowledge of 
pragmalinguistic and sociopragmatic components, the same way Bachman’s (1990) 
pragmatic competence did. Pragmalinguistic knowledge in this model is similar to 
Celce-Murcia et al.’s (1995) actional competence, whereas sociopragmatic components 
in this model are similar to Celce-Murcia et al.’s (1995) sociocultural competence. 
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These authors drew from Celce-Murcia et al.’s (1995) sociocultural competence as well 
to devise their intercultural competence, which includes knowledge of cultural and non-
verbal factors in communication. Finally, Usó-Juan and Martínez-Flor (2006) included 
strategic competence, which deals with avoiding communication breakdowns by means 
of acquiring communication strategies designed to obtain that goal.  
The discussion of all models of communicative competence included in this 
section serves to reflect on the fact that to become competent in communication, not 
only is developing grammatical competence needed, but also other competences, such 
as pragmatic and discourse competences (Alcón-Soler & Martínez-Flor, 2008). The 
present study is concerned with English as a foreign language (EFL) learners’ 
development of pragmatic competence, as described by Bachman and Palmer (2010). 
Therefore, this study adopts Bachman and Palmer’s model of communicative 
competence to account for learners’ pragmatic trajectories.  
The next section is devoted to the notion of pragmatic competence as an essential 
component in the learners’ communicative competence.  
1.3 Pragmatic Competence 
This third and last section represents a discussion of the operationalization of 
pragmatics and pragmatic competence, providing detailed descriptions of such concepts, 
and the features that characterize them, as well as research that has been produced in the 
field of L2 pragmatics.  
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1.3.1 Pragmatics. 
Broadly speaking, pragmatics is the study of the use of language in context. In this first 
subsection, the definition of the concept will be thoroughly discussed. 
The field of pragmatics originated in the decades of 1960s and 1970s to fulfill the 
need to study and report about language use in context. Nevertheless, it was Morris 
(1938) who provided the first definition of pragmatics in his work on language 
philosophy. He devised three main areas of research in the field of semiotics, namely 
syntax, semantics, and pragmatics. According to this author, syntax was seen to tackle 
“the formal relations of signs to one another;” semantics provided an explanation for 
“the relations of signs to the objects to which the signs are applicable;” and finally, 
pragmatics was defined as “the science of the relation of signs to the interpreters” 
(1938, p. 6).  
After Morris, the main focus of language was structural linguists lead by Saussure 
(1959) and the generative-transformational grammarians lead by Chomsky (1965), as 
the two major schools that perceived language as an entity to study in isolation. Moving 
away from an entirely linguistically focused definition, Levinson (1983, p. 9) defined 
pragmatics as “the study of those relations between language and context (emphasis 
added) that are grammaticalized, or encoded in the structure of language.” As it can be 
seen in this definition, a more central role was given to the notion of context. Following 
this trend Kasper and Blum-Kulka (1993, p. 3) defined pragmatics as “the study of 
people’s comprehension and production of linguistic action in context.” This particular 
definition has been chosen in this dissertation because it refers to the two main 
components that will be studied: comprehension and production of conventional 
expressions. In that same year, Mey (1993, p. 5) defined pragmatics as “the science of 
knowledge seen in relation to its users,” therefore pinpointing at the relationship 
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between language, learners and interaction. In this same publication, this author 
provided an alternative but related definition of pragmatics as “the societally necessary 
and consciously interactive dimension of the study of language” (Mey, 1993, p. 315). In 
turn, Thomas (1995, p. 22) stated that pragmatics entails “the negotiation of meaning 
between the speaker and hearer, the context of utterance (physical, social, and 
linguistic), and the meaning potential of an utterance.” With this definition, the scope of 
pragmatics can be seen to be broadening from a mere focus on language to an 
integration of language, context, and interlocutors in interaction. Bachman (1990, p. 89) 
accounted for pragmatics as it is “concerned with the relationships between utterances 
and the acts or functions that speakers (or writers) intend to perform through these 
utterances.” This author focused more on the linguistically and socially intertwined 
components of pragmatics. In turn, Bachman and Palmer (1996) expanded on 
Bachman’s (1990) definition by proposing a more specific one, accounting for 
speakers’ intentions in interaction. Thus, Bachman and Palmer claimed that, “pragmatic 
knowledge enables us to create or interpret discourse by relating utterances or sentences 
and texts to their meanings, to the intentions of language users, and to relevant 
characteristics of the language use setting” (p. 69).  
Crystal’s (1985) definition of pragmatics is also included due to its relevance and 
well-known status within the field of SLA. According to Crystal (1985, p. 240), 
“pragmatics is the study of language from the point of view of users, especially of the 
choices they make, the constraints they encounter in using language in social interaction 
and the effects their use of language has on other participants in the act of 
communication.” The reason for including this particular definition is two-fold. On one 
hand, it was incorporated due to its core position within the pragmatics research field. 
On the other hand, in line with Crystal’s (1985) definition, this dissertation tries to 
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account for learners’ use of conventional expressions, as well as the difficulties they 
may encounter in producing such expressions; and also, the effect their utterances have 
on other learners in the interaction process.  
More recently, Alcón-Soler and Martínez-Flor (2008, p. 3) proposed a more 
restricted definition, as they understood pragmatics as it “deals with areas such as 
deixis, conversational implicature, presupposition and conversational structure.” 
According to Archer and Grundy (2011, p. 488), pragmatics is “the study of language 
used in contextualized communication and the usage principles associated with it.” 
These authors support Levinson’s (1983) and Kasper and Blum-Kulka’s (1993) claim 
that context is crucial in pragmatics as they highlight the essential role of context and 
the rules that guide language use. As part of the importance gained by the context, 
Alcón-Soler (2013, p. 179) incorporated another factor, the human factor, in her 
definition of pragmatics, as she stated that this field “deal(s) with language in use in 
particular social contexts (...), the situational factors that influence how people 
communicate with each other.” Besides, “pragmatics takes into account the point of 
view of the users of a language, that is to say, both the speaker’s intention and the 
hearer’s interpretation of the utterances” (emphasis added on words in italics). Second 
to last in this discussion on the notion of pragmatics is Taguchi and Roever’s (2017) 
account of pragmatics, which –in line with Bachman’s (1990) definition 
aforementioned– defined pragmatics as it “links linguistic forms and the ways in which 
they are used in social context to perform a communicative act” (p.1). In a similar vein, 
Taguchi (2019, p. 1) defined pragmatics as the study of “the connection between a 
linguistic form and a context, where that form is used, and how this connection is 
perceived and realized in a social interaction.” These definitions are particularly 
important in this dissertation since it aims to study learners’ production of conventional 
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expressions in specific contexts to fulfill a social act. Additionally, Taguchi and Roever 
(2017) stated that pragmatics observes both the linguistic production of the speaker and 
how hearers attend to it in the situational context of the conversation. This claim is very 
relevant to the present study because the other main aim is to observe leaners’ 
awareness of conventional expressions. Therefore, by means of the instructional 
treatment, it was aimed to raising learners’ awareness on these two issues, namely, 
linguistic realization of conventional expressions, and society’s (other native and non-
native speakers’) perceptions of those linguistic realizations; as well as the 
consequences –positive or negative– as regards the appropriateness of those linguistic 
realizations. According to Taguchi and Roever (2017), L2 Learners play two 
simultaneous roles when in interaction: listener and speaker. As listeners, meaning 
interpretation of what is explicitly and implicitly said both with words and non-
linguistic signs is essential. On the other hand, learners-as-speakers should get 
acquainted with the knowledge to express their ideas taking into consideration the 
context of interaction, that is, considering “the level of formality, politeness, and 
directness” (p. 1) or just saying nothing and get their message across by means of non-
verbal cues. This claim is especially important for this dissertation due to the fact that 
participants are aimed to learn conventional expressions that are used as listeners and as 
speakers. I’m fine, thanks. And you? and No, thanks. I’m just looking are examples of 
expressions used as listeners. Thanks for having me and Sure. That sounds fun are 
examples of expressions used as speakers. A more detailed account of all expressions 
and the situations in which they appear in the present study is provided in Chapter 4 and 
reviewed in Chapter 6. 
All in all, even when different perspectives on what pragmatics entails and 
accounts for exist, there are four issues that prevail in the discussion, which are 
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“language, meaning, context and action” (Taguchi & Roever, 2017, p. 2). The following 
subsection, 1.3.2 Pragmatic competence, presents a conscientious discussion of the 
term, in which the four elements aforementioned are paramount to explain the 
mechanisms that drive pragmatic competence.   
1.3.2 Pragmatic competence. 
Pragmatic competence entails the knowledge and ability to interpret and use a L2 in 
different social contexts appropriately (Celce-Murcia, 2007; Taguchi, 2012). In that 
line, Taguchi (2018, p. 124) claims that this ability that enables speakers to interact 
“draws heavily on context,” thus stressing the significance of acknowledging the 
contextual dimension in interaction. In the following subsection, the term pragmatic 
competence, together with its two components, pragmalinguistics and sociopragmatics, 
will be discussed.   
Among all the definitions that exist in the literature, there seems to be three 
different trends of definitions, depending on the scope of the research. These are (1) 
those who approach pragmalinguistic and sociopragmatic components only; (2) those 
who link these two components of pragmatic competence with contextual situations; 
and (3) those who rather focus on social aspects of pragmatic competence.  
Examples of definitions falling into the first category, describing pragmatic 
competence by focusing on its two components only, are Kasper and Roever (2005, p. 
318) who stated that any given speaker would become pragmatically competent if they 
undergo “the process of establishing sociopragmatic and pragmalinguistic competence 
and the increasing ability to understand and produce sociopragmatic meanings with 
pragmalinguistic conventions.” In the same line, Taguchi (2015, p. 1) identified 
pragmatic competence as it “refers to one’s knowledge of linguistics, norms, and social 
conventions, and one’s ability to use these knowledge bases in a socially-bound 
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interaction.” Putting it more simply, “what learners can do as producers and interpreters 
of pragmatic meaning” Taguchi (2012, p. 7).  
Before presenting the definitions of pragmatic competence in trends number two 
and three stated above, the concepts of pragmalinguistics and sociopragmatics are 
defined.  
Leech (1983) and Thomas (1983) were the first authors to formulate the two sub-
competences of pragmatic competence. Pragmalinguistics was defined by Leech (1983, 
p. 11) as “the study of the more linguistic end of pragmatics –where we consider the 
particular resources which a given language provides for conveying particular 
illocutions,” while he defined sociopragmatics as “the sociological interface of 
pragmatics,” “[t]he “more specific “local” conditions on language use” (p.10), which 
Thomas (1983, p. 99) borrowed and defined as “the social conditions placed on 
language in use.”  
Several definitions have been provided in the literature to operationalize these two 
terms more comprehensively. Kasper and Roever (2005) provide detailed definitions of 
these two knowledge types. Pragmalinguistics was defined as “the intersection of 
pragmatics and linguistic forms” (p. 317) in a broader sense. More specifically, these 
authors understood pragmalinguistics as “the knowledge and ability for use of 
conventions of means (such as the strategies for realizing speech acts) and conventions 
of forms (such as linguistic forms implementing speech act strategies)” (pp. 317-318). 
Sociopragmatics is generally concerned with the description of “the interface between 
pragmatics and social organization” (p. 317). More precisely, it “encompasses 
knowledge of the relationships between communicative action and power, social 
distance, and the imposition associated with future event,” and also “knowledge of 
mutual rights and obligations, taboos, and conventional practices” (p. 317). Hassall 
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(2008, p. 73) stated that pragmalinguistics entails the “knowledge about the relation 
between linguistic forms and pragmatic meanings they carry”, whereas sociopragmatics 
“refers to knowledge about the social context – the weightings of factors such as status 
or social distance which will affect choice of linguistic form.” According to Alcón-Soler 
and Martínez-Flor (2008, p. 3), pragmalinguistics refers to “the linguistic resources for 
conveying communicative acts and interpersonal meanings”, whereas sociopragmatics 
is concerned with “the social perceptions underlying participants’ interpretation and 
performance of communicative acts.” A few years later, Alcón-Soler (2012, p. 512) 
claimed that pragmalinguistic knowledge explores “language users’ knowledge of the 
means to weaken or strengthen the force of an utterance”; while sociopragmatic 
knowledge involves “their knowledge of the particular means that are likely to be most 
successful for a given situation.” In that same year, Taguchi (2012, pp. 2-3) asserted 
that “pragmalinguistics refers to the linguistic resources available for performing 
language functions” and “sociopragmatics refers to a language user’s assessment of the 
context in which those linguistic resources are implemented” referring to Leech (1983) 
and Thomas (1983). Cohen (2013, p. 267): defined pragmalinguistics as “the linguistic 
structures selected for performing pragmatics,” and sociopragmatics being concerned 
“with the focus on the crucial sociocultural factors that contribute to whether pragmatic 
performance is deemed appropriate.” In turn, Xiao (2015, pp. 132-133) provided a more 
general definition of the terms. According to him, pragmalinguistics studies the 
“functional-linguistic aspect of pragmatic competence”, whereas sociopragmatics 
examines the “social aspect of pragmatic competence.” Finally, Taguchi and Roever 
(2017, p. 7) identified pragmalinguistics as the “linguistic tools for performing 
communicative acts in the target language,” and sociopragmatics as the “knowledge of 
cultural rules and norms, role expectations, and appropriate conduct.” These authors 
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claim the need for L2 learners to acquire and master these competences to be 
pragmatically competent. As they put it, “[t]hese two knowledge types must be mapped 
onto each other so learners can choose appropriate linguistic forms to achieve 
communicative goals in context” (Taguchi & Roever, 2017, p. 7). Therefore, both 
components need to be taken into consideration in social interaction, as both are equally 
paramount to avoid pragmatic failure, that is to say, a breakdown in communication by 
which a given misunderstanding may lead to the termination of the conversation, as it 
may have caused some offence the other interlocutor. The concept of pragmatic failure 
will be discussed in Chapter 2. 
To sum up, regarding pragmalinguistic competence, Kasper and Roever (2005), 
Hassall (2008), Alcón-Soler and Martínez-Flor (2008), and Alcón-Soler (2012), 
highlighted the fact that linguistic features are selected and used to deliver a message 
taking into account the effect it will have on other interactants. On the other hand, 
pragmalinguistics is regarded more generally as the knowledge of linguistic features in 
pragmatics performance (Cohen, 2013; Taguchi, 2012; Taguchi & Roever, 2017; Xiao, 
2015). As of sociopragmatics, Hassall (2008) and Alcón-Soler (2012) focused on the 
importance of contextual factors, and Alcón-Soler and Martínez-Flor (2008) mentioned 
learners’ perceptions while being engaged in interaction. In turn, Taguchi (2012) 
focused on learner contextual assessment. And finally, Kasper and Roever (2005), 
Cohen (2013), Xiao (2015), and Taguchi and Roever (2017) perceived sociopragmatics 
as the knowledge of social context, which affects the use of pragmalinguistic 
knowledge. All in all, pragmalinguistics deals with language issues, whereas 
sociopragmatics explores social context.  
The following two definitions belong to group two, since they encompass both 
components of pragmatic competences and relate them to contextual issues. Barron 
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(2003) observed that pragmatic competence is concerned with “knowledge of the 
linguistic resources available in a given language for realising particular illocutions, 
knowledge of the sequential aspects of speech acts and knowledge of the appropriate 
contextual use of the particular languages linguistic resources” (p. 10). Similarly, 
Martínez-Flor and Usó-Juan (2006, p. 39) defined pragmatic competence as “the ability 
of employing target-language linguistic resources in an appropriate way for a particular 
context.” These authors go a step forward and envisioned that pragmatic competence 
tackles the incorporation and further mastery of both sociopragmatic and 
pragmalinguistic knowledge. In line with this idea of attaining target-like mastery of 
rules, Taguchi (2010, p. 336) asserted that “[p]ragmatic competence involves the 
mastery of linguistic and non-linguistic knowledge, as well as the efficient control of 
both knowledge types when encoding and decoding language functions in a 
sociocultural context.” Most recently, this author conceptualized pragmatic competence 
as “three-fold: (1) knowledge of linguistic forms and their functional meanings; (2) 
sociocultural knowledge; and (3) the ability to use these knowledge bases to create a 
communicative act in interaction” (Taguchi, 2018, p. 126).  
Group three is composed of definitions provided by several scholars who explain 
pragmatic competence with a focus on social functions language use can have, such as 
Taguchi (2010, p. 335) who proposed pragmatic competence as “the ability to use 
language to perform social functions.” In a similar vein, Taguchi (2015, p. 1) defined it 
as “an ability to deal with a complex interplay of language, language users, and context 
of interaction.” Similarly, Taguchi and Sykes (2013, p. 1) defined pragmatic 
competence as “[t]he ability to use language in socially and culturally appropriate 
ways.” Additionally, these authors claimed it is essential to master this ability because 
“[p]ragmatic missteps often lead to miscommunications and cultural stereotyping that 
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result in, best case, frustration, and worst case, long-term consequences.” Taguchi 
(2018, p. 124) explained that for pragmatic competence to be enacted successfully and 
properly, context play a paramount role, because it “represents diverse language 
functions, communicative, and personal styles.” Finally, Xiao (2015, p. 132) identified 
pragmatic competence as it entails “the ability to understand and use linguistic forms 
appropriately according to context.” This author made it explicit that it will be the 
situational context the variable that will trigger the use of certain linguistic features over 
others to perform pragmatically competent.  
In the present subsection, the concepts of pragmatic competence as well as its two 
interrelated components, namely pragmalinguistics and sociopragmatics, have been 
discussed. In the following subsection, a comprehensive overview is elaborated on the 
concept of interlanguage pragmatics, the main area where this study is located.  
1.3.3 Interlanguage pragmatics. 
Interlanguage pragmatics (ILP) aims to explore the development of learners’ pragmatic 
competence in a given TL community (Martínez-Flor, 2005). Research in second 
language (L2) pragmatics diverges into three sub-fields: cross-cultural pragmatics, 
intercultural pragmatics, and ILP. For the purpose of the present study, only the concept 
of ILP will be discussed in depth because it is the main focus of the present dissertation.  
1.3.3.1 Defining interlanguage pragmatics. 
Selinker (1972) coined the term ‘interlanguage,’ which he defined as the pragmatic 
system that L2 learners create during the process they undergo as they learn a second or 
foreign language. Therefore, it neither identifies with their L1 pragmatic system, nor the 
TL’s, but the constructs the learners learn on their way to mastering the TL. In turn, 
Kasper and Dahl (1991, p. 216) provided the first definition of ILP. These authors 
claimed that ILP studies “nonnative speakers’ (NNSs’) comprehension and production 
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of speech acts, and how their L2-related speech act knowledge is acquired.” This first 
definition was very narrow, only accounting for speech acts. However, it was crucial at 
its time, due to the fact that it accounted for acquisitional issues.  
More varied accounts of ILP are found in the literature which show the wider 
scope of research it has to offer. Kasper and Blum-Kulka (1993, p. 3) defined ILP as “a 
non-native speaker’s use and acquisition of linguistic action patterns in a second 
language.” Even though these authors focused on language issues only, they understood 
ILP in a broader perspective. Kasper and Dahl’s (1991) acquisitional aspects of 
pragmatics are also represented in their definition. In a similar vein, Kasper (1996, p. 
145) identified ILP as “the study of nonnative speakers’ use and acquisition of L2 
pragmatic knowledge.” Kasper provided a general definition as well, but she 
encompassed not only linguistic but cultural knowledge as well as she mentioned “L2 
pragmatic knowledge” in general. Yule (1996, p. 131) went a step forward and includes 
interaction, as this author perceived ILP as “[t]he study of how non-native speakers 
communicate in a second language.” In turn, Kasper and Schmidt (1996) focused on 
learning strategies in their account of ILP, as they defined this term as “the study of the 
development and use of strategies for linguistic action by nonnative speakers” (p. 150).  
Kasper and Rose (2002, p. 5) provided two complementary definitions. On one 
hand, ILP –as investigating L2 use– inspects NNSs’ comprehension and production of 
actions in an L2. On the other hand, ILP –as investigating L2 learning– examines L2 
learners’ development of their “ability to understand and perform action in a target 
language.” This definition has been included in this review since it describes the scope 
of research of the present study, as it regards the comprehension and production of 
conventional expressions by nonnative speakers of English. Additionally, this definition 
is particularly important at this point because these authors shed light into the shift that 
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came about from focusing just on speech acts to other issues in L2 pragmatics, such as 
conversational structure or conversational implicature (Alcón-Soler & Martínez-Flor, 
2008, p. 3). In this regard, Martínez-Flor, Usó-Juan, and Fernández-Guerra (2003, p. 
12) supported this claim because they defined ILP as it “deals with learners’ use and 
acquisition of pragmatic issues in the target language.” Similarly, Alcón-Soler and 
Martínez-Flor (2008, p. 6) defined this field of study whose “main objective is to 
examine the developmental stages that learners go through when acquiring the 
pragmatic system of the target language.” Additionally, Taguchi (2010, p. 333) claimed 
that ILP “investigates how second language (L2) learners develop the ability to 
understand and perform pragmatic functions in a target language.” This particular 
definition has been included in this discussion since it exemplifies the essence of the 
present study. It investigates learners’ development of recognition and production of 
conventional expressions. Additionally, LoCastro (2012, p. 80) accounted for ILP as 
“the study of pragmatic competence development of second and foreign language 
learners, which focuses on non-native English speakers’ use of and acquisition of 
pragmatic competence in a second or foreign language.” This author emphasized the 
notion of pragmatic competence, which, as far as could be established, had not been 
included in an ILP definition so far. Taguchi (2012, p. 1) went further as she stated that 
ILP “focuses on a second language learners’ knowledge, use and development in 
performance of sociocultural functions in context,” mentioning thus the sociocultural 
nature of context. Finally, Taguchi and Roever’s (2017, p. 5) definition is included 
because it encompasses all of the above in a more general sense. These authors asserted 
that interlanguage pragmatics is “the field that investigates L2 learners’ ability to 
comprehend and perform pragmatic functions in a target language and how that ability 
develops over time.” 
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Taguchi and Roever (2017, p. 16) identified a series of research areas within ILP. 
These are: transfer, which is a research topic that has received a great deal of attention. 
Language transfer refers to the implementation of one language system over another; 
and it can be positive or negative: positive in the case that transferring knowledge from 
L1 brings about positive outcomes; and negative transfer may imply the application of 
the rules of the L1 pragmatic system to the L2 when they are different and therefore 
bring about a negative outcome. Individual differences, which are varied in nature and 
that affect the learning and using of pragmatics, such as age, gender, motivation or 
anxiety. Some of these individual differences have received less attention, namely 
gender; and others have experienced a greater deal of attention in SLA research, such as 
motivation. Another research area is pragmatic comprehension. Research on this aspect 
will be discussed in the following subsection. ILP research has also examined routines. 
Chapter 4 of this dissertation is devoted to formulaic language more generally and 
conventional expressions more specifically, so discussion of research on this topic will 
be provided in the aforementioned chapter. Finally, research has explored email 
communication, topic that will be commented on in the following subsection. 
All aforementioned definitions and research areas are included as a reflection on 
the evolution of the concept of ILP, firstly focusing on speech acts solely, and then 
taking into consideration other factors that influence the development of learner’s 
pragmatic system, such as learning strategies, the critical role of context, the inclusion 
of pragmatic competence, as well as research in other pragmatic features, such as 
implicature. See Félix-Brasdefer (2013, 2017) for an updated review of ILP and the 
issues that characterize this research field. The features that characterize L2 pragmatics 
are examined in the following sub-subsection. 
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1.3.3.2 Features of L2 pragmatics. 
The overview of the concept of L2 pragmatics provided above allows to discuss basic 
elements in L2 pragmatics, which entail the core phenomena that characterize the 
conceptualization of L2 pragmatics and accounts for the issues of “language, meaning, 
context and action” that Taguchi and Roever (2017, p. 2) envision as essential in the 
conceptualization of this concept. Alcaraz (1990, pp. 116-117) and Cenoz (1999, p. 
375) provide a set of characteristics that define L2 pragmatics3. These are collected by 
Martínez-Flor, Usó-Juan, and Fernández-Guerra (2003, p. 9) as follows:  
(1) the use of the language as a means of communication;  
(2) the importance of language functions rather than language forms;  
(3) the study of the processes which occur in communication;  
(4) the importance of context and authentic language use;  
(5) the interdisciplinary nature of pragmatics;  
(6) the application of linguistic theories based on the concept of 
communicative competence.  
According to Alcaraz (1990) and Cenoz (1999), the main issues to be highlighted in 
L2 pragmatics are language itself, as it allows communication to take place, as well as 
the importance for that communication to be authentic and influenced by the situational 
context. Moreover, language functions together with the cognitive processes underlying 
communication are core. Finally, it is imperative to explore the acquisition of pragmatic 
competence by means of theories of language learning, which account for 
communicative competence, and also by means of conducting interdisciplinary 
research. Some of the features aforementioned, namely (1), (2), and (5), are linked to 
                                               
3 This set of features was originally devised to characterize the concept of pragmatics. However, 
they have been used to define the concept of L2 pragmatics in this dissertation because they can 
also apply to this more specific context. 
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the two intertwined components of pragmatic competence: pragmalinguistics and 
sociopragmatics, which were observed in the previous subsection: 1.3.2 Pragmatic 
competence. Finally, the two types of research strands that characterize the field of ILP 
research are explored in the following subsection.  
1.3.3.3 ILP studies: cross-sectional and longitudinal. 
ILP is regarded as a second-generation hybrid, since it grew from SLA research and 
pragmatics, thus being influenced by both (e.g., Taguchi, 2019). SLA research has been 
present in ILP in that ILP studies have acquired an acquisitional perspective in 
accounting for those paths in pragmatic development that learners both have and 
diverge from, as well as for considering learner differences, contextual, instructional, 
task, and input effects (Bardovi-Harlig, 2006a; Taguchi & Roever, 2017). Bardovi-
Harlig (2006a) stressed the important role of conducting ILP studies in SLA research 
since she claimed, “understanding the development of interlanguage remains crucial” 
(p. 69). Additionally, she stated that studying L2 development might shed some light 
into the extent of variables effect in that process. In turn, the field of pragmatics has also 
played its influence on ILP research. More specifically, it has influenced the work done 
on cross-cultural pragmatics, which explores the differences between NNSs’ to native 
speakers (NSs’) use of language (Bardovi-Harlig, 1999; Kasper & Blum-Kulka, 1993; 
Kasper & Rose, 2002; Kasper & Schmidt, 1996; Taguchi, 2010, 2012). Therefore, 
research in ILP has two main strands: cross-sectional and longitudinal.  
1.3.3.3.1 Cross-sectional research. 
Cross-sectional research refers to those studies that focus on a given pragmatic feature 
for a short period of time ranging from weeks to months. Kasper and Rose (2002, p. 76) 
argued that these types of studies might have the ability to provide information on 
pragmatic development “by extrapolating from differences observed across various 
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cross-sections.” According to Kasper and Rose (2002), data can be gathered from the 
same sample at different times. Proficiency level and length of stay are some of the 
variables used to study pragmatics from a cross-sectional viewpoint (Kasper & Rose, 
2002; Taguchi, 2010, 2012). Cohen, Manion, and Morrison (2007, p. 220) identified a 
series of strengths and weaknesses in doing cross-sectional research:  
Table 2.  Cohen et al.’s (2007, p. 220) strengths and weaknesses in cross-cultural 
research 
Strengths 
 
Weaknesses 
1 Comparatively quick to conduct. 1 Do not permit analysis of causal 
relationships. 
2 Comparatively cheap to administer.  2 Unable to chart individual variations in 
development or changes, and their 
significance.   
3 Limited control effects as subjects only 
participate once.  
3 Sampling not entirely comparable at 
each round of data collection as different 
samples are used.  
4 Stronger likelihood of participation as it 
is for a single time. 
4 Can be time-consuming as background 
details of each sample have to be collected 
each time.  
5 Charts aggregated patterns. 5 Omission of a single variable can 
undermine the results significantly. 
6 Useful for charting population-wide 
features at one or more single points in 
time. 
6 Unable to chart changing social 
processes over time.  
7 Enable researchers to identify the 
proportions of people in particular groups 
or states. 
7 They only permit analysis of overall, net 
change at the macro-level through 
aggregated data.  
8 Large samples enable inferential 
statistics to be used, e.g. to compare 
subgroups within the sample. 
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Cohen et al. (2007) provided a comprehensive picture of what conducting cross-
sectional research entails. It may be positive because it might be easier to collect data 
just once than several times during a longer period of time and this is reflected in 
research’s cost reduction. However, collecting data at only one point may bring about 
negative consequences, such as the incapability of tracing social developmental 
changes, which might translate into having to look at the data from a more general 
perspective only. 
As of research following a cross-sectional perspective, the study of speech acts, 
and the speech act of requests in particular, has been a hotspot for decades now. The 
following studies provide some examples. Scarcella (1979a) studied learners’ 
politeness-strategies acquisition when producing requests by means of a role-play on a 
group of 20 male EFL learners whose L1 was Arabic. As of learners’ level of 
proficiency, half were beginners and the other half were advanced. Data on negative and 
positive politeness strategies were collected via three role plays in which they had to 
interact with someone superior to them, inferior to them, and of equal social status. 
Results show that less complex linguistic forms were acquired earlier. Additionally, 
pragmalinguistic knowledge was acquired before sociopragmatic knowledge. Finally, 
the learners in the study generally showed a limited knowledge of both pragmalinguistic 
and sociopragmatic competences in their L2 performance. Rose (2000) explored 
primary school EFL learners’ acquisition of requests, apologies, and compliment 
responses in Hong Kong. Data was collected form three groups of learners by means of 
a cartoon oral production task (COPT), which they completed in their L1, Cantonese. 
Some patterns of development were traced. However, neither did they transfer 
pragmatic knowledge from their L1, nor showed awareness of pragmatic variation. 
Félix-Brasdefer (2007) examined the acquisition of requests in American learners of 
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Spanish as a foreign language. A total of 45 students participated in this study, 
representing all levels of proficiency, that is, 15 participants per each group: beginner, 
intermediate and advanced. Data were collected by means of open role-plays that 
targeted formal and informal situations in which requests were used. The three types of 
request head acts (direct, indirect and conventional indirect) were the focus of the 
analysis. Results showed that beginner learners used direct requests more often, due to 
their lack of knowledge of pragmatic variation. Conversely, intermediate and advanced 
learners preferred the use of conventionally indirect forms of requests to both formal 
and informal scenarios. Finally, more proficient learners tended to use indirect request 
forms. Results showed that pragmatic development came in four different stages: Stage 
one being “pre-basic stage,” stage two “basic stage,” stage three “unpacking of 
formulaic use,” and stage four “pragmatic expansion” (pp. 276-277). Finally, findings 
also highlight one of the goals of the study: the importance of pragmatic knowledge 
over grammatical knowledge in foreign language academic settings.  
1.3.3.3.2 Longitudinal research. 
Different definitions of what pragmatic development is have been provided in the 
literature to try to describe this language-learning phenomenon. Bardovi-Harlig (2013a) 
provided a general definition of L2 pragmatic development, as she perceived it as “the 
study of how learners come to know how-to-say-what-to-whom-when” (pp. 68-69). 
This author acknowledged both the accuracy of her definition as well as its scarcity 
detail inclusion. Taguchi (2010, 2012) aimed to provide those details in her accounts of 
L2 pragmatic development. Taguchi (2010, p. 351) focused on L2 grammar and 
vocabulary as she defined pragmatic development as “a process in which learners 
acquire pragmatic meanings of grammatical and lexical materials.” Additionally, this 
author accounted for the importance of interaction and context as she understood this 
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term as being “a long-term process because it requires abilities to manage a complex 
interplay of language, language users and context of interaction” (Taguchi, 2012, p. 2) 
Therefore, she claimed the important role of the two pragmatic components, 
pragmalinguistics and sociopragmatics, in the acquisition of an L2, as this author also 
accounted for L2 pragmatic development as it “entails acquisition of both these 
knowledge bases and efficient control of each of them in spontaneous communication” 
(Taguchi, 2012, p. 3). Even though different researchers perceive this concept 
differently, it has been widely acknowledged in the literature the scarce attention 
longitudinal research has received compared to studies conducted in cross-sectional 
research (Bardovi-Harlig, 1999, 2010b; Bardovi-Harlig & Hartford, 1993a; Brandtzaeg, 
2012; Chen, 2006; Kasper & Rose, 2002; Kasper & Schmidt, 1996; Li, 2016; Nguyen, 
2011; Taguchi, 2010, 2011b; 2012; Yates & Major, 2015).  
Longitudinal research investigates the development of pragmatics learning of one 
same group over a prolonged period of time (Kasper & Rose, 2002). In so doing, results 
could shed light into the acquisitional patterns that learners can follow in learning a TL, 
thus emphasizing the importance of the concept of time in SLA research (Ortega & 
Iberri-Shea, 2005). However, there is a lack of consensus as to what the length of 
longitudinal studies should look like, ranging from months to several years, as well as to 
the number of data collection points to include in longitudinal studies (Ortega & Iberri-
Shea, 2005; Taguchi, 2010, 2012). Data have mainly been collected via discourse 
completion tasks (DCTs), role-plays or multiple-choice questionnaires. As eliciting the 
same data from the same participants could result in task effects, these data elicitation 
methods are rather used less frequently over the course of a longitudinal study (Taguchi, 
2012). In other words, researchers may decide to include fewer data collection points if 
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these methods are the ones employed. Cohen et al. (2007, p. 221) identified a series of 
strengths and weaknesses in conducting longitudinal research: 
Table 3.  Cohen et al.’s (2007, p. 221) strengths and weaknesses in longitudinal research 
Strengths Weaknesses 
1 Useful for establishing causal 
relationships. 
1 Remembered information might be 
faulty, selective and inaccurate. 
2 Clear focus (e.g. how did this particular 
end state or set of circumstances come to 
be?). 
2 People might forget, suppress or fail to 
remember certain factors.  
3 Enables data to be assembled that are 
not susceptible to experimental analysis.  
3 Individuals might interpret their own 
past behaviour in light of their subsequent 
events, i.e. the interpretations are not 
contemporaneous with the actual events. 
 4 The roots and causes of the end state 
may be multiple, diverse, complex, 
unidentified and unstraightforward to 
unravel. 
 5 Simple causality is unlikely. 
 6 A cause may be an effect and vice versa. 
 7 It is difficult to separate real from 
perceived or putative causes. 
 8 It is seldom easily falsifiable or 
confirmable. 
 
Although these authors did not provide many positive outcomes of using 
longitudinal studies, Cohen et al. (2000) actually proposed some more strengths of 
longitudinal studies, such as “(s)eparates real trends from chance occurrence,” as well 
as “enables change to be analyzed at the individual/micro level” (Kasper & Rose, 2002, 
p. 77). On the contrary, some weaknesses also presented in Kasper and Rose (2002, p. 
77) are the time-consuming nature to conduct longitudinal studies, and also “data, being 
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rich at the individual level, are typically complex to analyze.” In line with Cohen et al. 
(2000, 2007) and Kasper and Rose (2002), I believe that conducting longitudinal 
research favors the exploration of pragmatic development more extensively and in more 
detail. However, even though Kasper and Rose (2002) state that analyzing such data 
might be a complex task, it might be richer in detail and allow to identify tendencies 
which might be more difficult to trace in a cross-sectional study. On the other hand, it is 
undeniable the fact that exploring pragmatic features longitudinally becomes a time-
consuming task.  
All the studies presented in this subsection have been selected to provide a general 
overview of what has been done in each of the research strands: (1) the pragmatic 
features under study: speech acts, mostly requests; as well as conversational 
implicature, and pragmatic markers among others; (2) the research contexts, that is, ESL 
and EFL; (3) a variety of setting: naturalistic, instructional; (4) in different countries: 
Japan, Spain, France, United States (US); (5) and different target languages, such as 
French and Japanese, but a clear predominance of English.  
As for content, longitudinal studies have focused on three main research strands, 
namely comprehension, recognition, and production of pragmatic features. Research on 
pragmatics comprehension within ILP is concerned with that pragmatic meaning when 
expressed orally (Garcia, 2004). Research of pragmatic comprehension has tackled 
mainly two research areas, namely speech acts, and conversational implicature (Garcia, 
2004), but also routines and implied meaning. Bouton (1992) studied the development 
of conversational implicature comprehension on 30 ESL learners via a written multiple-
choice questionnaire in which participants would respond to conversational implicatures 
represented in 33 scenarios. Results showed that learners found difficult situations such 
as “Is the Pope catholic?” question, but attained a native-like proficiency in the rest of 
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the implicatures under study. Two years later, Bouton (1994) carried out the same study 
with a different group of learners and for a shorter period of time: 17 months. Data 
analysis provided different results from previous research since learners had more 
difficulties in comprehending implicature, not only with the Pope question, but also 
with indirect criticism, irony, as well as sequence implicatures. Nearly a decade after, 
Taguchi undertook a series of studies in which she targeted the comprehension of 
indirect speech acts. Taguchi (2007) investigated the comprehension of indirect 
opinions and indirect refusals on a cohort of 92 first language (L1) Japanese students in 
an EFL setting by means of a computerized pragmatic listening test (PLT) provided 
twice in the course of seven weeks. Data analysis looked for learners’ accuracy and 
response time on conventional and less conventional meaning. Results showed that 
positive gains were attained in both aspects. In turn, Taguchi (2008c) also explored 
these same pragmatic components, namely accuracy and response time, on 44 L1 
Japanese learners of English in a second language context during the course of four 
months. Data was collected via the aforementioned PLT, together with a “lexical item 
test” and la “language contact test” (p. 33). Results showed even though no gains were 
demonstrated in learners’ pragmatics accuracy, they did improve their comprehension, 
as shown in shorter response times.  
Some general conclusions can be drawn from the results obtained in the 
aforementioned studies. Those conventional meanings that are culture-specific will be 
more difficult to comprehend, while conventional implicatures that are more universal, 
in the sense that the meaning is shared by more cultures, will be easier to understand. In 
turn, these results are related to accuracy and comprehension speed. The more difficult a 
conversational implicature is, the more response time a learner will need to process all 
contextual and linguistic cues related to it; and this may also affect production accuracy, 
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which deals with the correctness and appropriateness of learners’ responses. 
Conversely, the easier an implicature is, the less time a learner will need to both 
understand its meaning and also provide an accurate response to it.  
In turn, longitudinal studies on recognition of pragmatic features differentiate 
themselves form comprehension ones in that comprehension studies tackle learners’ 
“inferential skills and recognition of speakers’ intentions” (Taguchi, 2012, p. 35); and 
recognition studies imply the recognition of linguistic features (pragmalinguistics) and 
the contextual factors adhered to them (sociopragmatics) (Taguchi, 2012). Some 
examples of longitudinal studies tapping on learners’ pragmatic recognition are 
Kinginger and Blatter (2008) and Matsumura (2007). Kinginger and Blattner (2008) 
studied the development of both French colloquial phrases and personal pronouns in a 
group of 17 American learners of French in a second language context for 15 weeks, 
although focus was directed to three case studies. Data were collected by means of an 
interview on language awareness. Results from data analysis show (1) positive 
development of sociopragmatic knowledge and variation; and (2) language use 
according to that knowledge gain may depend on learners’ identities as well as their 
social interactions in the French context. Matsumura (2007) explored the effect of study 
abroad (SA) on a cohort of 15 L1 Japanese EFL learners’ production of the speech act 
of advice. Data were collected three times after students came back from their stay, 
namely every six months in the course of one-and-a-half years, by using the same 
multiple-choice questionnaire in which a series of situations were provided tackling on 
different social status: equal, lower and higher. Results showed that L1 transfer 
appeared in those situations to which they had to interact with people having a higher 
status than theirs. On the other hand, L2 pragmatics information related to equal-status 
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and lower-status situations was maintained and used, since participants in this study 
kept in touch with friends they made in Canada.  
Finally, longitudinal studies exploring the production of pragmatic features entail 
the ability to produce any pragmatic feature taking into consideration both the 
pragmalinguistic and sociopragmatic resources needed for that linguistic production; as 
well as the need to have a solid knowledge of those two resource types to avoid 
misunderstanding, which occurs when either there is a wrong choice of linguistic 
features, or the contextual variables are understood inaccurately (Taguchi, 2012). 
Additionally, this author claims that the act of processing a pragmatic feature before 
producing it takes a more thorough processing effort than comprehending or 
recognizing it. Therefore, the importance of having an ample command of the TL 
pragmatics system is paramount. Three studies have been selected to exemplify these 
claims. Alcón-Soler (2015a, 2015b) conducted a series of studies in which she 
examined learners’ production of lexical and syntactical request mitigators in email 
interaction taking into account the effects of both instruction and SA. The emails 
exchanged between 60 L1 Spanish EFL learners and their instructors were collected at 
four different points in time. Additionally, learners were instructed to keep a record on 
their perceptions of instruction and their stay during their time in England. Results show 
the positive effect of instruction, and the interaction between instruction and SA since 
instructional effects were perceived after the treatment was implemented only (Alcón-
Soler, 2015a). Nevertheless, effect of instruction was seen in further email 
communication, as learners preferred using “accepted patters” in this type of interaction 
in detriment of request mitigators (Alcón-Soler, 2015b, p. 34).  
Martín-Laguna (2015) explored the acquisitional development of both textual and 
interpersonal pragmatic markers by learners of English in a multilingual classroom at a 
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high-school institution in Spain over the course of seven months. More specifically, she 
aimed at accounting for the learning trajectories, together with possible positive L1 
transfer on this particular pragmatic feature. Data were collected from essays written by 
participants in the three languages they received instruction, namely Spanish, Catalan, 
and English. Additionally, instructors and participants provided their perceptions of this 
process so as to account for changes in the learners’ pragmatic system. Results showed 
that learners gained knowledge of textual pragmatic markers were significant in their 
learning trajectory, but the gained knowledge for interpersonal markers was not 
significant. Additionally, results provided insight into the role of individual differences, 
since instructional setting and learners’ previous experience affected their learning as 
well. Moreover, this author could confirm the complex relationship between the three 
languages as she demonstrated the effect they have among them as regards to pragmatic 
markers use. With respect to transfer, Martín-Laguna found language transfer (Catalan-
Spanish) in textual markers, and transfer for all three languages for interpersonal 
markers. Finally, taking into account the relation between transfer and proficiency level, 
this author found that more proficient learners transferred knowledge for textual 
pragmatic markers, and less proficient learners did so for interpersonal pragmatic 
markers. All in all, this study is a valuable addition to the literature as it explores several 
research gaps, namely pragmatic learning from a developmental acquisitional 
perspective targeting high-school multilingual setting, taking into consideration reasons 
as well as participants’ previous language experience that explain learners’ learning 
trajectories. 
All in all, whatever goals and target features these studies aim to accomplish and 
research, they all share one commonality: they depart from merely accounting for the 
use of pragmatics to address the nature of the changes taking place across time, as 
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accounting for both external (contextual) and internal (learner) factors that influence 
language learning (Bardovi-Harlig, 1999, 2013a; Taguchi & Roever, 2017). 
Due to time and data accessibility constraints, the present dissertation can be 
classified as neither a cross-sectional nor as a longitudinal piece of research but as a 
combination of both. This study is cross-sectional in nature because data were collected 
during one month only, in contrast to longitudinal studies, which are characterized by 
taking place during a longer period of time, usually several months, such as a full 
academic year, or even years. Nevertheless, this limitation was compensated by the 
inclusion of the delayed posttest, thus bringing a longitudinal perspective to this study. 
Therefore, since data were not collected at just one point in time, the present 
dissertation gained further and richer data that allowed the observation of the start of the 
individual and group pragmatic development.  
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1.4 Chapter Summary 
The objective of this chapter was to provide the theoretical framework in which the 
present study is grounded: SLA more generally, and ILP more specifically. To do so, an 
overview of the cognitive and social theories that inform SLA research was presented to 
frame the present investigation. As for cognitive-oriented as well as for socially-driven 
theories, the essential conditions that drive language learning were discussed (i.e, input, 
output, feedback, motivation, awareness, communication, interaction), thus presenting a 
critical perspective on the importance these theories have within SLA but also in 
relation to pragmatics learning. Skill Acquisition Theory was reviewed in detail since it 
is the theory employed to support this dissertation. After that, the concept of 
communicative competence was tackled, by means of discussing the evolution of the 
conceptualization of communicative competence according to the models proposed in 
the literature. These are: Chomsky (1957, 1965), Hymes (1967, 1972), Canale and 
Swain (1980), Canale (1983), Celce-Muercia et al (1995), Celce Murcia (2007), 
Bachman (1990), Bachman and Palmer (1996, 2010), Alcón-Soler (2000), and 
Martínez-Flor and Usó-Juan (2006). This section preceded the third and last section that 
explored pragmatic competence. First of all, the definitions provided in the literature to 
conceptualize pragmatics were discussed to better understand this concept. After that, 
the concept of pragmatic competence, together with its two main components, 
pragmalinguistics and sociopragmatics, was thoroughly revised. Finally, this chapter 
ended with the discussion of the nature of ILP, including a working definition, the 
description of a series of features that characterize the concept of ILP, and a review of 
the research conducted from a cross-sectional but also from a longitudinal perspective.  
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Chapter 2: Teaching Pragmatics 
This second chapter investigates L2 pragmatics instruction. Section 2.1 is devoted to the 
identification and characterization of instructional treatments in ILP. Section 2.2 entails 
an in-depth discussion about the effectiveness of providing instructional treatment 
tackling two main issues, namely 1) instruction provision versus simple exposure; as 
well as 2) implicit versus explicit instruction. Then, Section 2.3 represents an overview 
of the research conducted on the target pragmatic features most studied in ILP contexts, 
with a focus on the pragmatic feature under investigation in the present dissertation: 
conventional expressions. Finally, the Chapter Summary encompasses the main issues 
raised in this chapter.  
2.1 Pragmatic Instruction 
The question whether pragmatics is teachable (e.g., Kasper, 2001; Long, 1983; Norris & 
Ortega, 2000, 2001; Rose, 2005) has shaped the field of ILP as far back as the 1980s, 
where the pivotal role of sociolinguistic abilities was acknowledged. The research scope 
broadened from just investigating L2 morpho-syntactic features and started exploring 
phenomena related to sociolinguistic skills (Holmes & Brown, 1987). Research has 
shown that pragmatics is indeed teachable (e.g., Bardovi-Harlig & Griffin, 2005; Ellis, 
2005; Rose, 2005; Rose & Kasper, 2001; Norris & Ortega, 2000, 2001; Taguchi, 2015a, 
2015b). In the early years of the study of the effects of instruction on pragmatics, this 
question was posted since it was uncertain whether instruction would entail major 
benefits for the learners compared to the lack of provision of notions of rules governing 
an L2. One of the main reasons that supports the statement that pragmatics is teachable 
is the fact that instructional treatments provide students with opportunities to realize and 
acknowledge the language features that are different or similar in their L1 and the L2 
they are learning (Kondo, 2008; Yamashita, 2008). Furthermore, since the publication 
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of the first major instructional study (i.e., Wildner-Basset, 1984), instruction in 
pragmatics has been of outmost importance in the field of ILP (Taguchi & Roever, 
2017). Taking into consideration the fact that ILP explores “learners’ use and 
acquisition of L2 pragmatic ability” (Rose & Kasper, 2001, p. 3) as it has been 
discussed in Chapter 1, it sets the case for the provision of instruction in L2 pragmatics 
to assist learners in becoming competent users of a given L2. In that process, it is 
essential to learn “the rules and mechanisms underlying appropriate use” of a given L2 
to acquire that language (Scarcella, 1979, p. 275). In turn, instructors’ role is of outmost 
importance in the learners’ process of acquiring L2 rules of language use, due to the fact 
that it is critical to provide them with instances in which learners think over their 
selection of specific linguistic features and compare them to their L2 counterparts, to 
finally practice them all in an on-site classroom context (Siegal, 1996).  
The core statement that teaching pragmatics is essential is yet supported and 
reinforced in the 21st century (e.g., Bardovi-Harlig, 2015, 2018a), as it has been stated 
that it is paramount to develop pragmatic competence and therefore in the teaching of 
languages per se due to the fact that pragmatics is present in everyday interactions (i.e., 
Yamashita, 2008). For the purpose of the present investigation, Yamashita’s assertion 
was adopted as one of the main tenets that determined the design and implementation of 
this study. Instructional treatment was provided to investigate whether the teaching of a 
set of conventional expressions allowed a group of students to improve their pragmatic 
development and, therefore, to become more pragmatically competent in their everyday 
life conversational encounters.  
The concept of pragmatics instruction has been defined as the provision of target 
language rules either by means of direct explicit illustration of L2 rules and examples to 
complement such rule provision; or by directing learners to discern and think about 
Chapter 2: Teaching Pragmatics 
 65 
those rules by themselves, thus reaching the goal implicitly (Kasper, 2001; Taguchi, 
2015b). Research reveals that pragmatic pedagogical interventions are essential and 
effective (O’Keeffe, 2011) in the teaching of EFL and ESL. Thus, since both settings 
are dissimilar in nature, definitions and features of each context are provided as follows. 
EFL refers to the teaching of the English language where English is not an official or 
co-official language. Therefore, this specific context is characterized as offering fewer 
opportunities for learners to obtain input and also to practice their written and spoken 
skills. In regards to input, research shows that its authenticity, frequency and variety 
differ from that ESL settings offer. In other words, input in EFL settings has been 
revealed to be less authentic, provided less frequently, and less varied (Félix-Brasdefer, 
2010). These circumstances make the case for the pivotal provision of pragmatics 
instruction in EFL context (O’Keeffe, 2011) by means of authentic audiovisual 
materials, instead of relying solely on pedagogical materials, which research has proven 
often pictures pragmatics stereotypically misleading (Alcón-Soler, 2005). For example, 
Martínez-Flor (2005) explored EFL learners’ awareness and use of the speech act of 
suggestions, strongly recommending the employment of instructional treatment to foster 
learners’ pragmatic competence. In contrast to EFL settings, ESL refers to those 
contexts where English is taught as a second language. This implies that English is 
either an official or co-official language. In such naturalistic contexts, the availability of 
input is unquestionably more frequent, authentic, and diverse. Even more, ESL contexts 
allow learners to use the L2 outside the instructional setting, thus using the L2 for real-
life specific purposes (Martínez-Flor, 2013a). In turn, the need to teach pragmatics in 
ESL settings was made evident a few decades back when an early study claimed that the 
pragmatics system of NSs and NNSs differed (Bardovi-Harlig & Dörnyei, 1998). They 
investigated the grammatical and pragmatic awareness abilities developed by a cohort 
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of students in Hungary and the US compared to NSs’, and concluded that ESL learners 
were more sensitive to pragmatic mistakes, which they regarded as more serious in 
contrast to EFL students, who believed grammatical mistakes were more severe. 
Therefore, these results showed that being aware of pragmatics is paramount, but not 
enough to behave pragmatically competent in a given L2. In any case, both EFL and 
ESL classroom settings share three characteristics that Collins and Muñoz (2016) 
identified. According to Collins and Muñoz, the language learning space is defined as 
“a physical space that serves as a learning environment and is bounded in time.” 
Additionally, “it is managed by a facilitator who normally has expertise in the FL and 
FL pedagogy.” Finally, “it is populated by groups of people who share the common 
purpose of learning/using the target L2 (although their individual learning goals may 
differ)” (p. 134).  
Once ILP studies have been defined, the features that characterize studies in L2 
pragmatics are presented. Based on results reported in the literature (Jeon & Kaya, 
2006; Kasper & Rose, 2002; Norris & Ortega, 2000, 2001; Plonsky & Zhuang, 2019; 
Rose, 2005; Taguchi, 2015b), some commonalities are identified in ILP instructional 
studies. First, English predominates as the target L2 language to study pragmatics (e.g. 
Alcón-Soler, 2015a, 2015b; Martín-Laguna & Alcón-Soler, 2018; Ishihara & Chiba, 
2014; Vellenga, 2011), although pragmatics has also been studied in other languages, 
such as Japanese (e.g. Narita, 2012), French (e.g. van Compernolle & Henery, 2014, 
2016) and Spanish (i.e. Taguchi, Gomez-Laich, & Arrufat-Marqués, 2016; van 
Compernolle, Gomez-Laich, & Weber, 2016). Taguchi (2015b) makes a strong case to 
conduct further investigations on the pragmatics of such underrepresented languages to 
deepen our understanding of pragmatics in general, but also the language-specific 
pragmatic issues. Many research studies also investigate students at a similar age, 
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namely adult college learners (Collins & Muñoz, 2016). A few exceptions are recent 
studies conducted on pragmatics learning in children (e.g. Portolés, 2015; Portolés & 
Safont, 2018) and high-school learners (e.g. Lyster, 1994; Martín-Laguna, 2015). In 
turn, proficiency level is also a feature of participants in which an array of the research 
coincides. Most studies have targeted students with an intermediate level of proficiency, 
with a few exceptions, such as Safont and Portolés (2016) who explored the effects of 
instruction on children’s pragmatic abilities. The instructional context where data are 
collected is another recurrent similarity among instructional studies in ILP. Higher-ed 
institutions are the most common settings with a few studies in primary schools 
(Portolés, 2015), high schools (Martín-Laguna, 2015), and the workplace (Pérez-Sabater 
& Montero-Fleta, 2014). In regards to the pragmatic skill under investigation, 
production studies outnumber those that focus on comprehension of pragmatic features4 
(e.g., Garcia, 2004; Safont & Portolés, 2015; Taguchi, 2005, 2008a, 2008b). Finally, 
and in relation to research on production and comprehension of L2 pragmatics, research 
has focused mainly on speech acts, especially requests, as well as on formulaic 
language, implicatures, and conversational skills. A more detailed discussion on the 
research conducted on the most frequent target L2 pragmatic features is provided in 
Section 2.3 in this chapter.  
Closely related to the question raised on the teachability of pragmatics is the idea 
that some features are more easily teachable than others. Research findings reveal that 
there are several variables that hinder or enhance the teaching of pragmatic realizations. 
Taguchi (2015b) argued that linguistic simplicity and opaqueness are two characteristics 
of pragmatic features that might be easier to teach. These are explored separately as 
follows. As for the structure of pragmatic features, research has shown that the more 
                                               
4 See Bardovi-Harlig (2001) and Taguchi (2015b) for a review. 
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complex the structure is, the more difficult it might be to teach. The present 
investigation is an example since conventional expressions such as Do you have a pen I 
can borrow? posed more difficulties for students to learn than others such as Excuse me. 
Even though students were provided with explanations about the meaning of such 
conventional expressions in context, results obtained may shed light on this issue of 
linguistic simplicity as it relates to teaching and learning. In turn, the opaqueness of the 
target pragmatic rules has also been identified as challenging the teachability of 
pragmatic features. Some features may be more difficult to learn than others because 
they are less transparent in nature. Several factors may affect this outcome. For 
example, Kasper and Rose (2002) argued that culture-specificity might pose a greater 
difficulty in learning pragmatics. Bouton’s (1988, 1994) well-known studies are an 
example. Bouton’s (1994) students found it difficult to acquire some implicatures (those 
related to the L2 culture specifically) even after having lived in the US for over 4 years. 
Therefore, studies such as Bouton’s reveal that some pragmatic features might be 
transferable from learners’ L1 culture to their L2’s thus being more transparent. 
However, some other target features may be more opaque since this transferability may 
not work. This may cause a longer or more difficult learning process. Closely related to 
the issue of opaqueness is the applicability to everyday language use in the real world. 
According to Kasper and Rose (2002), if a given pragmatic feature can be directly 
applicable to a real-life situation, this target pragmatic feature may be more transparent, 
thus being the learning process of such feature easier because it may be more 
meaningful. However, if a pragmatic feature is more opaque it may be more difficult to 
learn because the link between acquiring that knowledge and transferring it into real-life 
use is less direct. The present dissertation is an example. Results revealed that some 
students found it more difficult to learn the expression Excuse me because they had 
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never used it before in the context in which it was introduced in the present 
investigation. Excuse me was presented to use in a supermarket situation. Students 
needed to employ this particular expression to ask for space to pass in an isle.  
Two more features that may favor or impede pragmatic learning are length of 
instructional intervention and learners’ proficiency level. As for the former, research has 
revealed mixed results regarding the definition of what constitutes short or long 
treatments and the effectiveness of some treatments over others (see Kasper, 2001; Jeon 
& Kaya, 2006; Plonsky & Zhuang, 2019; and Takahashi, 2010 for a review). Similarly, 
student’s proficiency level has also been identified to constrain or enhance pragmatic 
learning (Taguchi, 2015b). Bardovi-Harlig (2001) stated that greater proficiency in 
grammatical competence might not translate into the same level of proficiency in 
pragmatic competence.  
All in all, studies in the literature show that the teachability of pragmatics is 
influenced by many factors, such as context (e.g., EFL versus ESL), learner features, L2 
pragmatic features, and/or instructional treatment. This last variable is explored in more 
depth in the following section.  
2.2 Effectiveness of Pragmatic Instruction 
Teaching L2 pragmatics is undeniably effective. Research reveals that the provision of 
instruction is more effective than simple exposure (Alcón-Soler, 2005; Alcón-Soler & 
Martínez-Flor, 2005, 2008; Bardovi-Harlig, 2001; Cohen, 2008; Ishihara & Cohen, 
2010; Jeon & Kaya, 2006; Kasper, 2001; Kasper & Roever, 2005; Kasper & Rose, 
1999, 2002; Long, 1983; O’Keeffe, 2011; Plonsky & Zhuang, 2019; Roever, 2009; 
Rose, 2005; Rose & Kasper, 2001; Schmidt, 1993; Taguchi, 2011a, 2015b; Takahashi, 
2010a, 2010b). The present section explores the effectiveness of teaching pragmatics as 
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opposed to simple exposure, as well as the effectiveness of the two main teaching 
approaches used in ILP research, namely explicit and implicit.  
2.2.1 Instruction versus simple exposure. 
According to Kasper (1997, p. 2), “[i]n order to communicate successfully in a target 
language, pragmatic competence in L2 must be reasonably well developed.” To achieve 
that particular pragmatically-competent state, L2 learners need to be taught pragmatics 
not only because exposure alone is not enough (Bardovi-Harlig, 2001; Schmidt, 1993), 
but also because the target pragmatic system and the contextual variables affecting this 
system might be inadvertent to them even after having been exposed to them for a long 
period of time (Bardovi-Harlig, 2001; Kasper & Rose, 2002). Additionally, Kasper 
(1997) identified four criteria which instruction should target. First, she stated that NSs 
have been idealized; when in reality NS interaction does not reach perfection. 
Therefore, NNSs should not be required to obtain those inexistent perfect NS 
communicative skills, but the same as those skills NSs own. Second, and in line with 
Siegal (1996), Kasper proposed that NNSs do not generally imitate NSs, but rather 
create their own interlanguage in which they may tend to develop a different identity 
from their L1’s. Third, and echoing Giles et al. (1991), Kasper proposed an optimal 
convergence, in contrast to a total convergence, to the TL community culture. Since a 
total convergence may be seen as an intrusive practice by NSs, who may identify NNSs 
as “outsider(s)” (p. 12), an optimal convergence allows learners to communicate in a 
way in which they can express their own thoughts and beliefs by means of specific 
pragmatic features, which might not coincide with those of NSs’. Finally, Kasper 
supported Peirce’s (1995) claim that views L2 classroom as an environment in which 
students are allowed to reflect on their own L2 beliefs in relation to their L2 practice. 
Therefore, Kasper put forward the idea that foreign language instructional settings will 
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“prepare and support learners to communicate effectively in L2” (p. 12). Additionally, 
L2 instruction will not only function as that, “language instruction”, but also as 
“language education” (p. 12). Therefore, these four aims that instruction should attain 
according to Kasper provide a view of L2 instruction as that which focuses on an L2 
learner who uses the L2 in a reflective and critical manner.  
Another reason why teaching pragmatics is important refers to the challenges that 
pragmatics poses for adult learners. Pragmatic development is specially challenging for 
adult L2 learners since they have both their pragmatics systems from their already-
acquired L1 and the L2 they are learning (Taguchi, 2015b). This occurs in contrast to 
L1 acquisition, where children learn their grammatical and pragmatic competences at 
the same time. Taguchi stated that learners should actively monitor the possible 
interference of the L1 pragmatic system as they learn the L2 pragmatic system, which 
they need to acquire “[i]n order to integrate form-function-context relations that are 
appropriate to L2” (p. 2). Rose and Kasper (2001) stated that learners’ knowledge of 
their L1 pragmatic system may not imply negative consequences since there may occur 
a positive transfer, or simply no transfer altogether. The reason they provided for such a 
statement relies on the fact that students of a given L2 may be inclined to favor 
interpreting the literal meaning rather than making sense of the implied actual meaning, 
as well as not accounting for contextual factors (Carrell, 1979, 1981). Additionally, 
Rose and Kasper made a case for the importance of teaching L2 pragmatics when they 
stated that learners may not put into practice the knowledge they already have in their 
L1 pragmatic system. Therefore, teaching pragmatics would aim at raising awareness of 
learners’ L1 pragmatic knowledge in order for students to apply that knowledge into L2 
pragmatic settings. Bardovi-Harlig (2001) also pointed out to the benefits that L2 
pragmatics instruction produces, since she claimed that it promotes L2 acquisition. 
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According to Bardovi-Harlig, L2 instruction may facilitate the learning process of 
certain features of the L2 pragmatic system, which may take longer to acquire without 
instruction. Taguchi (2011a, 2015b) and Taguchi and Roever (2017), among other 
researchers, also call for the critical role of instruction in L2 pragmatics and the 
inclusion of pragmatics in teaching settings, which they reported to be frequently 
ignored both in the curricula and assessment. They believed the reasons behind these 
actions may rely on the fact that neither instructors, nor those who craft and write 
teaching materials and curricula may have notions of pragmatics; as well as the negative 
impact that not including pragmatics may bring to assessment.  
All in all, research suggests that teaching pragmatics is undoubtedly possible. TL 
pragmatic performance of L2 learners may differ considerably upon provision of 
instruction. Moreover, simple exposure is considered not to provide sufficient 
knowledge of the L2 pragmatic system for students to learn it. Some pragmatic features 
have been identified as more opaque than others, being thus less easy to notice and 
learn. All these findings suggest that instruction in L2 pragmatics is needed for L2 
learners to develop their pragmatic competence most appropriately (Kasper & Rose, 
2002; Nguyen, Pham & Pham, 2012). More specifically, L2 pragmatics teaching in EFL 
contexts is essential (O’Keeffe, 2011). In EFL settings, students should be made aware 
of the cultural differences to avoid negative transfer, since pragmatic mistakes that L2 
learners may make might be perceived as more severe than grammatical mistakes, thus 
affecting NSs’ perceptions of L2 learners. This and other issues will be discussed in the 
following sub-section of the present chapter devoted to the two main methods employed 
to teach pragmatics in ILP, namely explicit and implicit approaches.   
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2.2.2 Explicit versus implicit instruction. 
The concept of ‘instruction’ was defined by Ellis, Loewen, Elder, Erlam, Philp, and 
Reinders (2009, p. 16) as it “implies an attempt to intervene in interlanguage 
development.” In a similar vein, Martínez-Flor (2013a) pointed out that the center of 
attention in interventional research in ILP are pragmatic features. Additionally, she 
stated that the classroom is perceived as the context where instruction is focused on 
pragmatics acquisition, which, in turn, will foster students’ pragmatics learning process. 
According to Martínez-Flor, it is instructional treatment that may enhance learners’ 
comprehension of language usage, as well as the varied array of linguistic options 
learners can choose from based on the interlocutors and the context with whom they are 
interacting. There seems to be a consensus in the literature (e.g., Norris and Ortega, 
2000, 2001; Ellis et al., 2009; Taguchi, 2015b) that the two most frequently used 
instructional treatments in ILP are explicit and implicit approaches. According to Ellis 
and Shintani (2014), the main difference between implicit and explicit teaching is the 
provision of metapragmatic information in the latter, and allowing learner to self-
discover the L2 pragmatic feature in the former. Taguchi and Roever (2017, p. 214) 
stated that this distinction is in line with the studies conducted in SLA, where the 
distinction between explicit and implicit instruction has been investigated for decades 
(e.g., Rebuschat, 2015). An explicit intervention generally entails the provision of 
metapragmatic information as well as the provision of ample chances to practice the TL 
features. In turn, an implicit intervention broadly implies that learners process the TL 
pragmatic rules by means of practice, without paying conscious attention to such rules. 
Nevertheless, even though these two types of treatments have been interpreted as two 
separate entities, some researchers make the claim that both explicit and implicit 
approaches should be considered as the two ends of a same continuum (Jeon & Kaya, 
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2006; Taguchi, 2011a; Takahashi, 2010a, 2010b). In a synthesis of general SLA 
research, Norris and Ortega (2001, p. 173) asserted that instruction in L2 is composed of 
four elements, namely the “presentation of rules, provision of negative feedback, 
exposure to relevant input, and opportunities for practice.” According to the findings in 
their meta-analysis, Norris and Ortega (2000, 2001) claimed that these specific elements 
could be put into practice in instructional treatments in different ways, as well as 
organized in different fashions in a given treatment, therefore creating distinct teaching 
approaches. As an example, Taguchi (2015b, p. 17) commented on the idea that the 
provision of metapragmatic explanation is the main difference between implicit and 
explicit approaches. Nevertheless, studies using an implicit instructional design could 
go from extremely implicit, exposing learners to input, to a somewhat explicit point in 
the continuum within the implicit section, which would entail the combination of input 
enhancement with consciousness-raising activities. Both teaching approaches, explicit 
and implicit, are discussed in what follows, including a definition, features, and studies 
conducted in each of them. The focus will be on implicit treatments first, and on explicit 
instructional intervention afterwards.  
Implicit instruction 
As mentioned before, implicit teaching in ILP does neither provide explicit information 
about the rules behind L2 pragmatic use, nor about the TL pragmatic features under 
study. Instead, implicit instruction involves learners’ practice of the TL features without 
being aware about their actual learning process, and while being engaged in that 
process, they are able to detect, deduce, reflect, and ultimately learn the target pragmatic 
characteristic and the rules that govern such feature by themselves (DeKeyser, 1995; 
Ellis et al., 2009; Taguchi, 2015b; Taguchi & Roever, 2017).  
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An implicit approach is characterized by the use of particular techniques that 
present TL pragmatic features differently, namely input enhancement, consciousness-
raising activities, and indirect feedback, such as for example in the form of recasts 
(Taguchi, 2015b). According to Martínez-Flor (2013a), input enhancement can be 
implemented in many different ways, such as the use of bold and italics, but it can also 
be accomplished by underscoring text, or with input flood, which entails the vast 
provision of a given TL item to practice and work on (Taguchi & Roever, 2017). As for 
indirect feedback, Martínez-Flor (2013a) reported that recasts aim to make a given L2 
element salient to learners so that they pay attention to it, but leaving aside the provision 
of explicit information about that element in the process. Finally, another technique 
used in implicit teaching is the consciousness-raising approach. According to Rose 
(1994, p. 7), the consciousness-raising approach strives to make learners aware of the 
existence of variability in language use as well as variables that affect and define such 
variability. Additionally, Ellis (1994) stated that students’ production of L2 pragmatic 
features is not required while performing consciousness-raising activities. Instead, Ellis 
claimed that these types of activities should aim for learners’ comprehension of the 
given L2 pragmatic feature only, thus allowing students to create some sort of mental 
image of the ways it is used in the TL. Rose (1994) suggested the use of video in EFL 
settings as an example of an activity to raise students’ consciousness on L2 pragmatics, 
although he also acknowledged that the language used in videos is scripted and thus not 
totally real-life language. Nevertheless, for EFL learners, it will be the closest to real-
life language use they will get. According to Rose, the goal of the consciousness-raising 
approach is to sensitize students about core features inherent of pragmatics, as they may 
be able to put such features into practice in different real-life contexts as they become 
more proficient. Taguchi and Roever (2017) argued that the techniques employed in 
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implicit instruction can be placed in terms of a continuum. On one end, we can find 
techniques that aim to direct students’ attention more directly to a given L2 element, 
such as input enhancement, i.e., the use of bolt, italics, or underscore. On the other end, 
we can find techniques which aim for the student to be responsible for the noticing of 
that L2 element, as for example with the use of feedback, i.e., recasts. Finally, the most 
implicit technique would imply simply the provision of input, such as in the form of 
input flood. Figure 5 below represents the techniques used in implicit teaching along 
that continuum.  
 
 
 
 
 
 
Figure 5.  Implicit instruction techniques 
The techniques aforementioned have been used in the literature to teach ILP in 
opposition to explicit instruction, which literature has shown tends to be more effective 
than its implicit counterpart (i.e., Jeon & Kaya, 2006; Plonsky & Zhuang, 2019; 
Takahashi, 2010). Several studies have proven the effectiveness of implementing 
implicit treatments over explicit ones. Some of them are illustrated as follows.  
Consciousness-raising activities were used in Kubota’s (1995) study. Kubota 
examined the learning process of conversational implicatures by a cohort of 126 
Japanese EFL college learners distributed into three groups, and by means of two 
different treatments during 20 minutes. The first experimental group received explicit 
instruction via rule provision, whereas the second experimental group received implicit 
instruction via consciousness-raising activities. Finally, students in the third group 
Least implicit/ 
Most L2-
feature 
oriented 
Input enhancement:  
Bold Underscored Italics 
Most implicit 
More implicit/ 
Learner-
oriented 
Recasts Input flood 
Chapter 2: Teaching Pragmatics 
 77 
received no instruction, thus conforming the control group. Results showed the effective 
nature of instruction over no instruction. As for treatments, the implicit group 
outperformed the explicit group in the pretest as well as in the first posttest. No 
significant results were obtained in the delayed posttest.  
Regarding research on speech acts, implicit techniques such as input enhancement 
(Li, 2012; Martínez-Flor, 2006), consciousness-raising activities, as well as feedback, 
both explicit (Takimoto, 2006) and indirect (recasts) (Fukuya & Zhang, 2002), have 
been used to teach a series of different speech acts (i.e., requests, and suggestions) in 
ILP research. Results suggest the effectiveness of implicit treatments in the teaching of 
ILP features.  
Martínez-Flor (2006) implemented a 16-week instructional treatment to examine 
81 university EFL students’ production of suggestions in a pretest-posttest design. 
Instruction was comprised in 6 two-hour sessions. Learners were divided into three 
groups, two experimental and one control. The explicit treatment group worked first on 
the suggestion situations presented in a video featuring conversations among American 
NSs with varying degrees of social status and different settings. After that, learners in 
this group received metapragmatic information about the sociopragmatic rules and 
pragmalinguistic forms of suggestions. Instruction was followed by practice in the form 
of role-plays. On the other hand, the implicit group worked on the same video as the 
explicit group, although suggestions were presented to students in bold within captions 
for each of the situations, thus making use of the input enhancement technique. After 
that, students practiced such suggestions with role-plays as well and instructors 
provided them with recasts. Results showed that the two treatment groups performed 
better than those in the control group. Additionally, both treatment groups proved to be 
effective. As for the implicit treatment, Martínez-Flor believes that by having combined 
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input enhancement and recasts learners were provided with sufficient tools for them to 
notice and learn the suggestions included in that particular study. 
Takimoto (2006) studied the effect of providing feedback in the production of 
recasts by 45 Japanese EFL learners. Takimoto also designed a pretest-posttest study 
with three groups, two experimental and one control. As for the experimental, both 
received implicit instruction. One group received a structured input task, whereas the 
other received explicit feedback on top of that structured input task. Instruction took 
place twice a week during two weeks, each session lasting for 40 minutes. The control 
group received the same amount of instruction, although that time served to help 
students improve their Test of English for International Communication (TOEIC) 
scores. Results revealed that instruction was effective, since it fostered students’ 
pragmatic proficiency. However, the provision of explicit negative feedback (either in 
the form of metalinguistic rule provision or a metalinguistic question eliciting a correct 
utterance) did not yield significant results, thus meaning that it was not needed for the 
realization of the structured input task.  
Fukuya and Zhang (2002) also worked on requests, but used recasts instead. With 
a pretest-posttest design, Fukuya and Zhang analyzed the request oral production of 20 
Chinese EFL students divided in the experimental and control groups. Both groups 
engaged in seven instructional sessions each lasting 50 minutes. Students were 
presented with the same situations in which they practiced the request conventions 
under study. However, the experimental group received feedback in the form of recasts 
and control group did not receive any type of feedback. Results from the DCT 
performed at the posttest session revealed that recasts were effective to teach both 
pragmatically appropriate as well as grammatically correct requestive elements, in 
addition to enhancing learners’ confidence as they engage in conversation.  
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Finally, Li (2012) investigated requests as well, together with requestive 
supportive moves, but implemented different techniques to make the input more salient 
to the cohort of 197 primary school Chinese EFL learners that took part in this study. 
Since Li had access to three intact classes, each class was given a different treatment. 
One received explicit instruction in the form of metapragmatic information. Another 
group received implicit instruction in the form of input enhancement. Finally, a third 
group did not receive any type of instruction but worked with the same input provided 
to the other two groups and was engaged in meaningful output activities. With a pretest-
posttest-delayed posttest design, results from the 12-scenario DCT informed that the 
implicit group performed better than the explicit group, whose production effects did 
not last as long as the implicit’s group.  
Results from the studies presented above are a small portion of those which attest 
that implicit instruction can be as effective as or more than its explicit counterpart to 
teach an array of pragmatic features in ILP, such as conversational implicature and 
speech acts. Taguchi (2015b) presents several reasons that explain these findings. First, 
she echoes results from Fukuya and Zhang (2002) and Narita (2012) since these studies 
illustrate that pragmatics can be learnt without metapragmatic information being 
included in a given treatment. Thus, showing the link between these outcomes and 
Schmidt’s (1993, 2001) Noticing Hypothesis, which asserts that input will be noticed if 
attention is being paid to a given form; and this, in turn, will become intake once it is 
internalized. Second, Taguchi states that for receptive, offline tasks which carry a log 
cognitive load for the students, implicit treatment may suffice to foster their recognition 
of the most suitable TL forms. Third, the relationship between the TL feature 
complexity and learners’ cognition may also play a role in such outcomes. Finally, an 
implicit treatment will be effective whenever it includes activities that allow students to 
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focus on pragmatic forms as well as the form-function-context mappings adherent to 
those L2 pragmatic forms.  
Now we turn our attention to explicit instruction. Definitions are provided and the 
mechanisms that drive this type of intervention are illustrated with some examples of 
studies using such treatment. Finally, some conclusions are drawn on the use of explicit 
teaching in ILP research. 
Explicit instruction 
According to DeKeyser (1995, p. 437) two conditions are needed for instructional 
treatment to occur: the provision of rules as well as whether “learners [are] directly 
asked to attend to particular forms and to try to arrive at metalinguistic generalizations 
of their own.” In a similar vein, Ellis et al. (2009, p. 17) understood explicit instruction 
as a condition that fosters students to “develop metalinguistic awareness of the rule.” 
They assert this process can be achieved in a deductive or inductive manner. The former 
implies the explanation of the rule in terms of grammar; whereas the latter entails 
instructors to provide learners with input and help them as they uncover the rules on 
their own. Either way, Ellis et al. envisioned explicit teaching as instruction conducted 
directly. Focusing on the operationalization of metapragmatic information, Martínez-
Flor (2013b) conceived it as the basic tenet in explicit instruction, which aims to define, 
categorize, and discuss the L2 pragmatic element under study. According to Taguchi 
(2015b) and Taguchi and Roever (2017), explicit instruction entails a researcher or 
instructor providing information about the target L2 sociopragmatic rules and 
pragmalinguistic forms to the students. Taguchi (2015b) also pointed out the fact that 
explicit treatment includes metapragmatic explanation in combination with practice, 
which she highlighted are two properties present in instructional treatments in studies 
which proved to be more effective.  
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Explicit instruction can be operationalized in different ways. In what follows, 
three of those ways that characterize explicit treatments are explained: awareness 
raising, metapragmatic information, and variability. The rationale behind the choice of 
these three elements specifically relies on the fact that these were used in the 
pedagogical intervention implemented in the present dissertation.  
First, as seen before in this chapter, awareness-raising activities have been used to 
study the effects of implicit instructional treatments in ILP. According to Taguchi and 
Roever (2017, p. 216), the awareness raising approach can be presented in many ways, 
by means of different activities. Regardless, the main aim of this approach is for 
learners to think over the pragmalinguistic forms and sociopragmatic elements that 
characterize an L2 pragmatic feature. A series of elements are core in this approach, 
namely examples of the L2 pragmatic component under investigation, and relate these 
features meaningfully, such as by means of contrasting them to examples of students’ 
L1 use, as well as providing metapragmatic information of the rules. And this is what 
was done in the present investigation. The instructional treatment attempted at raising 
students’ awareness by means of providing participants with examples of real-life use of 
conventional expressions accompanied with pictures. Some of those examples involved 
the infelicitous use of particular conventional expressions that involved L1 negative 
transfer. Metapragmatic explanations were provided for each of the conventional 
expressions included in the present study. As Taguchi and Roever (2017) indicated, 
three variables determine the design of the awareness-raising activities: the L2 
pragmatic characteristic, its complexity, as well as the cohort of students participating in 
the study. Taguchi and Roever proposed the implementation of activities to practice and 
produce the pragmatic knowledge and to foster students’ pragmatic competence so they 
will be able to use it in the future. In this dissertation, an appropriateness judgment task 
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(AJT) and role-plays were designed and implemented as the practice and production 
activities respectively to enhance participants’ pragmatic abilities as regards to 
conventional expressions.  
Second, metapragmatic instruction is another feature by which explicit teaching 
can be operationalized. Metapragmatic discussion entails the provision of information 
about the rules that drive L2 pragmatic use and the language features employed to 
communicate in the L2 (Takimoto, 2012b). It is used to highlight and reinforce the 
target pragmatic feature (Kasper & Rose, 2002); and also, to avoid pragmatic failure. 
According to Takahashi (2010a), the ultimate goal for the provision of metapragmatic 
information or other particular explicit treatment conditions is to help students develop 
their L2 pragmatic competence, since it may foster the learning of the form-function-
context mapping process. Taguchi and Roever (2017, p. 49) echoed this idea, as they 
asserted that metapragmatic discussion promotes “a deeper level of cognitive 
processing” since students are required to evaluate and meditate upon the L2 pragmatic 
rules to express those thoughts verbally afterwards. Kasper (2001) conceived that 
metapragmatic discussion is enclosed in metapragmatic instruction, and students are 
expected to participate in a discussion lead by an instructor or also in small groups, 
about pragmalinguistic features and sociopragmatic elements, together with the links 
among them, reaching a common interpretation of the rules behind such links (Taguchi 
& Roever, 2017). In the present dissertation, metapragmatic discussion took form of a 
teacher-driven activity, but student discussion was also encouraged. Metapragmatic 
discussion was included in the explicit instruction implemented in this study to 1) help 
students develop their pragmatic competence; as well as to 2) foster their critical 
thinking about the similarities and differences between the use of conventional 
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expressions in their L1(s) and their L2; and finally 3) to avoid pragmatic failure, which 
is dealt with as follows.  
Pragmatic failure refers to the “inability to convey or comprehend intended and/or 
appropriate meanings in context” (Culpeper, Mackey, & Taguchi, 2018, p. 208). 
Ishihara and Cohen (2010, p. 77) identified five reasons that may trigger pragmatic 
failure, and categorized them according to whether the speaker is willing to diverge 
from the target pragmatic norms or not. On the one hand, if that divergence is 
involuntary, Ishihara and Cohen attributed it to four different sources. First, pragmatic 
failure may be due to “negative transfer of pragmatic norms,” that being students’ L1 or 
learners making an uneducated guess of other L2 speakers’ production. Second, 
“limited grammatical ability in the L2” may also result in miscommunication, that is, 
communicative acts where speakers do not reach a mutual understanding. As Bardovi-
Harlig (2001) pointed out, pragmatic competence and grammatical competence do not 
go hand in hand. Therefore, even if students have a good command of the TL pragmatic 
competence, they can still experience pragmatic failure if their grammatical competence 
is not as developed (Ishihara & Cohen, 2010). Third, “overgeneralization of perceived 
L2 pragmatic norms” may result in the creation of stereotypes affecting the TL 
community, disregarding the L2 “social, geographical, and situational variation”. 
Finally, the “effect of instruction or instructional materials” could also play a role in 
pragmatic failure. According to Ishihara and Cohen, the solely responsible for this 
unfortunate result is the instructional treatment or the instructional materials in this case, 
which may provide erroneous generalizations about a given target form, or even be 
made simple to meet students’ proficiency level. On the other hand, when there is 
intentional divergence, the learner shows “resistance to using perceived L2 pragmatic 
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norms” and this may be explained in terms of learners opposing to converge to the TL 
social and cultural norms, and keep their L1’s instead to maintain their identity.   
Finally, pragmatic variability is another feature that can characterize explicit 
instruction in ILP. The term ‘pragmatic variability’ (e.g., Beeching and Woodfield, 
2015) has been selected instead of ‘pragmatic variation’ because it is the former concept 
that captures the complexity that exists in linguistic variability depending on (1) 
contextual features, (2) the relation between these and social interactions, as well as (3) 
individual and community choosing of particular linguistic forms. As Beeching and 
Woodfield (2015, p. 1) summed up, “the selection of particular linguistic forms in 
different situations is dynamic, not fixed and immutable.”  
According to Félix-Brasdefer and Koike (2012), variability from a sociolinguistic 
perspective has studied particular linguistic domains, such as phonology, morphology, 
and syntax for many decades now, with studies led by Labov (1972a, 1972b, 1994, 
2006) or Silva-Corvalán (2001) among others. However, research on variability at the 
pragmatic level has received less attention. Variability in pragmatics has been discussed 
from a sociolinguistic viewpoint (e.g., Félix-Brasdefer & Koike, 2012; Geeslin & Long, 
2014; Wolfram & Schilling, 2015). Wolfram and Schilling (2015), in their work on 
regional variability in pragmatics, stated that the same purpose can be obtained by 
means of using different linguistic features, which are available “in every language 
variety” (p. 86), and the linguistic choice made to utter an idea will be determined by 
the other interlocutors and the contextual situation where the conversation takes place. 
Even though variability was considered from a teaching perspective in the present 
study, Wolfram and Schilling’s statement may also apply for the operationalization of 
pragmatic variability in this study. Additionally, Félix-Brasdefer and Koike (2012), 
when comparing variability in pragmatics to that of syntax and phonology and 
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morphology, stated that variability in pragmatics is more intricate because one single 
form may imply many different meanings. Therefore, the one-to-one correspondence 
may not apply in all cases for pragmatics (Taguchi, 2015b), as it may apply in other 
linguistic domains. Additionally, Félix-Brasdefer and Koike maintained that the ways 
social meaning is constructed is also a phenomenon that pragmatic variability takes into 
consideration. It is in this interactional activity where meaning is constructed that 
several features of language users come to play, such as their gender, ethnicity, age, or 
social class. For the present investigation, Beeching and Woodfield’s (2015) perspective 
on variability was adopted, in the sense that it may explore target pragmatic features 
from a methodological perspective. The reason behind this decision relies on the fact 
that it is critical to include variability in pragmatics teaching. That is, providing learners 
with as many linguistic forms as possible that perform the same pragmatic situation is 
essential. Initially, the target conventional expressions forms were selected based on the 
categorization by Bardovi-Harlig (2008, 2009, 2012a) regarding the difficulty of 
acquisition of the form. At first, the canonical expression that fulfills that pragmatic 
expression was selected. Nevertheless, there exist a wide variety of expressions that 
fulfill the same purpose. With this in mind, while coding participants’ responses, some 
forms were found that were not exactly the target form. However, they fulfilled the 
same pragmatic purpose. Therefore, they were counted as correct instances. 
Additionally, they were also counted as correct because participants used them in the 
appropriate pragmatic context, therefore showing that they have the appropriate 
linguistic knowledge required. It was an equivalent form correctly used with the 
pragmatic context they provided.   
The following studies are included to provide examples of how techniques within 
explicit instruction are understood and employed, such as a combination of instruction 
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and metapragmatic discussion or feedback (Alcón-Soler, 2005; Alcón-Soler & Guzmán-
Pitarch, 2010; Eslami-Rasekh, Eslami-Rasekh, & Fatahi, 2014), the use of role-plays as 
a means of meaningful practice in oral mode (Eslami-Rasekh, et al., 2014; Fukuya & 
Martínez-Flor, 2008), or consciousness-raising activities (Alcón-Soler, 2005; Fukuya & 
Martínez-Flor, 2008). Results from these studies reveal the paramount and indisputable 
role of explicit treatments in the teaching of ILP.  
Alcón-Soler (2005) explored the effectiveness of explicit and implicit instruction 
on EFL learners’ use of direct, conventionally indirect, and non-conventionally indirect 
requests. Data were collected from 132 EFL high school learners, who were divided 
into an explicit instruction, implicit instruction, and control group, at pretest and 
posttest sessions. Instruction to both groups was provided sequentially. The explicit 
group viewed a series of excerpts from the TV show Stargate first, and then worked on 
the scripted version of such excerpts in the form of consciousness-raising activities and 
DCTs. Finally, students were provided with the answers as well as written 
metapragmatic feedback with explanation of pragmalinguistic and sociopragmatic 
issues related to the requests being used. The implicit group viewed the same clips as 
the explicit group. However, the requests appearing in the script were bold-faced. 
Practice entailed implicit consciousness-raising activities, and DCTs. Feedback given to 
students’ production entailed the possible solutions for the activities, but no feedback 
was included. Finally, the control group worked on comprehension questions and self-
correction after watching the same video clips. Results showed that instruction was 
indeed effective, and that the explicit treatment group outperformed the other two 
groups. 
Alcón-Soler and Guzmán-Pitarch (2010) used metapragmatic instruction in the 
form of explaining both pragmalinguistic forms and sociopragmatic factors as they 
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explored refusals in a university EFL classroom. 92 learners participated in this study 
that lasted for six weeks. Instruction was implemented once a week for two hours by 
means of a pedagogical model that was comprised of four steps, namely “identifying 
refusals in interaction,” “Explaining the speech act set,” “Noticing and understanding 
refusal sequences,” and “Exploring learners’ use of refusals” (p. 69). Results obtained 
from the pretest and posttest revealed that explicit instruction was beneficial, since 
learners were able to improve their recognition and awareness of the refusal features 
under study.  
Eslami-Rasekh et al. (2014) examined the effects of instruction to test 66 Iranian 
EFL college students’ comprehension of requests, apologies, and complaints in a 
pretest-posttest design with an experimental and control groups. Instruction lasted for 
twelve 30-minute sessions, and it was included within the regular teaching sessions for 
each class, which lasted two hours each. Explicit instruction included metapragmatic 
discussion of pragmalinguistic features and sociopragmatic forms first as a teacher-led 
approach. After that, students were distributed in groups and asked to think about 
specific situations in which speech act production was different in their L1 and L2. Oral 
practice came next in the form of role-play, in which students practiced the three speech 
acts under study, and the teacher provided feedback for those instances in which 
students’ production deviated from the target features. Then, students completed a DCT. 
Finally, they were asked to identify a series of strategies used to request, apologize, and 
complain used by NSs, and to compare those with their own strategies, in a written task. 
On the other hand, the control group did not receive metapragmatic information, but 
followed the course syllabus. Results revealed the improvement in students’ pragmatic 
competence, since explicit metapragmatic instruction enhanced learners’ 
comprehension of the speech acts of apologies, requests, and complaints.  
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Fukuya and Martínez-Flor (2008) investigated the speech act of suggestion in a 
cohort of Spanish EFL learners by means of implicit and explicit instruction. Fukuya 
and Martínez-Flor tested students’ production skills by means of two different tasks, an 
email and a phone conversation, in which 16 situations were provided targeting 
different suggestion structures and including different levels in terms of power, social 
distance, and degree of imposition. Learners were divided into two groups, the explicit 
and the implicit. Both received the same amount of instruction: six two-hour sessions 
during 16 weeks. The explicit group received instruction on sociopragmatics and 
pragmalinguistic features by means of audiovisual materials, as well as a table in which 
the head acts and downgraders were included. Emphasis was placed on both 
grammatical and pragmatic accuracy. A sequential instructional treatment was applied 
in this group, with consciousness-raising activities first which led to oral production, 
namely role-plays. In turn, the implicit group received input enhancement while they 
viewed the same videos as the explicit group did; and recasts in role-play production. 
Results showed that the explicit group performed significantly better than the implicit 
one in the phone activity, but not in the email one, where both treatment groups 
performed equally.  
These studies are a few examples of the vast research available in the literature 
that illustrates the unquestionable effect of explicit instruction (e.g., Taguchi, 2015b), 
mostly when metapragmatic discussion and opportunities for meaningful practice are 
included (e.g., Alcón-Soler & Martínez-Flor, 2005; Jeon & Kaya, 2006; Norris & 
Ortega, 2000).  
To conclude, the two main teaching approaches to pragmatics have been 
reviewed: on one hand, implicit treatment, which is characterized by allowing learners 
to discern the TL pragmatic rules on their own, helping them by means of indirect 
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techniques such as input enhancement or recasts. On the other hand, explicit instruction, 
mainly characterized by the provision of metapragmatic discussion together with 
meaningful practice. Most importantly, research findings may not be generalizable since 
there seems to be three trends of studies in instructional ILP. On the debate about 
explicit and implicit approaches to teaching pragmatics, there are still many studies that 
assert explicit treatment to be more beneficial for students, enabling them to further 
develop their pragmatic competence (e.g., Alcón, 2005; Alcón-Soler & Guzmán-
Pitarch, 2010; Barraja-Rohan, 2011; Codina-Espurz, 2008, 2013; Cohen & Taron, 1994; 
Eslami-Rasekh et al., 2004; Fordyce, 2014; Fernández-Guerra, 2008, 2013; Fukuya & 
Martínez-Flor, 2008; Martínez-Flor & Fukuya, 2005; Nguyen et al., 2012; Salazar-
Campillo, 2008, 2013; Wildner-Basset, 1984, 1986). However, the advantage of explicit 
instruction is not so clear with interventional studies in which both explicit and implicit 
treatments are employed. In these studies, results are not homogeneous. Some studies 
provide evidence that both treatments are equally effective, whereas others report 
implicit treatment to be more beneficial than explicit treatment (e.g., Alcón-Soler, 2005, 
2007; Fukuya & Martínez-Flor, 2008; Koike & Pearson, 2005; Kubota, 1995; Li, 2012; 
Martínez-Flor, 2006; Martínez-Flor & Alcón-Soler, 2007; Takimoto, 2006, 2007). 
Finally, there are other studies that have found instruction ineffective (e.g., House, 
1996). On the effectiveness of explicit and implicit instruction, I agree with Taguchi 
(2011a) in that the two types of treatment can be understood as the two ends of a 
continuum rather than two different and opposing types of teaching methods. Taguchi 
explains that approaching one end or the other will depend on what may be more 
beneficial for students in particular contexts. 
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2.3 Instruction-targeted Pragmatic Features  
In the present section, a selection of the studies conducted in EFL classroom-research 
pragmatics is reviewed. Bardovi-Harlig and Mahan-Taylor (2003) asserted the need to 
teach pragmatics in the classroom together with the benefits that can be achieved from 
such instruction. Moreover, Bardovi-Harlig and Mahan-Taylor claimed that the learning 
environment, the classroom, is suitable for pragmatics teaching as it is in this context 
where pragmatics can be tackled and pragmatic failure avoided. As reviewed earlier in 
this chapter, and according to Eslami and Eslami-Rasekh (2008, p. 179), EFL settings 
are believed to be “impoverished L2 contexts” due to the fact that learners have 
restricted access to both input and chances to put into practice their knowledge about 
pragmatics, due to “large classes, (and) limited contact hours” compared to ESL 
settings, in which the target language is (one of) the official language(s) spoken in that 
country (Martínez-Flor, 2013a). Martínez-Flor and Usó-Juan (2006, p. 43) echoed this 
fact, since they believe that the restricted availability of authentic L2 pragmatic input 
may bring insufficient opportunities to practice the L2. Therefore, Martínez-Flor and 
Usó-Juan called for the inclusion of pragmatic competence in EFL contexts.  
As it was introduced in section 2.1 in this chapter, ILP research shows that studies 
have been conducted in three particular domains, namely speech acts, conversational 
skills (e.g. Narita, 2012; van Compernolle, 2011), and routine formulae (e.g., Kasper & 
Rose, 2002; Taguchi, 2015b; Taguchi & Roever, 2017). The review of the selected 
literature in this section follows focuses on speech acts and routine formulae.  
Speech acts have been the L2 pragmatic feature that has been explored the most. 
The speech act of requests has been investigated most frequently. Other speech acts, 
which have not been examined as widely as requests, are suggestions, refusals, 
apologies, compliments, and complaints. In the study of speech acts in general, 
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Martínez-Flor and Usó-Juan (2010) claimed that three conditions are essential to learn 
speech acts: input, output, and feedback. Students should be presented with input they 
can comprehend and make use of afterwards, be given opportunities to practice the 
input by means of communicative activities, and lastly be provided with feedback. 
Literature in speech acts suggests that they are all learnable (e.g., Alcón-Soler, 2008; 
Martí-Arnándiz & Salazar-Campillo, 2013; Martínez-Flor & Usó-Juan, 2010) even 
though some differences may arise concerning the pace and difficulty of such learning 
process, as it may be related to students’ proficiency level, as well as the learning 
context (e.g.: EFL classroom, study abroad). For example, a great command of 
pragmatic competence is needed to perform refusals successfully (Martí-Arnándiz & 
Salazar-Campillo, 2013). In this subsection, a few studies on requests and refusals are 
included to attest to the major presence of studies on speech acts in the field of ILP.  
As for requests, Safont (2005) explored the role of instruction and bilingualism, 
together with the effects of proficiency level and tasks in the identification and 
production of the speech act of requests. Data were collected from 160 university 
students aged between 19 and 22 in a public university in Eastern Spain enrolled in two 
different Degrees. Half of the sample studied Industrial Design Technical Engineering, 
and the other half did so at the Primary Teacher Education Degree. Data were collected 
by means of a pretest, posttest design during Spring 2000. Different data collection 
methods were used. First, a language proficiency test was passed to determine students’ 
proficiency level. Likewise, a bilingualism test was administered so as to identify 
students’ degree of bilingual competence. After that, the pretest was administered. DCT 
1 and Discourse-evaluation test 1 were administered, which was followed by the 
instructional treatment. Finally, DCT 2 and discourse-evaluation 2 were distributed. 
Data collection finalized with the implementation of the posttest. Three research 
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questions guided this study. All three research questions were related to instruction. 
However, the first two dealt with the effect of instruction towards the speech act, and 
research question (RQ) 3 inquired about the effect of instruction on bilingual and 
monolingual production. RQ1 posited whether instruction would foster learners’ use of 
mitigating devices; and RQ2 investigated whether the use if such devices would 
increase as instruction advanced. RQ3 asked whether instruction would bring about a 
change in performance in the monolingual and bilingual groups. Results supported all 
three research questions in favor of the positive effect of explicit instruction. 
More recently, Portolés and Safont (2018) conducted a study in which they 
investigated 127 children’s comprehension and use of requests in a multilingual 
classroom. They used elicited and naturally occurring data. The former was a pragmatic 
comprehension test in the form of an audiovisual clip in which puppets interacted using 
direct and conventionally indirect requests. The latter entailed the recording of 
children’s discourse in the classroom, which was later transcribed and analyzed. Since 
this study took place in a multilingual environment, the other languages children spoke 
were also taken into consideration, namely Spanish, Catalan, Romanian, and Arabic. 
Results obtained encourage further studies to include all languages students speak to 
obtain a more complete and comprehensive picture of the students’ pragmatic 
competence.  
As shown in articles above, the examination of requests has been tackled in 
students of different group ages, such as children (Portolés & Safont, 2018) and adult 
learners (Safont, 2005). The positive outcomes found in Safont (2005) attest to the 
effectiveness of instruction, and Portolés and Safont (2018) call for the need to look 
closely into further languages students may know because they may also inform on 
students’ practice competence.  
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Regarding studies on refusals, Usó-Juan (2013) explored the effects of explicit 
instruction by means of metapragmatic explanations on refusals. A cohort of 10 EFL 
students participated in a pretest-posttest study which included a three-session 
instructional treatment. Instruction was provided by means of the 6Rs approach 
(Martínez-Flor & Usó-Juan, 2006). Each of the three sessions encompassed two of the 
six steps in the 6Rs approach, starting from “Researching,” then moving on to 
“Reflecting,” “Receiving,” “Reasoning,” “Rehearsing,” to finish with “Revising.” Each 
of the steps paralleled with either a technique or an activity. For example, the three first 
steps dealt with focusing on pragmatic and refusals, Spanish, and English refusals. Then 
steps 4 and 5 were awareness activities and oral production activities respectively. 
Finally, step 6 was peer feedback. She found that the instructional treatment was 
advantageous. Findings from the interactive written DCT in the posttest revealed that 
the 6Rs approach proved beneficial for students to develop their production of refusals. 
Codina-Espurz (2013) observed the effect that proficiency level may have in 
writing refusals. Students represented 100 undergraduate EFL Spanish students 
majoring either in Education or English Philology at a university in Eastern Spain. 
Students were initially classified into four distinct groups once results were obtained 
from administering the Quick Placement Test (Oxford University). The original sample 
of 193 students was reduced to 100 so as to have an equal number of participants. Those 
four groups ranged from Al to B2, which refer to beginner to upper intermediate 
according to their proficiency level based on the CEFR. Students’ pragmatic 
competence was measured with a Written DCT (WDCT), in which they had to write a 
series of refusals in response to nine different scenarios. Results from a mixed-method 
approach revealed that beginner learners outperformed those with higher proficiency 
levels as for direct strategies, but not for indirect strategies or adjuncts. Codina-Espurz 
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claims this finding may be related to age and L1 transfer factors. Additionally, it was 
found that more proficient students preferred using indirect strategies. Results revealed 
that students generally tended to employ two particular strategies, namely expressing 
some regret because they were not able to fulfill a request, and giving an excuse for that 
very same reason.  
Findings from these two studies provide further evidence that supports the 
paramount role of 1) instructional treatment in learning refusals (Usó-Juan, 2013), 
together with 2) the importance of considering the effect of students’ proficiency level 
(Codina-Espurz, 2013) when studying EFL learners’ pragmatic competence.  
The sample of studies included above corroborate the vast literature that exists on 
speech acts in ILP, highlighting the importance of instruction as well as other variables, 
such as proficiency level or knowledge of further languages, which all influence in the 
development of students’ pragmatic competence.  
Finally, according to Taguchi (2015b) routine formulae are the second pragmatic 
features that have received most attention in the literature. One type of routine formulae 
is gambits, which are expressions that govern the interactional flow in conversation 
(e.g., Wilder-Bassett, 1984, 1986) are examples of research in gambits in German. 
Another example of routine formulae is conventional expressions, which will be 
discussed in depth in Chapter 4, as they are the pragmatic feature under study in the 
present dissertation.  
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2.4 Chapter Summary 
The objective of this chapter was to examine the research conducted in ILP based on 
three basic questions. First of all, the question of whether pragmatics is teachable was 
entertained, defining the concept of pragmatics and explaining the features that 
characterize ILP studies, and, together with the research reviewed, allowed confirmation 
that pragmatics can indeed be taught. Additionally, the issue whether some pragmatic 
features are more amenable to instruction was also covered, together with the debate on 
the length of instructional treatment as well as learners’ proficiency level, which all 
affect and play a role in the outcome of pragmatics teaching. Once the first question was 
answered, yes, pragmatics is teachable, the discussion moved on to the second and 
related question. As for whether instruction provision is more effective than simple 
exposure, research has shown that exposure alone is not enough and that some sort of 
pragmatic instruction is needed to foster pragmatic learning. Then, the third question 
dealt with how pragmatics can be taught most effectively. In this subsection, the two 
approaches most used to teach pragmatics in ILP were discussed in depth, namely 
implicit and explicit instruction. Definitions, characteristics, and examples of studies 
were provided to illustrate both implicit and explicit instruction. Research shows 
inconclusive results on this third question. On the one hand, there are many studies call 
for the higher effectiveness of teaching pragmatics explicitly, whereas a smaller body of 
research states that implicit teaching proved more effective than the explicit counterpart. 
Finally, some other studies stated that both types of instructional treatments were 
equally effective. Finally, an overview of the research conducted in EFL classroom 
pragmatic research was included. Studies that explored speech acts, and routine 
formulae were dealt with to illustrate the exploration of a wide array of pragmatic 
features in different EFL classroom contexts. Most importantly, this section aimed at 
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reflecting on the importance to teach pragmatics in the EFL context, where 
opportunities to practice the L2 tend to be limited, and to help students develop their 
pragmatic competence so as to become competent users of the L2.  
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Chapter 3: Attitudes in Language Learning 
The present chapter explores the nature of language attitudes in relation to L2 
pragmatics, since, as research shows, language attitudes constitute a central component 
that influence L2 language learning. To better understand the role language attitudes 
play in the acquisition of the L2 pragmatic system, Section 3.1 provides a general 
understanding of what language attitudes are. Afterwards, Section 3.2 reviews the 
techniques devised to measure language attitudes, and the research carried out in EFL 
settings similar to the one in which the present dissertation was conducted to provide 
the rationale for the present investigation. Finally, the main highlights in Chapter 3 are 
presented in the Chapter Summary. 
3.1 Language Attitudes: A Definition 
Language attitudes make an imprint in our everyday conversations, whether conscious 
or unconsciously. The study of language attitudes is worth being investigated for several 
reasons, such as: 1) Speakers of any language may not even verbalize those attitudes. 
However, they are present in our communicative acts daily (Garrett, 2010). 2) 
Additionally, language attitudes are part of learners’ communicative competence 
(Davies, 1995). 3) As research has shown, sometimes learners’ reports of their rather 
positive attitudes to languages do not coincide with their behaviors towards those 
languages (e.g., LoCastro, 2001; Maietta, 1996).  
The lack of agreement in defining language attitudes (Edwards, 1994) may bring 
difficulties in the actual framing of defining what constitutes language attitudes. 
McKenzie (2010, p. 19) stated that such disagreement in social psychology is rooted in 
a terminology issue, since the term ‘attitude’ tends to overlap with a few others, such as 
“‘belief’, ‘opinion’, ‘value’, ‘habit’, ‘trait’, ‘motive’i and ‘ideology’.”  
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Research on attitudes emerged from studies in social psychology. Scholars such 
as Allport emphasized their central role in humans’ daily actions. According to Allport 
(1935, p. 810), attitudes are “a mental and neural state of readiness, organized through 
experience, exerting a directive and dynamic influence upon the individual’s response 
to all objects and situations with which it is related.” Attitudes in social psychology 
aimed to investigate the behaviors of particular groups of language users as well as the 
behaviors of specific individuals within such groups (Baker, 1992; Gardner & Lambert, 
1972). The study of language attitudes from the social-psychological stance received 
criticisms mainly from poststructuralist researchers, who claimed that investigating 
attitudes should consider the social sphere and the active and changing nature of 
learning and using L2s. According to Pavlenko (2002, p. 282), research on language 
attitudes should “attempt to investigate and to theorise the role of language in 
construction and reproduction of social relations, and the role of social dynamics in the 
process of additional language learning and use.” Years later, language attitudes became 
the center of study in sociolinguistics research. In the present investigation, attitudes are 
explored from an EFL perspective. Generally speaking, in EFL contexts, language 
attitudes are targeted towards the English language, which may be positive or negative, 
favorable or unfavorable. According to Holmes (1992), the language attitudes that 
speakers may unravel provide an impression they hold towards the speakers of a given 
L2 as well as towards the environments and purposes related to that specific L2.  
As mentioned before, attitudes have been defined differently. For example, Baker 
(1992, p. 10) identified attitudes as “hypothetical construct(s) used to explain the 
direction and persistence of human behaviour” and attitudes towards languages as 
“something an individual has which defines or promotes certain behaviours” (1988, p. 
112). Henerson, Morris and Fitz-Gibbon (1987, p. 13) employed the term attitudes 
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“broadly to describe all the objects we want to measure that have to do with affect, 
feelings, values and beliefs.” Choi (2003) operationalized attitudes as a “reflection of 
psychological attitudes about languages that convey the social, cultural and sentimental 
values of the speakers.” Other scholars focused on human beings in their definition of 
attitudes, identifying a rather active role of people regarding their attitudes. For 
instance, Giles and Billings (2006, p. 188) perceived language attitudes “as a process of 
person perception.” More elaborately, Bem (1968) stated that speakers of any language 
undergo an active process of distinguishing their own attitudes to a particular language 
and therefore make a judgment about whether those attitudes are positive or negative. 
Hence, it is in that process of self-reflection that speakers build their own attitudes to a 
given language. Other authors turned their focus of attention to the reactions, the 
responses that speakers would have towards a given object. Sarnoff (1970, p. 279) 
proposed that attitudes are “disposition(s) to react favourably or unfavourably to a class 
of objects.” In line with Sarnoff (1970), Garrett, Coupland, and Williams (2003) took 
Sarnoff’s definition (see above) as the “starting point” to provide their own. They 
conceptualized attitudes as “evaluative orientation(s) to a social object of some sort, but 
that, being a ‘disposition’, an attitude is at least potentially an evaluative stance that is 
sufficiently stable to allow it to be identified and in some sense measured” (p. 3). 
Additionally, they pointed out that “‘language attitudes’ can themselves be stereotyped 
responses to community-bound ways of speaking, to discourse styles as well as to 
dialect varieties in the conventional sense” (p. 5). As for the “social object” that they 
referred to in their definition, Garrett (2010, p. 20) exemplified that the object can be a 
language or governmental language policies. Similarly, Ajzen (1988, p. 4) provided 
more details on the nature of such objects, and understands attitudes as “a disposition to 
respond favourably or unfavourably to an object, person, institution, or event.” In a 
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similar vein, Cenoz (2004, p. 204) operationalized attitudes as “evaluative reactions 
towards an object and in the case of language learning they are evaluative reactions 
towards the activity of learning languages.” Cenoz (2009, p. 178) refined her previous 
definition, referring to that of Ajzen’s (1988), as she pointed out that an object could be 
“a specific language group,” and “the activity of learning languages” an event. Finally, 
Oppenheim (1982) operationalized attitudes as:  
a construct, an abstraction which cannot be directly apprehended. It is an 
inner component of mental life which expresses itself, directly or indirectly, 
though much more obvious processes as stereotypes, beliefs, verbal 
statements or reactions, ideas and opinions, selective recall, anger or 
satisfaction or some other emotion in various other aspects of behaviour (p. 
39).  
For the purpose of the present study, three particular definitions have been 
selected: Sarnoff’s (1970), Garrett et al.’s (2003), and Oppenheim’s (1982) because it is 
the combination of the ideas and understanding of the concept of attitudes, that 
represent the viewpoint of the conceptualization of what attitudes are to the present 
dissertation. More generally, attitudes are what Sarnoff (1970) said, a tendency to 
behave positively or negatively towards a series of ‘objects,’ which, according to 
Garrett et al. (2003) are social in nature, and which can be identified and measured to a 
certain extent, despite their dynamic and constantly changing nature. Finally, and more 
specifically, Oppenheim (1982) identified some of the many facets that attitudes to 
languages can take, expressed directly or indirectly, verbally or by means of non-
linguistic artifacts. These three conceptualizations mirror the results of the data obtained 
in the present dissertation. Therefore, and based on the three definitions 
aforementioned, attitudes are considered in this study as tendencies to respond 
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positively or negatively to social linguistic stimuli by means of language, such as 
verbalizing opinions, and/or the use of gestures and other non-linguistic resources to 
express such conceptions about the L2 and the L2 users. Since the focus in this study is 
the cognitive component of attitudes, the tendencies that are referred to above tackle the 
reactions participants will have towards the English language according to their 
thoughts and beliefs about this language and its users.  
As seen above, language attitudes have been defined in different ways. See 
Coronel-Molina (2009) for an extensive review of the term ‘attitudes’. Nevertheless, 
research on attitudes has undoubtedly identified their three main components: cognitive, 
affective, and behavioral.  
First, when “beliefs about the world” (Garrett, 2010, p. 23) are projected on an 
object, attitudes are understood to be cognitive. For example, in the present dissertation, 
participants’ thoughts or beliefs about the English language fall into the cognitive 
component of language attitudes (i.e., participants thinking that learning more about a 
given set of conventional expressions will allow them to understand the English 
language better). Garrett et al. (2003) elaborated that the cognitive side of attitudes may 
have one main source: “stereotyping in intergroup relations” (p. 3), which in turn 
triggers two different functions, the ‘individual’ and the ‘collective.’ It is those 
individual and collective levels that tailor the cognitive underpinnings of attitudes to 
languages. As for the ‘individual level’, stereotyping brings order into “the complex 
social world” (p. 3), thus allowing for predictability and practicality. As these authors 
proposed, society is presented as more ‘coherent’ if stereotypes are put to work; for 
example, identifying similar and different traits within and among different language 
dialects and the people who speak such dialects. In terms of the ‘intergroup level,’ 
stereotypes have been shown to perform a crucial role in communicative acts between 
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groups (Hewstone & Giles, 1997). Additionally, stereotypes have two main functions, 
namely social-explanatory and social-differentiation. On one hand, the ‘social-
explanatory function’ deals with “the creation and maintenance of group ideologies that 
explain and defend relations between groups.” On the other hand, the ‘social-
differentiation function’ tackles “the creation, preservation and enhancement of 
favourable differentiations between the ingroup and relevant outgroups” (p. 3). 
The following article represents an example of the exploration of language 
attitudes from a cognitive perspective. Santos, Cenoz, and Gorter (2018) investigated 
the language attitudes towards using the English language in an English-medium 
instruction (EMI)5 context and the anxiety that this context may bring to students. 
Participants (N = 360) represented two groups of undergraduate students enrolled in the 
Business (n = 180) and Education (n = 180) degrees at the University of the Basque 
Country. Data were collected by means of three questionnaires: Background 
questionnaire, Attitudes questionnaire, and Anxiety questionnaire. As for the Attitudes 
questionnaire, researchers used Gardner’s (2004) Attitudes and Motivation Test Battery 
and selected 19 items which needed to be rated according to a 7-point Likert scale from 
‘strongly agree’ to ‘strongly disagree.’ Regarding the Anxiety questionnaire, researchers 
adapted Horwitz, Horwitz, and Cope (1986) Foreign Language Classroom Anxiety 
Scale and included 13 items that also measured anxiety on a 7-point Likert scale from 
‘strongly agree’ to ‘strongly disagree.’ Results revealed that students in the Education 
Degree experienced less positive attitudes towards English than students in the Business 
Degree. As for students in the latter group, female participants displayed more favorable 
attitudes, but also higher levels of anxiety, than men.  
                                               
5Other studies that look into attitudes to these three languages from different frameworks, such 
as Content and Language Integrated Learning (CLIL), EFL, and Multilingualism include 
Lasagabaster (2003, 2005b, 2008, 2009, 2017) and Lasagabaster and Sierra (2009).  
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As mentioned before, the cognitive component of attitudes is the one examined in 
the present dissertation. In this study, the aim of contributing to the existing literature on 
attitudes is two-fold. On one hand, and more generally, the present investigation 
attempts to provide further insight into the relationship between attitudes and 
pragmatics. As explained later on in this chapter, very few studies have observed 
attitudes in relation to pragmatics. Therefore, the present investigation, set within the 
frameworks of ILP and EFL, tries to shed some light into the results in the existing 
literature that claim for the need to emphasize and stress the essential role of language 
attitudes in pragmatics learning (e.g., Portolés, 2011). On the other hand, and more 
specifically, the present dissertation aims at contributing to the existing literature in the 
line of research that investigates the cognitive component of language attitudes. Since 
this study is motivated to find out the cognitive attitudes of a group of EFL students, 
attention will be paid to quantitative and qualitative data that may help explain the 
rationale behind those attitudes, unveil and analyze students’ thoughts and beliefs about 
the English language by means of exploring their recognition and production of a given 
set of conventional expressions. This study aims to contribute to the existing literature 
by looking closely at language attitudes in ILP, at the cognitive component in relation to 
a particular pragmatic feature: conventional expressions. To the best of our knowledge, 
this is a novelty, since no study to date attempted to investigate language attitudes in 
relation to the recognition and production of conventional expressions. 
Second, the affective nature of attitudes is identified in the feelings projected 
towards those that a given object brings about. For example, participants in the present 
dissertation may express their positive or negative feelings towards English, as they 
agree or disagree with an item such as “I like speaking English.” Garrett et al. (2003) 
laid out the opposite perspectives in the literature that tackle the relationship between 
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the affective and the cognitive component in relation to determining an attitude towards 
an object or person. On one hand, some authors propose that these two components are 
separate and bare no relation between them (e.g., Mackie & Hamilton, 1993). On the 
other hand, some other authors defend the idea that an attitude exists because there are 
affective and cognitive motives behind it (e.g., Cargile, Giles, Ryand, & Bradac, 1994; 
Perloff, 1993).  
The following piece of research serves as an example of the effect of the affective 
component on language attitudes. Lasagabaster (2005a) investigates the effects of 
individual and sociolinguistic variables on the attitudes towards Spanish, Basque, and 
English of a cohort of 1087 undergraduate students in the Basque Country. As this 
author claims, for L2 learning to be fruitful, students’ motivation needs to be supported 
by an affective component that “seems to be the function of attitudes” (p. 4). Sample 
selection was guided by data accessibility: those students who were taking English 
language courses. Students were enrolled in various degrees: from English Studies, to 
Law, to Audiovisual Communication, and Engineering. Students’ attitudes towards the 
three languages were measured by means of a questionnaire based on Baker’s (1992) 
and modified for research purposes. Results suggest that the degree of competence 
together with the sociolinguistic context are the two variables that exert a greater 
influence on the students attitudes towards Spanish, Basque, and English in the Basque 
Country.  
Lastly, attitudes are behavioral as they reflect the natural tendency to behave in a 
specific manner (Garrett, 2010). For instance, those students who tend to listen to music 
in English more often than in Spanish show more positive attitudes to English than 
those who prefer listening to music in Spanish or Catalan. As a component of language 
attitudes, behavior, the natural tendency aforementioned entails the actions speakers 
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undertake towards languages (Baker, 1992). Garrett et al. (2003) reported on the 
controversy between attitudes and behavior. As they informed, there are a few 
generalizations that understand the relationship between attitudes and behavior as linear. 
As these authors explained, this linear relation leads to beliefs such as: if someone’s 
attitudes change, their behavior will change as well; if someone behaves in a specific 
way, that may help identify their attitudes; and that if “we can get someone to behave in 
a certain way, their attitudes will ‘look after themselves’” (p. 8). However, research on 
language attitudes suggests that that nature of such connection is not straightforward 
(e.g., Ajzen & Fishbein, 1980; Baker, 1988; Hanson, 1980; Wicker, 1969).  
An example of the effect of the behavioral component of language attitudes 
towards languages is the Nightingale (2016), which is reported in detail in the following 
subsection.  
Baker (1992) observed the dynamic, fluctuating, changing relationship between 
the cognitive and the affective components of attitudes. Similarly, Baker proposed that 
the relationship between the behavioral component of attitudes and attitudes themselves 
was complex and affected by other factors6. Such relationships between attitudes and 
their components are illustrated in Figure 6 below. 
 
 
 
                                               
6 The lack of agreement in the operationalization of the relationships between attitudes and their 
components is acknowledge in this dissertation. For example, Garrett (2010, p. 24) pointed out 
that “[a]lthough attitude is often viewed in terms of cognition, affect and behaviour, there is 
some difficulty in determining the interconnectedness of these, and the extent to which we 
should anyway expect them to be in agreement all the time. This is an important issue in the 
attitudes field.” 
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Figure 6.  Relationship between attitudes and their components (adapted from Baker, 
1992, p. 13) 
Once attitudes have been defined and their components identified and explained, 
the features that characterize attitudes are presented. First, there are two types of 
attitudes: integrative and instrumental. As Gardner and Lambert (1972, p. 14) pointed 
out, integrative attitudes refer to those behaviors that seek “a desire to be like 
representative members of the other language community.” For example, EFL learners 
may be eager to learn English to fit, resemble native speakers from UK or the US. On 
the contrary, Gardner and Lambert (1972, p. 14) defined instrumental attitudes as “a 
desire to gain social recognition or economic advantages through knowledge of the 
foreign language.” For instance, the willingness to get a well-paid job overseas. 
Different viewpoints exist regarding the identification of whether instrumental or 
integrative attitudes exert a greater influence on language learning. Some scholars (e.g., 
Dörnyei, 2001; Dörnyei & Ushioda, 2011) believe that it is integrative attitudes that 
Attitudes 
Behavioral Cognitive Affective 
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play a more significant role in language learning. Other authors (e.g., Lukmani, 1972) 
believe that it is instrumental attitudes the type of attitudes that may have an increased 
affect in the process of acquiring a new language. Finally, some other scholars (e.g., 
Zhou, 1999) assert that both types of attitudes play the same role in learners’ language 
learning. Nevertheless, there is little doubt that the process of learning a given language 
may be more effective if students possess positive attitudes towards such language 
(Baker, 1992; Gardner, 1985a; Lasagabaster, 2003; Portolés, 2011; Safont, 2007).  
Second, attitudes are regarded as being both input and output (e.g., Baker, 1992; 
Garrett, 2010; Garrett et al., 2003). On one hand, attitudes may be considered input 
when they represent –for example– a wish to learn English because a speaker thinks this 
language is beautiful or useful. On the other hand, attitudes are considered as output as 
they are the product of something. For example, learners’ attitudes towards a given 
language may turn to be positive due to instruction. Putting the present dissertation as 
an example, participants’ attitudes towards English may be(come) more positive 
because they may have perceived the instructional treatment received as useful, thus 
perceiving the language more positively. This distinction of attitudes as input or output 
is important in the present dissertation because the results from data analysis may reveal 
change in language attitudes as output, in other words, as a result of the instruction 
provided on conventional expressions and the importance of learning and using them to 
communicate effectively in real life interactions.  
Finally, Baker (1988, p. 114-115) described attitudes as having the following four 
criteria. 1) Attitudes are not inherited; but 2) learnt. 3) Some attitudes may be more 
resistant to change, and experience may play a significant role if a change is to occur. 
Finally, 4) the nature of attitudes tends to be affected by the appreciation to a given 
object or person. Therefore, attitudes may be favorable, unfavorable or neutral. 
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Additionally, since the present investigation may be considered longitudinal, the 
possible attitude change from pretest to delayed posttest will be closely examined. 
Therefore, this study is interested in the features of stability and durability (Garret, 
2010). Previous studies on language attitudes have paid attention to the features of 
stability and durability (Garrett, 2010, p. 29). This line of research has brought about a 
discussion on this topic, since there are scholars who believe that attitudes are likely to 
remain stable, whereas others defend the variable and alterable nature of attitudes. For 
example, Sherif (1967) claimed that speakers forge their attitudes as they learn to be 
part of a given community. Therefore, their reactions to any given object or issue will 
always be the same. In a middle ground, Sears (1983), asserted that attitudes may vary, 
but it might be unlikely for this to occur for those attitudes that are created in the early 
years of a speaker’s existence. On the other hand, other scholars assert that attitudes can 
experience variation over time, such as Sears and Kosterman (1994), who put forward 
the idea that attitudes may change. Sears and Kosterman identified two types of 
attitudes. The first are even labeled as “non-attitudes,” since they refer to attitudes that 
may change in a very short period of time, as when a speaker replies quickly and 
without giving it much thought. On the contrary, there are other attitudes that may take 
longer to change, since speakers may take more time to meditate on their response.  
The present section has addressed the concept of ‘attitudes’ by first discussing the 
similarities and differences among a series of definitions, followed by the description of 
the attitude components, and a detailed account of the features that characterize 
language attitudes. The following section concentrates on the research conducted on 
language attitudes, preceded by the explication of the three types of instruments 
employed to measure attitudes.  
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3.2 Research on Language Attitudes 
As seen in the previous section, research on attitudes has been carried out since the 
early decades of the 1900s. Baker (1992, p. 29) considered ‘language attitudes’ as an 
“umbrella term” because different and more specific types of attitudes have been looked 
into within (the broader term of) language attitudes. Baker listed a series of such 
specific attitudes tackled in the literature up to 1992, which are still being studied: 
attitudes “to language variation, dialect and speech style,” “to learning a new language,” 
“to a specific minority language” (such as Catalan in the context where the present 
dissertation took place), “to language groups, communities and minorities,” “to 
language lessons” (for example, the instructional treatment passed to participants in the 
present study), “to the uses of specific languages,” “of parents to language learning,” 
and “to language preference” (p. 29). Also, language attitudes have been studied in 
many different countries all over the world, attempting to portray speakers’ behaviors 
towards many different languages, such as Welsh (Baker, 1992; Sharp et al., 1973), 
French (Gardner, 1979, 1982, 1985a, 1985b; Gardner & Lambert, 1959), English 
(Cenoz & Jessner, 2000; Nightingale, 2012, 2016; Portolés, 2011, 2015; Safont, 2007, 
2015), Catalan (Huguet, 2007; Safont, 2007; Portolés, 2011, 2015), Spanish (Safont, 
2007; Portolés, 2011, 2015), Basque (Cenoz, 1997; Lasagabaster, 2007) or Galician 
(Loredo, Fernández, Suárez, & Casares, 2007). For the purpose of the present 
investigation only research conducted in EFL studies will be reviewed, more precisely 
the studies carried out in Spain, since it is the setting where the present dissertation was 
undertaken. Prior to discussing the research conducted on language attitudes in the 
Spanish context, the different methods employed to measure language attitudes are 
presented.  
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3.2.1 Measuring language attitudes. 
Different approaches have been created to investigate and report on attitudes in the most 
objective manner (see Garrett et al., 2003; Holmes, 2013; McKenzie, 2010; Oppenheim, 
1992; or Ryan, Giles, & Hewstone, 1988 for a review). One needs to consider that the 
method chosen to measure attitudes will bring about different insights on the data 
collected. Hence, a cautious choice of data measurement approach should be considered 
depending on the focus of the study. Moreover, Labov’s (1972) ‘Observer’s paradox’ 
should also be taken into consideration. This refers to the possibility that participants’ 
responses to the questions posited by the researcher may be influenced by both the 
researcher’s and respondents’ characteristics/traits. Garrett et al. (2003) encompassed 
such measuring approaches to attitudes in their work Investigating language attitudes: 
Social meanings of dialect, ethnicity and performance. There are three different 
approaches, namely direct, indirect, and societal treatment.  
First, Garrett et al. pointed to the fact that direct measurements are more intrusive 
compared to indirect and societal treatment approaches because direct methods imply 
asking participants questions directly, and participants report about their attitudes in a 
rather straightforward manner. The direct methods used most frequently and vastly in 
the literature are questionnaires and/or interviews. A well-known example of a 
questionnaire was that developed by Baker (1992) in his seminal work on young 
learners’ language attitudes towards Welsh. Baker’s longitudinal investigation 
examined the language attitudes to Welsh of 797 teenagers from three different schools 
based in Northern and Central regions in Wales. The main different between the three 
educational institutions was the language used in instruction. One school used 100% the 
minority language, namely Welsh; then another school was bilingual in that English and 
Welsh were employed equally; and finally, the third school implemented instruction by 
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means of English only. Attitudes towards these two languages were measured by means 
of a questionnaire in which the following variables were included: language 
background, youth culture, and type of school and language ability. Results showed that 
only youth culture played a statistically significant role on students’ language attitudes. 
Students who had been involved with cultural artifacts, such as playing records, 
experienced more positive attitudes towards Welsh. Baker’s study is an example of why 
research on language attitudes is worth conducting because inconsistency can be found 
in behavior depending on the context. Therefore, the present study aims to discover 
whether participants’ attitudes towards English resemble those of previous studies.  
Moreover, Baker’s (1992) study became of outmost importance in the study of 
language attitudes because he addressed five main drawbacks identified in previous 
literature in language attitudes. One of them tackled the measurement of language 
attitudes. According to Baker, previous studies employed methods to collect data that 
lacked reliability as well as multidimensionality. Baker addressed this gap by creating a 
robust questionnaire that proved to be reliable since it included items tackling several 
issues, such as attitudes towards Welsh as a language per se, but also towards the Welsh 
speakers, for example. As Baker (1992, p. 11) asserted, “the specification of objects, 
persons, institutions or events is important and valuable in constructing measurement 
scales.” The questionnaire Baker created has been used extensively to test and analyze 
language attitudes in the literature. A few examples are the body of research 
encompassed in Lasabagaster and Huguet (2007), Portolés (2011, 2015), Nightingale 
(2016), and the present dissertation among others. For the purpose of the present study, 
the original version of the questionnaire, developed by Lasagabaster and Huguet (2007), 
was adapted so that it would capture the reality of the specific EFL setting in which this 
dissertation took place more faithfully.  
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Second, and as reported by Garrett et al., indirect approaches are less obtrusive 
than their direct counterparts because indirect methods collect attitudes towards 
languages by means of methods that do not elicit questions directly. For example, 
different types of observational techniques can be implemented to achieve this goal, 
such as observing participants who are not aware that their attitudes are being 
monitored.7 Another type of observation employed is that which the researcher 
measures participants’ attitudes that they may not be able to control. Finally, Garrett et 
al. indicated that participants can be deceived by passing them an activity in which they 
believe they are accomplishing a specific goal, but in reality their attitudes are being 
looked at closely. The most well-known indirect approach is the matched-guise 
technique (MGT), developed by Lambert, Hodgson, Gardner, and Fillenbaum (1960) to 
conduct research to track and understand speakers’ attitudes to French and English in 
Canada. The MGT aims at observing speakers’ language attitudes towards language-
variety differences. It differs from the direct measurements in that the questions asked 
do not tap into participants responding overtly and directly about their attitudes, but 
rather express their attitudes by means of an attitude-rating scale. This scale is usually 
comprised by a statement and then a Likert scale which asks participants to rate their 
attitudes towards the given statement from agreeing completely to disagreeing 
completely, for example. In a MGT, participants are instructed that they are going to 
listen to a tape in which they will listen to different people reading the same text and 
that they are expected to rate the varieties according to their attitudes. However, what is 
not revealed to participants is the fact that there is only one person reading the three 
different texts, and that it is their attitudes towards the different language varieties or 
                                               
7 I acknowledge that this practice may not be perceived quite ethical in certain environments, 
such as universities in the US, where it is illegal to carry out such practices. 
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accents what is being studied. Despite being the most frequently used indirect approach, 
the MGT has received some criticism too regarding two specific features. First, it is 
argued that it presents language in a decontextualized fashion, therefore leaving out 
essential components that may help explaining language attitude display. The second 
drawback refers to the fact that data are collected only by means of an attitude-rating 
scale, which may be perceived as being an ‘over-reliance’ on using only one type of 
data collection method. 
Finally, societal treatment approaches conduct “a content analysis of the 
‘treatment’ given to languages and language varieties, and to their speakers within 
society” to investigate the status and stereotypes that may be associated to particular 
language varieties (Garrett et al., 2003, p. 15), by means of observing speakers, 
conducting ethnographic research or analyzing public sources of language attitudes such 
as the media or literary works. According to Garrett (2010), studies using a societal 
treatment approach explore people’s expression of their attitudes, even though these 
have not been explicitly or implicitly asked about. Garrett et al. (2003) indicated that 
much of the research conducted using societal treatment methods are qualitative in 
nature, outnumbering quantitative studies. Even though societal treatment approaches 
have not received as much attention as the previous two types of measures, and have 
been mainly criticized as being considered informal by social psychology researchers, 
these specific types of measures are of particular importance in the fields of discourse 
analysis and text analysis.  
All in all, it could be argued that the choice of a specific method to measure 
language attitudes will reflect the rationale behind the study, and will provide more in-
depth insights of the data gathered. The direct, indirect, and societal treatment measures 
have been proven to be reliable data collection methods. For the present dissertation, 
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direct measures were the ones selected to study participants’ attitudes. On one hand, an 
adapted version of Lasagabaster and Huguet’s (2007) questionnaire was employed 
because literature suggests that it is a reliable instrument to collect data but most 
importantly because it allowed looking closely into the cognitive component of attitudes 
towards English. Please see Chapter 6 and Appendix 11 for an extended account of the 
adaptation of this questionnaire. Additionally, attitudes towards instruction was also 
measured by means of a questionnaire that was created since it was found the need to 
explore the effects that the particular instruction delivered may exert on students’ 
attitudes towards English but also towards such instruction. As far as could be 
established, no study to date may have included an instruction questionnaire that 
targeted students’ attitudes towards the instructional treatment received and the 
potential benefits that the participants may identify the treatment may bring to their 
future pragmatic learning and development.  
The next subsection is devoted to reviewing the research conducted on language 
attitudes in EFL contexts, most specifically the research conducted in Spain, thus 
reflecting on the previous research done in the same context where the present 
investigation was carried out.  
3.2.2 Research on language attitudes in instructed classrooms. 
In the early years, most of the research on language attitudes was conducted on attitudes 
towards one language only (Baker, 1992). The need to expand research foci directed 
scholars to drive their attention to the interplay of language attitudes towards more than 
one language, often being one of those a minority language. This is the case, for 
example, of research conducted in Spain, where studies have looked into language 
attitudes towards English as well as Basque, Catalan or Galician, in addition to the 
official language of the country, Spanish. The following studies reflect the situation 
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aforementioned of language attitudes regarding multiple languages, these being official, 
co-official, and foreign. The research tradition on language attitudes in Spain is robust 
and well documented, with language attitudes being studied for more than two decades. 
However, most of such research was undertaken from a multilingual perspective, 
identified as a paramount area to explore (Cenoz, Gorter, & May, 2017) in reaction to 
the vast amount of studies conducted so far, which took monolingual speakers, 
instruction, language usage, and learning as the norm. Therefore, a few studies reporting 
on attitudes in EFL settings will be presented first. Then, examples from the vast bulk 
of research on attitudes in multilingual settings will be discussed. Finally, a few studies 
conducted on attitudes in ILP will be summarized, to present the research gap that the 
present dissertation aims to tackle as of language attitudes: exploring language attitudes 
in relation to instruction in ILP. After that, the research niche that the present 
investigation attempts to cover is explained in detail.  
Language attitudes in EFL settings have received less attention compared to 
multilingual environments. One piece of research has been selected to provide an 
example of the importance of language attitudes in EFL environments. Valencia and 
Cenoz (1992) investigated the linguistic and behavioral performances of a group of 321 
pupils at a high school level in the Basque Autonomous Community (BAC), who were 
enrolled at two different educational programs, namely A and B. Students in A program 
received instruction in Spanish, whereas participants in B program were taught in 
Basque. Students were tested in their English performance according to the four skills 
(i.e., writing, reading, listening, and speaking), together with two tests, one for 
grammatical and other for vocabulary knowledge. On the other hand, students were 
asked about their attitudes towards a series of bilingualism dimensions, namely early 
bilingualism, competence in Basque language, family bilingualism and linguistic model. 
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Additionally, participants’ social motivation since they had to report about their 
attitudes towards: 1) learning English, 2) the effort they put into such endeavor, 3) 
living in countries where English is the official language, and 4) receiving instructional 
treatments as regards English language besides school time. Results showed that 
bilingualism played a statistically significant (positive) influence towards English 
achievement. Furthermore, Valencia and Cenoz employed a Structural Equations 
Program to investigate the possible interrelation among the selected variables. Results 
obtained demonstrated that there is an indirect union between bilingualism and the 
acquisition of an L3 (third language, English in this case), and that social motivation 
was the bridge mediating between them. 
As mentioned before, language attitudes inspected from a multilingual stance 
represents a robust body of research in and of itself8. The following studies attest to 
such reality, as pieces of research from Galicia (Loredo et al., 2007), the BAC 
(Lasagabaster, 2007), Catalonia (Huguet, 2007), and the Valencian Community 
(Nightingale, 2012, 2016; Portolés, 2011, 2015; and Safont, 2007, 2015) are detailed in 
what follows.  
In Galicia, Loredo et al. (2007) looked into 207 participants’ (aged 18 to 35) use 
of and attitudes towards Spanish, Galician, and English, whom were freshmen year 
students majoring in Teacher Training and Pedagogy. The majority of the participants 
(37.7%, a little over one third of the sample) had Galician as their L1, in contrast to a 
minority of L1 Spanish participants, represented by the 26.5% of the cohort. 
Interestingly, the rest of the group (33.8%) was bilingual speakers of Spanish and 
Galician. Data were collected over the course of two months during Fall 2004 by means 
                                               
8  In the present section, only empirical studies are reported. For a theoretical review of 
multilingualism and related phenomena please refer to publications such as Cenoz (2009, 
2013a, 2013b, 2013c), Cenoz and Gorter (2011a, 2014, 2015), Cenoz, Gorter, and May (2017), 
Coulmas (2018), Liang (2015), O’Rourke (2011), and Todeva and Cenoz (2009) among others.  
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of the questionnaire that Lasagabaster and Huguet (2007) adapted from Baker (1992), 
and which was used by all studies comprised in Lasagabaster and Huguet’s (2007) 
volume. Participants were given the opportunity to fill out the questionnaire either in 
Spanish or in Galician. Results showed that participants felt their linguistic competence 
to be better in Spanish than Galician, and these two better than in English. Interestingly, 
we should recall that most of the students marked Galician as their L1. Nevertheless, the 
superior use of Spanish in all social spheres may help understand the results obtained. 
Regarding linguistic attitudes, students reported higher positive attitudes towards 
Galician than Spanish and English, in that order. More specifically, women who are 
bilingual, lived in small towns, towns where Galician is the predominant language, or 
who were taught in Galician at school are the participants who show more positive 
attitudes towards the minority language. To conclude, participants who reported 
positive attitudes towards the foreign language were those who had experienced 
sojourns abroad or positive attitudes towards such language from the beginning.  
The study of language attitudes in the BAC also represents an extensive body of 
research. An example of such considerable sample is looked into as follows.  
Lasagabaster (2007) observed the use and attitudes towards Spanish, Basque, and 
English on a group of 222 Freshmen-year students of different Teacher Training 
Degrees, namely Nursery Education (31.1% of the group), Primary Education (28.4% of 
the cohort), and Physical Education (40.5% of the sample), who were aged between 17 
and 46. This particular population was selected due to the fact that these students would 
become teachers in the near future, thus being able to be a strong influence in their 
future pupils. Available research on teachers’ influence on their students’ attitudes is 
well attested (i.e., Portolés, 2015). Data were collected with the questionnaire that 
Lasagabaster and Huguet adapted from Baker (1992), and which all studies in their 
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volume employed (see Loredo et al., 2007 above; Huguet, 2007; and Safont, 2007 
below). Data were collected in Fall 2004 as well, but in this case in the time span of just 
one month (September). Similarly to Loredo et al. (2007), participants reported a higher 
competence in Spanish, followed by Basque, and English. It is noteworthy the fact that 
the vast majority of the sample perceived their linguistic competence in English to be 
very poor, which previous research had already identified (see Cenoz, 1991, and 
Lasagabaster, 1998). As of attitudes towards the languages, participants seemed to agree 
on the instrumental motive to speak Basque. In other words, results indicated that 
Basque was useful because it enabled participants to reside in the BAC as well as to 
bring up children. On the other hand, results indicated that participants used Basque 
more frequently among friends, and Spanish more with their families. These results may 
hold a positive stance towards the minority language in the future. In line with Loredo 
et al., students who came from smaller towns where the minority language is the norm 
had more positive attitudes towards such language. Likewise, students who lived in 
cities where Spanish was the dominant language, more positive attitudes were found 
towards that language. All in all, Lasagabaster pointed out to the importance of 
conducting more research on teacher training students because of their plausible 
prominent influence on pupils, as stated above, as well as the need to raise students’ 
positive attitudes towards different languages, making them aware of the importance of 
such languages in the current global environment. 
Turning the attention to studies conducted in Catalonia, Huguet (2007) examined 
the use and attitudes towards Spanish, Catalan, and English on a sample of 309 students 
with average age of 20.2 years. Participants were enrolled in different degrees, namely 
Psychology (20% of the population), Social Education (29%), and the rest in different 
specializations within Teacher Training Degrees: Nursery Education (26%), Primary 
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Education (12.5%), Special Education (7%), and Musical Education (5.5%). Data were 
collected with Lasagabaster and Huguet’s (2007) adapted version of Baker’s (1992) in 
the time span of one month (September) in Fall 2004. Results revealed an almost entire 
sample agreeing on their advanced command of both the official and the co-offical 
languages, Spanish and Catalan respectively. Nevertheless, the picture is totally 
different as of the foreign language is concerned, only one third of the population 
reporting a good command in such language. Furthermore, Huguet stated that due to the 
results obtained, language policy makers should make sure that learners should be 
instrumentally motivated to learn a language not only in the first school environments, 
but all throughout their education process. A further result reflects the uneven use of 
Spanish and Catalan in Catalonia, but which reflects the results obtained in previous 
studies in the same volume. It was found that Catalan was used in familial 
environments, whereas Spanish was more often employed in social and public spheres, 
such as for example in the media. Regardless of this uneven usage of Catalan and 
Spanish, positive attitudes towards Catalan were reflected by the 80% of the sample. 
Finally, two more results were obtained. On one hand, and contrary to previous 
literature, the age factor was not statistically significant in this study. On the other hand, 
and in line with existing research, participants’ L1 was statistically decisive on positive 
attitudes towards such language, Catalan in this case.  
Focusing on research undertaken in the Valencian Community, all of the studies 
included in the review below were carried out from a multilingual perspective and 
explored language attitudes towards three specific languages (i.e., Catalan, Spanish, and 
English) and population samples were younger learners: adolescents (Nightingale, 2012, 
2016) and children (Portolés, 2011, 2014, 2015; Safont, 2007). Results from these 
studies suggest that it is essential to look into language attitudes from a multilingual 
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perspective to understand language development in a more comprehensive manner, 
taking into consideration external and internal factors that affect such learning process 
and the development of the attitudes linked to that language development.  
Nightingale (2012) looked closely at the attitudes towards English as the main FL 
studied in Spain, and to the extrinsic and intrinsic factors which exert an influence in 
language attitudes in an attempt to shed light on the intertwined nature between 
sociocultural factors and language learning setting. Data were collected from a group of 
29 young EFL learners, aged between 12 and 16, who attended different high schools in 
the cities of Castelló and Almassora in Spain, during Spring 2010. Similar to previous 
studies, the majority and minority languages (Spanish and Catalan in this case) are the 
predominant languages in the area, whereas English is the least visible. Students 
received instruction in all three languages at school, mostly on Spanish; the amount of 
instruction in Catalan may depend on the language program of their choice. As of 
English proficiency level, students were placed between A1 to B1 levels according to 
the CEFR. Data were collected by means of a questionnaire adapted from Lasagabaster 
(2003) to measure favorable, unfavorable or neutral attitudes to English. Participants 
were allowed 25 minutes to complete it. Results showed that taking a look at the three 
languages together, positive attitudes are predominant. When examining languages 
separately, Catalan is the one that receives most positive attitudes, thus adding to the 
existing literature on favorable attitudes to the minority language. As for Spanish, this 
language received the least favorable attitudes, which Nightingale attributes to the 
friction that appears to be between these two specific languages given the social context 
in which they co-exist. Attitudes regarding English resemble those of Catalan, since 
participants reported more positive attitudes towards the foreign language in 
comparison to the majority language but not as many as to the minority one. Finally, 
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regarding the effect of sociocultural variables, results revealed participants allocate a 
positive sociocultural status to English, as well as to stay abroad. However, the ‘out of 
school’ factor was proven partially. Even though results showed students’ positive 
attitudes to English also when it is being taught outside of the school time, results were 
not robust enough, thus they could not be generalized.  
Nightingale (2016), looked into the development of young learners of English 
from a multilingual perspective as well; this time from a “dynamics system theory 
perspective (e.g., Larsen-Freeman & Cameron, 2008), the Dynamic Model of 
Multilingualism (Herdina & Jessner, 2002), and the Focus on Multilingualism approach 
(Cenoz & Gorter, 2011a, 2011b, Gorter & Cenoz, 2011; Cenoz, 20139)” (p. 1). He 
examined students’ language attitudes towards the three languages (Spanish, Catalan, 
and English) together with other not language-related multilingual practices, such as 
students’ involvement with different media sources broadcasted or published in those 
three different languages. Data were collected from 152 students aged between 12 and 
17 enrolled in two high schools at four sessions in Spring 2014. Data were gathered by 
means of one questionnaire as well as oral interviews that conformed the mixed-method 
approach implemented in that study. The questionnaire included nine items that tapped 
on students’ use of all three languages in relation to familiar and academic contexts, as 
well as to “traditional media” such as television, and to “new media,” including 
Facebook and Google. A total of 15 to 20 minutes were allocated to fill out this 
questionnaire. As for the interviews, it was designed as a semi-structured interview 
comprised by eight questions, in which participants were asked about their language 
use, for example: “Which languages do you use in the internet?” or “Do you mix 
languages in social network sites?” (p. 197). Results showed that looking at the 
                                               
9 This article is cited and referenced in this dissertation as Cenoz (2013a). 
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language attitudes holistically, English was reported the most positive attitudes, 
followed by Spanish, and Catalan. All in all, when looking at languages as a whole the 
existing differences between those three languages look less than when examining them 
separately. Hypothesis one looked into the positive effect of out-of-school may have on 
attitudes. This was confirmed because results showed that students who had contact 
with English and Catalan outside the academic environment. Hypothesis two predicted 
an intertwined relationship between languages, attitudes and media. It was confirmed, 
since results showed statistically significant between languages and contact with 
different media and the very notorious variability seen among languages. Hypothesis 
three predicted that participants’ language would change due to contact with external 
phenomena. This hypothesis was also confirmed. Finally, hypothesis four predicted that 
the analysis of the qualitative data gathered from the interviews would show the 
complex nature between multilingual, multimodal, and social practices. This hypothesis 
was also confirmed.  
Portolés (2011) inspected the effect of external and internal factors on language 
attitudes and beliefs towards Spanish, Catalan, and English on a group of 75 students 
aged 18 to 40, enrolled in Teacher training degrees at two universities in the Valencian 
Community. The selection of this particular population was purposeful (see 
Lasagabaster, 2007 above). Data were collected using an adapted version of Baker’s 
(1992), which was also translated to Catalan for the purpose of the study, and the Quick 
Placement Test, a language proficiency test. Results from the six hypotheses are 
summarized as follows. Hypothesis one predicted that language attitudes would me 
more favorable to Spanish (majority language), followed by Catalan (the minority 
language), and English (the foreign language) would receive the least positive attitudes. 
However, this hypothesis was not confirmed because results showed that participants 
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had the most positive attitudes towards English. Hypothesis two predicted that the 
sociolinguistic context would have an impact on the majority and minority languages 
but not towards the foreign one. However, this hypothesis was not confirmed either 
because results showed that this specific context had an influence on the majority and 
foreign languages but not towards the minority one. Hypothesis three predicted that the 
linguistic model would play a significant role on language attitudes. This was 
confirmed. Hypothesis four predicted that students’ L1 would exert statistically 
significant differences in language attitudes towards the three languages, and results 
allowed to confirm this prediction. Hypothesis five predicted that study abroad would 
have an effect on the formation of attitudes towards English. This hypothesis was 
confirmed but results showed that a sojourn abroad might influence more languages 
other than just English. Finally, hypothesis six predicted that proficiency level would 
affect language attitudes towards English, and results confirmed that higher proficiency 
levels implied more positive attitudes towards English. Similar results were reported on 
Portolés (2014), who examined prospective teachers’ attitudes towards these three 
languages taking into consideration two variables: the sociolinguistic context and 
students’ L1. 
Safont (2007) explored the use and attitudes towards Spanish, Catalan and 
English on a sample of 200 students aged between 19 and 33 enrolled in the Degrees of 
teacher Training and Psychology with the specialization in Education at a public 
university in Eastern Spain during the month of October in the Fall 2004. Data were 
collected by means of the adapted version of Baker’s (1992) questionnaire that 
Lasagabaster and Huguet (2007) devised for the studies included in their volume. 
Results were distributed as regards three principal aspects: first, the participants’ 
proficiency level in relation to the three languages aforementioned; second, students’ 
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global attitude in relation to Spanish, Catalan, and English; and third the variables that 
affected their attitudes the most. Regarding the first aspect, and in line with previous 
studies in this volume, students reported a better command of Spanish than of the two 
other languages. However, students also reported a high linguistic competence of 
Catalan, which reflects the important role of Catalan in the community. In line with this, 
students’ attitudes towards Spanish were the most positive ones, followed by Catalan, 
which received the least favorable ones, and attitudes towards English were reported as 
neutral. Finally, the variables that influenced students’ attitudes the most were the 
students’ degree course, the specialization in which they had enrolled, and the linguistic 
model in which they had received instruction in previous academic environments. 
Surprisingly, gender and socioprofessional status did not play a significant in their 
language attitudes, unlike previous studies.  
Finally, the last sample of research encompassed in the present subsection aims at 
reviewing studies that focused on attitudes and included a pragmatic component in their 
investigations. This combination of variables has received scant attention. The findings 
from one study are reported: Portolés (2015). She examined early consecutive 
multilingual students, more specifically their pragmatic awareness in relation to 
language attitudes towards Spanish, Catalan, and English in a multilingual environment. 
Data were collected from 402 students aged between 4 and 9, who were divided into 
two groups: preschool students (aged 4 to 5) and primary students (aged 8 to 9). 
Participants were enrolled in either of the two schools, one public (Catalan-based 
institution) and one private (Spanish-based institution), where the study took place. 
Data were gathered during a 60-minute session. Data on pragmatic awareness were 
collected by means of a discourse evaluation task, which tapped into students’ 
awareness of direct and conventionally indirect request forms. Data on language 
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attitudes towards the three languages were gathered by means of interviews and a 
matched-guise technique. These activities were encompassed in a booklet the researcher 
created for the study. Two booklets were crafted, depending on the students’ age. The 
first part of the booklet entailed the matched-guise technique, and the second part of the 
booklet tackled the discourse-evaluation task. Results were reported on the basis of the 
four research questions devised in the study. RQ1 explored the students’ pragmatic 
awareness. It was confirmed, since students showed higher degrees of pragmatic 
awareness, which increased as they grew older, and were able to differentiate the 
pragmatic systems of the three different languages. RQ2 looked into their language 
attitudes. It was confirmed, since students reported more positive attitudes towards 
Spanish first, then Catalan and finally English. Age was also found relevant because 
younger learners had more positive attitudes towards the minority language. RQ3 
examined the possible relationship between students’ pragmatic awareness and 
language attitudes. This RQ was confirmed, because students enrolled in a Catalan-
based school performed better at the pragmatic awareness task than their Spanish-based 
school counterparts, who also showed more positive language attitudes in comparison to 
students attending the Spanish-based school. Finally, RQ4 observed the influence that 
other factors may present in the participants’ multilingual development. Students’ 
performance differed, depending on the type of language-based school that they 
attended.  
The body of research explained above show that language attitudes have been 
mostly investigated in autonomous communities that have three languages: a minority, a 
majority and a foreign language. As regards participants, samples represent students at 
different points in their learning trajectories (i.e., primary school, high school and 
university levels). Generally speaking, students tend to show positive attitudes towards 
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the minority languages, and rather negative ones towards the foreign language 
(English). In what follows, the research gap that is attempted to cover in the present 
dissertation is thoroughly explained, which tries to shed light on issues raised in the 
previous literature.  
To the best of my knowledge, scant attention has been paid to research on 
language attitudes in ILP. Previous research has investigated the influence of a series of 
variables over attitudes, such as language proficiency, stay abroad, sociolinguistic 
context, linguistic model, L1, or other individual differences such as motivation or 
anxiety, and the attitudes arisen from language contact in multilingual settings 
(Bokhorst-Heng & Caleon, 2009; Huguet, 2006, 2007; Lasagabaster, 2001, 2003, 2007; 
Lasagabaster & Safont, 2008; Portolés, 2011; Safont, 2007; Santos et al., 2017; Yihong, 
Yuan, Ying, & Yan, 2007). Hence, the present study is important because we try to 
bring a new perspective into the study of language attitudes. We look at students’ 
attitudes towards English in an EFL higher-ed environment in relation to the possible 
effects that pragmatics instruction may exert on such attitudes. Previous research on 
attitudes has explored children’s abilities to make requests in multilingual settings (e.g. 
Portolés, 2015).  
As far as could be established, there is no study yet that has included the variables 
of instruction and attitudes in one same study in ILP, also being conventional 
expression the dependent variable. Therefore, this research gap is investigated in the 
present dissertation. Although language attitudes are explored in an EFL setting, the 
influence that attitudes towards other languages may exert on students’ attitudes 
towards English is acknowledged. For the present dissertation, data on language 
attitudes were collected on English but also on participants’ L1(s) (i.e., Spanish, Catalan 
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and/or Romanian). However, for the purpose of the present dissertation, only results on 
language attitudes towards English are reported.  
Cenoz and Perales (2000) acknowledge the complex nature that acquiring a 
second language is, and indicate that a number of variables –both related to the 
individual as well as to the context in which learning takes place– influence in such 
language learning process. Additionally, Cenoz and Perales indicate that such variables 
may exert some influence among them. For the present investigation, language attitudes 
are understood as an individual variable, and pragmatic instruction as a contextual 
variable. This viewpoint is reflected in Cenoz’s (2004) and Dewaele’s (2005) 
definitions of language attitudes, as they identify language attitudes as affecting the 
process of learning a language. According to Cenoz (2004, p. 203), “(l)anguage 
attitudes are generally considered as one of the factors that influence language 
acquisition.” Likewise, Dewaele (2005, p. 118) pointed out that “attitudes are one of the 
central variables of language learning.” Therefore, the exploration of language attitudes 
in the present investigation is two-fold. First, the claim made by previous research (e.g.: 
Baker, 1992; Cenoz, 2009; Huguet, 2007; Lasagabaster, 2007; Nightingale, 2016; 
Portolés, 2011; Safont, 2007) is investigated, which recognizes the important role of 
language attitudes in language learning. Secondly, this study tries to determine what 
factors (such as contextual or personal or the role of instruction) or motives (e.g., 
integrative or instrumental) may influence participants’ attitudes towards English in the 
particular learning environment in which the present dissertation was undertaken. More 
specifically, this study attempts to define whether the role of instruction influences the 
participants’ attitudes towards the English language. To explore those reasons 
aforementioned, two surveys were employed. On one hand, an adapted version of 
Lasagabaster and Huguet’s (2007) questionnaire was passed to students at pretest, 
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posttest, and delayed posttest. On the other hand, a questionnaire was created to tackle 
participants’ perceptions towards the instruction they were provided with in this study. 
This questionnaire was created to tap on students’ attitudes both towards the 
instructional treatment received as well as on their attitudes towards English after the 
instruction was provided. To the best of our knowledge, no study to date has attempted 
to carry out such endeavor. Lasagabster and Huguet’s (2007) questionnaire was adapted 
from Baker’s (1992), in his seminal work on language attitudes towards Welsh. Baker 
(1992) created that particular questionnaire aiming to cover the research flows and gaps 
he found in previous research, such as exploring the possible effects of language 
attitudes not only to one but also to more than one object. Baker’s (1992) rationale to 
measure language attitudes with such a survey well fits into the present dissertation’s. 
According to Baker (1992, p. 10), “a survey may aid understanding of social processes. 
Consideration of how attitudes relate to their causes and effects may provide insights 
into human functioning.” Baker’s questionnaire has been widely used in subsequent 
studies in language attitudes (e.g., Lasagabaster & Huguet, 2007; Nightingale, 2016; 
Portolés, 2011), thus attesting their reliability and validity as researchable constructs. As 
regards the instruction questionnaire, it was created to look into the possible effects of 
instruction on language attitudes, and was pilot tested to ensure its validity and 
reliability. More information on both questionnaires is provided in Chapter 6.   
All in all, the present study aims at investigating students’ attitudes towards 
English, understood as participants’ tendencies to respond positively or negatively to 
social linguistic stimuli by means of language, such as verbalizing opinions, and/or the 
use of gestures and other non-linguistic resources to express such understanding about 
the L2 and the L2 users. Since the focus in this study is the cognitive component of 
attitudes, the tendencies mentioned above refer to the reactions that participants will 
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have towards the English language according to their thoughts and beliefs about this 
language and their users.  
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3.3 Chapter Summary 
The scope of Chapter 3 aimed at providing a comprehensive understanding of what 
language attitudes are and the research conducted on these language-related phenomena 
in Spain, where the present investigation was undertaken.  
In the first section of the chapter, the term attitudes was defined, reflecting on the 
different theoretical perspectives that exist in the literature, from social psychology to 
sociolinguistics, to SLA. After that, the three main components were identified and 
explained, namely cognitive, affective, and behavioral. A series of features that 
characterize and help operationalize the concept of language attitudes were presented. 
First of all, the difference between the two types of attitudes, instrumental or integrative 
are stated and examples given. After that, the characterization of attitudes as input as 
well as output is tackled. Attitudes are regarded as input as a reflection of the integrative 
or instrumental motives a speaker may possess. Language attitudes as output are the 
product of for example having a positive instructional experience, which fosters 
students’ positive attitudes towards a language or towards a pragmatic feature as in the 
present dissertation. Finally, the four characteristics proposed by Baker (1988) were 
provided, namely attitudes are not inherited but learned, that some of the attitudes may 
be more resistant to change, but experience being a key factor that may enhance or 
perpetuate particular attitudes, and the favorable, unfavorable or neutral nature that 
attitudes may be permeated by language learners.  
The second section of the chapter entailed a description of the 3 approaches 
employed to measure language attitudes. These are direct (questionnaires/surveys), 
indirect (matched-guise technique mainly), and societal treatment (exploring language 
attitudes by analyzing other sources such as the media, or literature). After that, some of 
the most prominent research on language attitudes in Spain was presented to provide a 
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basis for the present dissertation but also to explain the research gap that aims to be 
covered in the present dissertation, namely the study of language attitudes in relation to 
pragmatic instruction in the field of ILP.  
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Chapter 4: Conventional Expressions 
This chapter discusses conventional expressions in relation to L2 pragmatics, since, as 
research shows, conventional expressions are facilitators of communicative acts. As to 
better comprehend the role that conventional expressions play in L2 pragmatic learning, 
Section 4.1 entails a detailed description of the definition and features that characterize 
conventional expressions. After that, Section 4.2 reviews the instruments employed to 
measure conventional expressions, as well as the research carried out in ILP as regards 
recognition and production of conventional expressions. Section 4.3 discusses the target 
conventional expressions included in this dissertation in depth. Finally, the main 
takeaways of Chapter 4 are encompassed in Section 4.4, the Chapter Summary.  
4.1 Conventional Expressions and Formulaic Language 
Conventional expressions are a type of formulaic sequence, “a sequence, continuous or 
discontinuous, of words or other meaning elements, which is, or appears to be, 
prefabricated: that is, stored and retrieved whole from memory at the time of use, rather 
than being subject to generation or analysis by the language grammar” (Wray & 
Perkins, 2000, p. 1). Wray and Perkins (2000) understood formulaic sequences with 
some degree of variability, a feature that is also highlighted by Hinkel (2018), Schmitt 
(2004) or Yamashita (2008) among others. In line with Wray and Perkins (2000), Celce-
Murcia (2007, p. 47) defined formulaic sequences as “fixed and prefabricated chunks of 
language that speakers use heavily in everyday interactions.” In turn, formulaic 
language (FcL) encompasses all formulaic sequences in general. In this vein, Wood 
(2015, p. 2) stated that the term ‘formulaic sequence’ refers to “one such item,” in 
comparison to ‘FcL’10, which refers to formulaic sequences “as a collective” (see also 
Wray, 2006). Put simply, FcL can be understood as those chunks of language that 
                                               
10 For a review about the formulaic nature of pragmatics see Bardovi-Harlig (2016). 
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language users and language learners employ in communication daily. Evidence shows 
that FcL is an essential constituent in the use of daily language (e.g., Schmitt, 2004; 
Wood, 2015; Wray, 2012) in proper and effective ways (Gyllstad & Schmitt, 2019). 
According to Hinkel (2018, p. 5), citing Pawley and Syder (1983) and Wray (2000, 
2002), stated that social spoken communication is generally “highly conventionalized 
and extremely formulaic”. Additionally, and citing his previous work (Hinkel, 2014, 
2015), she claimed that “[c]onversational interactions and speaking routines are 
recurrent in an extraordinary range of situational and pragmatic purposes” (p. 5). In so 
doing, speakers aim to “achieve specific interactional goals” as well as “to sustain the 
interaction”11 (Wray, 1999, p. 227). Formulaic sequences may even serve as “survival 
phrases to achieve basic socio-economic interactional functions” for low-proficiency 
students (Wray & Perkins, 2000, p. 23). All in all, it could be agreed that the main aim 
behind FcL is to facilitate conversation and communication (e.g., Coulmas, 1981; 
Bolander, 1989; Kasper & Schmidt, 1996; Yamashita, 2008).  
4.1.1 Operationalization of conventional expressions. 
A wide range of terms have been used to refer to formulaic sequences in the field of 
ILP, such as formulas, routines, conventional expressions, gambits, lexical items or 
situation-bound utterances12 (examples and extensive lists of such terms can be found in 
e.g., Bardovi-Harlig, 2019b; Martinez & Schmitt, 2012; Simpson-Vlach & Ellis, 2010; 
Weinert, 1995; Wood, 2015; Wray, 2002; and Wray & Perkins, 2000). Attempting to 
define these concepts might seem daunting, because the same term may be used to refer 
to two different formulaic sequences, depending on the research area. Since the present 
dissertation focuses on conventional expressions, the term ‘formulaic sequences’ will be 
                                               
11 Wray attests to the fact that this function of FcL may not be found as frequent in adult L2 
learners in instructed settings. 
12 Kecskes (2002). 
Chapter 4: Conventional Expressions 
 135 
used to refer to the target expressions included in the present investigation. The term 
‘pragmatic routines’ appears as well employed as an umbrella term to explain 
theoretical concepts, such as definitions, features, and studies, which also apply to 
conventional expressions. To provide a definition of conventional expressions, the 
detailed discussion of related terminology provided by Bardovi-Harlig (2006b, 2009, 
2012a, 2013b) will be presented first and will be complemented with definitions 
provided by other scholars, such as Coulmas (1981) or Roever (2005). The most 
important and more recurrent work on conventional expressions can be found in 
Bardovi-Harlig’s studies (e.g., 2006b, 2009, 2012a, 2013b). Additionally, she is the 
author that provides extensive discussion on the differences between all the concepts 
related to conventional expressions. These are the reasons why her investigations are 
referenced to define the existing terms in an attempt to draw differences among them.  
Bardovi-Harlig (2013b) considers pragmatic routines as an umbrella term that 
covers a variety of perspectives on how to approach formulaic language. Those 
perspectives are divided into two groups, based on whether pragmatic routines are 
considered as psycholinguistic phenomena or social phenomena. It is in those social 
phenomena where conventional expressions can be identified. As stated by this author 
(2013b), two distinctions can be made within the psycholinguistic aspect of pragmatic 
routines. On one hand, the terms ‘formula’ and ‘chunk’ can be employed to refer to the 
same string of words, but the term ‘chunk’ adds the connotation of retrieving and 
storing the string of words as if they were one single element. On the other hand, the 
terms ‘formula’ and ‘routine’ can also be used interchangeably, yet a string of words 
will be called ‘routine’ if it is employed in reference to the second language learning 
process. Bardovi-Harlig (2006b) differentiates three types of formulas: developmental, 
target, and semantics. According to her, ‘developmental formulas’ refer to those 
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sequences which are learnt as a whole, as if they were a single word, not being 
analyzed, thus showing no possible errors in the acquisitional process. ‘Target formulas’ 
focus on the social aspect of formulas and their role in communication. Bardovi-Harlig, 
using Coulmas (1981) definitions, defines ‘routine formulae’ as “highly 
conventionalized prepatterned expressions whose occurrence is tied to more or less 
standardized communication situations” (pp. 2-3). Moreover, Coulmas (1981) envisions 
‘conversational routines’ as “tacit agreements which the members of a community 
presume to be shared by every reasonable co-member. In embodying social knowledge 
they are essential in the handling of day-to-day transactions” (p. 4). Roever (2005), also 
following Coulmas (1981), distinguishes between ‘situational routines’ and ‘functional 
routines.’ ‘Situational routines’ are “limited in their appropriate appearance to a 
specific” social communicative situation (p. 15). For example, What brings you here? is 
a routine used typically by a doctor as they greet a patient; or Do you have anything to 
declare? is what a Customs Service Officer asks a person when entering a country. 
‘Functional routines,’ on the other hand, allow for more variable forms because they can 
be applied to multiple different contexts and conditions. Examples of functional 
routines are: I was wondering if…? or Do you mind if…?  
Finally, Bardovi-Harlig (2006b, p. 4) understands ‘semantic formulas’ as 
“components of a speech acts.” For example, a semantic formula can be part of an 
apology, such as “offer(ing) of repair” or “statement of responsibility”.  
Bardovi-Harlig (2009) provides different terms to refer to ‘developmental’ and 
‘target’ formulas, mainly drawing on the process in which a formula is acquired in the 
process of second language learning. She identifies two types of formulas: acquisitional 
and social. An ‘acquisitional formula’ is acquired at early stages in the course of 
learning an L2. These formulas stand out since learners produce them with such fluency 
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and proper syntactic manner, which contrasts with their low(er) proficiency level. 
Besides, acquisitional formulas are not examined by the learner’s interlanguage. This 
lends support to the assumption that these sequences are “stored and retrieved as a 
whole” (Bardovi-Harlig 2009, p. 757). In a ‘social formula,’ the language users in a 
speech a community, who use a given routine in a particular situation in written or 
spoken mode, are the focus of attention. Besides, they can be used in SLA research as 
input and/or also as target pragmatic features. Additionally, evidence suggests that only 
learners with high proficiency level can learn and employ social formulas appropriately 
(Bardovi-Harlig, 2009, p. 757). 
A further distinction is seen between the terms ‘formula’ and ‘conventional 
expression.’ Bardovi-Harlig (2013b) observes that they can be used as synonyms in the 
social characterization of routines. However, the concept of conventional expression 
emphasizes the social value of the given string of words when being used by a particular 
speech community, in that communities of speakers may not choose the same string. 
Moreover, the term ‘conventional expression’ does not include “the psycholinguistic 
claim regarding storage and retrieval” (Bardovi-Harlig, 2009, p. 757)13. Furthermore, 
only learners with a high level of proficiency will use conventional expressions more 
frequently. Since conventional expressions are complex in nature, only learners who 
have a more advanced interlanguage grammar will be able to use conventional 
expressions. These series of distinctions suggest that the term formula is employed both 
in the psycholinguistic and social characterization of pragmatic routines. So, other more 
specific terms related to each perspective, namely ‘chunk’ and ‘routine’ –for the 
                                               
13 Edmonds (2014) represents an exception, since she studied the processing of conventional 
expressions of English speakers learning French as a L2. 
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psycholinguistic aspect- and ‘conventional expression’ –for the social one- add those 
particular connotations needed in each case.  
Bardovi-Harlig (2009, p. 757) identifies ‘pragmatic routines’ as “those sequences 
that are frequently used by speakers in certain prescribed situations, (leaving aside) 
presuppositions about the eventual mental representation of these sequences for either 
native speakers or learners”. Additionally, Bardovi-Harlig and Vellenga (2012, p. 77) 
assert that pragmatic routines are seen as “crucial to social communication.” Narrowing 
the scope, House’s (1996) definition of pragmatic routines in pragmatics teaching is 
essential to better understand the purpose of my study. House states that pragmatic 
routines could be learnt “at any learning stage,” as it is in those formulas where the 
essence of a community dwells. Furthermore, conventional expressions are “essential in 
the verbal handling of everyday life” (pp. 227-228). 
In line with Bardovi-Harlig (2013b), Wood (2006), and Wray (2013b) also report 
formulaic sequences to be invariable multi-word units which can be used in a wide 
range of communicative situations, having different functions and being used 
differently, depending on the context of a particular situation. Moreover, these authors 
also coincide in that speakers of a given language store and retrieve formulaic 
sequences as whole in the mind, and that by making use of such prefabricated language 
their speaking fluency improves. Besides, Bardovi-Harlig (2009, 2012b) and Celce-
Murcia et al. (1995) asserted that a speaker is fluent in a language because they equally 
employ linguistic and formulaic expressions in their day-to-day communication. In turn, 
Wray (2002a) identified formulaic sequences as those strings of words that have a 
meaning or function that differs from those of the parts that compose the string of 
words, the sequence. Hence, this may allow hypothesizing that such strings of words are 
processed as a whole.  
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As mentioned before, the pragmatic features under investigation are conventional 
expressions. Bardovi-Harlig (2009) coined this term in an attempt to distinguish it from 
the term ‘formula’ (see above). According to her, ‘conventional expressions’ are 
sequences that “emphasize the social aspect of use –namely, a speech community’s 
preference for a particular string”, that “are used frequently by speakers in certain 
prescribed social situations” (p. 757), and leave aside the psycholinguistic studies 
dealing with issues related to processing (Bardovi-Harlig, 2019a, p. 100). Taking into 
consideration the extensive discussion on the terms presented above, and bearing in 
mind that the term ‘pragmatic routine’ may be used as an umbrella term in this 
dissertation, I consider Bardovi-Harlig’s (2006b, 2009, 2013b, 2019a) definitions of the 
terms ‘target formula’ (2006b) and ‘social formula’ (2009), as well as Coulmas’ (1981) 
definition of ‘routine formulae’ and ‘conversational routine’ to be in line with the 
characterization of ‘conventional expression’ (Bardovi-Harlig, 2009, 2019a).  
Table 4.  Terms used to provide my definition of conventional expressions for the 
present study 
Term Definition Source 
Target formula focus on the social aspect of formulas and the role 
they have in communicative interactions. 
Bardovi-Harlig 
(2006b) 
Social formula the focus is drawn on the language users in a speech 
community using a given routine in a specific 
situation, either written or spoken. 
can be used in SLA research as input and/or also as 
target pragmatic features.  
evidence suggests that only learners with high 
proficiency level can learn and employ social 
formulas appropriately  
Bardovi-Harlig 
(2009) 
Routine 
formulae 
“highly conventionalized prepatterned expressions 
whose occurrence is tied to more or less 
standardized communication situations” 
Coulmas 
(1981, pp. 2-3) 
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Conversational 
routine 
“tacit agreements which the members of a 
community presume to be shared by every 
reasonable co-member. In embodying social 
knowledge they are essential in the handling of day-
to-day transactions” 
Coulmas 
(1981, p. 4) 
 
 
 
Pragmatic 
routine 
 
“those sequences that are frequently used by 
speakers in certain prescribed situations, (leaving 
aside) presuppositions about the eventual mental 
representation of these sequences for either native 
speakers or learners”. 
Bardovi-Harlig 
(2009, p. 757) 
 
 
 
“crucial to social communication.” Bardovi-Harlig 
and Vellenga 
(2012, p. 77) 
 
 
 
 
Conventional 
expression 
 
“emphasize the social aspect of use –namely, a 
speech community’s preference for a particular 
string” 
 “are used frequently by speakers in certain 
prescribed social situations”  
and leave aside the psycholinguistic studies dealing 
with issues related to processing 
 
 
 
Bardovi-Harlig 
(2009, p. 757) 
 
“essential in the verbal handling of everyday life” House (1996, 
pp. 227-228) 
 
Based on all these definitions, my understanding of conventional expressions for 
the present dissertation is: a sequence, a string of words used in everyday specific 
communicative situations, by the members of a given community of speech, which is 
not necessarily limited to NSs only, and that allow some degree of variability. Most 
importantly, it is the social aspects of conventional expressions used in interaction what 
distinguishes this concept from the rest. 
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4.1.2 Features 
Evidence exists about different categorizations of FcL. These categorizations can also 
be applied to conventional expressions. Therefore, the term conventional expressions 
will be used henceforth. For example, Nattinger and DeCarrico (1992), Aijmer (1996), 
Schmitt and Carter (2004), and Bardovi-Harlig (2006b)14 proposed different 
classifications of conventional expressions according to the functions that these can 
carry out. Nattinger and DeCarrico (1992, pp. 60-66) classified conventional 
expressions according to three main interactional functions: 1) ‘social interactions,’ 
including ‘conversational maintenance’ and ‘conversational purpose;’ 2) ‘necessary 
topics’ from which language users are asked about frequently, such as their names or 
about the weather; and 3) ‘discourse devices’ which encompass ‘temporal connectors,’ 
‘exemplifiers,’ and ‘summarizers.’ Aijmer (1996) classified conventional expressions 
according to its functions in relation to four specific speech acts: thanking, apologies, 
requests, and offers. Schmitt and Carter (2004, p. 10) also identified three main 
functions of conventional expressions: 1) to keep a conversation going; 2) to organize 
their discourses, both oral and written; and 3) to carry on a conversation “in a precise 
and efficient manner” to avoid confusion or miscommunication situations. Bardovi-
Harlig (2006b) reported two different strategies: communicative strategies and 
productive strategies. Using a conventional expression as a communicative strategy 
provides learners with four specific benefits. First, they allow “learners early entry into 
communication when there is general lack of competence in target language rules” (p. 
2). Second, they elicit more input that can be acquired later. Third, they foster learners’ 
confidence because using them properly implies that the hearer will understand the 
                                               
14 For further information on issues related to the analysis of conventional expressions in L2 
pragmatics see Bardovi-Harlig (2013c).  
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message they transmitted. Finally, they will make the learner resemble a NS. Using a 
conventional expression as a production strategy 1) helps learners produce language 
more fluently as well as process faster; and 2) “saves the speaker planning time that can 
be used where it is needed more” (p.2). 
Regarding the use of conventional expressions, Wray (1999) proposed a 
classification according to four different groups of speakers: adult NSs, L1 learners, 
child as well as adult L2 learners, and also aphasic. Wray reviews the most relevant 
issues per group. For example, in relation to adult L2 learners, she focuses on the 
following aspects, which she supports with studies that serve as examples: naturalistic 
and classroom settings, and the role of conventional expressions as communication, and 
processing and acquisition assistance devices.  
For the purpose of the present dissertation, a series of features have been selected 
that help understand the nature of conventional expressions related to their form and 
function. The classification proposed by Wray (1999) was included because it 
differentiates between L1 and L2 speakers, considering the differences that are present 
in the acquisition of formulaic sequences by L1 and L2 speakers, especially on adult L2 
speakers, who may find the classroom context the only resource of input to learn this 
pragmatic features that facilitate communication. 
Myles, Hooper, and Mitchel’s (1998, p. 325) classification is also relevant since 
they propose five features to categorize pragmatic routines in the study of second 
language development. As mentioned above, the term ‘pragmatic routines’ is used in 
this study as an umbrella term, thus encompassing the term ‘conventional expressions’ 
in it. Therefore, the features Myles et al. propose for pragmatic routines can also be 
applied to conventional expressions. According to Myles et al., pragmatic routines are 
“at least two morphemes in length;” “phonologically coherent, that is, fluently 
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articulated, nonhesitant;” “used repeatedly and always in the same form;” “situationally 
dependent;” and “community-wide in use.” As reported in the literature, it may be 
easier to identify a pragmatic routine that meets the first four features, but more 
complicated to do so with the last one. See Wood (2015). Bardovi-Harlig (2013b) 
explains that this complication may be originated by the fact that variability exists in the 
usage of pragmatic expressions. Bardovi-Harlig provides two more clues to identify 
these chunks of language. These can be found either in speech and writing; and can be 
expressed differently, depending on the geographical area the community resides in. 
Additionally, speakers’ age also conditions the use of such sequences, since older native 
speakers may use an expression different from the one that younger native speakers of 
the same language may employ to refer to the same concept or issue.  
 This set of features has been selected because they best describe conventional 
expressions. It is true that the second feature suggested by Myles et al. (1998, p. 325): 
“used repeatedly and always in the same form” may prove problematic once variability 
is taken into consideration. In other words, some of the expressions vary; they are not 
always used in the same form. For example, Do you have a pen I can borrow? is very 
frequently used in this way (although other forms are possible), whereas some others 
are frequently employed in a variety of forms yet the meaning remains unchanged, such 
as Hi. How are you? and Hello. How are you? 
The present section has laid the ground for understanding what conventional 
expressions are and the features that characterize them. The instruments used in 
previous studies to measure recognition and production knowledge of conventional 
expressions, and the research conducted on this pragmatic feature are tackled in the 
following section.  
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4.2 Research on Conventional Expressions  
It was in the 1970s when the area of FcL saw an increase in research production. Some 
of the most well-know early studies in FcL include: Wong-Filmore (1976) and Raupach 
(1984) that observed children’s acquisition; Scarcella (1979b), which is considered the 
first study conducted on pragmatic routines, as seen in Chapter 1; Yorio (1980), who 
explored the written production of routines in adult L2 learners of English; or Schmidt’s 
(1983) renowned investigation of the pragmatic development of Wes, an EFL learner 
who arrived in Hawai’i with a very low level of proficiency in English and after a 3-
year study, this learner experienced an exponential development of his pragmatic 
competence, in conjunction with his desire to participate in social events, despite his 
limited grammatical competence. 
A renewed interest in pragmatic routines has arisen since the early 21st century 
(e.g., Schmitt, 2004; Wood, 2010; Wray, 2002, 2012). Nevertheless, literature on FcL 
dates as back as the 1920s and 1930s, with works on epic poems (e.g., Parry, 1928, 
1930, 1932) and anthropology (e.g., Malinowski, 1935). Other fields of research also 
showed interest for FcL, such as folklore (e.g., Opie & Opie, 1959), psychology (e.g., 
Goldman-Eisler, 1968), and grammar (Fraser, 1970). In the field of linguistics, Hymes 
(1962) was one of the first researchers that looked into these pragmatic features. See 
Wood (2015) for further details. Wray (2013a)15 discusses six main areas for study that 
have investigated FcL: ‘theory,’ that looks into issues of processing, lexis, and 
grammar; ‘clinical, observing language disorders; ‘development’ of L1 acquisition 
issues; ‘learning and teaching’ SLA; “culture,” exploring “oral traditions, social roles 
and cultural [variability]” (p. 318); and ‘text,’ which examines studies using corpora.  
                                               
15 For a summarized revision of the concept of ‘formulaic sequences’ see Wray (2013b).  
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All in all, the field of FcL has undertaken many different foci of research since it 
first emerged in the nineteenth century with medical studies on aphasia, until the 
twenty-first century with either a more psychological perspective focusing on the 
processing of multiword strings or a social perspective that learning FcL implies and 
brings to the learner’s interlanguage (Wray, 2013a).  
Conventional expressions (or pragmatic routines more generally) have been 
mainly explored in English (e.g., Barron, 2003; Edmonds, 2014; Ghobadi & Fahim, 
2009; Roever, 2005) and Chinese (e.g., Qi & Ding, 2011; Taguchi, Li, & Xiao, 2013; 
Taguchi, Xiao, & Li, 2016). Other less-researched languages are: French (e.g., Myles et 
al., 1998; Raupach, 1984), Spanish (e.g., Sánchez-Hernández & Alonso-Marks, 2018), 
and Japanese (e.g., Ohta, 1999; Tateyama, Kasper, Mui, Tay, & Thananart, 1997). As 
for instruments to measure recognition and production knowledge of conventional 
expressions, a review of the most frequently employed, such as discourse completion 
task (DCT) or vocabulary knowledge scale (VKS), can be found on Chapter 6, where 
those employed in the present dissertation are explained.  
The study and teaching of conventional expressions in L2 pragmatics is important 
due to their undeniable presence in a wide variety of social communicative contexts 
(e.g., Gyllstad & Schmitt, 2019; Hinkel, 2014, 2015, 2018). According to Hinkel (2018, 
p. 6), “[o]ne of the main advantages of teaching conversational prefabs and routinized 
expressions is that they can encourage learners to participate and thus help develop their 
speaking skills.” Besides, Hinkel (2018, p. 6) stated that “[m]any studies have 
demonstrated that recurrent patterned expressions are extremely common and 
fundamental to language learning and use.” Similarly, Alali and Schmitt (2012) also 
stated that formulaic sequences are paramount in the processes of learning and using a 
language and claim that their inclusion in explicit instructional treatments is needed. For 
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example, results from Taguchi (2013), Barron (2003) or Bardovi-Harlig (2009) reveal 
that even higher-proficient students may struggle with these pragmatic features. 
Furthermore, Kasper and Blum-Kulka (1993, p. 9) claimed conventional expressions are 
“one area where insufficient control of pragmalinguistic knowledge is particularly 
obvious.” Therefore, even though these three studies were not based in EFL settings, in 
light of this evidence, the inclusion of instructional treatments in the classroom setting 
should be emphasized more in the literature. For example, Bardovi-Harlig, Mossman, 
and Vellenga (2015b), as Bardovi-Harlig, Mossman, and Vellenga (2015a), analyzed 
the conventional expressions used in the speech acts of agreement, disagreement and 
clarification (self-, and other-), in the same context, English for Academic Purposes 
(EAP). In turn, by devising, testing and then implementing activities created from data 
in a spoken corpus, in which real-world pragmatics is used, they demonstrate that 
teaching authentic pragmatics in the classroom is possible. Besides, Bardovi-Harlig et 
al. (2015b) provided a series of ideas on how to compensate poor representation of 
pragmatics instruction on textbooks. They did so by means of the use of those corpus-
driven materials when teaching both sociopragmatic and pragmalinguistic features of 
conventional expressions. Thus, Bardovi-Harlig et al. (2015b) proved to be beneficial 
both for learners (since they learnt the target speech acts) and beneficial for the 
instructional pragmatic field, since it provided needed and authentic materials to teach 
pragmatics. For a further application of this technique to teach pragmatic routines, see 
Bardovi-Harlig, Mossman, and Su (2017).  
Learners should be made aware of the fact that some expressions allow 
variability, such as the response to Hi. How are you? that can be I’m/I am fine, thanks. 
And you?, I’m/I am good, thanks. And you? or Good. And you? Variability exists within 
the same expression (‘I’m’ or ‘I am;’ ‘fine’ or ‘good’) or the whole expression (‘I’m 
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good. And you?’). Bardovi-Harlig (2012b) observes that “studying [variability] in the 
use of conventional expressions shows that some speech acts and contexts promote 
greater use of conventional expressions” and adds that “some conventions are used by 
more speaker in a community than others” (p. 141) and warns that identifying the 
rationale behind those decisions merits further research. Moreover, Bardovi-Harlig 
states that the contexts in which variability in the use of conventional expressions occur 
should be clearly identified to better understand the operationalization of the 
conventional expressions occurring in such contexts. 
The present investigation contributes to the research on teaching conventional 
expressions16. It includes an explicit instructional treatment so as to teach learners 
conventional expressions based on real-life experiences and interactions. This will help 
them learn these expressions more effectively and be able to use them in future real-life 
situations. As Taguchi (2015b) states, this is the ultimate goal that should be met in the 
teaching of any pragmatic feature. Furthermore, the implications of including variability 
in the teaching of conventional expressions can be related to both the use and 
acquisition of such pragmatic features. See Barron (2012) for examples. The benefits of 
using conventional expressions have been discussed above. As for the acquisition of 
conventional expressions, learners can benefit from instruction because the instructional 
treatment may foster what Pawley and Syder (1983) coined ‘nativelike selection’. This 
refers to NSs’ ability to identify and use conventional expression from a variety of 
sentences that are grammatically correct but may not be conventional17.  Learners also 
have this ability, and the role it plays in their L2 language and pragmatic development is 
                                               
16 For a review of experimental and interventional studies on FcL, see Boers and Lindstromberg 
(2012). 
17 The issue of defining conventionality of conventional expressions in the present study is dealt 
with in detail in section 4.3 Target Conventional Expressions. 
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essential. Hence, the more nativelike selection learners apply to conventional 
expressions, the more pragmatically competent they should be (e.g. Ortaçtepe, 2013). 
In the following two subsections the studies more relevant to the recognition and 
production studies of conventional expressions are included. The studies set in an EFL 
context will be tackled first, followed by studies carried out by Bardovi-Harlig. Finally, 
research conducted in other contexts, such as SA, or other aspects, such as speech 
fluency, will be discussed.  
 4.2.1 Research on recognition and production of conventional expressions. 
The present section reviews some of the existing literature of recognition and 
production research on conventional expressions in L2 pragmatics. Special emphasis is 
given to studies conducted in EFL settings, since the present dissertation is set in an 
EFL context. Additional information is provided about other relevant studies in the 
literature of pragmatic routines more generally which are based in other contexts, such 
as ESL or SA. The studies conducted by Bardovi-Harlig (e.g., 2008, 2009, 2010, 
2011a), and further studies by this author, such as Bardovi-Harlig, Bastos, Burghardt, 
Chappetto, Nickels, and Rose (2010), and Bardovi-Harlig and Vellenga (2012), are 
included in the discussion below because the present dissertation was based in some of 
them (e.g., Bardovi-Harlig, 2008, 2009, 2011), even though all those studies are based 
on either ESL context. The studies included in the present section are divided into three 
groups: recognition studies, production studies, and recognition and production studies.  
First, recognition studies are reviewed. Only three were found in the literature: 
Bardovi-Harlig (2010, 2011, 2014). Even though these studies are based in an ESL 
setting, as mentioned before, results from these studies show different patterns related to 
proficiency. Bardovi-Harlig (2010) found that proficiency did influence the recognition 
of conventional expressions. However, Bardovi-Harlig (2014) found that even students 
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with love proficiency level were able to identify the target conventional expression. 
These mixed results call for the need for more studies on recognition of conventional 
expression in ESL, but also in other contexts such as EFL. Evidence from Bardovi-
Harlig (2011) relates to several issues students face in recognizing conventional 
expressions, such as challenges in distinguishing lexical and grammatical modifications, 
as well as two-particles conventional expressions.  
Bardovi-Harlig (2010) features a further refinement of tasks and change in the 
mode of presentation of the formulas she employed in Bardovi-Harlig (2008). Please 
refer to subsection 4.2.2.3 Recognition and production studies below. In this latter 
study, she provided 123 English learners and 49 NSs with a computerized aural 
recognition task to test learners’ ability to differentiate “authentic, conventional 
expressions (...) from the modified, nonconventional ones” (Bardovi-Harlig, 2010, p. 
141). Results showed that learners were able to make that distinction, but proficiency 
level played an important role. Additionally, there were some modified expressions 
participants reported having heard of frequently, which native speakers never did. 
Bardovi-Harlig (2011) employs the same refined computer-delivered aural 
recognition task as in Bardovi-Harlig (2010) above. This task consists of 60 
expressions, out of which 35 are original conventional expressions (i.e., not modified), 
and the 25 remaining expressions have been modified so that they are grammatically 
correct but are nonconventional. Four main findings are reported: (1) participants made 
correct reports for those expressions they marked as unknown to them; (2) participants 
reported that they heard equally often full and reduced form of the same expressions, 
such as Your are welcome and You’re welcome; (3) they faced difficulties with 
conventional expressions that consist of a verb and a particle, such as Watch out!; and 
(4) students found it more difficult to differentiate nonconventional grammatically 
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modified expressions from the lexically modified ones, in comparison to conventional 
expressions, which are not modified. 
Bardovi-Harlig (2014) analyzed 113 ESL learners’ awareness of a set of 
conventional expressions by means of a computerized Vocabulary Knowledge Scale 
(VKS) (also employed in Bardovi-Harlig, 2008, see below). Learners were asked to 
provide definitions and meanings of particular conventional expressions and their 
responses were compared to the native speakers’ participating in the study. Results 
showed that learners’ ability to define and provide examples does not go hand in hand 
exclusively with higher levels of proficiency since low-intermediate participants could 
do so as well. Additionally, being aware of what expressions mean may affect learner’s 
use, so some expressions are used in detriment of others. Finally, form-meaning 
mapping seem not to develop at the same time and are learned gradually, being the form 
acquired first, and the meaning afterwards, thus “confident use” coming at the end of 
that process (Bardovi-Harlig, 2014, p. 55).  
Second, production studies are reported. Five studies are included: one undertaken 
in an EFL setting (Rafieyan, Sharafi-Nejad, & Eng, 2014b), and four in an ESL setting 
(Bardovi-Harlig, Rose, & Nickels, 2008; Bardovi-Harlig, Bastos, Burghardt, Chappetto, 
Nickels, & Rose, 2010; Bardovi-Harlig & Vellenga, 2012; Bardovi-Harlig, Mossman, 
& Vellenga, 2015a). Evidence from these studies reveals that a series of factors can 
affect production of conventional expressions, such as instruction, the type of scenarios 
that target specific conventional expressions, proficiency level, and difficulty of the 
expressions among others. 
Rafieyan, Sharafi-Nejad, and Eng (2014b) explored 45 university learners’ oral 
production of conventional expressions in Iran. Students were randomly divided into 
three groups: control, experimental (Focus on Form) and experimental (Focus on 
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Forms). The former experimental group received instruction by means on watching 
videos and receiving input flood via written texts where there abounded conventional 
expressions. The Focus on Forms experimental group received explicit instruction by 
means of metapragmatic information which was followed by oral practice in the form of 
role plays. Students in the control group were provided with instruction on grammatical 
forms of the English language. Each instructional session lasted 1 hour and the 
instructional treatment lasted for 8 session in total (two sessions twice a week). To test 
the benefits of instruction, students performed an aural DCT (Bardovi-Harlig, 2009). 
Results showed that instruction was beneficial for the Focus on Form group, and that no 
statistically significant difference was found between the two experimental groups. 
Bardovi-Harlig et al. (2008) studied the use of conventional expressions with a 
group of ESL students who were L1 speakers of Chinese, Korean, Arabic and Japanese 
to test if learners’ L1 or proficiency level leveraged production. Results from the 
computed-delivered aural task and ODCT were compared to those of native speakers’. 
Results revealed that learners’ native-like production was influenced by the nature of 
the scenario as well as by their proficiency level (Rose, 2000; Tada, 2005), and 
exposure to the target language culture (Blum-Kulka & Olshtain, 1986).  
Bardovi-Harlig et al. (2010), as part of a larger study including Bardovi-Harlig 
(2010), tested learners’ use of conventional expressions with the same computer-
mediated aural task she used in her study that same year. Several findings were 
reported. Firstly, scenarios would determine the learners’ oral production of these 
formulas. Secondly, it is suggested that learners acquire conventional expressions 
starting off with a word and then building on grammar. Finally, and unlike previous 
research, this author found that there were no significant differences between the 
number of words and the target forms between learners and native speakers.  
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Bardovi-Harlig and Vellenga (2012) examined oral production of conventional 
expressions only with a pretest-posttest intervention treatment using the same 
instrument as Bardovi-Harlig (2009) and Bardovi-Harlig and Bastos (2011). Results 
obtained from an aural recognition task and an ODCT showed that learners’ use of 
conventional expressions is not only subject to instruction but to other factors as well, 
such as the complexity of the expression and the learner’s level of proficiency.  
Bardovi-Harlig, Mossman, and Vellenga’s (2015a) study focused on the effects of 
instruction on a given set of conventional expressions. Participants were distributed in 
an experimental group and a control group. With a pretest-posttest treatment, data were 
collected by means of a computerized ODCT. This task consisted of 30 items, which 
tested learners’ ability to simulate conversations that required the use of expressions 
featuring three specific speech acts namely, agreement, disagreement and clarification 
in academic discussion settings. Findings reveal that instruction was effective, since the 
experimental group outperformed the control group.  
Finally, studies that focus on both recognition and production are reviewed. A 
total of five studies are discussed: one in EFL (Rafieyan, Sharafi-Nejad, & Eng, 2014a), 
one in Chinese as a Foreign Language (CFL) (e.g., Taguchi, Li, & Tang, 2017) and 
three in ESL context (Bardovi-Harlig, 2008, 2009; and Bardovi-Harlig & Bastos, 2011). 
The studies in EFL contexts are explained first, followed by those undertaken in ESL 
settings. Evidence from these studies show that learners find it easier to recognize a 
given conventional expression, and that production may be a harder task to fulfill. 
Furthermore, other variables may affect this process, such as the delivery mode of the 
test (e.g., Taguchi et al., 2017). Bardovi-Harlig and Bastos (2011) is an exception in this 
group, since this study was carried out in a SA context. Nevertheless, results from this 
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study suggest that proficiency level together with intensity of interaction were decisive 
in the recognition and production of conventional expressions.  
Rafieyan et al. (2014a) explored the effect of raising students’ pragmatic 
awareness in relation to their abilities to perform recognition and production tasks more 
native-like in a group of 60 EFL university learners in Iran. Pragmatic awareness was 
measured by means of an appropriateness judgment task; recognition with a multiple-
choice pragmatic pragmatic listening comprehension task, and production via an oral 
discourse completion task (ODCT). Evidence suggests that the pragmatic awareness 
task may foster students’ pragmatic recognition and production. The authors highlighted 
the importance of including awareness-raising activities in the syllabus to help students 
become more pragmatically competence.  
Taguchi et al. (2017) carried out an innovative piece of research, since they 
created a web-based game that consisted of 10 videos that represented 10 different tasks 
of interactions targeting a total of 28 formulaic expressions, which students had to play 
with game-based characters. 30 participants enrolled in Chinese courses at a private 
northeast university in the US participated in this study. Pretest, posttest and delayed 
posttest possible gains were measured by means of a comprehension test and a 
production test. The former involved a 28 multiple-choice-item questionnaire, 
representing 28 different scenarios from those in the game, from which participants had 
to select one out of four options. As for the computer-delivered production test, students 
were given seven scenarios written in English language and seven scenarios written in 
Chinese. There were gaps in the scenarios which students had to fill out by providing 
formulaic expressions in Chinese. Furthermore, 24 students from this cohort were 
selected for a one-on-one interview in which they were asked to share their thoughts 
about the web-based game. Results revealed a knowledge gain that was maintained in 
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the posttest. Regarding the interviews, mixed results were found, since some students 
reported positive opinions about the game, whereas some others identified some aspects 
that could be improved in the future.  
Bardovi-Harlig’s (2008) study focused on ESL learners’ pragmalinguistic ability 
only to test both their recognition and production of conversational formulas. This 
ability was tested by means of a recognition task, a context identification task, a written 
DCT, and a modified version of Wesche & Paribakht’s (1996) Vocabulary Knowledge 
Scale. Results showed that learners performed better at recognizing than producing a 
specific set of formulas. 
Bardovi-Harlig (2009) also studied the recognition and production of 
conventional expressions, now considering proficiency level as well. Additionally, the 
type of tasks was modified and aural/oral substituted former ones, presented in written 
mode. Results, however, showed that learners were able to recognize conventional 
expressions more easily than to produce them, thus mirroring the results of Bardovi-
Harlig (2008). Interestingly, this author found out four patterns that explained the less 
frequent use of conventional expressions. See below.  
Bardovi-Harlig and Bastos (2011) used Bardovi-Harlig (2009) computer-mediated 
aural and oral tasks to test whether proficiency and two features of study abroad 
(intensity of interaction and length of stay) influenced the learners’ recognition and 
production of conventional expressions. As regards recognition, the authors found that 
intensity of interaction influenced greatly on the learners’ improvement of recognition 
of conventional expressions. Learners’ use of conventional expressions improved 
significantly determined by their level of proficiency as well as the intensity of 
interaction they had with NSs and NNSs. However, length of stay turned out not to be 
essential on the learners’ positive development.  
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To sum up, Bardovi-Harlig (2008, 2009) reveals that learners’ use of conventional 
expressions is less frequent than their recognition of the same formulas. The author 
stated that a plausible explanation could be the limited pragmalinguistic resources 
learners have, which was also found on Bardovi-Harlig and Vellenga (2012). Therefore, 
learners tend to use more words to express the same idea than they could with a 
conventional expression. Additionally, in her latter study (Bardovi-Harlig, 2009), the 
author found four patterns that could also explain these findings: learners reported to be 
familiar with particular expressions, which they included in their every-day 
conversation. Some other expressions were not so familiar to learners and, as a 
consequence, they did not get included in the learners’ repertoire. Regarding some other 
expressions, the more proficient the learners became, the more those routines were 
produced. And finally, a striking pattern was found, due to the fact that learners reported 
to be able to recognize some expressions, but they did not actually use them. Bardovi-
Harlig et al. (2008) and Bardovi-Harlig (2010a) also found out that the learners’ use of 
these particular formulas is constrained by the type of scenario. Additionally, Bardovi-
Harlig (2010a) suggested that learners’ acquisition of conventional expressions starts 
off with a word and then builds on grammar. Finally, proficiency level was found to 
play a role on the oral production of conventional expressions (Bardovi-Harlig et al., 
2008; Bardovi-Harlig & Bastos, 2011; Bardovi-Harlig & Vellenga, 2012). 
Bardovi-Harlig (2008, 2009) also reveals that learners were able to recognize 
conventional expressions more easily than to produce them, or even recognize the high 
frequency of some expressions, which native speakers have less frequently heard of 
(Bardovi-Harlig, 2010a). Bardovi-Harlig (2010a) and Bardovi-Harlig and Bastos (2011) 
also found out that proficiency is also a factor that plays a role in the awareness of 
conventional expressions. Moreover, Bardovi-Harlig and Bastos (2011) shows intensity 
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of interaction as a factor that also affects recognition of these formulas. Finally, 
Bardovi-Harlig (2014) mirrors those of Bardovi-Harlig (2010a) in that the acquisition of 
conventional expressions is first lexical and then expanded to grammatical.  
All in all, learners have benefitted from instruction in all of Bardovi-Harlig’s 
studies mentioned above as well as in Bardovi-Harlig, Mossman, and Vellenga (2015a, 
2015b). Taking all these studies into consideration, and as research suggests that 
learners benefit from the use of instruction on the use of conventional expressions. I 
believe that there may be a positive correlation between the explicit instructional 
treatment I designed for this study and the learners’ recognition and oral production of 
conventional expressions. 
As mentioned at the beginning of this section, other studies have research 
conventional expressions or pragmatic routines in other contexts which have shed light 
on the existing literature, helping understand the processes that affect the learning and 
acquisition of these pragmatic features as well as the development of pragmatic 
competence. Examples of such studies are: in SA (e.g., Alcón-Soler & Sánchez-
Hernández, 2017; DeBoer, 2015; Roever, 2012; Sánchez-Hernández, 2017, 2018; 
Taguchi, 2013; Taguchi, Li, & Xiao, 2013; Taguchi, Xiao, & Li, 2016; Yang, 2016); in 
multilingual settings (e.g., Safont & Portolés, 2016; Spöttl & McCarthy, 2003); studies 
on written production of formulaic language (e.g., AlHassan & Wood, 2015; Durrant & 
Mathews-Aydinli, 2011; Pérez-Llantada, 2014; Peters & Pauwels, 2015); and on 
fluency (e.g., Tsou & Huang, 2012; Rafieyan, 2018).  
This dissertation explores the recognition and production of conventional 
expressions by a group of undergraduate EFL learners exposed to an instructional 
treatment. As an innovation, this study also considers students’ attitudes towards the 
English language and the instructional treatment received. This study aims to contribute 
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to the existing literature in four ways. First, both recognition and production of 
conventional expressions are examined, in comparison to those studies which only 
explored recognition (Bardovi-Harlig, 2010, 2014), as well as to those which only 
investigated production (Rafieyan et al., 2014b, in EFL context; Bardovi-Harlig, Rose, 
& Nickels, 2008; Bardovi-Harlig et al., 2010; Bardovi-Harlig & Vellenga, 2012; 
Bardovi-Harlig et al., 2015a, in ESL context). Regarding existing literature on 
recognition and production, most of the studies have been carried out in an ESL setting 
(Bardovi-Harlig, 2008, 2009; and Bardovi-Harlig & Bastos, 2011), and in CFL 
(Taguchi, Li, & Tang, 2017). Only one study has investigated these two skills in an EFL 
context (Rafieyan et al., 2014a). Therefore, The first contribution deals with the 
inclusion of both skills in one same study. The second contribution is related to the 
research setting. Extensive literature can be found on ESL and SA. However, fewer 
studies can be found in EFL, which is the context where this dissertation was 
conducted. The third contribution deals with the goals aimed to achieve with the 
provision of explicit instruction. Explicit instruction was provided to foster a) students’ 
learning of conventional expressions, and b) students’ future application of the target 
conventional expressions in real-life situations. Finally, a fourth contribution is related 
to the inclusion of attitudes and the effects it may have on both the English language, as 
well as the particular instruction implemented, which, as mentioned before, no other 
study has explored to date.  
4.3 Target Conventional Expressions 
A total of 23 conventional expressions were selected for the purpose of this study. They 
were divided into target conventional expressions used in the vocabulary knowledge 
scale (VKS) and the computer-delivered ODCT (n = 18), and those used as distractors 
in the instructional treatment (n = 5). Before going into detail on each of the 
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expressions, a few issues are worth discussing: 1) difficulty of the expressions; 2) 
number of items included in the tests; 3) operationalization of validity of the 
conventional expressions. 
As for difficulty, easier and more difficult expressions were included in this study 
in line with Taguchi and Roever’s (2017) discussion about (the importance of) teaching 
conventional expressions, to which they refer as “routine formulae” (p. 229), to less 
proficient students. Taguchi and Roever pointed out to the existence of the majority of 
the research on routine formulae being carried out on intermediate students, and that 
“there is no reason why low-proficiency learners could not be taught simple, useful 
routine formulae” (p. 25) considering they can be stored as whole. Additionally, 
evidence suggests (e.g., Bardovi-Harlig, 2009; Roever, 2012) that difficulty in routine 
formulae may reside in their grammatical complexity (opacity) together with the 
frequency in the input (p. 25). Therefore, teaching less proficient students easier routine 
formulae such as Hi. How are you? should not posit higher cognitive demands and 
should help them boost their pragmatic competence. Besides, Taguchi and Roever 
argued that providing more proficient learners with instruction on how to use 
conventional expressions in real-life situations is also paramount, and as research 
shows, 1) this issue has received scant attention and 2) even more proficient students 
may be in need of pragmatics instruction despite their well-developed linguistic 
competence. On this last note, Taguchi and Roever claimed that further research is 
needed on the provision of instruction on routine formulae, since it may be an advantage 
to learners of all levels of proficiency, not only as for the pragmalinguistic resources per 
se, but also the sociopragmatic issues concerned with those routine formulae. 
Instructing learners on the contextual and cultural phenomena linked to routine 
formulae in communicative situations will allow students to identify context-related 
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issues that may not be attended to without instruction, and which may cause 
communication breakdown due to for example cultural differences. 
Concerning the number of items included, 17 were included in the VKS and 15 in 
the computer-delivered oral discourse completion test (computer-delivered ODCT). 
These are numbers agreed on in the literature which make a task neither too short nor 
too long. For example, Fukuya and Martínez-Flor (2008) included 16 items in their 
study on the effect of explicit and implicit instruction on the speech act of suggestions 
by means of DCTs; and as reported by Félix-Brasdefer (2010), a standard written DCT 
(WDCT) normally comprehends from 12 to 18 items18.  
Finally, conventionality19 was operationalized in the present study in line with 
Bardovi-Harlig (2008, 2009) and Bardovi-Harlig et al. (2010), where they set a 50% 
cut-off as a measure to include or exclude a given conventional expression. A small 
group of NSs were contacted and sent a table via email, which included the target 
conventional expressions and the scenarios in which they would be used. Those NSs in 
particular were contacted because they were born and raised in different states in the 
US, although they all lived in Pittsburgh (PA) by the time they were reached. By 
including NSs from different areas of the country, it was aimed at checking for the 
validation of variable forms that some target expressions allowed. Thus, it was tried to 
ensure as much as possible the “community-wide in use” feature proposed by Myles et 
al. (1998). See Chapter 4. The NSs agreed on 100% of the expressions and situations. 
Furthermore, they provided feedback to improve the intelligibility of the scenarios. For 
example, they suggested vocabulary changes in a few number of situations to avoid 
ambiguity.  
                                               
18 For further information about rationale for item inclusion, see subsection 6.4.3 Computer-
delivered Oral Discourse Completion Test. 
19  For a recent discussion on how conventionality is operationalized in L2 pragmatics see 
Bardovi-Harlig (2019a).  
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Considering the issues mentioned before, two tables are presented as follows. The 
first (Table 5) includes the target conventional expressions used in the vocabulary 
knowledge scale (VKS) and the computer-delivered ODCT in the pretest, posttest and 
delayed posttest of this study. From these target conventional expressions, 17 were 
included in the VKS, and 15 in the computer-delivered ODCT. The expressions Good. 
How are you? and I’d love to were not explicitly given a scenario in the computer-
delivered ODCT because they were elicited in the supermarket situation the first, and 
the dancing with the friend situation the latter. The second table (Table 6) includes the 
five conventional expressions used as distractors in the instructional treatment Session 
1. The information in each table is presented as follows: the first column represents the 
scenario eliciting a given conventional expression. Then, the second column includes 
the target conventional expressions. The third column shows possible different forms of 
variation; and the fourth and last column reflects the source from where the 
conventional expression was selected.
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4.4 Chapter Summary 
Chapter 4 provides a comprehensive overview of the concept of conventional 
expressions, and pragmatic routines as an umbrella term, and the research undertaken 
on this pragmatic feature in EFL settings mainly, where the present dissertation was 
carried out.  
In the first section of the chapter, the concept of conventional expressions was 
explained in detail, ruling it out from other related concepts such as formula, or chunk. 
After that, the features that characterize this pragmatic phenomena were explained as 
well as the different classifications of pragmatic routines, mainly related to their social 
functions, which is the issue that differentiates conventional expressions from the rest of 
formulaic expressions (e.g., Nattinger & DeCarrico, 1992; Aijmer, 1996; Schmitt & 
Carter, 2004; and Bardovi-Harlig, 2006b).  
The second section of the chapter included the characterization and description of 
the research conducted on conventional expressions in ILP and the identification and 
rationale to include the target conventional expressions used in this study. First of all, 
the scope of research carried out on conventional expressions was discussed. Two other 
features were also tackled: teaching conventional expressions, and the fundamental role 
it may play in EFL settings, as well as the issue of variability in the use of conventional 
expressions and the importance of including it in the teaching of these pragmatic 
resources. Finally, the chapter concludes with a review of some of the studies carried 
out on conventional expressions in EFL settings, but also most of Bardovi-Harlig 
studies, because, as mentioned above, the present dissertation was inspired by Bardovi-
Harlig’s studies (2008, 2009). The review of such studies was divided into three main 
groups: recognition studies, production studies, and recognition and production studies. 
A final paragraph included some of the most important pieces of research on pragmatic 
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routines conducted in other research areas, such as SA or multilingual settings. This 
final paragraph was included to acknowledge the extensive work undertaken on 
formulaic expressions in different settings other than EFL. Finally, the 23 conventional 
expressions used in this study were identified, and commented on, including the 
rationale (e.g., difficulty and social situation) why they were selected. 
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Chapter 5: Motivation for The Study  
The present chapter explains the reasons that motivated the present investigation in 
Section 5.1, as well as the research questions and hypotheses, formulated in Section 5.2. 
Finally, the Chapter Summary is presented in Section 5.3 
5.1 Purpose 
Two personal life events motivated me to carry out the present dissertation: a personal 
experience in Alfred (NY), and my MELACOM (Masters for the Teaching of English 
in Multilingual Contexts, Universitat Jaume I, Castellón, Spain) Masters thesis.  
In regards to my personal experience, it dates back to Fall 2011, when I travelled 
to Alfred (NY) to do a four-month stay abroad as a requirement to graduate in my 
undergraduate studies in English Philology. When I arrived to this small town in upstate 
New York and started interacting with American NSs, they told me that I spoke 
‘bookish English’. That stroke me so much that I decided to pay closer attention to 
social interactions between people, both in and outside the classroom setting, older and 
younger, all members of the wider community –the country/region- and smaller 
communities –such as college friends or family. I especially enjoyed and learned from 
the social informal situations that took place outside the academic environment. That is 
why most of the situations included in the present dissertation take place in non-
academic settings. I started going to the local café and listen to people talk. I took notes 
about their and my interactions with the baristas among other people. In so doing, I 
realized that certain expressions were recurrent and specific to certain interactional 
events, such as the greeting a cashier will use at the supermarket or interacting with a 
sales assistant while going shopping. Most importantly, I found myself in all of those 
situations, and to some of whose I did not know what to say. I had never encountered 
such expressions in my textbooks, and when I had, it was all related to what I found to 
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be stereotypes, or other things that did not really seem to make sense to me now that I 
was immersed in the context. All of these experiences and issues and situations made 
me think about how NSs really use the language, the cultural and the social sides of the 
language.  
From everything I observed, I was fascinated by those short conversations that 
often do not add much information, but which bring a much social and cultural 
character and help to maintain and enhance social communication; and these are 
conventional expressions. Therefore, I took the opportunity while being abroad to learn 
from NSs, ask them whenever I had doubts, and try to learn those expressions to 
improve my pragmatic competence. By the end of my stay, I had learnt quite a few, and 
that made me more confident about my English, which in turn made me like the English 
language even more.  
When I came back home to Spain, I graduated and enrolled in the MELACOM 
Masters Program. As a graduating requirement, I had to design and implement a 
research study and I saw that opportunity to investigate conventional expressions in an 
EFL setting. In my study, entitled The effect of instruction on production and 
recognition of pragmatic routines: a case study under the supervision of Dr. Alcón-
Soler, I taught a series of conventional expressions to children aged five to seven in an 
EFL context. Results evidenced that: (1) participants’ oral production of pragmatic 
routines was better than their recognition, which may have been due to instructional 
effects. (2) Including pictures that aimed to reinforce the routine-picture association was 
essential to foster participants’ acquisitional process. And, (3) emotions had an affect on 
both language learning and use.  
All in all, seeing that the young students had learnt pragmatic routines to a certain 
extent by means of the games, instructional treatment, and tasks created, inspired me to 
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further study these expressions in adult language learners. In what follows, I present the 
six aims of this dissertation as well as its contributions to the existing literature.  
Recognition and production of conventional expressions  
• AIM 1: Investigate the effect of an explicit instructional treatment on both the 
recognition and production of conventional expressions.  
As explained in Chapter 4, research on conventional expressions has focused mostly on 
recognition (Bardovi-Harlig, 2010a, 2011, 2014), on production (Rafieyan, Sharafi-
Nejad, & Eng, 2014b; Bardovi-Harlig, Rose, & Nickels, 2008; Bardovi-Harlig, Bastos, 
Burghardt, Chappetto, Nickels, & Rose, 2010; Bardovi-Harlig & Vellenga, 2012; 
Bardovi-Harlig, Mossman, & Vellenga, 2015a), with some studies including both 
recognition and production (Bardovi-Harlig, 2008, 2009; and Bardovi-Harlig & Bastos, 
2011; Taguchi, Li, & Tang, 2017). As for these studies, examining both recognition and 
production, the majority has been conducted in an ESL context. Therefore, the present 
study aims to contribute to the research that explores both recognition and production of 
such sequences in an EFL environment, which –to the best of our knowledge- only one 
study has investigated: Rafieyan, Sharafi-Nejad, and Eng (2014a). In so doing, this 
dissertation provides a more comprehensive perspective on the learning of conventional 
expressions.  
Research on conventional expressions in EFL setting  
• AIM 2: Explore the effect of instruction on such pragmatic features in an EFL 
setting. 
As seen in Aim 1 above, most of the studies conducted on the recognition and 
production of conventional expressions have been conducted in ESL settings (Bardovi-
Harlig, 2008, 2009), CFL (Taguchi, Li, & Tang, 2017), SA (Alcón-Soler & Sánchez-
Hernández, 2017; Bardovi-Harlig & Bastos, 2011; DeBoer, 2015; Roever, 2012; 
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Sánchez-Hernández, 2017, 2018; Taguchi, 2013; Taguchi, Li, & Xiao, 2013; Taguchi, 
Xiao, & Li, 2016; Yang, 2016). In contrast, the present investigation contributes to the 
examination of recognition and production of conventional expressions in an EFL 
context.  
Instruction 
• AIM 3: Examine whether the explicit teaching employed proves effective for the 
learning of conventional expressions.  
Evidence of the effect of instruction in pragmatics in general reveals four different 
trends: explicit treatment is more effective than implicit treatment, including 
metapragmatic instruction/awareness and production (e.g., Alcón-Soler & Martínez-
Flor, 2005; Jeon & Kaya, 2006; Norris & Ortega, 2000; Taguchi, 2015b; Taguchi & 
Roever, 2017); implicit treatment is more effective than explicit treatment (e.g., Alcón-
Soler, 2005; Fukuya & Martínez-Flor, 2008); both treatments are equally effective 
(Fukuya & Zhang, 2002; Narita, 2012), and explicit instruction is not effective (e.g., 
House, 1996). The present study aims to shed some light on the inconclusive results in 
the literature about the effectiveness of explicit versus implicit instruction (Chapter 2). 
Most evidence of instructional effects on recognition of conventional expressions 
comes from research in ESL settings (Bardovi-Harlig & Vellenga, 2012; Bardovi-Harlig 
et al., 2015a). Regarding instructional effects on recognition and production, Rafieyan 
et al. (2014a) was conducted in an EFL setting. As for explicit versus implicit 
instruction, most studies on conventional expressions used explicit instruction. This 
type of instruction entails metapragmatic information, instruction, and practice activities 
either written (Bardovi-Harlig & Vellenga, 2012) or oral (Bardovi-Harlig et al., 2015a). 
Therefore, the present study contributes to the literature because it includes instruction 
by means of explicit metapragmatic instruction and discussion as well as written 
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practice (appropriateness judgment task, AJT) and oral practice (role-plays). This 
pedagogical intervention is employed to raise students’ awareness of both the 
pragmalinguistic features under study as well as the sociopragmatic contextual features 
inherent to each situation. Additionally, the explicit instructional treatment includes 
conventional expressions based on real-life experiences and interactions. In so doing, it 
aims to foster 1) students’ learning of conventional expressions, and 2) students’ future 
application of the target conventional expressions in real-life situations.  
The instructional treatment in this dissertation also differs from the existing ones 
in that there is variability. In other words, a wide array of options is presented in the 
PowerPoint Presentation in Session 1, while in previous studies only the canonical most 
appropriate expression was used. For those expressions that allowed variability of some 
sort, other possible expressions were included and participants knew that all could be 
used. Explanations about the sociopragmatic features of each context were also 
provided to students in order for them to better understand the target conventional 
expressions as well as their use in each of the situations. Such metapragmatic 
instruction was used to raise students’ awareness, which studies in both EFL and ESL 
studies have regarded as essential in the provision of instruction in teaching pragmatics.  
Language attitudes  
• AIM 4: Observe participants’ attitudes towards the interventional treatment 
provided. 
• AIM 5: Study participants’ attitudes towards English. 
Research abounds on the effect of attitudes towards languages in multilingual settings 
(e.g., Huguet, 2007; Lasagabaster, 2007; Loredo, Fernández, Suárez, & Casares, 2007; 
Nightingale, 2012, 2016; Portolés, 2011, 2014, 2015; and Safont, 2007, 2015) and with 
different populations: adolescents (e.g., Nightingale, 2016), children (e.g., Portolés, 2015) 
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and university students (e.g., Safont, 2007). From within these studies, just one explores 
the relation between attitudes and pragmatics (e.g., Portolés, 2015). Therefore, the present 
study aims to contribute to the literature on the effects of language attitudes towards 
languages in three ways. First, and more generally, this study investigates language 
attitudes and ILP in an EFL context. Second, and more specifically, the present study 
explores the cognitive component of attitudes towards English based on the students’ 
recognition and production of conventional expressions, which, as far as could be 
established, has not been explored. Particularly, I attempt to identify the extent to which 
favorable attitudes may play a role in the production and recognition of conventional 
expressions. Finally, the present study also contributes to the literature by studying 
participants’ attitudes towards English, based on their attitudes towards the instructional 
treatment they received. Portolés (2011) stresses the importance of conducting research on 
language attitudes and pragmatics to identify such attitudes and track the possible effects 
they can have in the development of students’ pragmatic competence. This study presents 
several novelties, since, to the best of my knowledge, no study to date has included the 
connection between attitudes and conventional expressions in EFL.  
Research design improvement 
• AIM 6: Explore the possible effect of instruction over time 
As explained in Chapter 4, from some of the studies on conventional expressions, only 
three included instructional treatment as a variable to affect recognition and/ or production 
of conventional expressions: Bardovi-Harlig and Vellenga (2012), Bardovi-Harlig et al. 
(2015a), and Rafieyan et al. (2014b). The research design of all of these studies included a 
pretest and a posttest but not a delayed posttest. Therefore, the present study contributes to 
this existing literature by including a delayed posttest to explore whether the effects of 
instruction are maintained over a longer period of time.  
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Improvement of production task 
• AIM 7: Improve the computer-delivered ODCT to create a more robust and 
reliable data collection instrument 
Many studies that have looked into the oral production of conventional expressions have 
used ODCTs (e.g., Bardovi-Harlig, 2009; Bardovi-Harlig et al., 2010; Bardovi-Harlig & 
Bastos, 2011; Bardovi-Harlig et al., 2008; Bardovi-Harlig & Vellenga, 2012; Bardovi-
Harlig et al., 2015a; and Rafieyan et al., 2014a). All of these studies used the same 
ODCT: the one designed by Bardovi-Harlig (2009). Since ODCTs have received so much 
criticism (see Chapter 6), a series of features were introduced to improve the computer-
delivered ODCT created specifically for the present dissertation. First, audiovisual 
material was included in the form of pictures and a video that depicted real-life situations. 
Additionally, a retrospective verbal protocol (RVP) was added to this instrument to gain 
qualitative insights into the quantitative data obtained from the computer-delivered 
ODCT.  
To sum up, the present investigation contributes to the literature in six ways:  
• Includes the study of both recognition and production of conventional expressions,  
• Explores an EFL setting.  
• Examines the effects of instruction. 
• Examines attitudes: 
o towards English and  
o towards the instruction received.  
• Includes a delayed posttest, in order to track the possible effects of instruction for 
a longer period of time.  
From these research aims, two research questions and their subsequent hypotheses 
have been formulated, which are presented in the following section. 
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5.2 Research Questions 
Research question 1 (RQ1): To what extent does explicit instruction affect the 
development of conventional expressions? 
Research has shown that learners find it easier to recognize conventional 
expressions rather than to produce them. Besides, evidence shows that instruction is 
essential in order to foster learners’ pragmatic competence. Based on previous studies, 
three hypotheses are formulated regarding this research question. 
Hypothesis 1 (H1): Participants’ awareness of conventional expressions will 
improve after receiving instruction (posttest), and will mostly be lost after a longer 
period of time (delayed posttest), as measured by the scores in the VKS.  
Hypothesis 2 (H2): Participants’ production of conventional expressions will 
improve after receiving instruction (posttest), and will mostly be lost after a longer 
period of time (delayed posttest), as measured by the scores in the computer-delivered 
ODCT. 
Hypothesis 3 (H3): Participants’ responses to the retrospective verbal protocols 
will reflect the effect of instruction on their recognition and further production of 
conventional expressions.  
The second part of this dissertation focuses on students’ attitudes. Research 
question 2 (RQ2) answers this question. 
Research question 2 (RQ2): How do participants’ attitudes influence towards the 
recognition and use of conventional expressions? 
Previous studies that investigated the effect of attitudes towards languages have 
shown that attitudes play a decisive role in the language learning process. 
Hypothesis 4 (H4): Students with more positive attitudes towards the instructional 
treatment will perform better after instruction.  
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Hypothesis 5 (H5): Participants will change their attitudes in the attitudes 
questionnaire across times. 
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5.3 Chapter Summary 
The present chapter examined first the reasons that drove the design of the present study 
as well as the aims and contributions that this dissertation brings to the existing 
literature on ILP, teaching pragmatics, conventional expressions, language attitudes, and 
research in the field of EFL. Finally, the research questions and hypotheses drawn from 
the research gaps are explained.  
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Chapter 6: Method 
The present study aims to examine the effects of technology-enhanced instruction and 
language attitudes on the developmental process of recognition and production of a 
given set of conventional expressions by Spanish learners of English in an EFL context. 
As the theoretical underpinnings that support the study were articulated in the first four 
chapters and the rationale and research questions by which this study was driven were 
explained in Chapter 5, Chapter 6 accounts for the method designed to conduct the 
present dissertation. The following subsections are explored in detail: the setting and 
participants in Section 6.1, a revision of the target conventional expressions in Section 
6.2, the instructional treatment in Section 6.3, the instruments for data collection in 
Section 6.4, the data collection procedure in Section 6.5, the data analysis for both 
quantitative and qualitative instruments in Section 6.6, and the Chapter Summary to 
conclude in Section 6.7.  
6.1 Setting and Participants 
Data were collected at Universitat Jaume I, in Castellón de La Plana, Spain. This is a 
public institution composed of four main schools, namely the College of Humanities 
and Social Sciences, the School of Technology and Experimental Sciences, the School 
of Law and Economics, and the School of Medicine. This university is multilingual in 
nature, since both Spanish and Catalan languages are co-official. English for Specific 
Purposes (ESP) courses in the freshmen year are a requirement in all major programs 
throughout campus. Data for the present study was collected at the College of 
Humanities and Social Sciences for one main reason: data accessibility. Therefore, this 
study was conducted in an English as a Foreign Language (EFL) context, that is, one in 
which English is not the (co)official language. As previously explained in Chapter 2, 
since English is not used in the community, learners have a rather limited access to the 
Chapter 6: Method 
 180
language. The academic environment tends to be the only, or main, setting where 
students may have access to and put into practice their knowledge of English. 
Therefore, pragmatics instruction is essential, since learners will find scarce 
opportunities to practice the TL outside the instructional setting. In other words, in such 
educational environments, classroom instruction may be the only opportunity learners 
have to receive input and have interactional situations to practice their L2 (Nguyen et al, 
2012; Eslami & Liu, 2013).  
Other sources that allow EFL students to be in contact with English in this 
particular context are the media and exchange student programs, to which they can 
enroll later in their Junior and Senior years. Additionally, students may also have the 
opportunity to be in contact with other exchange students that come to Universitat 
Jaume I from different (non-) English-speaking countries to do their stay abroad 
semester program. In addition, Universitat Jaume I hosts a series of events throughout 
the semester in which local students can sign up to meet the incoming exchange 
students from Europe, US, and Asia. Such events bring about opportunities for local and 
exchange students to meet new people, get to know and understand other cultures, and 
be more open to the world. For example, cooking events, where exchange students 
prepare special dishes from their countries of origin, are excellent opportunities for local 
and exchange students to interact. These encounters help students develop their 
interpersonal skills, which is essential in the globalized world we live in nowadays.  
Participants in this study were 48 undergraduate junior year students enrolled at 
the English Studies Degree in the aforementioned university. Data from two participants 
from the control group were not included in the final sample because one participant 
was a NS from the US and the other participant looked for information about the target 
pragmatic features online, thus having access to some of the information provided to 
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participants in the experimental group. The final sample consisted of 46 participants. 
Male participants’ (n = 14) age ranged from 20 to 45 (Mean = 24.21). Female 
participants’ (n = 32) age ranged from 20 to 55 (Mean = 23.21). All 46 participants 
were enrolled in the course EA0930: English Sociolinguistics. From the 46 students, 21 
made up the experimental group, who were enrolled in the course E0936: Linguistics 
and English Language Teaching Methodology. The rationale behind dividing the 
participants into the control group and the experimental group was based on the courses 
that they were enrolled in. These were the two courses to which access was granted to 
collect data for this dissertation. As mentioned above, all participants took a language 
attitude questionnaire, which included some questions eliciting background knowledge 
from the students. In regards to participants’ L1s, the majority of the students indicated 
that their L1 was Spanish (n = 21) or both Catalan and Spanish (n = 15). A more 
reduced group acknowledged Catalan as their L1 (n = 5). Finally, a minority stated that 
Italian (n = 1) or Rumanian (n = 4) was their L1.  
All 46 participants were junior year students enrolled in the English Studies 
Degree. In this degree, all the instruction is provided in English, except for very few 
optional courses that are offered in other languages, such as Spanish. Regarding 
participants’ proficiency level, it ranged from A2 to C1, that is, from upper beginner to 
advanced, according to the Common European Framework of Reference (CEFR). The 
Quick Placement Test (Oxford University Press) was administered to determine the 
participants’ English proficiency level according to the CEFR. The scores obtained by 
the students are shown in Table 7 grouped according to their proficiency level.  
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Table 7.  Number of students per level of proficiency in English 
Level of proficiency Students (N = 46) 
A2 1 
B1 11 
B2 25 
C1 9 
 
The CEFR conceives language proficiency in terms of six different levels. A1 and 
A2 levels correspond to a low proficiency level. Moving up the scale, the levels B1 and 
B2 correspond to the intermediate proficiency level. Finally, C1 and C2 levels 
correspond to an advanced proficiency level. As shown in Table 7 above, the majority 
of the students were placed in an intermediate level of proficiency (n = 36). A further 
distinction within this particular proficiency level refers to whether these are pre-
intermediate, namely B1 level (n = 11), or upper-intermediate, namely B2 level (n = 
25). Only one participant was reported to have an A2 level, which is the upper-beginner 
level. Lastly, nine participants were placed in the C1 level, which translates into the first 
of the two levels within the advanced level of proficiency aforementioned.  
In regards to the media mentioned above, participants were asked about their use 
of newspapers, TV, and music in the Attitudes Questionnaire. They were asked to mark 
the language they prefer to 1) watch TV or online shows; 2) read the press; 3) listen to 
music; and 4) listen to the radio on a likert scale from one to seven, one being “Always 
in L1” and seven being “Always en English.” This likert scale also accounted for an L2, 
which to most of the participants in the present study was not English, but either 
Spanish or Catalan mainly. Data from the Attitudes Questionnaire showed that the 
majority of the participants watched TV or online shows often in English (54%), while 
19% of the participants reported watching TV/Online shows always in English, 15% 
reported doing this activity fore often in their L2 than in their L1, and only about a 6% 
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watched TV/Online shows in their L1. Interestingly, 32% of the participants reported 
reading the press in their L1 (mostly Spanish) and the same percentage of students 
doing so exclusively in English. As regards to music, 63% of the participants stated that 
they listen to it in their L2 more often than in English, and nearly 24% reported doing so 
always in English. On the contrary, when it comes to listening to the radio, nearly 37% 
of the participants reported doing so always in their L1, whereas only 2% listen to the 
radio always in English. About 19% of the participants prefer listening to the radio 
always in their L2, that being Spanish, whereas 13% of the participants do so more in 
the L2 than in their L1, and another 13% always in English. All in all, this cohort 
represents a multilingual group of learners who generally prefers to use the English 
language to Watch TV/online shows and to listen to music. On the other hand, when it 
comes to listening to the radio, most prefer to do so in their L1, some do so equally in 
their L1 and L2, and fewer participants do so often in English. This picture is somewhat 
similar regarding the press, since students prefer to do so always in their L1 and only a 
minority reading the press often in English.  
Data for the pretest, posttest, and delayed posttest were collected at three different 
locations: 1) a classroom, 2) the researcher’s office, and 3) another departmental 
facility, due to institutional constraints. Data collection from the instructional sessions 
took place at a different classroom in the same university building. In terms of 
technological appliances available, both classrooms in the building were equipped with 
a multimedia table, which consists of one PC with two screens, and an overhead 
projector. As regards to the researcher’s office and the aforementioned departmental 
facility, the researcher’s personal laptop was the only instrument needed to collect data 
with.  
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6.2 Target Conventional Expressions 
A total of 23 conventional expressions were selected for the purpose of this study, as 
explained in Chapter 4. Table 8, a summarized version of Table 5 (see Chapter 4), is 
included in this section to facilitate recalling the expressions used in the VKS and 
computer-delivered ODCT tasks.  
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6.3 Instructional Treatment 
The instructional treatment was provided during the second week of February 2017, and 
it was divided into two sessions, two days apart. As mentioned in the previous 
subsection, 21 participants received the instructional treatment, those who were enrolled 
in the course E0936: Linguistics and English Language Teaching Methodology. Both 
sessions lasted for 90 minutes, which is the official time duration for each class of this 
course.  
Session 1: This session was devised to provide explicit instruction via a 
PowerPoint (PPT) explanation of conventional expressions with metapragmatic 
information. This first session was structured in two main blocks. Instruction was 
introduced first, followed by an awareness-raising activity on the instruction in the form 
of an Appropriateness Judgment Task (AJT). The PPT presentation started with a 
revision of Celce-Murcia’s (2007) revised model of communicative competence to trace 
the origins of the inclusion of conventional expressions in such model. This was 
followed by a definition of the concept of conventional expressions and a provision of 
their main features in order for students to recognize them more easily. The final part of 
the PPT presentation entailed an introduction and discussion of 19 real-life 
contextualized situations in which different conventional expressions were presented 
and explained to students, focusing on the differences between cultures, and the 
pragmatic misunderstandings that may be caused from L1 transfer, and other variables 
that may influence L2 learning. Students were encouraged to actively discuss these 
issues by asking questions or making comments. Please refer to Appendix 1 for a copy 
of this PPT presentation. After that, students were distributed a paper-and-pen AJT, in 
which they were given a handout with the 19 situations provided before. Participants 
had to judge whether the response provided for each of the contexts was appropriate or 
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inappropriate and also explain why. The purpose of doing this activity was for students 
to reflect on the information received from the PPT presentation, and to put it into 
practice, reasoning on the consequences of using particular conventional expressions in 
specific situations (in)appropriately. Students worked individually and then their 
responses -to each of the situations- were discussed by the whole class, allowing them 
to share their thoughts and knowledge. Unfortunately, this last part had to be shortened 
due to time constraints. The researcher asked whether each of the responses provided 
for each of the situations were appropriate or inappropriate, then the students gave their 
answers, and finally the researcher accounted for the reasons why it was one or the 
other. Students’ comments and questions were addressed to clarify doubts. Please refer 
to Appendix 2 for a copy of this AJT activity. 
Session 2: This second session was devised to 1) enable students to reflect on the 
theoretical concepts presented in Session 1, and to 2) practice orally the conventional 
expressions they were introduced in the previous session as well. Session 2 was 
designed to have three main activities. The first one entailed a short revision of the most 
important concepts presented in the PPT presentation in Session 1 in a PPT format as 
well. The researcher asked some questions to the participants to check whether they 
remembered the key issues they worked on in the previous session. This activity was 
conceived and administered to foster participants’ active involvement in class 
discussion, and sharing of ideas with their peers and the researcher to develop their 
critical thinking skills on the oral performance of conventional expressions and their 
social meaning. Please refer to Appendix 3 for a copy of this PPT presentation.  
After that, students were randomly assigned a partner with whom they would 
perform some closed role-plays. They were randomly assigned three different situations 
with a role to play. Students were given three minutes to read and prepare the situations. 
Chapter 6: Method 
 189 
Then they volunteered to come in front of the class to role-play those situations. Each 
dyad performed the three different situations assigned to them. This activity was video-
recorded to transcribe the data. Please refer to Appendix 4 for a copy of the role-play 
scenarios. 
Finally, participants were distributed the Post-instruction Questionnaire, which 
was designed specifically for the purpose for the present investigation. In this 
questionnaire, students had to evaluate the instructional materials provided to them, 
namely both PPT Presentations, the AJT, and the role-play activities, as well as the 
visual materials included in the PPT presentations, namely pictures and video. Such 
questionnaire also included a section in which participants were encouraged to share 
other thoughts or comments they had about the instructional treatment in general or 
about the researcher’s provision of such treatment, in the form of open-ended questions 
for each of the parts aforementioned and a final section devoted exclusively for this 
purpose. In turn, the second part of the questionnaire included a table with all of the 
conventional expressions included in the pedagogical intervention. Students had to 
choose whether those had been difficult or easy to learn and then explain why. See 
Appendix 5 for a copy of the Post-instruction Questionnaire.  
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Figure 7 above displays the timeline outlined to collect data for each day and the 
materials used in each of those sessions. Not included in the research design above is 
the pilot study, which was conducted in Fall 2016 at Universitat Jaume I as 
well. Participants were seven (n = 7) students enrolled in the course EA0950 English 
Discourse and Pragmatics, an elective course in the senior year in the English Studies 
Degree.  
6.4 Instruments for Data Collection 
A multi-method approach (e.g., Brown, 2014) was used to collect data in the present 
study. This entails the collection of both quantitative and qualitative data, thus 
providing a more comprehensive and rich understanding perspective on the data 
analysis and the interpretation of the results obtained. The instruments to collect data in 
this study are explained in a continuum, from the more quantitative, to the more 
qualitative.  
6.4.1 Vocabulary knowledge scale. 
The vocabulary knowledge scale (Wesche & Paribakht, 1996) was used in this study to 
explore participants’ awareness of conventional expressions and their use in social 
interactions (Wesche & Paribakht, 1994). According to these authors, the VKS is a 
multiple-choice test that understands the acquisitional process of specific vocabulary as 
repetitive, entailing cognition of various types and levels. Furthermore, this instrument 
was created to recognize and classify the knowledge of specific words (conventional 
expressions in the present study) by learners’ own observed and evidenced performance 
on such test (Wesche & Paribakht, 1996). This instrument was created by Paribakht and 
Wesche (1993a, 1997), and further employed in Paribakht and Wesche (1993b), and 
Wesche and Paribakht (1994) to explore adult university ESL learners’ acquisition of 
vocabulary while performing a reading task. The original instrument presented the 
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vocabulary items in isolation and then offered five multiple-choice options from which 
students would need to choose the one that best suited their knowledge for each of the 
items. Table 9 below exemplifies the five multiple-choice options configured in the 
original study. 
Table 9.  Wesche and Paribakht’s (1994, p. 23) five multiple-choice options outline 
VKS Elicitation Scale Self-Report Categories 
I I don’t remember having seen this word before. 
II I have seen this word before, but I don’t know what it 
means. 
III I have seen this word before, and I think it means ________.  
(synonym or translation) 
IV I know this word. It means ____________. 
(synonym or translation) 
V I can use this word in a sentence: ______________.  
(If you do this section, please also do Section IV).  
 
Other studies have employed modified versions of the VKS in ILP research (e.g., 
Bardovi-Harlig, 2014; Bardovi-Harlig & Bastos, 2011; Kecskes, 2000; Sánchez-
Hernández, 2017; Roever, 2005). Nevertheless, the version of the VKS in this 
dissertation was based on Bardovi-Harlig’s (2008), who employed a refined version 
based on the original version shown above. Bardovi-Harlig also used a five multiple-
choice option selection for participants to choose from. Nevertheless, she modified the 
wording of each of the items for the purpose of her study. Figure 8 below shows an 
example of such modification. 
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(6) Excuse me 
(a) I don’t remember having heard this expression before.  
(b) I have heard this expression before, but I don’t know what it means.  
(c) I have heard this expression before, and I think it means____________________ 
_________________________________________________________________ 
(d) I know this expression. It means_______________________________________ 
_________________________________________________________________ 
(e) I can use this expression in a conversation:_______________________________ 
_________________________________________________________________ 
Figure 8.  Bardovi-Harlig’s (2008, p. 222) modification of VKS 
For the present study, the selection of the conventional expressions was based on 
previous studies that also employed VKS for the same research purposes (i.e., Bardovi-
Harlig, 2008), collecting information about participants’ awareness of conventional 
expressions and instances of their use in specific social interactional situations, as well 
as using conventional expressions that have already been explored in prior 
investigations. Additionally, the decision to modify the original VKS was motivated to 
provide students with fewer options to choose from, thus attempting at narrowing down 
students’ criteria for item selection to provide the most faithful representation of their 
knowledge of the conventional expressions included in the test, as well as to reduce the 
statistical analysis. To design the final version of the VKS used in the present study, 
several steps were followed: (a) review of the existing literature, (b) selection and 
listing of target conventional expressions, (c) instrument design (item construction), (d) 
piloting with NSs, (e) modification of the instrument, (f) piloting with NNSs, (g) further 
revision, (h) implementation.22  
As for the structure of this instrument, the VKS used in this dissertation provided 
instructions on top of the page. Then, an example was included for students to visually 
comprehend what the task entailed, followed by the target 17 conventional expressions 
                                               
22 Sánchez-Hernández (2017) is another example where these series of steps were followed to 
design her version of the VKS. 
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selected for this particular instrument. Figure 9 below includes an example of an item 
that exemplifies the modifications applied in the version of the VKS in the present 
study. Moreover, item randomization was applied for each of the tests to avoid task 
repetition effect. See Appendix 6, Appendix 7 and Appendix 8 for copies of the VKS 
used in the pretest, posttest and delayed posttest respectively.  
17 Watch out! 
(a) I do not know this expression at all. 
(b) It sounds just a little familiar.  
(c) I know this expression.  
     If you have chosen C, please give an example of this expression in a conversation: 
     _________________________________________________________________ 
     _________________________________________________________________ 
     _________________________________________________________________ 
Figure 9.  Example of item included in the VKS version used in this dissertation. 
6.4.2 Attitudes questionnaire. 
The Attitudes Questionnaire was employed in the present study to explore EFL 
learners’ attitudes towards the English language in a public tertiary education institution 
in Eastern Spain, a multilingual setting where Catalan and Spanish are the main 
languages spoken. In multilingual environments, such as the one where this dissertation 
was carried out, students learn attitudes from various sources, such as from their 
teachers, family, language community, etcetera. The societal and family spheres are also 
crucial in EFL learners’ configuration of their attitudes towards the languages 
themselves, the speakers of such languages, and the process of learning those languages 
(Lasagabaster & Huguet, 2007). The use of this particular questionnaire was based on 
the existing literature on language attitudes in multilingual contexts (Lasagabaster & 
Huguet, 2007; Portolés, 2011, 2015; Safont, 2007), as well as on the research niche on 
the interplay of language attitudes, instruction, and conventional expressions in ILP.  
For the purpose of the present investigation, the questionnaire developed by 
Lasagabaster and Huguet (2007) on their work on language attitudes in multilingual 
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contexts was adapted. All studies included in Lasagabaster and Huguet (2007) 
administered the same instrument, namely the attitudes questionnaire these authors 
developed based on Baker’s (1992) study on language attitudes. In so doing, 
Lasagabaster and Huguet (2007) ensured the comparability of the results among the 
studies, and therefore draw more robust conclusions about students’ language attitudes 
towards their L1, L2, and L3 in different European countries.  
The original questionnaire by Lasagabaster and Huguet (2007) is composed of 
three main sections. Section 1 includes personal questions, such as age, sex, and 
identification of students’ L1. Questionnaire items in Section 2 focus on the two official 
languages spoken in the region the study took place, the Valencian Community in our 
case. This part of the questionnaire asked participants to identify the language(s) they 
use when (1) speaking with their closest relatives such as family and friends, but also 
their neighbors; as well as (2) using the media, namely reading newspapers, watching 
TV or listening to the radio to name a few. Further items in this second section 
prompted participants to identify and rate the importance of the minority language they 
speak, English in our case, in relation to everyday activities such as getting a job, 
reading, or going shopping. Finally, Section 3 displays three tables, one per each of the 
target languages. Each table includes the same 10 items, which students were asked to 
rate using a 5-point likert scale about their L1, L2, and L3. See Appendix 9 for a copy 
of Lasagabaster and Huguet (2007) version of the attitudes questionnaire. Please refer to 
Appendix 10 for a copy of the Attitudes Questionnaire used in the present investigation; 
and Appendix 11 for a detailed explanation of all modifications to the original and the 
rationale behind those changes. 
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6.4.3 Computer-delivered oral discourse completion task. 
The implementation of this particular version of DCTs, namely the computer-delivered 
ODCT, in the present study is three-fold. On one hand, despite the large body of 
research in the literature that criticizes the employment of DCTs to collect production 
data in ILP (e.g., Golato, 2003), this particular instrument was distributed as it elicits 
short responses which imply just one-turn interactions in real life language use, which 
Taguchi and Roever (2017) identify as one of the few advantages of using DCTs for this 
specific purpose. On the other hand, the computer-delivered ODCT created for the 
present investigation aims at collecting data from participants’ pragmalinguistic 
knowledge of conventional expressions, which is also another positive aspect Taguchi 
and Roever (2017) highlight about the use of DCTs in ILP research. Additionally, the 
decision to design oral DCTs in the present study was based on studies in the literature 
that inform that eliciting formulaic sequences (i.e., conventional expressions) in spoken 
mode is crucial (Culpeper, Mackey, & Taguchi, 2018). Conventional expressions were 
defined in Chapter 4, where it was reported that Wray (2002b) was one of the first 
authors who identified these formulaic sequences as fixed or semi-fixed strings of 
words which learners store in their minds as one whole unit, and which are also linked 
to a particular social situation (Bardovi-Harlig, 2012). In line with these assertions, 
Culpeper et al., (2018) maintain that participants who retrieve and produce these 
expressions not hesitating, but fluently, show features of having formulaic competence 
in a given L2. Therefore, these authors assert that oral DCTs may be a useful instrument 
in that they may assist in the identification of L2 users’ easy retrieval and fluent 
production of conventional expressions.  
DCTs have been widely employed for several decades in ILP research to collect 
production data on several target pragmatic features, especially on speech acts 
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(Bardovi-Harlig, 2010b; Cohen, 2013; Cohen & Olshtain, 1981; Culpeper et al., 2018; 
García-Mayo & Alcón-Soler, 2016; Kasper, 1999, 2008; Kasper & Rose, 2002; Félix-
Brasdefer, 2010; Schauer, 2009; Taguchi, 2015b; Taguchi & Roever, 2017), politeness 
research (Taguchi & Roever, 2017), on other pragmatic features or sociopragmatic 
competence using ODCTs (e.g. Li & Taguchi, 2014, Roever, Wang, & Brohpy, 2014; 
Taguchi, Xiao, & Li, 2016), and to a less extent on pragmatic formulas or conventional 
expressions using computer-mediated ODCTs (e.g., Bardovi-Harlig, 2009; Bardovi-
Harlig et al., 2010; Bardovi-Harlig & Bastos, 2011; Taguchi, Li, & Xiao, 2013). This 
instrument has been used in the present study to investigate EFL participants’ oral 
production of a given set of conventional expressions. Additionally, this particular test 
was designed and distributed to gauge the pragmatic benefit participants may gain from 
instruction provision, which García-Mayo and Alcón-Soler (2016) identify as one of the 
main objectives to use DCTs in EFL contexts. In turn, these particular authors defined 
DCTs as tasks whose main focus is a given pragmatic feature and which are employed 
to prompt L2 re-created and “socially differentiated” (Blum-Kulka, House, & Kasper, 
1989, p. 14) interactional situations (García-Mayo & Alcón-Soler, 2016). 
The DCT was originally designed by Blum-Kulka (1982), and it became more 
acknowledgeable in the literature seven years later when Blum-Kulka, et al. (1989) used 
it in their seminal work on speech act production, the CCSARP. DCTs have a particular 
defining structure. First, the description of a given situation is provided, in which 
information about the participants, the setting, and the relationship between the 
participants is provided (Blum-Kulka, et al., 1989; Félix-Brasdefer, 2010, Martínez-Flor 
& Usó-Juan, 2011). These factors are reported to play a decisive role on participants’ 
linguistic choice (García-Mayo & Alcón-Soler, 2016). After that, a blank is introduced 
for participants to provide a response, a reply they think they would give as they 
Chapter 6: Method 
 198
imagine themselves taking part in such imagined, simulated situation (Félix-Brasdefer, 
2010).  
Traditionally, participants’ responses were featured in the written mode. It is for 
this reason that DCTs have also been coined written DCTs (WDCTs). Therefore, and as 
Félix-Brasdefer (2010) identified, this data collection instrument taps on learners’ 
knowledge instead of on the actual ways students’ usage of their interactional 
competence skills. This learners’ knowledge of pragmalinguistic or sociopragmatic 
issues is measured offline (emphasis added), meaning that there is no interactional 
features in the DCT test taking process. Taguchi and Roever (2017) asserted and 
support the extensive criticism this feature has received in recent years. Additionally, 
these authors identified several other issues that question the usefulness of employing 
DCTs to collect production data. These are (1) the absence of pressure as regards to 
response provision time; and (2) the lack of interactivity in the instrument itself. Thus, 
DCTs are unable to provide opportunities for longer interactional situations to occur. 
Subsequently, thus, this issue does not allow researchers to draw conclusions on the 
skills participants may have and use to participate in such situations (p. 85). Related to 
this second drawback, Taguchi and Roever (2017) further ascertained that DCTs do not 
resemble real-life interactions since participants’ production in DCTs are just a prompt, 
whereas social interactions entail meaning ‘co-construction’ between speakers, a feature 
that DCTs are unable to provide. Félix-Brasdefer (2010) also drew attention to this 
issue, as this author ascertained that since DCTs normally include just one turn, it 
enables to discern the lacking features of oral discourse this instrument has. Culpeper et 
al., (2018) more recently acknowledged this drawback as the most critical of all. These 
authors also recognized several other disadvantages in the use of DCTs in L2 
production research. Firstly, they identified the problem raised by the “authenticity of 
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the situational prompts” (p. 59), namely the resemblance of the situations described in 
the prompts to real-world situations, as they argue that participants’ production –and 
thus the gathered DCT data generally- may be hindered by their lack of knowledge or 
awareness with the situation itself or details included in the situation described. 
Secondly, and related to the previous caveat, Culpeper et al. (2018) maintained that the 
linguistic features used to respond to DCT prompts might not be as authentic as those 
used in real-life situations, because the former may lack conversational characteristics, 
such as repetitions, and response length. Finally, Félix-Brasdefer (2010) also identified 
another crucial disadvantage discussed in the literature that refers to the concern of how 
much information should be included in the prompt to contextualize the situation 
description sufficiently. According to Culpeper, et al. (2018), the amount of information 
included in the situation description will likely determine participants’ production. 
Shorter descriptions may impede learners to imagine the situation in which they are 
required to play a role and produce a given pragmatic target feature.  
Nevertheless, and despite all these disadvantages, the computer-delivered ODCT 
created specifically for the purpose of this study was employed because the target 
pragmatic feature under study are conventional expressions, which are themselves one-
turn interactional features in real-life spoken situations. Therefore, the use of ODCTs to 
collect this type of data may not hinder on the issue on the authentic nature of the 
language employed to provide oral responses. Additionally, this dissertation aims to 
explore the participants’ pragmalinguistic knowledge of a given set of conventional 
expressions. Hence, the rationale to employ DCTs to collect production data in ILP 
focusing on these two particular goals has been supported in the literature (e.g., Félix-
Brasdefer, 2010; Taguchi & Roever, 2017).  
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Further advantages for the use of DCTs are outlined as follows. Firstly, DCTs 
favor the collection of vast amounts of data in a rather short time span, and from many 
participants all at once (Nguyen, 2019; Usó-Juan & Martínez-Flor, 2014; Taguchi & 
Roever, 2017). Secondly, another favoring circumstance to use DCTs in any of its 
forms, namely ODCT, reverse DCT, or interactive DCT among others, is the 
researcher’s ability to control the social variables of power, social distance, and ranking 
of imposition in terms of Brown and Levinson’s (1987) Politeness Theory (Félix-
Brasdefer, 2010). In so doing, different situations are presented with socially 
distinguishable features (Blum-Kulka et al., 1989), which as they tap into participants’ 
sociopragmatic knowledge, this in turn will show in their pragmalinguistic strategies 
they will use to provide a response. In other words, participants’ understanding of the 
situation and the sociopragmatic knowledge they already acquired will allow them to 
provide a more or less direct and formal response; adjusting their pragmalinguistic 
strategies to provide the most appropriate response according to these two features: 
formality and directness (Taguchi & Roever, 2017). Thirdly, and closely related to the 
previous advantage, relies the fact that the “cross-cultural variations” (Culpeper et al., 
2018, p. 59) that the manipulation of these variables allow may enable researches to 
identify instances of L1 transfer of strategies into the L2 system. Fourthly, and also 
related the second advantage, Félix-Brasdefer (2010) argued that providing as much 
information as possible in the prompt may imply that not only the instrument will be 
more robust, but also the concern about participants’ language use authenticity will be 
addressed. The more informed participants are about the situation being described, the 
more accurate response they may be likely to provide, a response that may resemble 
real-life interactions more faithfully. This, in turn, may allow L2 users to use 
pragmalinguistic resources they may be knowledgeable about that they may have been 
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unable to use if the situational description may have contained less information. Fifthly, 
and also related to the connection between the pragmalinguistic and sociopragmatic 
competences, Culpeper et al. (2018, p. 59) asserted that this connection between these 
two competences, the link between the form and the context of a given situation can be 
looked into by “(t)he systematic approach used to develop a situational scenario.” 
Finally, these same authors asserted that since DCTs have a consistent structure, 
replicating studies that employ this instrument might become a secure task in the future. 
After having discussed extensively the advantages and disadvantages of the use of 
DCTs in the collection of production data in ILP, a review of the different versions of 
DCTs existing in the literature is provided as follows. Since WDCTs have been 
extensively reviewed and criticized, improved versions of the original format have been 
created in the past decades (see Bardovi-Harlig & Hartford, 1993b; Félix-Brasdefer, 
2010; Culpeper et al., 2018; Nguyen, 2019; Taguchi & Roever, 2017; Youn & 
Bogorevich, 2019 for a review) to further its application for research purposes and in so 
doing being more truthful to real-life language use. Barron (2003) created the free 
discourse completion task (FDCT), which, even though it elicits written responses, 
differs from the WDCT in that FDCT asks students to write a short interaction between 
two speakers. FDCTs have also been named dialogue production tasks (DPT) in studies 
focusing on pragmatic variation (e.g. Schneider, 2008). Similarly to Barron’s (2003) 
FDCT is Martínez-Flor’s (2013b) interactive DCT (IDCT), in which participants were 
prompted to create a written dialogue according to the information presented in the 
situational description. A further refined model of DCTs is the content-enriched DCT 
(Billmyer & Varghese, 2000), in which the prompt is further defined, including more 
information about the spatial and temporal features of the situation being described.  
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A different type of DCT is the cartoon oral production task (COPT) (Flores-
Salgado, 2009), in which participants are asked to produce oral responses to visual 
stimuli. As an adaptation from Rose (2000), this author employed the COPT where the 
provision of visual materials to describe the situation is one of the main advantages of 
this instrument. Two other types of refined DCTs are (1) reverse DCT, and (2) 
collaborative DCT. (1) Reverse DCTs are different from all the other versions in that 
participants are given the responses to a given scenario, which they have to create (e.g. 
McLean, 2005). In turn, (2) Collaborative DCTs distinguish themselves as these DCTs 
are carried out in pairs. As traditional DCTs, students are provided with a situation 
description but instead of providing the response right away, learners jointly discuss and 
create the dialogue they will later provide as a response to the prompt provided (e.g. 
Taguchi & Kim, 2016). With the further development of technology, versions of DCT 
using different technological tools were produced. Two examples are Schauer’s (2007) 
multimedia elicitation task (MET), and Halenko’s (2013) computer-animated 
production task (CAPT), both targeting speech acts.  
Finally, Culpeper et al. (2018) included the review of the type of DCT used in the 
present study, namely DCT with verbal report (e.g. Beltrán-Palanques, 2013, 201623). 
The employment of this particular version of the DCT is two-fold. On one hand, the 
implementation of RVPs in the DCTs provides researchers with rich detailed qualitative 
data is used to better understand participants’ oral production. In turn, this action 
addresses one of the main disadvantages discussed in the literature, namely the 
reliability of this data collection instrument (Félix-Brasdefer, 2010).  
                                               
23 This last study was not included in Culpeper et al.’s (2018) review, but it does provide an 
extensive review of those studies in which RVPs were used in combination with WDCTs. 
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The objective of the present discussion was to provide an overview of the 
different versions of DCT available in the literature to exemplify how the computer-
delivered ODCT and RVP designed for the present study was developed. The main 
concern aimed at addressing was ensuring the validity of the computer-delivered 
ODCT, which was approached in three different ways: firstly by implementing the RVP 
within the ODCT; secondly by including audiovisual materials in the computer-
delivered ODCT, which provided a more reliable and real-word approach to situation 
description and response prompting; and thirdly by test piloting it with NNSs.   
As introduced earlier, items in this computer-delivered ODCT were designed to 
elicit different conventional expressions in oral mode. Additionally, the three social 
dimensions that characterize and define politeness encounters, namely power, social 
distance and ranking of imposition (Brown & Levinson, 1987) between speakers were 
also modified in the situations included in this instrument so that participants would 
need to reflect on their language production according to the imaginary speaker they 
would interact with. Even though this exercise of imagining a possible situation has 
been identified as one of the main caveats in the literature on DCTs in ILP research (see 
discussion above), this feature is handled rather as an advantage –when comparing 
ODCTs to traditional WDCTs-, in line with Cohen (2014), who stated that the former 
entail an interactional oral simulation situation instead of the production of written text 
as if it were elicited orally.  
The computer-delivered ODCT was created based as the same fashion as those 
already designed and implemented in the literature (i.e., Bardovi-Harlig, 2009; Bardovi-
Harlig et al., 2010; Bardovi-Harlig & Bastos, 2011). Items included in the computer-
delivered ODCT in this dissertation were (1) extracted from the studies 
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aforementioned24, and also (2) taken from the field notes the researcher collected when 
she lived in the US, based on first-person experience prior to the start of the present 
investigation. As of the number of items, 16 were included (i.e., an example and 15 
situations), also based on previous studies (e.g. Schauer, 2007) and after reviewing the 
literature available on DCTs. For example, Félix-Brasdefer (2010, p. 52) stated that the 
regular WDCT typically includes from 12 to 18 situations. Another reason why 16 
items were included was the difficulty of the conventional expressions included, as 
examples of both easier expressions such as ‘Hi. How are you?’ and more difficult 
ones, namely ‘Do you have a pen I can borrow?’ were selected. Thus, this was done 
trying to address the concern about designing a version of a DCT that is neither too 
short nor too long. Therefore, task construction was designed in an attempt to move 
away from decisions based on intuition. Instead, many of the situations were adapted 
from the researcher’s own experience in the years that she lived in the US. In sum, the 
same steps to create the ODCT and the VKS described above were used, but with a 
different approach, since the researcher’s personal experience also weighted in in the 
design of the present instrument. All in all, the actions taken to develop the computer-
delivered ODCT and RVP are outlined as follows: (a) revision of the existing literature, 
(b) selection and listing of target conventional expressions, (c) instrument design (item 
construction), (d) piloting with NSs, (e) modification of the instrument, (f) piloting with 
NNSs, (g) further revision, (h) implementation.  
Concerning the refinements that were aimed at introducing in this particular 
version of the ODCT, this instrument was mainly devised as being computer-delivered 
because the fostering and enhancement of understanding the situations and the 
conventional expressions were core, as well as students’ application of this knowledge 
                                               
24 See Section 4.3 Target Conventional Expressions.  
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in everyday real-life situations in the future. Therefore, the provision of audiovisual 
materials was at stake to meet this goal. Previous research that introduced a 
technological component as an improvement of the original DCT (i.e. Bardovi-Harlig & 
Bastos, 2011) was also taken into consideration. Additionally, visual materials were 
provided in the form of a short video for the example and one picture per situation, to 
help participants understand the situation more clearly and in a more detailed fashion in 
order for them to provide the closest real-world oral performance they could of the 
target conventional expressions. The real-world pictures, taken by the researcher herself 
a colleague captured true social real-life interactions. A few pictures were selected from 
media outlets that permitted the use of pictures for non-commercial purposes. Item 
randomization was applied for each of the versions of this computer-delivered ODCT 
and RVP to avoid task repetition effect. Figure 10 below illustrates one of the items 
included in this instrument.  
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Figure 10.  Item illustration in computer-delivered ODCT and RVP 
Further refinement of the present instrument came to being after it was revised by 
NSs and NNSs before collecting data for this study. NSs’ feedback focused on the 
issues of situation descriptions as well as variability in conventional expressions 
targeted in some of the situations. First, the wording for some situations was modified 
so that the presentation of the information would be clearer. Also, NSs pointed out the 
fact that some situations allowed for the use of different conventional expressions that 
shared the same pragmatic meaning. For example, for the situation: “At the 
supermarket, you start putting all the goods in the conveyor belt and the cashier greets 
you: “Hi. How are you?” the target conventional expression assigned to it was Good. 
How are you? However, NSs claimed that other variants were also possible, such as I’m 
fine, thanks. And you? Even though the researcher was already aware of these variants, 
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she was not sure whether and how to include these conventional expressions in the 
present study, and feedback from NSs helped her in discerning the best way to address 
this issue. Secondly, and to further validate the instrument, it was piloted with seven 
EFL students in the Fall 2016 Semester at the same university and under the same 
conditions data were collected from the participants during the data collection period 
explained earlier in this chapter. NNSs’ feedback confirmed the modifications made 
after NSs’ comments. In other words, NNSs confirmed that both the example and the 
situations, together with the instructions at the beginning of the task were clear and that 
the task could be performed successfully.  
6.4.4 Semi-structured interview. 
A semi-structured interview was included at the end of the computer-delivered ODCT, 
after participants had provided a prompt for the last situation in the computer-delivered 
ODCT and RVP. This semi-structured interview included seven questions that elicited 
participants’ perceptions on the instrument itself, the real-life nature of the situations 
included in it, the intelligibility of the wording in each situation, and whether the 
inclusion of audiovisual materials was helpful in the test taking process: 
1) is there anything you would like to comment on this activity?  
2) was the example clear?  
3) were the instructions that you read afterwards clear? 
4) is there anything you would change?  
5) is there anything that was particularly helpful to you to do this activity? 
6) do you think the situations in this activity represent real-life situations? 
7) do you have any other comments? 
This semi-structured interview was piloted with the NNSs aforementioned to 
validate the instrument, to ensure the clarity and usefulness of the questions. 
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Information gathered from this semi-structured interview was not included in the data 
analysis in the present study. See Appendix 12, Appendix 13, and Appendix 14 for 
copies of the three versions used of the computer-delivered OCDT and RVP in this 
study in the pretest, posttest, and delayed posttest respectively. 
6.4.5 Post-instruction questionnaire. 
The Post-instruction Questionnaire used in this dissertation was designed specifically 
for the purpose of this study. This questionnaire was distributed to gain insights into 
participants’ experiences with the instructional treatment more generally. More 
specifically, this questionnaire featured items targeting the particular materials and 
instruments used and the conventional expressions targeted in the instructional 
treatment. As far as could be established, no experimental study had included an 
instructional questionnaire similar to this one. Therefore, this Post-instruction 
Questionnaire was designed taking into consideration previous research on instruction 
in L2 pragmatics that included interviews regarding the instructional treatment.  
As regards to the structure of the Post-instruction Questionnaire, it consists of two 
parts. Part 1 features a series of multiple-choice questions targeting the instruments used 
in the instructional treatment, namely the PPT, the AJT, and the role-play, together with 
a series of open-ended questions that allowed participants to provide more detailed 
information about the issues targeted in the multiple-choice questions they had just 
answered. In turn, Part 2 illustrates a table in which all the target conventional 
expressions included in the study are featured and students are asked to describe the 
easiness as regards to their learning process of such expressions, as well as to account 
for the reasons why such process was easy or difficult for them.  
This questionnaire was designed bearing in mind the drawbacks that running 
interviews entail, such as the time-consuming nature of transcribing the data once it has 
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been collected. Hence, all questions were provided in written form and in paper-and-
pencil format to gather both quantitative and qualitative data at the same time, thus 
making the data collection process faster and more efficient, comparing it to collecting 
data orally and then transcribing it. The multiple-choice questions were designed as a 
three-option questionnaire instead of the typical five-point likert scale to reduce the 
statistical analysis and thus obtain more detailed results. The downfall of providing 
three options instead of two, which would have provided even more precise data, was 
also taken into consideration. Nevertheless, as the two open-ended questions were listed 
afterwards, students were given the opportunity to explain in more detail the option they 
chose.  
In sum, the aim behind the design and implementation of the Post-instruction 
Questionnaire was two-fold: (1) to collect further information from the participants 
regarding their perception of the instructional treatment as they actively participated in 
it; and (2) to enhance the validity of the computer-delivered ODCT and RVP 
instrument. Data collected from the Post-instruction Questionnaire was analyzed to 
explain the qualitative data collected from the computer-delivered ODCT and RVP. 
Therefore, students’ responses to this particular questionnaire may support the data 
analyzed from the final tests, namely the computer-delivered ODCT and RVP, fostering 
the validity of such instrument in so doing. Please refer to Appendix 5 for a copy of the 
Post-instruction Questionnaire.  
6.4.6 Retrospective verbal protocol. 
The use of retrospective verbal protocols (RVPs) in the present study was three-fold. 
Firstly, they were employed to collect participants’ oral insights about the rationale that 
lead them to provide such pragmatically focused oral responses. According to Gass and 
Mackey (2016), the use of verbal reports is practical for this purpose because the mental 
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processes the learners go through in pragmatic oriented task completion cannot be 
observed on the spot. Therefore, asking participants to retrieve those insights is helpful 
in identifying such cognitive processes. Secondly, RVPs were used to ensure the 
validation of the computer-delivered ODCT, as mentioned before in subsection 6.4.3 
Computer-delivered ODCT, and as advised in the literature (Félix-Brasdefer, 2010; 
Culpeper et al., 2018). Thirdly, RVPs are a source of data that can be analyzed 
qualitatively, thus providing rich information on the more quantitative and numerical 
data obtained from quantitative methods, such as the computer-delivered ODCT. 
Additionally, qualitative data is an essential component in the multi-method approach 
devised for the present study.   
RVPs were collected in the present investigation to elicit participants’ thoughts 
about their decision-making on selecting one expression over others depending on the 
situation given. The controversy raised about the employment of such instrument in 
SLA research is also acknowledge in this study. See Bowles (2010) for a review. 
Nevertheless, Cohen (2013) acknowledged the validity of this instrument and supported 
its use in ILP research because verbal reporting triggers the perceptions of learners, 
even though they may be used as a complementary instrument to improve and reinforce 
the analysis of the main data gathered from the primary instruments. In the present 
study, data collected from RVPs allow to better understand and interpret more precisely 
the data collected from the computer-delivered ODCT (Culpeper et al., 2018).  
RVPs have been defined as “immediately consecutive realizations” (Kasper, 
1999, p. 95). Kasper’s (1999) definition of RVPs is adopted because it represents the 
conceptualization of RVPs in the present study: eliciting participants’ thoughts 
immediately after their pragmatic-focused production. There are two types of verbal 
protocols: concurrent and retrospective. Concurrent verbal protocols ask participants to 
Chapter 6: Method 
 211 
verbally express their thoughts at the same time they provide a response to a given 
prompt, for example doing a role-play (Félix-Brasdefer, 2010). On the other hand, 
RVPs are asked (right) after students’ production (Woodfield, 2010), since a great 
portion of the information provided is still allocated in the short-term memory (STM) 
(Ericsson & Simon, 1993, as cited in Taguchi & Roever, 2017; Félix-Brasdefer, 2010). 
RVPs might be asked immediately after the production of the target pragmatic feature, 
such is the case in the present study, or days after of test taking (i.e. Taguchi et al., 
2016). 
When designing the RVP, two issues raised in the literature were taken into 
consideration, namely (1) the training of students; and (2) the language used to perform 
the RVP. To address the issue of training students prior to administer an RVP to 
improve the test and its results (Culpeper et al., 2018), participants were trained as they 
were given instructions on how to proceed with this particular instrument in the 
instructions screen. They were also presented with an example given at the beginning of 
the computer-delivered ODCT. Therefore, participants became familiar with this 
instrument, which, in turn, is essential to provide the most tailored answer possible 
(Culpeper et al., 2018). As previously seen in Figure 10, which illustrates an example of 
a situation included in the computer-delivered ODCT and RVP, the second question 
corresponds to the RVP. Second, a concern existed regarding the limited information 
some participants may provide depending on the language they are required or allowed 
to use for such task (Culpeper et al., 2018). To address this limitation, students were 
instructed to use whatever language they felt most comfortable with to express their 
thoughts. Most of the students preferred English, although a handful of participants 
performed the RVPs in Spanish and/or Catalan (n= 3). For those instances in which 
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participants’ L1(s) were used, those responses were translated into English to code the 
information provided by the participants.  
6.5 Data Collection Procedure 
As mentioned in Section 6.3 Instructional Treatment above, data were collected in the 
month of February 2017. The same procedure was applied in the pretest, posttest, and 
delayed posttest data collection sessions, as with one exception in the pretest, where the 
Quick Placement Test was distributed first.  
Prestest: Four tests were distributed to the students in this session prior to the 
provision of the pedagogical intervention in subsequent sessions. No specific times 
were allocated for participants to perform the tasks. Nevertheless, they were encouraged 
to finish each of them in less than thirty minutes, which was the estimated test-taking 
time. The first test they were required to take was the Quick Placement Test (UCLES, 
2001). This is a paper-and-pen proficiency level test composed of a total of 60 
questions, which are grouped into the two main sections the test is divided into. Part 1 
includes questions 1 to 40, and Part 2 comprises questions 41 to 60. Each question is 
valued one point, being zero the lowest score and 60 the highest; therefore, the higher 
the score, the higher the test taker’s proficiency level. See Figure 11 below for a 
visualization of CEFR’s proficiency levels as distributed in the Quick Placement Test. 
This test was employed following the literature on L2 pragmatics in EFL contexts (e.g., 
Codina-Espurz, 2013; Martínez-Flor, 2013b; Martín-Laguna, 2015; Usó-Juan & 
Martínez-Flor, 2015). These studies have used this proficiency test to determine 
participants’ level of proficiency in institutions where the TOEFL exam or other official 
examination proof of proficiency level is not a requirement. However, the validity of 
this instrument has been questioned, since it is claimed that this test may reflect 
proficiency level partially, because the pragmatic component is not taken into 
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consideration to evaluate proficiency in such test (Taguchi & Roever, 2017). Please 
refer to Appendix 15 for a copy of the Quick Placement Test used in the present study.  
 
 
Figure 11.  CEFR proficiency levels as delimited in Quick Placement Test 
As participants finished the Quick Placement Test, the VKS was provided. This 
second test was adapted from Bardovi-Harlig (2008), and distributed to gather data on 
the participants’ awareness of the conventional expressions at stake. The test was also 
provided in a paper-and-pen format. Participants were required to take this test 
individually. The test included an example for participants to get acquainted with the 
test taking procedure. After that, students found 17 questions, each targeting a different 
conventional expression. For each of the questions, a conventional expression was 
provided in italics first, with no contextual information, followed by three statements, 
which asked participants to rate the extent to which they were familiar with the 
expressions, from not knowing the expression, to being acquainted with it and so being 
able to provide a written example of a situation where they would use such expression.  
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Figure 12 below represents an example of one of the expressions included in the 
pretest version of the VKS.  
8 Do you have a pen I can borrow? 
(a) I do not know this expression at all. 
(b) It sounds just a little familiar.  
(c) I know this expression.  
     If you have chosen C, please give an example of this expression in a conversation: 
     _________________________________________________________________ 
     _________________________________________________________________ 
     _________________________________________________________________ 
Figure 12.  Data elicitation design in VKS  
The third and last test was the Attitudes Questionnaire, which was adapted from 
Lasagabaster and Huguet (2007), as mentioned earlier in this chapter. This 
questionnaire was also provided in paper-and-pen format. The first page included 
questions that elicited background information from the students, such as the 
identification of their L1, L2, and additional languages they may speak, number of years 
they had been studying English, and at what type of educational institutions, namely 
primary and secondary schools, tertiary education centers, and/or private language 
academies. The rest of the pages featured tables in which participants had to provide 
information about what languages they use to do several social activities, such as 
speaking with their parents (mother and father separately) and instructors; watching TV; 
and to rate the importance the English language has for them to achieve specific social, 
personal, and professional goals, such as making friends, reading the press or listening 
to music or obtaining a job. Lastly, as soon as participants finished completing this 
questionnaire, they chose a time to take the last test, the computer-delivered ODCT and 
RVP, either that same day or the day after.  
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As regards to the computer-delivered ODCT and RVP, two days were allocated 
for participants to take this test due to time constraints. This particular test was designed 
for the purpose of the present investigation and in a computer-delivered format to elicit 
oral data from the students and provide them with opportunities to practice their oral 
production knowledge of such expressions, hence nearly experiencing an everyday 
conversation where conventional expressions are used. Data were collected at the 
researcher’s office or another departmental facility. In turn, data were audio or video 
recorded, depending on how students felt most comfortable with taking this test. Since 
the computer-delivered ODCT and RVP were administered individually, the researcher 
asked every single participant whether they preferred their performance to be video or 
audio recorded at the beginning of this short session, before starting the test. The 
structure of this test was devised and designed to be easy, clear, and quick for 
participants. It was designed to last no more than 20 minutes. In the pretest, some 
students took longer to complete it, and that time decreased to 15 minutes or less in the 
posttest and delayed posttest sessions. Using the researcher’s personal laptop, this test 
was administered as follows. Once students gave their consent on what type of 
recording they preferred, the test was administered. The first screen participants were 
shown was the example. Participants read the situational description first, then they 
played the video, and then they had a look at the questions. After that, once they were 
ready to move on, they clicked on the button “NEXT” and a second screen appeared, 
which included the instructions on how to take the test. As soon as the students had read 
and understood them, they clicked the “NEXT” button and they found a series of 15 
different screens, targeting 15 different conventional expressions. Each of the situations 
had the same structure as in the example: first the situation description was found at the 
top of the page, then students were provided with a picture and then they were required 
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to answer the two questions: (1) “What do you say?” and (2) “Why did you say that?” 
This second question was the RVP. These two data collection methods were combined 
to save time, but most importantly to help students in the recalling process to provide 
the rationale behind their use of a particular conventional expression. Figure 13 bellow 
illustrates one of the situations included in the computer-delivered ODCT test.  
 
Figure 13.  Data elicitation design in computer-delivered OCDT  
Posttest: Three tests were distributed to the students in this second data collection 
time point: VKS, Attitudes Questionnaire, and computer-delivered ODCT and RVP. 
The same procedures were applied to collect data for the aforementioned tests in the 
posttest that were applied in the pretest session. The posttest was administered 14 days 
after the pretest.  
Delayed posttest: Same procedures were applied to collect data for the 
aforementioned three tests in the delayed posttest that were applied in the pretest and 
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posttest data collection time points. The delayed posttest was administered 7 days after 
the posttest. Table 10 below summarizes the data collection procedure for the pretest, 
posttest, and delayed posttest. 
Table 10.  Summary of data collection procedure  
PRETEST 
Feb 2nd & 3rd, 2017 
POSTTEST 
Feb 16th & 17th, 2017 
DELAYED POSTTEST 
Feb 23rd & 27th, 2017 
Feb 2. Sociolinguistics 
class (90min) 
1) Quick Placement Test 
2) VKS 
3) Attitudes Questionnaire 
 
Feb 2. & Feb 3 
Researcher’s office (15min 
aprox) 
4) ODCT & RVP  
Feb 16. Sociolinguistics 
class (90min) 
1) VKS 
2) Attitudes Questionnaire 
 
 
Feb 16. & Feb 17 
Researcher’s office (15min 
aprox) 
3) ODCT & RVP  
Feb 27. Sociolinguistics 
class (90min) 
1) VKS 
2) Attitudes Questionnaire 
 
 
Feb 23. & Feb 27 
Researcher’s office (15min 
aprox) 
3) ODCT & RVP  
 
6.6 Data Analysis 
Details on how data were analyzed for each of the instruments are provided in the 
present subsection. Table 11 below summarizes the hypothesis formulated, the data 
collection methods used in different data collection time points, and the different data 
analysis employed for each hypothesis. As explained in subsection 6.3 Instructional 
Treatment, AJT, and role-plays were also employed. However, data gathered from these 
instruments were not included in this dissertation because the effect of instruction 
across times and students’ attitude development were given more prominence. This 
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subsection presents the data analysis procedures for quantitative methods first, and the 
procedures followed to analyze qualitative data after that.  
6.6.1 Quantitative data analysis. 
The instruments designed to collect data quantitatively were the VKS, the computer-
delivered ODCT, and the attitudes questionnaire, which are tackled as follows in terms 
of the type of data elicited with each type.  
6.6.1.1 Recognition data. 
Data collected from the VKS was analyzed numerically. A score of three points were 
devised for each of the target expression included in this instrument. Option A, which 
implied students not knowing the given expression a score of 0 was given. In turn, 
Option B, which entailed participants being familiar with the conventional expression at 
hand, a score of one point was provided. Finally, Option C stated that participants knew 
that expression and further asked them to provide an example of a short conversation in 
which they would use the target conventional expression. The scoring of this option was 
two points whenever the example students provided was correct, and one point if the 
example was not correct, thus resembling Option B above. After that, all scores were 
added, thus being the total score in a minimum of zero and a maximum of 34 points per 
test. Once the oral responses were scored, they were shared with one NS of English who 
rated each of the responses according to whether they believed were target expressions 
NSs use in daily life or not. For this task, a total of 100% agreement was reached for 
each of the items at the pretest, posttest, and delayed posttest.  
Additionally, some specific data from the Post-instruction Questionnaire were 
used. In this questionnaire, there were two open-ended questions that asked students to 
discuss what they liked best and least about the AJTs. These data were employed to 
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interpret and discuss the results obtained from the quantitative analysis of the 
recognition data. 
6.6.1.2 Production data. 
Data collected from the computer-delivered ODCT was analyzed in a binary fashion. In 
other words, for those target expressions that participants produced correctly, one point 
was given. On the other hand, if the target conventional expression was not uttered, zero 
points were provided. Therefore, for this instrument, participants would have a 
minimum of zero points and a maximum of 15. Finally, all points each participant had 
in each of the data collection points, namely pretest, posttest, and delayed posttest, were 
added to monitor their progression in the production of conventional expressions. Once 
the oral responses were transcribed and scored, they were shared with two American 
NSs who rated each of the responses according to whether they believed were target 
expressions NSs use in daily life or not. The total percentage of agreement among the 
two raters and the researcher was calculated by adding all the items in which they 
agreed on per time of task and then adding the three totals, one per time of task, and 
then dividing it per the total number of responses obtained: 2070. They agreed on a total 
of 444 items at the pretest, a total of 525 items at the posttest, and a total items of 516 at 
the delayed posttest, which adds up to 1485, and divided by 2070, results in 71.739. 
Therefore, the overall agreement between the two raters and the researcher was of 
71.739%. 
Similarly to using data from the AJTs open-ended questions in the Post-
instruction Questionnaire for the recognition task as explained above, the role-plays 
open-ended questions in the Post-instruction Questionnaire were used. These questions 
asked students to discuss what they liked best and least about the role-plays they 
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performed as oral practice. These data were employed to interpret and discuss the 
results obtained from the quantitative analysis of the production data. 
6.6.1.3 Attitudes data. 
Attitudes were measured in a binary manner. As explained in the previous subsection, 
participants were asked to check whether they agreed or disagreed on a set of ten items. 
For those items that they checked the “Agree” box, one point was given. On the 
contrary, zero points were given for those items that students checked as “Disagree.” 
Therefore, once all points were added, participants would end up having a score of 
minimum zero points and a maximum of ten points.  
6.6.1.4 Statistical analyses. 
SPSS version 25 was used to run statistical analyses for the four instruments explained 
above, namely the VKS, the computer-delivered ODCT, the Attitudes Questionnaire, 
and the Post-instruction Questionnaire. Paired t-tests and independent t-tests were run 
for each of the data collection instruments. Paired t-tests were used to compare intra-
group scores to explore differences from pretest to delayed posttest within each group. 
Independent t-tests were employed to compare scores between the two groups (control 
and experimental) from pretest to delayed posttest. Since there are three time points, 
one-way ANOVAs and mixed ANOVAs were performed to confirm and support the 
results obtained by the independent and paired samples t-tests.  
One-way ANOVAs were performed to ensure the results from the independent-
samples t-tests. Whenever there are only two groups, which is the case of the present 
study, results form these two statistical tests must be mathematically the same. This 
study was no exception, and results from the one-way ANOVA corroborated the results 
obtained from the independent-samples t-test. However, this test was not chosen 
because it did not help explain within-group differences.  
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Mixed ANOVAs were also performed to ensure that the between group and 
within group comparisons were statistically significant in the same way that they prove 
to be by the independent and dependent samples t-tests. Mixed ANOVAs could be run 
because there are two independent variables in this study: time (i.e., pretest, posttest, 
and delayed posttest) and group (i.e., experimental and control), and one dependent 
variable (task scores: pragmatic recognition and production tasks). The mixed ANOVAs 
yielded similar results to those obtained by both types of t-tests. The between-group and 
within-group significant differences were also identified. However, this statistical test 
was not finally selected to explain the results in this dissertation because data did not 
meet all the assumptions that need to be met in order for mixed ANOVAs to be valid 
(e.g., Larson-Hall, 2016). For example, as will be explained later on in this chapter, 
outliers were found at different time points in all tasks (pragmatic recognition, 
pragmatic production) and Attitudes Questionnaire, and the consideration of removing 
them from the pool of participants was rejected because that would risk the ecology of 
the study, that is, since intact classes were used, it was important for pedagogic reasons 
to consider all students. Another example of data assumption violation is related to 
Levene’s test that assumes that all variances are equal. Since this was not the case for all 
tasks across the three points in time, transforming the data did not seem a desirable 
thing to do. It would not make sense to transform the data for a time where the 
variances were actually equal.  
Parametric statistics were selected in opposition to nonparametric tests for several 
reasons (Minitab Blog Editor, 2015). First, parametric tests are known to provide results 
with larger statistical power. Therefore, independent and paired-samples t-tests were 
employed because findings obtained from performing these tests would yield more 
robust results. Second, nonparametric analyses do not expect data to show normal 
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distribution and skewness. However, other assumptions need to be met to perform 
nonparametric tests. As explained above, data in the present dissertation did not meet all 
of those assumptions. Hence, parametric tests were employed to explore possible 
significant differences between and within the control group and the experimental 
group. Third, since the sample in this study was small (n= 46), parametric tests were 
selected because nonparametric tests may not contribute to help provide the most 
faithful representation of the findings.  
All in all, t-tests allowed identifying the significant differences between groups 
and within groups, being aware of the fact that the error % would increase. In other 
words, each time that a t-test (independent or paired) is run, there is a 5% error 
percentage. Therefore, the more t-tests performed, the more the error percentage 
increases. Nevertheless, t-tests seemed to be the most reliable method with which to 
analyze quantitative data in this dissertation. The independent samples t-test was 
performed to compare both samples, both groups, independently from each other each 
time. In so doing, the evolution of each of the groups was analyzed separately. Finally, 
paired samples t-tests were calculated to track group development across times. 
6.6.2 Qualitative data analysis. 
Qualitative data analyzed in the present study was gathered from the RVPs and the 
Post-instruction Questionnaire. For both instruments, a topic analysis was carried out. 
This entailed first a close reading of all the participants’ responses to find out recurrent 
issues. Once these were identified, they were grouped by topic. Topic analysis was 
performed to identify and track possible recurrent topics that would arise before and 
after instruction, as well as to explore whether the effects of instruction were also 
reflected on students’ reports. As for RVPs, there were 15 RVPs per each of the 
participants (N = 46), this made a total of 690 RVPs per each time of task: pretest, 
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posttest, and delayed posttest with a total of 2070 RVPs. Additionally, once all topics 
were classified, the tokens per topic were re-counted and MANOVAs were performed 
to explore possible significant differences among topics per time of task and between 
groups.  
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6.7 Chapter Summary  
The present chapter presented a detailed account of the method designed and 
implemented in the present dissertation. The setting and the participants were identified 
first. Then, the target conventional expressions used in the tests were reviewed to help 
the reader remember them to better comprehend the instructional treatment. It was 
explained afterwards, commenting on the steps followed in each of the two sessions 
designed to teach the selected conventional expressions: the use of PowerPoint with 
visual materials and metapragmatic explanations followed by awareness-raising 
activities (AJT) and practice (role-play) as well as the distribution of the instruction 
questionnaire at the end of the instructional treatment. Then, a detailed account of the 
data collection instruments was provided, including the advantages and disadvantages 
of each of them as well as the rationale and details of the instruments used in this 
dissertation, whether they were designed specifically for this study, or were adapted, for 
example. This was followed by the operationalization of the data collection procedure, 
were detailed accounts about the research design were illustrated. Finally, the analysis 
procedures carried out both on the quantitative and the qualitative instruments were 
explained. Quantitative analysis for the VKS, computer-delivered ODCT and attitudes 
questionnaire were performed by means of paired t-tests and independent t-test to 
investigate the evolution of each of the two groups in and of themselves as well as 
comparing both groups across times respectively. Qualitative data was analyzed from 
data gathered with the RVPs and the instruction questionnaire, and topic analysis were 
carried out to identify recurrent issues raised by the students as regards to the English 
language and the instructional treatment they received.  
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Chapter 7: Results and Discussion 
This chapter encompasses the outcomes of the two research questions and five 
hypotheses formulated in Section 5.2. The first three sections include the analysis and 
discussion of the results for the three first hypotheses under RQ1: Effect of instruction. 
Section 7.1 refers to the effect of instruction on recognition (H1), Section 7.2 to the 
effect of instruction on production (H2), and Section 7.3 to participants’ perceptions 
about their knowledge of conventional expressions (H3). Similarly, the next two 
sections encompass the analysis and discussion of the results for the two last 
hypotheses, which are included under RQ2: Students’ attitudes. Section 7.4 relates to 
the effect of instruction on learners’ attitudes (H4) and Section 7.5 to the effect of 
attitudes towards English (H5). Finally, Section 7.6 presents the Chapter Summary.  
7.1 Results and Discussion Related to Hypothesis 1 
Hypothesis 1 (H1) states that participants’ recognition of conventional expressions will 
improve after receiving instruction (posttest), and will mostly be lost after a longer 
period of time (delayed posttest), as measured by the scores in the vocabulary 
knowledge scale (VKS). Independent samples t-test and paired-samples t-tests were 
performed to identify and monitor possible statistically significant differences between 
groups and also within each of the two groups. Results are reported in terms of three 
different data collection time points: pretest (i.e., Time 1, T1), posttest (i.e., Time 2, 
T2), and delayed posttest (i.e., Time 3, T3). Results from the data analysis allow 
confirming this first hypothesis partially. Results confirm the improvement in the 
posttest and the score decrease in the delayed posttest. However, they cannot be entirely 
attributed to the effect of instruction. Results from the independent samples t-tests at 
Time 2 corroborate the improvement by the posttest (t = -4.999, Sig. (2-tailed) = <.001) 
and the decrease in scores at Time 3 (t = -4.944, Sig. (2-tailed) = <.001). These results 
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are further elaborated in this section Therefore, it could be said that instruction was 
partially effective. However, the extent of its effectiveness might be blurred because of 
the existence of ceiling effect due to task repetition, as observed from the results 
obtained in the task performance by the control group across times. Nevertheless, such 
effectiveness of the pedagogical intervention can be understood as strong, according to 
Cohen (1977), if attention is paid to the effect sizes from both the dependent samples t-
test and independent samples t-tests comparing Mean scores within groups and between 
groups across times respectively as explained below. These results are explained from a 
Skill Acquisition Theory viewpoint.  
Figure 14 below illustrates a summary of the general findings obtained by both 
groups in the VKS. Group performance is explained separately in what follows, 
preceded by a summarized report of the descriptive statistics per group. 
 
Figure 14.  Boxplot for control and experimental groups performance of VKS 
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A summary of the descriptive statistics is provided per group to identify the 
sample and highlight changes in performance from Time 1 (T1) to Time 3 (T3). The 
descriptive statistics for the control group are reported first and those for the 
experimental group afterward. Please refer to Appendix 16 for a more detailed account 
of the descriptive statistics per time of task for both groups in the VKS.  
Table 12.  Descriptive statistics for experimental group across times in VKS 
 
 
Experimental 
group 
[Group 1] 
n = 21 
Time Mean SD Range Skewness Kurtosis 
Pretest 
[Time 1] 
31.00 1.643 6 
[28-34] 
-.075 
(sd error 
.501) 
-.896 
(sd error 
.972) 
Posttest 
[Time 2] 
32.81 .928 4 
[30-34] 
-1.243 
(sd error 
.501) 
3.083 
(sd error 
.972) 
Delayed 
posttest 
[Time 3] 
33.19 .873 3 
[31-34] 
-1.400 
(sd error 
.501) 
2.250 
(sd error 
.972) 
 
Table 12 illustrates the summary of the descriptive statistics for the experimental 
group in the VKS across times. The experimental group was conformed by 21 
participants (n = 21). Participants in this group also scored rather high on the test (M= 
31.00, SD= 1.643), remembering that the minimum score in the VKS was 0 and the 
highest was 34. Scores improved in the posttest (M= 32.81, SD= .928), and in the 
delayed posttest as well (M= 33.19, SD= .873), administered 11 days after the posttest. 
As seen in Table 13, the mean incremented from T1 to T3, which means that this group 
improved their performance from pretest to posttest. This is supported by the decrease 
of SD across times that also reflects this performance improvement at T2 and T3.  As 
per the range of scores, it decreased from 6 in T1, to 4 in T2, and finally 3 in T3. The 
minimum scores also incremented across times, being the lowest 28 at T1 and 31 the 
highest at T3. In turn, the highest score obtained across times was 34, which was the 
maximum score participants could obtain in this test. Findings in skewness and Kurtosis 
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inform that scores are normally distributed, and therefore there is no significant 
departure from the Mean score across times. 
These results might be explained in terms of task repetition effect as well as the 
effect of instruction. If the control group experimented an increase in task performance, 
the same could be expected for the improvement in the scores in the experimental 
group. However, looking closely at the SDs across times for the experimental group, the 
lower number helps us identify that the scores became higher and more homogeneous, 
which can be seen in the histograms above. On the contrary, even though the scores also 
improved in the control group, the differences in the SDs across times indicate that even 
though the performance was higher, the scores were also less homogeneous, with larger 
ranges, as shown in the histograms above. 
Table 13.  Descriptive statistics for control group across times in VKS 
 
 
Control 
group 
[Group 0] 
n = 25 
Time Mean SD Range Skewness Kurtosis 
Pretest 
[Time 1] 
29.72 2.716 11  
[23-34] 
-1.035 
(sd error 
.464) 
1.345 
(sd error 
.902) 
Posttest 
[Time 2] 
30.44 2.142 10 
[24-34] 
-1.126 
(sd error 
.464) 
2.094 
(sd error 
.902) 
Delayed 
posttest 
[Time 3] 
31.00 2.000 8 
[25-33] 
-1.326 
(sd error 
.464) 
1.763 
(sd error 
.902) 
 
Table 13 synthesizes the descriptive statistics for the control group in the VKS 
from T1 to T3. The control group was conformed by 25 participants (n = 25). This 
group scored high on the test (M = 29.72, SD = 2.716) taking into consideration that the 
minimum score for the VKS was 0 and the highest was 34. Scores improved in the 
posttest (M = 30.44, SD = 2.142), and in the delayed posttest as well (M = 31.00, SD = 
2.000), which was administered 11 days after the posttest. This is illustrated with the 
Mean. As seen in Table 12, it increased across times, which reflects the score 
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improvement by students in the control group. This is supported by the decrease in the 
SD, which explains that the improvement became more homogeneous at Time 2 (T2) 
and T3 compared to the preceding times. The decrease in score range also reflected that 
score melioration. The minimum score obtained at T1 was 23, 24 at T2, and 25 at T3. 
The highest score was obtained at T1 and T2, but decreased to 33 at T3. The values for 
skewness and Kurtosis reveal normally distributed scores, which means that there was 
not significant departure form the Mean score across times. These results might be 
explained in terms of task repetition effect. When this test was handed in at Time 2 and 
Time 3, some students mentioned that they remembered the situations, which may 
explain the increase in scores across times. 
The results from the independent samples t-tests and the paired samples t-tests are 
presented as follows. Findings obtained from these statistical analyses are discussed 
afterward considering the existing literature.  
The independent samples t-tests were performed to identify and track possible 
significant differences between the control group and the experimental group. Three 
independent samples t-tests were run to compare the Mean scores of the groups per time 
of task.  
Table 14.  Descriptive statistics for group Mean comparison in the VKS at Time 1 
Group N Mean SD SD Error 
Mean 
Control 
[Group 0] 
25 29.72 2.716 .543 
Experimental 
[Group 1] 
21 31.00 1.643 .359 
 
Table 14 provides the descriptive statistics from the comparison of the Mean 
difference between both groups at Time 1. The Mean for the control group was 29.72, 
whereas it was 31.00 for the experimental group. As for the SD, the control group 
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obtained a SD of 2.716, and the experimental group 1.643. The SD Error Mean for the 
control group was .543, and .359 for the experimental group.  
Table 15.  Independent samples t-test both groups in VKS at Time 1 
t-test for Equality of Means 
t df Sig. (2-
tailed) 
Mean 
Difference 
Std. Error 
Difference 
95% Confidence 
Interval of the 
Difference 
Lower        Upper 
-1.887 44 0.66 -1.280 .678 -2.647 .087 
 
Table 15 illustrates the results from the independent samples t-test to compare the 
Mean difference of the control group and experimental group in the VKS at Time 1. 
Data at this first time period showed departure from non-normality, since two outliers 
were found for the control group. Nevertheless, distributions seemed to be symmetric. 
Variances were equal, since the Levene test provided a no significant difference (F = 
2.779, Sig.= .103) between the variances of each group. An independent samples t-test 
found no evidence of a difference between the Means on the VKS at Time 1 for the 
control group (n = 25, Mean = 29.72, SD = 2.716) and for the experimental group (n = 
21, Mean = 31.00, SD = 1.643). See box plot Figure 15 below. Since the 95% CI 
contains zero [-2.647, .087], it can be concluded that there is no statistical difference 
between the groups. The narrow CI, less than 3 points on a test where the maximum 
score was 17 points, illustrates that the estimate of how different the groups are is 
uncertain, but not likely to be far from zero. The effect size for this comparison was 
calculated following Cohen's d25, which resulted in a Cohen’s d = 0.57. According to 
Cohen’s guidelines for effect sizes can be considered a medium effect size. 
 
                                               
25 For the present dissertation, effect sizes were calculated following Cohen’s (1977) guidelines. 
Nevertheless, the field of SLA currently employs Plonsky and Oswald’s (2014) guidelines to 
interpret effect sizes. 
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Figure 15.  Box plot for Mean difference between control group and experimental group 
in VKS at Time 1 
As shown in the descriptive statistics, there was already a difference in performance 
between the control group and the experimental group at T1, which the independent 
samples t-test revealed not to be significant, and with a medium effect size. These 
performances were already high taking into consideration that the highest score is 34 for 
the VKS. Results from the independent samples t-tests performed for T2 and T3 help 
understand score performance development and the possible reasons behind such 
changes and between-group differences.   
Table 16.  Descriptive statistics for group Mean comparison in the VKS at Time 2 
Group N Mean SD SD Error 
Mean 
Control 
[Group 0] 
25 30.44 2.142 .428 
Experimental 
[Group 1] 
21 32.81 .928 .203 
 
Table 16 provides the descriptive statistics from the comparison of the Means of 
both groups at Time 2. The Mean for both groups was higher than 30 this time, as so 
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were each of the Means in comparison to those at Time 1 respectively. At Time 2, there 
was a Mean of 30.44, with a SD of 2.142 and a SD error mean of .428 for the control 
group; and a mean of 32.81, with a SD of .928 and a SD error mean of .203 for the 
experimental group. 
Table 17.  Independent samples t-test both groups in VKS at Time 2 
t-test for Equality of Means 
t df Sig. (2-
tailed) 
Mean 
Difference 
Std. Error 
Difference 
95% Confidence 
Interval of the 
Difference 
Lower        Upper 
-4.999 33.897 p <.001 -2.370 .474 -3.333 -1.406 
 
Table 17 illustrates the results from the independent samples t-test to compare the 
means of the control group and experimental group in the VKS at Time 2. Data at this 
second time period showed departure from non-normality, since two outliers can be 
found: one per each group. Also, variances were found to be not equal, as obtained from 
the Levene test (F = 10.550; Sig. = .002). An independent samples t-test found evidence 
of a difference between the means on the VKS at Time 2 for the control group (n = 25, 
Mean= 30.44, SD= 2.142) and for the experimental group (n = 21, Mean= 32.81, SD= 
.928). See box plot Figure 16 below. Since the 95% CI does not contain zero [-3.333, -
1.406], it can be concluded that there is a statistical difference between the groups. The 
narrow CI, less than 2 points on a test where the maximum score was 17 points, 
illustrates that the estimate of how different the groups are is uncertain, but not likely to 
be far from zero. The effect size for this comparison was calculated following Cohen's 
d, which resulted in a Cohen’s d = 1.436. According to Cohen’s guidelines for effect 
sizes can be considered a large effect size.  
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Figure 16.  Box plot for Mean difference between control group and experimental group 
in VKS at Time 2 
The descriptive statistics for Mean comparison at T2 also revealed a difference in 
performance between these two groups. The independent samples t-test revealed that 
this difference was statistically significant, and Cohen’s d=1.436 informed that this 
statistical difference was large. This could be explained in terms of both task repetition 
effect as well as the effect of instruction. As for the former, it could help explain the 
score improvement by the control group. At the same time, the same could be applied to 
the experimental group. Nevertheless, since the control group received instruction, this 
variable could also be the source of this significant difference between control group 
and experimental group. 
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Now that the scores, distribution of the scores, and Mean comparison of both 
groups for Time 2 have been reported, the same will be done for Time 3.  
Table 18.  Descriptive statistics for group Mean comparison in the VKS at Time 3 
Group N Mean SD SD Error 
Mean 
Control 
[Group 0] 
25 31.00 2.000 .400 
Experimental 
[Group 1] 
21 33.19 .873 .190 
 
Table 18 provides the descriptive statistics from the comparison of the score 
performance by both groups at Time 3. The Mean for both groups was higher than 30 
this time, and higher than the previous two Means. There was a Mean of 31.00, with a 
SD of 2.000 and a SD error mean of .400 for the control group; and a mean of 33.19, 
with a SD of .873 and a SD error mean of .190 for the experimental group.  
Table 19.  Independent samples t-test both groups in VKS at Time 3 
t-test for Equality of Means 
t df Sig. (2-
tailed) 
Mean 
Difference 
Std. Error 
Difference 
95% Confidence 
Interval of the 
Difference 
Lower        Upper 
-4.944 34.019 p<.001 -2.190 .443 -3.091 -1.290 
 
Table 19 illustrates the results from the independent samples t-test that compared 
the Means of the control group and experimental group in the VKS at Time 3. Data at 
this third time period showed departure from non-normality, since two outliers were 
found for the experimental group. Additionally, variances were found to be not equal, 
resulted from the Levene test (F = 12.369, Sig. = .001). An independent samples t-test 
found evidence of a difference between the means on the VKS at Time 3 for the control 
group (n = 25, mean= 31.00, SD= 2.000) and for the experimental group (n = 21, 
Mean= 33.19, SD= .873). See box plot Figure 17 below. Since the 95% CI does not 
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contain zero [-3.091, -1.290], it can be concluded that there is a statistical difference 
between the groups. The narrow CI, less than 2 points on a test where the maximum 
score was 17 points, illustrates that the estimate of how different the groups are is 
uncertain, but not likely to be far from zero. The effect size for this comparison was 
calculated following Cohen's d, which resulted in a Cohen’s d = 1.419. According to 
Cohen’s guidelines for effect sizes can be considered a large effect size. 
 
Figure 17.  Box plot for Mean difference between control group and experimental group 
in VKS at Time 3 
Finally, the descriptive statistics for Mean comparison at T3 also revealed a 
difference in performance between the control and the experimental groups. The 
independent samples t-test revealed that this difference was statistically significant, with 
an effect size of Cohen’s d=1.419. Even though the effect size was slightly smaller than 
at T2, it was still large. Similar to the findings obtained in the mean comparison at T2, 
the findings obtained in the independent samples t-test run at T3 could be explained in 
terms of both task repetition effect as well as the effect of instruction. Since the 
performance of the control group still improved at T3, it could be argued that task 
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repetition effect was not only present in this group, but also in the experimental group. 
Nevertheless, the score improvement experienced by the experimental group could also 
be explained in terms of effect of instruction.  
In sum, results from the independent samples t-test showed that there were two 
outliers in the control group, which means that two participants scored lower than the 
group’s mean. Moreover, and most importantly, this test found a difference that was not 
significant between these two groups at T1, which had a medium effect size (d= 0.57). 
As for the independent samples t-test that compared the Mean differences between 
groups at Time 2, different results were obtained. On the one hand, the number of 
outliers remained the same. However, one outlier per group was found at the posttest. 
Most importantly, a statistically significant difference was found at T2 between these 
two groups, with a large effect size (d= 1.436), which could be attributed to the effect of 
instruction in the greater part. Finally, the independent samples t-test performed to 
observe mean differences between control and experimental group at T3 revealed 
different as well as similar results compared to these tests at T1 and T2. Different from 
results obtained so far, two outliers were found as well. However, this time both 
participants belonged to the experimental group. Most importantly, and in line with 
results obtained at T2, there was a statistically significant difference between the control 
and the experimental group at this third and last data collection point, with a large effect 
size (d= 1.419), which was a bit smaller than at T2. Nevertheless, this evidence 
indicates that the effect of instruction may have also exerted a large effect at the delayed 
posttest. However, and as mentioned before, since the increment in scores for the 
control group can be explained in terms of task repetition effect, the effect of instruction 
should be taken cautiously. These findings are now discussed in relation to those 
present in the existing literature.  
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Once the between group differences were analyzed and findings discussed, a 
series of paired samples t-tests were performed to investigate whether there were 
statistically significant differences between the Means within each of the groups across 
times. Results related to the control group’s performance are explained first and those 
obtained by the experimental group afterwards. 
Table 21 illustrates the paired samples t-test performed to compare Mean 
difference for the control group between T1 (n = 25, M= 29.72, SD= 2.716) and T2 (n = 
25, M= 30.44, SD= 2.142) in the VKS. See descriptive statistics in Table 20 below. 
This test found no significant difference for the control group between these two times, 
since the 95% CI [-1.728, .288] ran through zero. The size of the interval shows that the 
actual Mean could be as small as less than 1 point, or as large as nearly 2 points. A 
Cohen’s d effect size was performed for this comparison, and resulted in d= 0.295, 
which means that the difference between the pretest and the posttest was small.  
Table 20.  Paired samples t-test descriptive statistics for VKS control group from Time 1 
to Time 2 
  N Mean SD SD Error 
Mean 
Control 
Group 
[Group 0] 
VKS Pretest 
[Time 1] 
25 29.72 2.716 .543 
VKS Posttest 
[Time 2] 
25 30.44 2.142 .428 
 
Table 21.  Paired samples t-test for VKS control group from Time 1 to Time 2 
 Paired Differences  
Group Mean SD SD 
Error 
mean 
95% CI 
 
t df Sig p. 
Control 
[Group 0] 
-.720 2.441 .488 [-1.728, 
.288] 
-1.475 
 
24 .153 
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Table 23 shows the paired samples t-test performed to compare Mean difference 
for the control group between T2 (n = 25, M= 30.44, SD= 2.142) and T3 (n = 25, M= 
31.00, SD= 2.000) in the VKS. See descriptive statistics in Table 22 below. This test 
found no significant difference for the control group between these two times, since the 
95% CI [-1.452, .332] ran through zero. The size of the interval shows that the actual 
mean could be as small as less than 1 point, or as large as nearly 1.5 points. A Cohen’s 
d effect size was performed for this comparison, and resulted in d= 0.259, which means 
that the difference between the pretest and the posttest was small.  
Table 22.  Paired samples t-test descriptive statistics for VKS control group from Time 2 
to Time 3 
  N Mean SD SD Error 
Mean 
Control 
Group 
[Group 0] 
VKS Posttest 
[Time 2] 
25 30.44 2.142 .428 
VKS Delayed 
Posttest 
[Time 3] 
25 31.00 2.000 .400 
 
Table 23.  Paired samples t-test for VKS control group from Time 2 to Time 3 
 Paired Differences  
Group Mean SD SD 
Error 
mean 
95% CI t df Sig p. 
Control 
[Group 0] 
-.560 2.162 
 
.432 [-1.452, 
.332] 
-1.295 24 .208 
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Table 25 provides the paired samples t-test performed to compare Mean 
difference for the control group between T1 (n = 25, M= 29.72, SD= 2.716) and T3 (n = 
25, M= 31.00, SD= 2.000) in the VKS. See descriptive statistics in Table 24 below. 
This test found a significant difference for the control group between these two times, 
since the 95% CI [2.093, -.467] did not run through zero. The size of the interval shows 
that the actual mean could be as small as less than 0.5 point, or as large as over 2 points. 
A Cohen’s d effect size was performed for this comparison, and resulted in d= 0.65, 
which means that the difference between the pretest and the posttest was medium.  
Table 24.  Paired samples t-test descriptive statistics for VKS control group from Time 1 
to Time 3 
  N Mean SD SD Error 
Mean 
Control 
Group 
[Group 0] 
VKS Pretest 
[Time 1] 
25 29.72 2.716 .543 
VKS Delayed 
Posttest 
[Time 3] 
25 31.00 2.000 .400 
 
Table 25.  Paired samples t-test for VKS control group from Time 1 to Time 3 
 Paired Differences  
Group Mean SD SD 
Error 
mean 
95% CI t df Sig p. 
Control 
[Group 0] 
-1.280 
 
1.969 .394 [-2.093, 
-.467] 
-3.251 
 
24 
 
.003 
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Results from the paired samples t-test help identify whether those score increases 
are significant or not. The first paired samples t-test, which compared the Mean 
difference between T1 and T2, was not significant and the effect size was small (d = 
0.295) which suggest that participants’ performance did not improve significantly from 
pretest to posttest, maybe due to the lack of provision of pedagogical intervention. The 
paired samples t-test between T2 and T3 revealed a no significant difference between 
the Means at these two points in time, with a small effect size (d= 0.259), which was a 
bit smaller than that of the first comparison above. This suggests that participants’ 
recognition of conventional expressions did not improve that much either from the 
posttest to the delayed posttest. Similar to the previous comparison, not receiving 
instruction may explain this performance. Finally, the last paired samples t-test 
confirmed a significant difference between the Means at T1 and T3 with a medium 
effect size (d = 0.65) for the control group in the VKS. These results imply that even 
though scores increased overall, that rise was only statistically significant from Time 1 
to Time 3. These results may be explained by the fact that this group did not receive 
instruction and that all performance improvement across times may be attributed to the 
task repetition effect. One of the constraints of this study was the limited access to the 
students, which affected the research design of the present investigation. Had there been 
more time between pretest, posttest, and delayed posttest, that may have translated in 
the absence or less presence of task repetition effect.  
The paired samples t-tests performed in the Mean score performance by the 
experimental group are explained and discussed as follows.  
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Table 27 illustrates the paired samples t-test performed to compare Mean 
difference for the experimental group between T1 (n = 21, M= 31.00, SD= 1.643) and 
T2 (n = 21, M= 32.81, SD= .928) in the VKS. See descriptive statistics in Table 26 
below. This test found a significant difference for the experimental group between these 
two times, since the 95% CI [-2.479, -1.140] did not run through zero. The size of the 
interval shows that the actual Mean could be as small as over 1 point, or as large as over 
2 points. A Cohen’s d effect size was performed for this comparison, and resulted in d= 
1.23, which means that the difference between the pretest and the posttest was large. 
This could mean that the effect of instruction was very effective.  
Table 26.  Paired samples t-test descriptive statistics for VKS experimental group from 
Time 1 to Time 2 
  N Mean SD SD Error 
Mean 
Experimental 
Group 
[Group 1] 
VKS Pretest 
[Time 1] 
21 31.00 1.643 .359 
VKS Posttest 
[Time 2] 
21 32.81 .928 .203 
 
Table 27.  Paired samples t-test for VKS experimental group from Time 1 to Time 2 
 Paired Differences  
Group Mean SD SD 
Error 
mean 
95% CI t df Sig p. 
Experimental 
[Group 1] 
-1.810 1.470 .321 [-2.479,  
-1.140] 
-5.640 20 p<.001 
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Table 29 provides the paired samples t-test performed to compare Mean 
difference for the experimental group between T2 (n = 21, M= 32.81, SD= .928) and T3 
(n = 21, M= 33.19, SD= .873) in the VKS. See descriptive statistics in Table 28 below. 
This test found no significant difference for the experimental group between these two 
times, since the 95% CI [-.718, -.044] ran through zero. The size of the interval shows 
that the actual Mean could be as small as less than 1 point, or as large as nearly 1 point. 
A Cohen’s d effect size was performed for this comparison, and resulted in d= 0.515, 
which means that the difference between the pretest and the posttest was medium. This 
means that the effect of instruction was less effective.  
Table 28.  Paired samples t-test descriptive statistics for VKS experimental group from 
Time 2 to Time 3 
  N Mean SD SD Error 
Mean 
Experimental 
Group 
[Group 1] 
VKS Posttest 
[Time 2] 
21 32.81 .928 .203 
VKS Delayed 
Posttest 
[Time 3] 
21 33.19 .873 .190 
 
Table 29.  Paired samples t-test for VKS experimental group from Time 2 to Time 3 
 Paired Differences  
Group Mean SD SD 
Error 
mean 
95% CI t df Sig p. 
Experimental 
[Group 1] 
-.381 .740 
 
.161 [-.718, 
-.044] 
-2.359 20 .029 
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Table 31 shows the paired samples t-test performed to compare Mean difference 
for the experimental group between T1 (n = 21, M= 31.00, SD= 1.643) and T3 (n = 21, 
M= 33.19, SD= .873) in the VKS. See descriptive statistics in Table 30 below. This test 
found a significant difference for the control group between these two times, since the 
95% CI [-2.860, -1.521] did not run through zero. The size of the interval shows that the 
actual Mean could be as small as over than 1.5 points, or as large as nearly 3 points. A 
Cohen’s d effect size was performed for this comparison, and resulted in d= 1.49, which 
means that the difference between the pretest and the posttest was large. This means that 
the effect of instruction may have been very effective.  
Table 30.  Paired samples t-test descriptive statistics for VKS experimental group from 
Time 1 to Time 3 
  N Mean SD SD Error 
Mean 
Experimental 
Group 
[Group 1] 
VKS Pretest 
[Time 1] 
21 31.00 1.643 .359 
VKS Delayed 
Posttest 
[Time 3] 
21 33.19 .873 .190 
 
Table 31.  Paired samples t-test for VKS experimental group from Time 1 to Time 3 
 Paired Differences  
Group Mean SD SD 
Error 
mean 
95% CI t df Sig p. 
Experimental 
[Group 1] 
-2.190 
 
1.470 
 
.321 [-2.860, 
-1.521] 
-6.827 
 
20 p<.001 
 
The results obtained from the paired samples t-test help understand whether the 
increase in scores are significant or not. For the experimental group, the first paired 
samples t-test, which compared the Mean difference between T1 and T2, was 
significant and the effect size was large (d = 1.23), quite an opposite result comparing it 
to the control group at this same time. The paired samples t-test between T2 and T3 
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revealed a no significant difference between the Means at these two points in time, with 
a medium effect size (d= 0.515), which was half the time smaller than that of the first 
comparison above. This may be translated in the fact that the effect of instruction did 
not last until T3 as equally effective than at T2, which was the expected outcome. 
Finally, the last paired samples t-test confirmed a significant difference between the 
Means at T1 and T3 with a large effect size (d = 1.49) for the experimental group in the 
VKS. These results reveal that scores increased overall, and that rise was not significant 
from T2 to T3, but it was indeed statistically significant from T1 to T2, and from T1 to 
T3. These results may be explained by the fact that this group did receive instruction 
and that performance improvement across times may be attributed to both the task 
repetition effect, but also to effect of pedagogical intervention.  
Results from the data analysis allow to partially confirm this first hypothesis. 
Results confirm the improvement in the posttest and the score decrease in the delayed 
posttest. However, they cannot be entirely attributed to the effect of instruction. 
Therefore, it could be said that instruction was partially effective. However, the extent 
of its effectiveness might be blurred due to the existence of ceiling effect due to task 
repetition, as observed from the results obtained in the task performance by the control 
group across times. Nevertheless, such effectiveness of the pedagogical intervention can 
be understood as strong if attention is paid to the effect sizes from both the dependent 
samples t-test and independent samples t-tests comparing Mean scores within groups 
and between groups across times respectively as reported above. These results can also 
be explained from a Skill Acquisition Theory viewpoint.  
In line with previous research, which focused on the recognition of conventional 
expressions, studies that include instructional intervention are very few. Nevertheless, 
they found that the effect of the instruction was maintained in the posttest (e.g., Taguchi 
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et al., 2017). In the case of Taguchi et al. (2017) results could be explained based on 
participants’ scores as well as their motivation to be involved and learn by means of a 
technology-mediated data collection method that resembled real-life interactions, as 
shown in the interview reports. In this dissertation, the pragmatic gains were also found 
in the posttest and, as expected, they did not last in the delayed posttest.   
A large number of studies have explored the recognition of conventional 
expressions without intervention. Particularly interesting to my investigation are 
Bardovi-Harlig (2011, 2014). Bardovi-Harlig reported that participants made correct 
reports for those expressions they marked as unknown to them, which was also the case 
in this dissertation. Participants chose option “A: I don’t know this expression” for 
those conventional expressions they had never heard of. Additionally, participants in 
Bardovi-Harlig (2011) found conventional expressions that consist of a verb and a 
particle, such as Watch out!, challenging. Results from the present dissertation 
corroborate this finding, because this particular expression was found to be difficult to 
learn for students. Similar to results from Bardovi-Harlig (2011) students in the present 
study also misinterpreted the meaning of this expression. For example, P7Pret26 used 
the following example to demonstrate that they knew this expression: “Watch out! They 
are kissing!” In a similar vein, P29Pret27 wrote: “(A) Watch out! There’s a dog dancing! 
(B) Are you kidding me?” These students understood this expression literally, as they 
meant to look through the window. 
 Bardovi-Harlig (2014) found out that recognition skills of conventional 
expressions are not determined by the participants’ proficiency level. In her study, even 
less proficient learners were able to define and provide examples of conventional 
                                               
26 Participant 7 at the pretest. 
27 Participant 29 at the pretest. 
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expressions. This was the case in the present dissertation as well, in which even students 
with an A2 and B1 proficiency levels according to the CEFR were able to carry out this 
task equally successful as their more proficient classmates. This research finding goes in 
line with fact that pragmatic performance does not go hand in hand with grammatical 
proficiency (e.g. Bardovi-Harlig, 2001; Taguchi, 2015b). In other words, a higher 
proficiency level does not imply a higher pragmatic knowledge, and vice versa. Those 
students who have a lower proficiency level do not necessarily have to have a low 
command of pragmatic knowledge.  
Another interesting finding in the present study was the better performance at the 
pragmatic recognition task than at the pragmatic production task. This result goes in line 
with previous research, in which students find it easier to recognize conventional 
expressions than to produce them both in ESL and EFL contexts (e.g., Bardovi-Harlig, 
2008, 2009; Rafieyan, Sharafi-Nejad & Eng, 2014a) a plausible source for this finding 
lies on the fact that providing students with pragmatic awareness activities may foster 
the recognition process of such expressions. In the present dissertation, evidence that 
supports this finding comes also from the Post-instruction Questionnaire. More 
specifically from the two open-ended questions that asked students to identify the things 
they liked most and least about the AJT. The AJT aimed at promoting students’ 
awareness of the issues related to the recognition and production of conventional 
expressions (i.e., pragmalinguistic resources together with sociopragmatic contextual 
issues), and the responses obtained from participants about this task in the Post-
instruction Questionnaire show that students thought about such issues in their learning 
process. For example, P25, P5, P12 and P9 coincided in the fact that this task provided 
them with the opportunity to think about the expression that needed to be used in 
relation to the context where it had to be expressed.  
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 “You have to think about the expression in a specific situation and that is an 
important factor [sic]” (P25). 
 “I liked the moment we have to explain why was appropriate or not because we 
had to provide feedback [sic]” (P12), meaning reasons to explain why they had used a 
specific expression over others. 
“the discussion part in which we explained whether we considered the sentences 
appropriate or not, because it was the most practical one [sic]” (P9).  
A few other students highlighted the use of the expressions, which is inherent to 
their nature. In other words, conventional expressions refer to expressions with a focus 
on their social role in everyday interactions. For example, three students explained that 
what they liked best about the AJT was: 
 “the emphasis on pragmatic elements in common every-day speech, which is 
usually ignored by teachers, as well as your explanations. :) [sic]” (P2).  
Similarly, “for me, the best point of the test was that it dealt with many everyday-
life situations in which we need the use of certain conventional expressions according to 
culture [sic]” (P.27).  
More succinctly, the situations presented “were based on real situations [sic]” 
(P6). 
 P2 above also mentioned a key aspect, which reports on the inexistent or scant 
attention to pragmatics and pragmatic features such as conventional expressions in other 
courses taught in this degree. It is true that there is a course that focuses solely on 
pragmatics, but which has never included conventional expressions, and mainly focused 
on speech acts, and the learning, teaching, and assessing processes related to them. 
Additionally, this course of pragmatics has also focused on different speech acts 
together with issues regarding politeness and impoliteness, and the introduction of 
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cross-cultural and intercultural pragmatics. This course represents an attempt to work on 
and help students develop their pragmatic competence in EFL settings, which research 
shows to be essential for the learning of L2 pragmatics (e.g., Martínez-Flor & Usó-Juan, 
2006) by raising their awareness on pragmatics (e.g. Alcón-Soler & Safont, 2008).  
Finally, two students pointed out to the importance of having received feedback, 
and valued it the most of the entire activity.  
“the feedback provided at the end of the activity. I think it is necessary to provide 
it so as to enhance our knowledge on that [sic]” (P41). 
 In line with his classmate, “that now we know how to use the expressions 
correctly, since we have received feedback [sic]” (P48).  
All in all, all these examples highlight the importance of providing students with 
metapragmatic information together with metapragmatic discussion to foster their 
pragmatic development more generally (e.g., Alcón-Soler, 2005; Badjadi, 2016) and 
their recognition skills of conventional expressions more specifically in this study. 
Additionally, the triangulation of data is also essential in validating the results obtained 
from the quantitative analysis, and also giving the results a more robust character. On 
perception and judgment, Bardovi-Harlig (2001, p. 20) states that studies that include a 
perception component, such as including a recognition task as well as an AJT in the 
present dissertation, aim to explore “differences that are no less real, but are somewhat 
less obvious to an observer. This set of studies is smaller and less cohesive than the 
production studies; however, it shows that learner judgments and comprehension are 
often different from those of NSs.” This statement lends support to the robustness and 
strength that triangulation of data provides to the understanding of results obtained from 
analysis of both quantitative and qualitative data that tackle the same phenomena, that 
being pragmatic recognition task in the present study.  
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In line with existing findings in the literature on the effect of instruction, results 
from the present study attest to the effect of instruction from pretest to posttest, which 
does not last through the delayed posttest (e.g., Taguchi, 2015b). The present 
investigation was no exception. Previous research on conventional expressions only 
included a pretest and a posttest without instruction (i.e., Bardovi-Harlig, 2008, 2009, 
2019, 2014; Rafieyan et al., 2014b) and with instruction (e.g., Taguchi et al., 2017). 
Nevertheless, they all side with this well-known and amply supported research finding. 
Additionally, the present investigation shed light into this phenomenon, providing data 
from a group of EFL students whose pragmatic performance increased across times, but 
with a slight decrease from Time 2 to Time 3. Moreover, this study represents an 
example in which the role of instruction was important in pragmatics learning, which 
research has proven to be more effective than simple exposure (e.g., Bardovi-Harlig, 
2001; Kasper & Rose, 2002). Even though the effect of instruction was masked by the 
task repetition effect, it could be argued that there is little doubt that the pedagogical 
intervention was effective in the pragmatic recognition of conventional expressions.  
Results obtained in H1 can also be explained in terms of Skill Acquisition Theory 
(Anderson, 1993; DeKeyser, 1997, 1998, 2001, 2003, 2007a). Recalling the main tenets 
of this theory, which was discussed in Chapter 1, Skill Acquisition Theory perceives the 
development of language learning and use at stake. Learning a skill takes place 
gradually, and skill can take the form of a whole language or a particular part of it, such 
as pragmatic competence. Anderson identified three learning stages: 1) cognitive stage, 
where the new rules become procedural knowledge; 2) proceduralization process, which 
is activated by means of meaningful practice of such rules; and 3) autonomous stage, 
where the knowledge of such rules becomes automatic and fluent, and is characterized 
be the less frequent appearance of mistakes. These learning stages can also be translated 
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to the learning of L2 pragmatics, which help understand the process of form-function 
mapping. Taking into consideration the learning of recognizing conventional 
expressions, the autonomous stage took place gradually, since students were able to 
work on the recognition of conventional expressions at three points in time. 
Additionally, since practice is essential in this theory of language learning, activities to 
practice recognition skills were provided (i.e., VKS and AJT together with 
metapragmatic discussion). Finally, pragmatic competence is perceived as a skill in and 
of itself, recognizing conventional expressions in this case. Evidence from data on H1 
exist to support that participants successfully achieved the first and second learning 
stage, and stayed somewhere in the third and last phase, the autonomous stage. This 
autonomous stage was accomplished for some of the learners on some of the easier 
conventional expressions but not for other learners or for more complex conventional 
expressions. These results provide food for thought about the research design. Had there 
been more time, students would have been given more opportunities to practice their 
recognition skill, working on more metapragmatic discussion, for example. Comments 
from the AJT lend support to employ such activity to foster students’ pragmatic 
awareness, and therefore their recognition skills and subsequent development of their 
pragmatic competence. In this regard, Badjadi (2016) points out to the correlation that 
exists between metapragamtic discussion and the improvement in scores for structured 
production activities, such as the VKS. Skill Acquisition Theory also has some 
implications for the design of the pedagogical intervention. This theory puts forward the 
idea that instruction should be implemented gradually, so that the transition from the 
declarative to the procedural knowledge is smooth. This was the case in the present 
investigation, where instruction took place in two stages, first presenting the theoretical 
constructs essential to understand conventional expressions, and then the presentation, 
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discussion, and practice of the target conventional expressions. Finally, further practice 
was included to provide students with meaningful research-based situations that 
included real world interactions that students may potentially face when visiting an 
English-speaking country. However, it could be argued that more practice could have 
enhanced a more fully and positive pragmatic development in recognizing conventional 
expressions.  
All in all, even though the effect of instruction was very present in the pragmatic 
development of the experimental group, as seen from the statistical results from the t-
tests and the effect sizes of such results, a task repetition effect could potentially be 
attributed the high scores from the control group in the VKS across times. Hence, H1 
can only be partially confirmed. Even though results could be obscured by the task 
repetition effect, this study presents a potential opportunity to understand the cognitive 
processes that affect the recognition of conventional expressions in an EFL setting, 
where interventional studies such as this dissertation are less present. 
7.2 Results and Discussion Related to Hypothesis 2 
Hypothesis 2 (H2) predicts that participants’ production of conventional expressions 
will improve after receiving instruction (posttest), and will mostly be lost after a longer 
period of time (delayed posttest), as measured by the scores in the computer-delivered 
ODCT. Following the same procedure as for the recognition task above in H1, 
independent samples t-test and paired-samples t-tests were performed to identify and 
monitor possible intergroup and intragroup statistically significant differences. The 
analyses have also been conducted across three times: pretest (i.e., Time 1, T1), posttest 
(i.e., Time 2, T2), and delayed posttest (i.e., Time 3, T3). Results from the data analysis 
of the pragmatic production task allow confirming this second hypothesis, since there 
was a gradual pragmatic production gain, and it was not maintained at the delayed 
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posttest for the experimental group. Results from the independent samples t-tests at 
Time 2 corroborate the improvement by the posttest (t = -10.949, Sig. (2-tailed) = 
<.001) and the decrease in scores at Time 3 (t = -7.579, Sig. (2-tailed) = <.001). These 
results are further elaborated in this section. In general terms, it could be agreed on the 
partial effectiveness of the pedagogical intervention, as backed up by the research on 
instructional effects on pragmatics (e.g., Taguchi, 2015b; Taguchi & Roever, 2017). 
However, the extent of its effectiveness might be masked by the task repetition effect 
observed from the results obtained in the task performance by the control group across 
times. Nevertheless, the effectiveness of the instructional treatment could be interpreted 
as strong if attention is paid to the effect sizes from both the dependent samples t-test 
and independent samples t-tests comparing Mean scores within groups and between 
groups across times respectively as explained below. These results are discussed from a 
Skill Acquisition Theory stance.  
Figure 18 below represents a summary of the general findings obtained by both 
groups in the computer-delivered ODCT. Performance per group is explained separately 
as follows, preceded by a summarized revision of the descriptive statistics per group. 
 
Figure 18.  Boxplot for control and experimental groups performance of computer-
delivered ODCT 
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Similarly to H1 above, a summary of the descriptive statistics is provided per 
group to identify the sample and highlight performance development across times. The 
descriptive statistics for the control group are reported first and those for the 
experimental group afterwards. Please refer to Appendix 17 for a more detailed account 
of the descriptive statistics per time of task for both groups in the computer-delivered 
ODCT.  
Table 32.  Descriptive statistics for control group across times in computer-delivered 
ODCT 
 
 
Control 
group 
n = 25 
Time Mean SD Range Skewness Kurtosis 
Pretest 5.72 2.509 10 
[0-10] 
-.532 (sd 
error .464) 
-.034 (sd 
error .902) 
Posttest 6.40 2.693 10 
[2-12] 
.259 (sd 
error .464) 
-.580 (sd 
error .902) 
Delayed 
posttest 
6.88 3.087 12 
[0-12] 
-.451 (sd 
error .464) 
-.133 (sd 
error .902) 
 
Table 32 synthesizes the descriptive statistics for the control group in the 
computer-delivered ODCT from T1 to T3. The control group (n = 25) generally scored 
high on this task. In the pretest, the 25 participants scored rather high (M= 5.72, SD= 
2.509) taking into consideration that the minimum score for the computer-delivered 
ODCT was 0 and the highest was 15. Scores improved in the posttest (M= 6.40, SD= 
2.693), as well as in the delayed posttest (M= 6.88, SD= 3.087), administered 11 days 
after the posttest, as reported in the Mean. As shown in Table X below, the mean 
increased from T1 to T3, which translates into participants in the control group 
improving their scores across times. However, the continuous increase of the SD 
reflects the less homogeneous score improvement from T1 to T3. In other words, even 
though task performance improved, this task melioration was less homogeneous across 
times. This is reflected in score range. The minimum score at T1 and T3 was 0, but it 
was 2 at T2. Regarding the maximum score obtained by the control group, it was 10 at 
T1 and increased to 12 in T2, which was maintained at T3. The values for skewness and 
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Kurtosis reveal a normal distribution of the scores. There was no significant departure 
form the Mean score across times. Task repetition effect might explain the increase in 
pragmatic performance in the control group. Some of the participants in the control 
group, as well as in the experimental group, commented on the fact that they 
remembered some of the situations from previous task performance. 
Table 33.  Descriptive statistics for experimental group across times in computer-
delivered ODCT 
 
 
Experimental 
group 
n = 21 
Time Mean SD Range Skewness Kurtosis 
Pretest 7.24 2.644 
 
11 
[1-12] 
-.374 (sd 
error 
.501) 
.185 (sd 
error 
.972) 
Posttest 13.38 
 
1.564 5 
[10-15] 
-.968 (sd 
error 
.501) 
.315 (sd 
error 
.972) 
Delayed 
posttest 
12.76 
 
1.921 
 
7 
[8-15] 
-.935 (sd 
error 
.501) 
.218 (sd 
error 
.972) 
 
Table 33 synthesizes the descriptive statistics for the experimental group in the 
computer-delivered ODCT from T1 to T3. The control group (n = 21) scored a rather 
medium score (M= 7.24, SD= 2.644) in the pretest, considering that the minimum score 
in the computer-delivered ODCT was 0 and the highest was 15. Scores improved 
noticeable in the posttest (M= 13.38, SD= 1.564), but decreased in the delayed posttest 
(M= 12.76, SD= 1.921), which was administered 11 days after the posttest. This task 
improvement is reflected in the Mean and supported by the SD. The Mean increased 
over 5 points from T1 to T3, which reflects the score improvement. In turn, the SD 
reveals the less homogeneous nature of such score improvement. Even though it 
decreased from T1 to T2, which translates into a more homogeneous range of scores, it 
increased from T2 to T3 again, meaning a larger range of scores in the final time point. 
The minimum range score varied dramatically from being 1 at T1 to 10 at T2, then it 
decreased to 8 at T3. As for the maximum score, it was 12 at T1 and increased to 15 at 
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T2, which was maintained at T3. This was the highest score that could be obtained in 
this task. Findings in skewness and Kurtosis inform that scores are normally distributed. 
Therefore, there is no significant departure from the Mean score across times. 
These results might be explained in terms of task repetition effect as well as the 
effect of instruction. If the control group experimented an increase in task performance, 
the same could be expected for the improvement in the scores in the experimental 
group. However, looking closely at the Means and SDs across times for the 
experimental group in Table 33, the Mean increases exponentially at Time 2, which 
may be attributed to a greater extent to the effect of the instructional treatment. 
However, scores decreased at Time 3, and were also less homogeneous, as seen in an 
increase in the SD from Time 2 to Time 3. 
The results from the independent samples t-tests and the paired samples t-tests are 
presented below. Findings obtained from these statistical analyses are discussed 
afterwards taking into consideration the existing literature.  
The independent samples t-tests were performed to identify and inspect possible 
significant differences between the control group and the experimental group. Three 
independent samples t-tests were run to compare the Mean scores of the groups per each 
time of task.  
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Table 34.  Descriptive statistics for group Mean comparison in the computer-delivered 
ODCT at Time 1 
Group N Mean SD SD Error 
Mean 
Control 
[Group 0] 
25 5.72 2.509 .502 
Experimental 
[Group 1] 
21 7.24 2.644 .577 
 
Table 34 provides the descriptive statistics from the comparison of the Mean 
difference between both groups at Time 1. The Mean for the control group was 5.72, 
whereas it as 7.24 for the experimental group. As for the SD, the control group obtained 
a SD of 2.509, and an SD of 2.644 the experimental group. The SD Error Mean for the 
control group was .502, and .577 for the experimental group.  
Table 35.  Independent samples t-test both groups in computer-delivered ODCT at Time 
1 
t-test for Equality of Means 
t df Sig. (2-
tailed) 
Mean 
Difference 
Std. Error 
Difference 
95% Confidence 
Interval of the 
Difference 
Lower        Upper 
-1.995 44 .052 -1.518 .761 -3.052 .016 
 
Table 35 illustrates the results from the independent samples t-test to compare the 
Means of the control group and experimental group in the computer-delivered ODCT at 
Time 1. Data at this first time period did not show departure from non-normality, 
distributions were symmetric and variances were equal, as reported by the Levene test 
(F = .021; sig. = .886). An independent samples t-test found no evidence of a difference 
between the Means on the computer-delivered ODCT at T1 for the control group (n = 
25, Mean= 5.72, SD= 2.509) and for the experimental group (n = 21, Mean= 7.24, SD= 
2.644). See box plot Figure 19 below. Since the 95% CI contains zero [-3.052, .016], it 
can be concluded that there is no statistical difference between the groups. The narrow 
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CI, less than 3 points on a test where the maximum score was 15 points, illustrates that 
the estimate of how different the groups are is uncertain, but not likely to be far from 
zero. The effect size for this comparison was calculated following Cohen's d, which 
resulted in a Cohen’s d = 0.59. According to Cohen’s guidelines for effect sizes can be 
considered a medium effect size. 
 
 
Figure 19.  Box plot for Mean difference between control group and experimental group 
in computer-delivered ODCT at Time 1 
As shown in the descriptive statistics, a difference in performance already existed 
between these two groups at T1. The independent samples t-test revealed it not to be 
significant and with a medium effect size. These performances were between low for 
the control group and medium for the experimental group taking into consideration that 
the highest score is 15 for the computer-delivered ODCT. Results from the independent 
samples t-tests performed for T2 and T3 will help understand the development of score 
performance and the possible reasons behind such changes and differences between the 
control group and the experimental group.   
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Table 36.  Descriptive statistics for group Mean comparison in the computer-delivered 
ODCT at Time 2 
Group N Mean SD SD Error 
Mean 
Control 
[Group 0] 
25 6.40 2.693 .539 
Experimental 
[Group 1] 
21 13.38 1.564 .341 
 
Table 36 provides the descriptive statistics from the comparison of the Mean 
between both groups at Time 2. The Mean for the control group was 6.40, whereas it 
was 13.38 for the experimental group. As for the SD, the control group obtained a SD 
of 2.693, and 1.564 the experimental group. The SD Error Mean for the control group 
was .539, and .341 for the experimental group.  
Table 37.  Independent samples t-test both groups in computer-delivered ODCT at Time 
2 
t-test for Equality of Means 
t df Sig. (2-
tailed) 
Mean 
Difference 
Std. Error 
Difference 
95% Confidence 
Interval of the 
Difference 
Lower        Upper 
-10.949 39.510 p <.001 -6.981 .638 -8.270 -5.692 
 
Table 37 illustrates the results from the independent samples t-test to compare the 
Means of the control group and experimental group in the computer-delivered ODCT at 
Time 2. Data at this second time period did not show departure from non-normality, 
distributions were symmetric, but variances were fount to be not equal, as revealed by 
the Levene test (F = 7.022, Sig.= .011). An independent samples t-test found evidence 
of a difference between the Means on the computer-delivered ODCT at Time 2 for the 
control group (n = 25, mean= 6.40, SD= 2.693) and for the experimental group (n = 21, 
Mean= 13.38, SD= 1.564). See box plot Figure 20 below. Since the 95% CI does not 
contain zero [-8.270, -5.692], it can be concluded that there is a statistical difference 
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between the groups. The narrow CI, less than 3 points on a test where the maximum 
score was 15 points, illustrates that the estimate of how different the groups are is 
uncertain, but likely to be farther from zero. The effect size for this comparison was 
calculated following Cohen's d, which resulted in a Cohen’s d = 3.17. According to 
Cohen’s guidelines for effect sizes can be considered a large effect size.  
 
Figure 20.  Box plot for Mean difference between control group and experimental group 
in computer-delivered ODCT at Time 2 
The descriptive statistics run to compare the Means at T2 revealed a difference in 
performance between the control and the experimental groups. The independent 
samples t-test allowed assuring that this difference was statistically significant. The 
Cohen’s d= 3.17 informed that this difference in Mean scores was large. These results 
could also be explained in terms of task repetition effect and the instructional effect. 
Task repetition effect could account for the score improvement experienced by the 
control group. Therefore, the same could be expected from the experimental group. 
However, the effect of the pedagogical treatment provided could also explain the Mean 
increase experienced by the experimental group. In other words, participants in the 
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experimental group may have improved their scores as a result of the positive effect that 
the instructional treatment had on their production of conventional expressions.  
Now that the scores, distribution of the scores, and Mean comparison of both 
groups for Time 2 have been reported, the same will be done for Time 3.  
Table 38.  Descriptive statistics for group score comparison in the computer-delivered 
ODCT at Time 3 
Group N Mean SD SD Error 
Mean 
Control 
[Group 0] 
25 6.88 3.087 .617 
Experimental 
[Group 1] 
21 12.76 1.921 .419 
 
Table 38 provides the descriptive statistics from the comparison of the Means 
between the two groups at Time 3. The Mean for the control group was 6.88, whereas it 
as 12.76 for the experimental group. As for the SD, the control group obtained a SD of 
3.087, and 1.921 the experimental group. The SD Error Mean for the control group was 
.617, and .419 for the experimental group.  
Table 39.  Independent samples t-test both groups in computer-delivered ODCT at Time 
3 
t-test for Equality of Means 
t df Sig. (2-
tailed) 
Mean 
Difference 
Std. Error 
Difference 
95% Confidence 
Interval of the 
Difference 
Lower        Upper 
-7.579 44 p <.001 -5.882 .776 -7.446 -4.318 
 
Table 39 illustrates the results from the independent samples t-test for Mean 
comparison between the control group and experimental group in the computer-
delivered ODCT at Time 3. Data at this third time period revealed a departure from 
non-normality, since two outliers can be found in the control group. Nevertheless, 
distributions were symmetric and variances were equal, as obtained in the Levene test 
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(F = 3.042, Sig.= .088). An independent samples t-test found no evidence of a 
difference between the means on the computer-delivered ODCT at Time 3 for the 
control group (n = 25, Mean= 6.88, SD= 3.087) and for the experimental group (n = 21, 
Mean= 12.76, SD= 1.921). See box plot Figure 21 below. Since the 95% CI does not 
contain zero [-7.446, -4.318], it can be concluded that there is a statistical difference 
between the groups. The narrow CI, a little over than 3 points on a test where the 
maximum score was 15 points, illustrates that the estimate of how different the groups 
are is uncertain, but less likely to be far from zero. The effect size for this comparison 
was calculated following Cohen's d, which resulted in a Cohen’s d = 2.287. According 
to Cohen’s guidelines for effect sizes can be considered a large effect size.  
 
 
Figure 21.  Box plot for Mean difference between control group and experimental group 
in computer-delivered ODCT at Time 3 
The descriptive statistics for Mean comparison at T3 also illustrated a different 
performance pattern for the control and the experimental group. The independent 
samples t-test revealed that this difference was statistically significant, with a large 
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effect size: Cohen’s d= 2.287. Similarly to the results obtained in H1 above, the effect 
size for the production of conventional expressions in H2 increased from T1 to T2, but 
decreased from T2 to T3. Likewise, results obtained from the independent samples t-test 
at T3 could be explained in terms of task repetition effect and instructional effect, as in 
T2 above. The small increase in scores by the control group could mainly be explained 
with the existence of a task repetition effect. Therefore, if the control group experienced 
it, the experimental group could be expected to as well. As for the experimental group, 
even though the mean score decreased at T3, it was still larger than the control group’s. 
This finding could be explained in terms of instructional effects, which would support 
the larger mean score by this group in comparison to the control group’s.   
All in all, results from the independent samples t-test revealed that there was no 
significant difference between these two groups at Time 1, which had a medium effect 
size (d= 0.59). Regarding the independent samples t-test that compared the Mean 
differences between groups at Time 2, very different results were obtained. One the one 
hand, a statistically significant difference was found, which had a large effect size (d= 
3.17). This radical change could be mostly attributed to the effect of instruction, since 
performance from the experimental group was significantly better than the control 
group’s. Finally, the independent samples t-test performed to observe Mean differences 
between control and experimental groups at Time 3 revealed different as well as similar 
results compared to these tests at Time 1 and Time 2. On one hand, and different from 
results obtained so far, two outliers were found in the control group. On the other hand, 
and in line with results obtained at Time 2, there was a statistically significant 
difference between the control and the experimental groups at this third and last data 
collection point, with a large effect size (d= 2.287), which was a bit smaller than at 
Time 2. Nevertheless, this evidence indicates that the effect of instruction may have also 
Chapter 7: Results and Discussion 
 265 
exerted a large effect at the delayed posttest, although less effective than at Time 2. 
However, and as mentioned before, since the increase in score performance by the 
control group could be explained in terms of task repetition effect, the effect of 
instruction should be taken cautiously. These findings are discussed in relation to those 
present in the existing literature after the presentation and discussion of findings 
obtained from performing paired samples t-tests below.  
Finally, a series of paired samples t-tests were performed to investigate whether 
there were statistically significant differences within each of the groups across times.  
Table 40.  Paired samples t-test descriptive statistics for computer-delivered ODCT 
control group from Time 1 to Time 2 
  N Mean SD SD Error 
Mean 
Control 
[Group 0] 
Computer-delivered 
ODCT Pretest 
[Time 1] 
25 5.72 2.509 .502 
Computer-delivered 
ODCT Posttest 
[Time 2] 
25 6.40 2.693 .539 
 
Table 41.  Paired samples t-test for computer-delivered ODCT control group from Time 
1 to Time 2 
 Paired Differences  
Group Mean SD SD 
Error 
mean 
95% CI t df Sig p. 
Control 
[Group 0] 
-.680 2.561 
 
.512 [-1.737, 
.377] 
-1.327 
 
24 .197 
 
Table 41 shows the paired samples t-test performed to compare Mean difference 
for the control group between T1 (n = 25, M= 5.72, SD= 2.509) and T2 (n = 25, M= 
6.40, SD= 2.693) for the computer-delivered ODCT. See descriptive statistics in Table 
40 below. This test found no significant difference for the control group between these 
two times, since the 95% CI [-1.737, .377] ran through zero. The size of the interval 
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shows that the actual mean could be as small as less than 1 point, or as large as nearly 2 
points. A Cohen’s d effect size was performed for this comparison, and resulted in d= 
0.265, which means that the difference between the pretest and the posttest was small.  
Table 43 illustrates the paired samples t-test performed to compare Mean 
difference for the control group between T2 (n = 25, M= 6.40, SD= 2.693) and T3 (n = 
25, M= 6.88, SD= 3.087) for the computer-delivered ODCT. See descriptive statistics in 
Table 42 below. This test found no significant difference for the control group between 
these two times, since the 95% CI [-1.434, .474] ran through zero. The size of the 
interval shows that the actual mean could be as small as less than 1 point, or as large as 
nearly 1.5 points. A Cohen’s d effect size was performed for this comparison, and 
resulted in d= 0.208, which means that the difference between the pretest and the 
posttest was small.  
Table 42.  Paired samples t-test descriptive statistics for computer-delivered ODCT 
control group from Time 2 to Time 3 
  N Mean SD SD Error 
Mean 
Control 
[Group 0] 
Computer-delivered 
ODCT Posttest 
[Time 2] 
25 6.40 2.693 .539 
Computer-delivered 
ODCT Delayed 
Posttest 
[Time 3] 
25 6.88 3.087 .617 
 
Table 43.  Paired samples t-test for computer-delivered ODCT control group from Time 
2 to Time 3 
 Paired Differences  
Group Mean SD SD 
Error 
mean 
95% CI t df Sig p. 
Control 
[Group 0] 
-.480 
 
2.312 .462 [-1.434, 
.474] 
-1.038 24 .309 
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Table 45 provides the paired samples t-test performed to compare Mean 
difference for the control group between T1 (n = 25, M= 5.72, SD= 2.509) and T3 (n = 
25, M= 6.88, SD= 3.087) for the computer-delivered ODCT. See descriptive statistics in 
Table 44 below. This test found no significant difference for the control group between 
these two times, since the 95% CI [-2.402, .082] ran through zero. The size of the 
interval shows that the actual mean could be as small as less than 1 point, or as large as 
nearly 2.5 points. A Cohen’s d effect size was performed for this comparison, and 
resulted in d= 0.385, which means that the difference between the pretest and the 
posttest was small.  
Table 44.  Paired samples t-test descriptive statistics for computer-delivered ODCT 
control group from Time 1 to Time 3 
  N Mean SD SD Error 
Mean 
Control 
[Group 0] 
Computer-delivered 
ODCT Pretest 
[Time 1] 
25 5.72 2.509 .502 
Computer-delivered 
ODCT Delayed 
Posttest 
[Time 3] 
25 6.88 3.087 .617 
 
Table 45.  Paired samples t-test for computer-delivered ODCT control group from Time 
1 to Time 3 
 Paired Differences  
Group Mean SD SD 
Error 
mean 
95% CI t df Sig p. 
Control 
[Group 0] 
-1.160 3.009 .602 [-2.402, 
.082] 
-1.927 24 .066 
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Results from the paired samples t-test help identify whether those score increases 
are significant or not. The first paired samples t-test compared the Mean difference 
between Time 1 and Time 2. This first test was not significant and the effect size was 
small (d = 0.265). The paired samples performed t-test between Time 2 and Time 3 
revealed a no significant difference between the Means at these two points in time, with 
a small effect size (d= 0.208), which was a bit smaller than that of the first comparison 
above. Finally, the third and last paired samples t-test provided a no significant 
difference between the Means from Time 1 to Time 3 with a small effect size (d = 
0.385) for the control group in the computer-delivered ODCT. These results imply that 
even though scores increased overall, that rise was not statistically significant in 
between or across any of the three time points. In line with the finding for the control 
group in H1 above, these results may be explained by the fact that this group did not 
receive instruction treatment, and that any performance improvement across times may 
be attributed to task repetition effect. Similarly to the results obtained in the pragmatic 
recognition task in H1, one of the main limitations in the present dissertation was the 
limited access to the students, which affected the research design of the present 
investigation. Task repetition effect may have been avoided whether more time had 
been assigned between data collection time points. 
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Table 47 illustrates the paired samples t-test performed to compare Mean 
difference for the experimental group between T1 (n = 21, M= 7.24, SD= 2.644) and T2 
(n = 21, M= 13.38, SD= 1.564) in the computer-delivered ODCT. See descriptive 
statistics in Table 46 below. This test found a significant difference for the experimental 
group between these two times, since the 95% CI [-7.634, -4.652] did not run through 
zero. The size of the interval shows that the actual mean could be as small as over 4.5 
points, or as large as over 7.5 points. A Cohen’s d effect size was performed for this 
comparison, and resulted in d= 1.875, which means that the difference between the 
pretest and the posttest was large. This could mean that the effect of instruction was 
very significant.  
Table 46.  Paired samples t-test descriptive statistics for computer-delivered ODCT 
experimental group from Time 1 to Time 2 
  N Mean SD SD Error 
Mean 
Experimental 
[Group 1] 
Computer-delivered 
ODCT Pretest 
[Time 1] 
21 7.24 2.644 .577 
Computer-delivered 
ODCT Posttest 
[Time 2] 
21 13.38 1.564 .341 
 
Table 47.  Paired samples t-test for computer-delivered ODCT experimental group from 
Time 1 to Time 2 
 Paired Differences  
Group Mean SD SD 
Error 
mean 
95% CI t df Sig p. 
Experimental 
[Group 1] 
-6.143 3.275 .715 [-7.634, 
-4.652] 
-8.594 20 p <.001 
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Table 49 provides the paired samples t-test performed to compare Mean 
difference for the experimental group between T2 (n = 21, M= 13.38, SD= 1.564) and 
T3 (n = 21, M= 12.76, SD= 1.921) in the computer-delivered ODCT. See descriptive 
statistics in Table 48 below. This test found no significant difference for the 
experimental group between these two times, since the 95% CI [-.285, 1.523] ran 
through zero. The size of the interval shows that the actual mean could be as small as 
over 1.5 points, or as large as nearly 0 points. A Cohen’s d effect size was performed 
for this comparison, and resulted in d= 0.311, which means that the difference between 
the pretest and the posttest was small. This means that the instructional treatment was 
less effective.  
Table 48.  Paired samples t-test descriptive statistics for computer-delivered ODCT 
experimental group from Time 2 to Time 3 
  N Mean SD SD Error 
Mean 
Experimental 
[Group 1] 
Computer-delivered 
ODCT Posttest 
[Time 2] 
21 13.38 1.564 .341 
Computer-delivered 
ODCT Delayed 
Posttest 
[Time 3] 
21 12.76 1.921 .419 
 
Table 49.  Paired samples t-test for computer-delivered ODCT experimental group from 
Time 2 to Time 3 
 Paired Differences  
Group Mean SD SD 
Error 
mean 
95% CI t df Sig p. 
Experimental 
[Group 1] 
.619 1.987 .434 [-.285, 
1.523] 
1.428 20 .169 
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Table 51 illustrates the paired samples t-test performed to compare Mean 
difference for the experimental group between T1 (n = 21, M= 7.24, SD= 2.644) and T3 
(n = 21, M= 12.76, SD= 1.921) in the computer-delivered ODCT. See descriptive 
statistics in Table 50 below. This test found a significant difference for the experimental 
group between these two times, since the 95% CI [-7.118, -3.930] did not run through 
zero. The size of the interval shows that the actual mean could be as small as nearly 4 
points, or as large as over 7 points. A Cohen’s d effect size was performed for this 
comparison, and resulted in d= 1.577, which means that the difference between the 
pretest and the posttest was large. This could imply that the pedagogical intervention 
was very effective.  
Table 50.  Paired samples t-test descriptive statistics for computer-delivered ODCT 
experimental group from Time 1 to Time 3 
  N Mean SD SD Error 
Mean 
Experimental 
Group 
[Group 1] 
Computer-delivered 
ODCT Pretest 
[Time 1] 
21 7.24 2.644 .577 
Computer-delivered 
ODCT Delayed 
Posttest 
[Time 3] 
21 12.76 1.921 .419 
 
Table 51.  Paired samples t-test for computer-delivered ODCT experimental group from 
Time 1 to Time 3 
 Paired Differences  
Group Mean SD SD 
Error 
mean 
95% CI t df Sig p. 
Experimental 
[Group 1] 
-5.524 3.502 .764 [-7.118, 
-3.930] 
-7.229 20 p <.001 
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The results obtained from the paired samples t-test help understand whether those 
increases in scores are significant or not. For the experimental group, the first paired 
samples t-test, which compared the Mean difference between Time 1 and Time 2, was 
significant and with a large effect size (d = 1.875), quite the opposite result comparing it 
to the control group at this same time. The paired samples t-test between Time 2 and 
Time 3 revealed a no significant difference between the Means between these two 
points in time, with a small effect size (d= 0.311). This extreme change may be 
translated in the fact that the effect of instruction did not last as equally effective at 
Time 3 as at Time 2. Finally, the last paired samples t-test confirmed a significant 
difference between the Means from Time 1 to Time 3 with a large effect size (d = 
1.577) for the experimental group in the computer-delivered ODCT. These results 
illustrate that scores increased overall, and that rise was not significant from Time 2 to 
Time 3, but it was indeed statistically significant from Time 1 to Time 2, and from Time 
1 to Time 3. These results may be explained in terms of instructional effect and that 
performance improvement across times may be attributed to both task repetition effect 
resulted as well as to effect of pedagogical intervention.  
The findings obtained in H2 are now discussed considering previous literature 
on this research topic. Research that examines the production of conventional 
expressions is more extensive than that of recognition of such pragmatic features. First 
of all, results from the present dissertation will be compared to studies that also included 
an instructional treatment. After that, the same procedure will be applied but with 
studies that did not include instruction.  
In an EFL context, Rafieyan et al. (2014a) found that instruction proved to be 
more beneficial for the Focus on Form group (which received implicit instruction) over 
the Focus of Forms group (who received explicit instruction). Both groups 
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outperformed the control group in the production of conventional expressions. Similarly 
to that study, the experimental group in this dissertation outperformed the control group 
in performing oral production of a given set of these expressions. However, and in 
contrast to this study and previous research on the effectiveness of implicit treatments, 
results from the present dissertation revealed that participants in the experimental group, 
who received explicit instruction, performed significantly better than the control group, 
which is a research finding amply supported by the literature on pragmatics instruction 
(e.g., Alcón-Soler, 2005; Alcón-Soler & Martínez-Flor, 2008; Jeon & Kaya, 2006; 
Kasper & Rose, 2002; Norris & Ortega, 2000, 2001; Plonsky & Huang, 2019; Rose & 
Kasper, 2001; Taguchi, 2015a, 2015b; Taguchi & Roever, 2017).  
As for research in ESL settings, Bardovi-Harlig and Vellenga (2012) and 
Bardovi-Harlig et al. (2015a) examined the production of conventional expressions in a 
pretest-posttest design and also included an instructional treatment. Results obtained 
from Bardovi-Harlig and Vellenga (2012) showed that learners’ use of conventional 
expressions was subject to 1) instruction, 2) the complexity of the expression, and 3) the 
learner’s proficiency level. The results obtained in this study mirror those obtained by 
Bardovi-Harlig and Vellenga. First of all, results from the statistical analysis above 
support the positive effect of instruction in the development of the oral production skill 
in pragmatic performance. Instructional effects were also positively found in Bardovi-
Harlig et al. (2015a), who found that the control group outperformed the control group 
in specific semantic formulas (i.e., agreement, disagreement and clarification) in 
academic contexts. Even though the conventional expressions in this study were 
targeted in different contexts from those of the present investigation (i.e., academic 
setting versus mostly social situations outside the academic environment), Bardovi-
Harlig et al. (2015a) is another example that supports the vital role of instruction in 
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pragmatics, and on conventional expressions particularly. Continuing with the results 
obtained from Bardovi-Harlig and Vellenga (2012), secondly, the results are also 
explained in terms of the complexity of the conventional expressions. Research shows 
(e.g., Taguchi, 2015b) that opaqueness and complexity of the target pragmatic feature 
may hinder or foster learning and its consequent recognition or production. Regarding 
opaqueness, less transparent (e.g., more culture-specific) expressions seem to be more 
difficult to learn. Similarly, the more complex a pragmatic feature is in terms of its 
structure, the more difficult it may be to learn it. This was the case for the expression 
Do you have a pen I can borrow?, which students found challenging due to opaqueness 
and complexity. Participant found this expression opaque in the sense that their L1 
pragmatic knowledge may not easily be transferred. Therefore, their cognitive processes 
to learn and further produce this expression were greater. A similar level of difficulty 
was reported by students in relation to the complexity of this expression. Compared to 
other and easier expressions, such as Hi. How are you?, participants found it more 
intellectually demanding to process and learn this expression due to two main reasons: 
1) the syntactic structure was more complex, and 2) their knowledge of this expression 
in their preexisting L1 pragmatic system was different from that in their L2 pragmatic 
system. Therefore, making it a more complex task to learn this expression.  
Finally, and as already explained in the discussion of results for H1, the level of 
proficiency of the learners may have influenced their pragmatic performance, not only 
negatively but also positively. It is true that learners who have a well-developed 
grammatical knowledge may lack pragmatic skills, and vice versa. However, and as 
seen above in the pragmatic recognition task, even students with the lowest proficiency 
levels could carry out these two tasks successfully.  
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These studies are examples that support the undeniable fact that pragmatics is 
teachable (Bardovi-Harlig, 2015, 2018; Kasper, 2001; Long, 1983; O’Keeffe, 2011; 
Norris & Ortega, 2000, 2001; Rose, 2005; Rose & Kasper, 2001; Norris & Ortega, 
2001; Plonsky & Huang, 2019; Taguchi, 2015a, 2015b). Additionally, they also shed 
light into the research that claims that the provision of instruction is more effective than 
simple exposure to the target pragmatic feature even after longer periods of exposure 
(Alcón-Soler, 2005; Alcón-Soler & Martínez-Flor, 2008; Bardovi-Harlig, 2001, 2015, 
2018; Cohen, 2008; Ishihara & Cohen, 2010; Jeon & Kaya, 2006; Kasper, 2001; Kasper 
& Roever, 2005; Kasper & Rose, 1999, 2002; Long, 1983; Martínez-Flor & Alcón-
Soler, 2005; O’Keeffe, 2011; Roever, 2009; Rose, 2005; Rose & Kasper, 2001; 
Schmidt, 1993; Taguchi, 2011a, 2015b; Takahashi, 2010a, 2010b), as it has proven to 
be essential in the development of pragmatic competence and therefore a more 
proficient and appropriate pragmatic performance in everyday interactions. Moreover, 
Bardovi-Harlig and Mahan-Taylor (2003) claim that teaching pragmatics in the 
classroom context is very important and that it is beneficial, and that it is in this context 
where can be tackled and pragmatic failure avoided.  
The instructional treatment designed for the present dissertation included explicit 
instruction with the provision of metapragmatic information and discussion, and ample 
opportunities to practice the target conventional expressions, both in recognition and 
production activities. Additionally, students were also provided with (1) feedback (both 
positive and negative) as well as (2) relevant input, which in conjunction with rule 
provision and opportunities to practice the target pragmatic feature, are the four main 
pillars that conform L2 pragmatic instruction (Norris & Ortega, 2001).   
The following studies are examples of different ways to approach and put into 
practice instruction, such as a combination of instruction and metapragmatic discussion 
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or feedback (Alcón-Soler, 2005; Alcón-Soler & Guzmán-Pitarch, 2010; Eslami-Rasekh, 
Eslami-Rasekh & Fatahi, 2004), the use of role-plays as a means of meaningful practice 
in oral mode (Eslami-Rasekh et al., 2014; Fukuya & Martínez-Flor, 2008), or 
consciousness-raising activities (Alcón-Soler, 2005; Fukuya & Martínez-Flor, 2008). 
Results from these studies reveal the paramount and indisputable role of explicit 
treatments in the teaching of ILP. 
This dissertation found that students’ lack of knowledge of certain conventional 
expressions, such as Excuse me, prevented them from performing appropriately in this 
task which is in line with studies that have explored the production of conventional 
expressions without the inclusion of instructional treatments. Usó-Juan and Martínez-
Flor (2015) found out that EFL students had a limited repertoire of pragmalinguistic 
sequences (i.e., explicit complaints, and expression of apology, and provision of an 
explanation) that proved rudimentary and less effective than having had a more 
comprehensive knowledge of pragmalinguistic features to accomplish the same 
pragmatic actions. Interestingly, similar results were obtained in the present 
investigation.  
In this dissertation, results from the production task as well as participants’ 
comments on the interventional treatment provided highlighted the essential role of 
pragmatic awareness to foster their knowledge and acquisition of conventional 
expressions. Similarly, Rafieyan et al. (2014b) also explored the production of 
conventional expressions in EFL settings. They found that raising students’ pragmatic 
awareness fostered their production of these pragmatic features. Similarly, the present 
investigation included metapragmatic information and discussion to fulfill that goal. 
Research shows that an effective intervention entails the combination of explicit 
instruction with metapragmatic information and discussion. This exemplifies the 
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indisputable role of explicit treatments in the teaching of ILP (e.g., Alcón-Soler, 2005; 
Alcón-Soler & Guzmán-Pitarch, 2010; Eslami-Rasekh et al., 2004; Fukuya & Martínez-
Flor, 2008).  
In ESL contexts, Bardovi-Harlig et al. (2008) found that learners’ native-like 
production was influenced by the nature of the scenario –which was also found in 
Bardovi-Harlig et al. (2010)- as well as by their level of proficiency (Rose, 2000; Tada, 
2005), and exposure to the target language culture (Blum-Kulka & Olshtain, 1986). 
Results from the present investigation found out that participants perceived some 
scenarios easier than others. For example, and as explained earlier in this manuscript, 
the supermarket scenario that targeted the conventional expression Excuse me was more 
difficult for students because they lacked the pragmalinguistic resources to complete 
this dialogue successfully. Additionally, the role that culture plays in learning and 
producing conventional expressions is undeniable. Students found it very easy to 
produce expressions they had already been involved in at some point, such as greeting 
someone they knew with Hi. How are you? but found it difficult to respond to this 
question with I’m fine, thanks. And you? when asked by someone they did not know, 
such as a cashier in a supermarket. In the present dissertation, cultural aspects of such 
scenarios and the conventional expressions employed in each of them were presented to 
and discussed with students in an attempt to include these critical issues in pragmatics 
instruction (Ishihara & Cohen, 2010), which are essential in creating useful and 
comprehensive materials to teach pragmatics. Possible solutions to help students 
overcome these cultural differences and hence help them develop their pragmatic skills 
successfully may entail the inclusion of pragmatics in other courses, as well as the 
creation of workshops that are solely focused on pragmatics and teaching pragmatics 
from a research-based perspective that relies on real-life goal-oriented situations. 
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However, this may be a daunting or challenging task in settings where the curriculum of 
a given Degree is planned out and established by the government, such as the EFL 
context where this dissertation took place. Creating courses and offering them to 
students may not be a successful task, since this may imply a time-consuming endeavor 
for professors and educators who already have a full schedule of teaching and research 
duties. Additionally, if these courses were finally to be created, they would have to be 
offered outside of the academic schedule. This may be translated into a low student 
enrollment, since students may already have other personal or academic chores or jobs 
outside the academic schedule. All in all, it could be argued pragmatics-focused course 
or workshop creation might not be the most appropriate option in EFL settings where 
the course provision in a Degree is not prompt to change. Other solutions could include 
the inclusion of pragmatics in course that tackle pragmatics to a greater or lesser extent. 
Anyhow, research has shown that EFL tend to be impoverished settings (Eslami & 
Eslami-Rasekh, 2008) in which opportunities to teaching and learning of pragmatics 
should be more present in the curricula to foster and hasten adult EFL learning and 
acquisition of pragmatic compentence. 
The results obtained in H2 can also be explained in terms of Skill Acquisition 
Theory (Anderson, 1993; DeKeyser, 1997, 1998, 2001, 2003, 2007a). A theoretical 
summary of the main features of this theory was reported in Section 7.2 above. 
Nevertheless, the application of such theoretical tenets into pragmatics and the 
implications of this theory in L2 pragmatics instruction are discussed in relation to the 
results obtained in H2 above.  
Skill Acquisition theory understand learning as a gradual process. The present 
study was designed to facilitate pragmatic development of recognition of conventional 
expressions gradually as a step to achieve the ultimate goal to use this pragmatic 
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knowledge in the future (Taguchi, 2015b; Taguchi & Roever, 2017). First the computer-
delivered ODCT was provided as a means of meaningful, communicative practice. This 
was later reinforced by the provision of pedagogical intervention that was designed as a 
student-centered practice-oriented treatment. The inclusion of metapragmatic 
instruction also aimed at providing information to expand learners’ pragmatic 
knowledge of conventional expressions. This knowledge could be put into practice 
critically by means of metapragmatic discussion lead by the instructor and which 
students were expected to engage in actively in an individual or collective manner 
(Kasper, 2001). This entailed a cognitive processing into a deeper level (Taguchi & 
Roever, 2017). As seen from the comments above, the further oral practice provided by 
means of role-plays was generally perceive as useful and meaningful practice, which 
students undertook as a way to reinforce their knowledge of conventional expressions.  
The second tenet in Skill Acquisition Theory applied to pragmatics learning states 
that practice is fundamental. The present dissertation attempted to address this need, 
which was partially met, as seen in different pragmatic performance by different 
learners. In so doing, it was essential to put into practice the claim made by Taguchi 
(2015b, p. 34) as she stated that, “[a]dding to the previous discussion on effective 
treatment conditions, repetitive practice in a meaningful context has emerged as a new, 
promising treatment feature for developing pragmatic abilities.” Additionally, Badjadi 
(2016, p. 241) stated that, “interventions which actively engaged learners in meta-
pragmatic discussion (…) produced larger effects.” Results from the paired samples t-
tests performed on the experimental group together with the results from the 
independent samples t-tests reported above support this statement. In this regard, and 
supporting Skill Acquisition Theory, Taguchi (2015b) stated that sustained practice is 
required in order for declarative knowledge to become procedural knowledge. 
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These results are also supported by participants’ responses to two open-ended 
questions in the Post-instruction Questionnaire that targeted the use of role-play as an 
opportunity to further practice their knowledge of conventional expressions. Role-plays 
were included in the instructional treatment as a means of meaningful practice in oral 
mode (Eslami-Rasekh et al., 2004; Fukuya & Martínez-Flor, 2008), however, not all 
students perceived them as meaningful practice. For example, P5 explained that, “well, 
to be honest I didn't like it because if I am not in a real situation I cannot do it natural 
because I guess that we did it because the recordings were needed for the research so it 
was just OK [sic].” Nevertheless, there were many other students who took this activity 
as extra practice and an opportunity to learn more about these expressions. For example, 
P27 stated that, “I think the best of this activity has been that it is very dynamic as well 
as funny. Besides, it has been very useful to put into practice the use of conventional 
expressions studied [sic].” Similarly, P24 added that, “It was funny and visual, because 
of representing them [sic].” P19 perceived this activity as a preparation for future social 
interactions, as they explained that, “The role-play introduces you in real-life situations 
[sic].” This idea was shared by P25, who indicated that what they liked best about role-
plays was “having fun with classmates and proving yourself in real situations [sic].” P7 
also shared this viewpoint, since this participant thought that, “I like that these were real 
situations that can happen everyday [sic].” Additionally, some other students liked this 
activity because they learnt from it. For example, P6 reported that, “we could learn the 
correct (appropriate) answers to some situations [sic]” and P45 added that, “the thing I 
like most was to reinforce the expressions. Because they are not learnt in one day [sic].” 
In sum, participants liked the role-play as they generally perceived this opportunity to 
further practice their recently gained knowledge of conventional expressions; and they 
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perceived this task as useful, fun while reinforcing their knowledge of what they would 
say in real-life situations.  
The results from the quantitative data are supported by these results from 
qualitative data. The significant differences between the control and experimental group 
as well as the statistically significant differences within each of the groups are 
complemented and supported by students’ comments, mainly those in the experimental 
group, about the instructional treatment. Participants explained what issues or specific 
things were helpful for them to understand and learn conventional expressions.  
All in all, based on the quantitative and qualitative results obtained in H2, it could 
be concluded that H2 was confirmed. Participants’ production of conventional 
expressions will improve after receiving instruction (posttest), and will mostly be lost 
after a longer period of time (delayed posttest), as measured by the scores in the 
computer-delivered ODCT. This result supports previous research findings on the 
effectiveness of instruction at the posttest that does not last through the delayed posttest 
(e.g., Taguchi, 2015b). Additionally, the significant differences found across times in 
the experimental group, the lack of those in the control group, and the very large effect 
sizes, according to Cohen (1977), in the statistically significant differences in the 
independent samples t-tests at Time 2 and Time 3 also lend support to these findings. 
Pragmatic production poses a greater difficulty for students, in comparison to 
pragmatic recognition, since the former entails a greater processing load (Taguchi, 
2015b) and that may help account for the gradual pragmatic development by the control 
group as well as the experimental group, but the non-sustained gain in the delayed 
posttest by the latter group. Nevertheless, the significant differences between the two 
groups and the large effect sizes of such differences shed some light into the 
effectiveness of the explicit treatment provided. The present dissertation aimed at 
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contributing to the existing literature on routine formulae, and on conventional 
expressions more specifically by looking at the adult EFL students’ production of a set 
of conventional expressions, which has received less attention. Additionally, by means 
of combining the teaching of pragmalinguistic resources together with their 
sociopragmatic norms in the metapragmatic instruction and discussion, and further 
recognition and production practice, it attempts to contribute to the literature on the 
effectiveness of explicit instruction in teaching pragmatics in an EFL setting. 
7.3 Results and Discussion Related to Hypothesis 3 
Hypothesis 3 (H3) predicts that participants’ responses to the RVPs will reflect the 
effect of instruction on their production of conventional expressions. A combination of 
qualitative analysis (i.e., topic analysis) and quantitative analysis (i.e., MANOVAs) was 
carried out. Data were also collected at three time points: pretest, posttest, and delayed 
posttest. To analyze the data, qualitative analysis in the form of topic analysis was 
performed first to identify, classify, and code the data obtained from the retrospective 
verbal protocols (RVPs). After that, MANOVAs were performed to explore possible 
significant differences in participants’ topic use. Based on the results obtained from the 
triangulation of data in H3, it could be concluded that H3 was confirmed. Findings from 
the topic analysis of the RVPs together with the MANOVAs revealed a significant 
difference in the use of IIRs (Instruction Induced Reasons) in detriment of LR, POL, 
and SitD topics, as reflected in the MANOVAs indexes from pretest to posttest (Mean 
difference = 2.05, p <.001, 95% CI [ -2.92, -1.17]) and delayed posttest (Mean 
difference = 1.07, p <.001, 95% CI [ -1.61, -.53]). These results are further elaborated in 
the following two subsections. 
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7.3.1 Qualitative results. 
As explained in Chapter 6, RVPs were collected to elicit participants’ thoughts about 
the rationale behind their selection of one expression over another for each of the 
situations in the computer-delivered ODCT. In so doing, the computer-delivered ODCT 
was intended to be a more robust data collection instrument. Most importantly, the 
reasons that led participants to provide such pragmatically focused oral responses were 
explored, thus triangulating the quantitative data collected from the computer-delivered 
ODCT with the qualitative data provided by the RVPs.  
The topic analysis (also called ‘thematic analysis’, e.g., Braun & Clarke, 2006; 
Greg, 2012; Richards, 2003) was conducted by means of exploring the content of the 
RVPs provided by the participants. There were 15 RVPs per each of the participants (n 
= 46), this made a total of 690 RVPs per each time of task: pretest, posttest, and delayed 
posttest with a total of 2070 RVPs. Once all the RVPs were put together in a document, 
a total of 15 recurrent topics were identified all throughout the total number of 
responses. These topics and what they mean are explained in Table 64 below.   
Table 52.  Topics and their meanings in RVPs classification 
Topic Meaning 
Logical reasoning (LR) Participants provide a logical response so as to justify their 
answer. See Taguchi (2002).  
For example, Participant 46 responded, “I don’t want my 
friend to die” to the “Watch out” situation in the posttest. 
Instruction-induced 
reason (IIR)  
 
 
Participants use the information provided to them during 
instruction sessions 1 and 2. That information can refer to 
specific words used during the instruction, the same idea the 
researcher gave students but rephrased with their words, or 
parts of what the researcher said verbatim combined with 
their own words. 
For example, Participant 20 said, ‘you are meeting this 
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person for the first time and it’s something that you say 
always when you meet someone for the first time’ in relation 
to the “Nice to meet you” situation in the delayed posttest. 
Knowledge from test 
(KFT)  
Knowledge participants gained from taking the VKS or the 
computer-delivered ODCT. Participants remembered that a 
given expression was included in either or both of those 
instruments.  
General life knowledge 
(GLK) 
 
 Participants provided examples of (1) life experiences and 
(2) global knowledge, and also (3) statements in which 
students said, “I know X”. See Taguchi (2002).  
I don’t know (IDK) Participant said explicitly “I don’t know” as a reason why 
they had used a particular expression in a given situation.  
Previous experience 
(PE) 
Participants provided reasons that were based on previous 
experiences depending on three specific contexts: (1) SA: 
while living or traveling abroad, (2) taught X at school or 
high school, and (3) social, such as greeting a person you 
have previously met.  
L1-specific knowledge 
(L1SK) 
Participants provided literal translations from Spanish or 
Catalan, such as “go” instead of “let’s go”. “Go” in Spanish 
means “vamos”, and so students experience L1 transfer.  
Politeness (POL) Participants said they wanted to be polite, and sometimes 
they provided information related to close-distant/formal-
informal relations, social factors, and face-threatening issues 
or also the lack of politeness.  
Concept definition 
(CD) 
Participants provides a definition or description of a concept 
or conventional expression, whether it was correct or 
incorrect 
Situation description 
(SD) 
Participants elaborated a description of the situation in which 
they used a given conventional expression, which was 
different to the situation description provided for them in 
each of the situations.  
Participant’s beliefs 
(PB) 
Participants said something they were not completely sure 
about introducing the idea with “I think” or “maybe.” 
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Something established 
(SE) 
Participants refer to pragmatic or linguistic rules used in 
specific situations, using phrases such as “it is something 
established”, “because it is the common sentence”. 
Difficult (DIF) Participants say that the situation is difficult for them for 
whatever reason the provide, whether it is cultural 
differences or language-related, linguistic or pragmatic 
issues 
Awkward (AWK) Participants say that the situation is awkward for them for 
whatever reason the provide, whether it is cultural 
differences or language-related/linguistic issues 
Not applicable (NA) Participants provided a reason that was unintelligible to 
transcribe 
 
Some examples from each of the categories are presented to illustrate the 
descriptions provided in Table 52 above. 
Logical reasoning (LR): for example, P3 (PRT-P3-Sit2)28 provided the following 
reason to explain why they would refuse some salesperson’s help at a store: “because I 
already eat a lot so I don’t want more food because I’m already satisfied [sic]”. Another 
example is P4’s (PRT-P4-Sit4)29 reasoning on why they would ask a friend or someone 
they know how they are doing when greeting that person: “because if I don’t have seen 
her on a while, I think that I would like to know how is she doing [sic]”. 
Instruction-induced reason (IIR): Providing an explanation why they would refuse 
a clerk’s help at a store, P5 (DLY-P5-Sit10)30 said, “you have to deny first and then 
explain a little bit why you don’t need his help [sic]”. In a similar vein, P11 (DLY-P11-
Sit14)31 drew on the instructions provided by the researcher during the pedagogical 
                                               
28 PRT-P3-Sit2: Participant 3 in Situation 2 at Pretest. 
29 PRT-P4-Sit4: Participant 4 in Situation 4 at Pretest. 
30 DLY-P5-Sit10: Participant 5 in Situation 10 at Delayed Posttest. 
31 DLY-P11-Sit14: Participant 11 in Situation 14 at Delayed Posttest. 
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intervention to explain why they would thank a host for being invited to a party: 
“because you have to be polite to say that it’s been a good party and you thank for being 
invited [sic]”.  
Knowledge from test (KFT). P35 (PRT-P35-Sit13)32 reported that “I remember 
this special item was in our test. ‘I’m just looking.’ ‘No, thanks you. I’m just looking.’ 
And I would say ‘no, thank you’ because I know that this person is doing his or her job. 
And that’s their job that they have to come and ask me something. And I would say ‘no, 
thank you’ because I’m grateful for offering me his help. But I don’t need it so, I would 
say ‘thank you’ because I really don’t need it. Thank you for offering [sic]”. This 
participant first mentioned that they recalled finding this particular situation in the VKS 
and then provided a response to explain their pragmatic oral performance.  
General life knowledge (GLK). P2 (PRT-P2-Sit7)33 drew on their 
pragmalinguistic and sociopragmatic knowledge in Spanish to provide a reason why 
they would ask for a classmate’s pen in such a particular way in English compared to 
what they would say in Spanish: “and why? Because that’s something I heard before. 
Maybe in Spanish I would say ‘I take you the pen’ and that’s it, but in English you just 
need to be a little bit more polite and use indirect questions can I borrow your pen? 
[sic]”. 
I don’t know (IDK). Examples falling into this category reflect students’ lack of 
knowledge why certain pragmalinguistic forms are used in particular sociopragmatic 
contexts. For example, P23 (PRT-P23-Sit6)34 kept repeating this sentence, “I don’t 
really know. Because I don’t really know and I don’t know what I would say to her. Just 
                                               
32 PRT-P35-Sit13: Participant 35 in Situation 12 at Pretest. 
33 PRT-P2-Sit7: Participant 2 in Situation 7 at Pretest. 
34 PRT-P23-Sit6: Participant 23 in Situation 6 at Pretest. 
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what people say. [sic]”. Similarly, P11 (PRT-P11-Sit12)35 stated: “I don't know. It's a 
way of saying goodbye. I don't know [sic]” as they tried to provide a reason why they 
would say Thanks for your time. I appreciate it to a Professor as they left the 
Professor’s office. 
Previous experience (PE). P21 (PRT-P21-Sit2)36 reflected on their previous 
experience when living in the UK to explain how they would refuse the offer of more 
food by a host. They said, “some English people talked to me and said that I have to say 
‘yes, but only a small amount, please’ because I’m full. Yeah because it’s quite rude to 
say ‘no, thank you. I’m full.’ Yes, so I prefer to say yes but only a small amount please. 
I’m full but I want to taste it or just trying to be nice [sic]”. The researcher took the 
opportunity to ask this participant where they were taught that and they replied “in 
Manchester [sic].” This participant further elaborated their response afterwards: “it’s 
like someone is presenting you broccoli or something like you’re not really or to small 
children or something like it it’s just polite to say only just a small amount because if 
you don’t like something but you say that you don’t want more, and then someone 
offers you like a cake or something and you’re oh yes!! And so you were full and now? 
Yes [sic]”. 
L1-specific knowledge (L1SK). P10 (DLY-P10-Sit4)37 applied a pragmalinguistic 
strategy used in their L1 to fulfill a social interaction in English: “well because a short 
answer, I don’t know. ‘Okay, go.’ I’m going to make up and then go [sic]”, as they 
meant to accept a friend’s invitation to go dancing. The researcher further asked this 
participant if they thought providing this particular response (i.e., “okay, go”) was a 
good idea, to what the participant responded: “yes. He is my friend and is a good idea to 
                                               
35 PRT-P11-Sit12: Participant 11 in Situation 12 at Pretest. 
36 PRT-P21-Sit2: Participant 21 in Situation 2 at Pretest. 
37 DLY-P10-Sit4: Participant 10 in Situation 4 at Delayed Pretest. 
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go dancing with my friend and have fun, and I don’t know, is short and clear, the 
answer. It’s direct: ‘go,’ why not? [sic]”. 
Politeness (POL). P2 (PST-P2-Sit5)38 referred explicitly to the fact of being polite 
when thanking a Professor for their time: “because I am the one who has to study, has to 
do the things on my own, and he is losing time. Although he is working, he’s trying to 
help me understand things and I have to appreciate his effort. I wanna make sure he 
knows that. Politeness [sic]”. 
Concept definition (CD). P31 (PST-P31-Sit13)39 provided the following definition 
to refer to the expression No problem: “it’s an expression or an answer that you can tell 
your friend in order to say that yeah he or she can go with me [sic]”.  
Situation description (SD). P13 (DLY-P13-Sit13)40 described how they would ask 
a friend for a pen and why: “I would call him or her in his proper name and I would say 
for example, ‘Maria, can you borrow me a pen?’ Because it’s an informal situation and 
if you are asking for something and that’s all [sic]”. 
Participant’s beliefs (PB). P19 (PRT-P19-Sit12)41 made reference to this topic as 
they explained why they had said Thank you very much. I really appreciate it: “because 
I consider that teaching deserve a lot of consideration, because it’s a great effort that 
teachers do, and well I am a teacher as well, and I understand the role and if any pupil 
of mine would say ‘thank you very much,’ I am very pleased and I feel good [sic]”. 
Something established (SE). P5 (PRT-P5-Sit3)42 elaborated the following 
response as they explained why they used the expression nice to meet you: “because I 
                                               
38 PST-P2-Sit5: Participant 2 in Situation 5 at Posttest. 
39 PST-P31-Sit13: Participant 31 in Situation 15 at Posttest. 
40 DLY-P13-Sit13: Participant 13 in Situation 13 at Delayed Posttest. 
41 PRT-P19-Sit12: Participant 19 in Situation 12 at Pretest. 
42 PRT-P5-Sit3: Participant 5 in Situation 3 at Pretest. 
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don’t know it’s everyday conversation and it’s the common sentence you say when you 
meet someone [sic]”. 
Difficult (DIF). P6 (DLY-P6-Sit13)43 uttered: “I have to ask for permission. 
Sometimes it’s difficult to explain why [sic]” as they tried to explain why they used the 
expression Do you have a pen I can borrow? 
Awkward (AWK). P37 (PRT-P37-Sit6)44 reported feeling uncomfortable in the 
situation in which a cashier greets you and asks you how you are. In their own words, 
P37 explained that “ah, that’s very uncomfortable. And I don’t know, probably I will 
just look. I will try to be busy with something else because I don’t like talking to people 
I don’t know. I don’t feel comfortable. I know some people at work they try to be like 
very friendly and so you feel like in a (high) when you go to buy, yeah or something, 
but it depends. If I’ve been to the place many many many times, maybe I feel okay. But 
still, I’m like I will just say ‘hi,’ something like short, and ‘I’m good. Hi’ and just start 
putting things in a bag or looking for money so I can just [sic]”. 
Not applicable (NA). Examples falling into this category would imply that 
participants would provide no rationale to explain their pragmatic production or would 
provide an explanation which was unintelligible when being transcribed. For example, 
P23 (PST-P23-Sit13)45 provided an unintelligible response, which was transcribed as 
follows: “Because (xxxx) [sic]”. 
Once RVPs were classified according to the topics explained above, they were 
transformed into numerical values. Each token was given one point, and all tokens were 
given the same number of points because all topics were considered equally important. 
If one sentence included more than one token, each token was given one point and 
                                               
43 DLY-P6-Sit13: Participant 6 in Situation 13 at Delayed Posttest. 
44 PRT-P37-Sit6: Participant 37 in Situation 6 at Pretest. 
45 PST-P23-Sit13: Participant 23 in Situation 13 at Posttest. 
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assigned to the corresponding topic. These numeric values were used for the 
quantitative analysis of these data. This procedure is explained in more detail in the 
following subsection.  
7.3.2 Quantitative results. 
The number of tokens per topic and per time of task yielded a total of 690 tokens per 
time of task, as mentioned at the beginning of this subsection. MANOVAs were 
performed to examine possible significant differences among the same topic across 
times, and among all the topics across time. Descriptive statistics for all the topics are 
provided first and then the significant differences between and within topics are 
reported to shed light on the possible effect of instruction on participants’ perception of 
the effect of instruction on their use of conventional expressions as explained in their 
RVPs.  
Appendix 18 illustrates the between-subjects effects that exist among the different 
topics. Significant differences are found for the LR, IIR, POL, and SitD. More 
specifically, those differences are found in LR DLY46, IIR PST47 and IIR DLY48, POL 
PST49 and POL DLY50, and SitD PST51. To determine the nature of such differences, 
MANOVAs were performed for each of the topics. The results for these specific four 
topics are reported here and the tables illustrating the within-subjects differences, 
between-subjects differences, and pairwise comparisons can be found in Appendix 18. 
Results from the within-group analyses show where these differences are significant. 
The Greenhouse-Geisser correction is used to report the statistical differences because it 
                                               
46 Logical Reasoning at Delayed Posttest. 
47 Instruction-Induced Reason at Posttest. 
48 Instruction-Induced Reason at Delayed Posttest. 
49 Politeness at Posttest. 
50 Politeness at Delayed Posttest. 
51 Situation Description at Posttest. 
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is shown to be more conservative than other measures in the table, such as Huynh-Feldt 
(Larson-Hall, 2016). 
Concerning LR, results from the test of within-subjects effects found statistically 
significant differences in both time and in the interaction between time and group. 
Regarding Time, it was statistical using the Greenhouse-Geisser correction (F(1.48) = 
32.43, p = <.001, partial η² = .42). As for Time and Group, this correlation was 
statistical using the Greenhouse-Geisser correction (F(1.48, 1.48) =, p = .004, partial η² 
= .14). The test of Between-Subjects effects performed for this topic in particular 
reveals that there was not statistical effect for group (p = .625, partial η² = .005). 
Nevertheless, the pairwise comparisons found that there ware statistically significant 
differences (a) between Time 1 and Time 2 (Mean difference =1.932, p <.001, 95% CI 
[1.042, 2.822]), and (b) Time 1 and Time 3 (Mean difference = 2.33, p <.001, 95% CI 
[1.47, 3.19]). As can be seen from both of the CIs, these numbers are wide. Thus, we 
may not be so confident about the actual amount of difference. Due to those large 
numbers, the amount of difference could be small.  
Regarding IIR, results from the test of within-subjects effects reveal statistically 
significant differences in both time and in the interaction between time and group. 
Regarding time, it was statistical using the Greenhouse-Geisser correction (F(1.58) = 
52.17, p = <.001, partial η² = .54). As for Time and Group, this correlation was 
statistical using the Greenhouse-Geisser correction (F(1.58, 1.58) =, p = <.001, partial 
η² = .54). The pairwise comparisons found that there were statistically significant 
differences across the three times: between Time 1 and Time 2 (Mean difference = 2.05, 
p <.001, 95% CI [ -2.92, -1.17]), between Time 2 and Time 3 (Mean difference = 1.07, 
p <.001, 95% CI [ -1.61, -.53]), and between Time 1 and Time 3 (Mean difference = 
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3.12, p <.001, 95% CI [ -3.97, -2.26]). The amount of difference may be small, as seen 
in rather large difference in the CIs across times.  
As for POL, results from the test of within-subjects effects reveal statistically 
significant differences in both time and in the interaction between time and group. 
Regarding Time, it was statistical using the Greenhouse-Geisser correction (F(1.94) = 
5.73, p = .005, partial η² = .115). As for Time and Group, this correlation was statistical 
using the Greenhouse-Geisser correction (F(1.94, 1.94) = 4.55, p = .014, partial η² = 
.94). The pairwise comparisons found that there was a statistically significant difference 
between Time 1 and Time 3 (Mean difference = 1.32, p = .011, 95% CI [.248, 2.396]). 
The amount of difference may be small, as seen in rather large difference in the CIs 
across times.  
Finally, in regards to SitD, results from the test of within-subjects effects reveal a 
statistically significant difference in time. It was statistical using the Greenhouse-
Geisser correction (F(1.97) = 5.63, p = .005, partial η² = .113). The between-subjects 
effect found a significant effect of group (p = .045, partial η² = .088). The pairwise 
comparisons found that there were statistically significant differences between (a) Time 
1 and Time 2 (Mean difference = .694, p = .013, 95% CI [-1.266, -.122]), and (b) 
between Time 1 and Time 3 (Mean difference = .546, p = .054, 95% CI [-1.08, -.009]). 
The amount of difference may be small, as seen in rather large difference in the CIs 
across times. 
As seen above, a total of 2070 tokens were obtained from the RVPs collected in 
the computer-delivered ODCT from all participants. These tokens were analyzed to 
trace recurrent topics into which they could be classified. A total of 15 topics were 
identified. After that, the tokens were classified according to topic and given a numeric 
value of 1. MANOVAs were used with the 2070 tokens to locate possible significant 
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differences between and within topics that could the change between topics across times 
due to the effect of instruction. Results reveal a significant decrease in use of LR, POL, 
and SitD reasons at Time 3, where the use of IIR reasons were significantly more 
frequently used to explain participants’ use of a particular conventional expression. See 
Appendix 18. Students’ RVPs helped understand that change and the significance that 
the effect of instruction had in relation to their pragmatic production. 
The differences found from the evidence above are now summarized in terms of 
the participants’ changes in the use of one specific topic (i.e., IIR) in detriment of 
others, such as POL and SitD as mentioned above.  
Table 53.  Participants’ use of IIR in RVPs 
Participant Posttest Delayed posttest 
P1 8/15 5/15  
P2 4/15 6/15 
P5 5/15 7/15 
P6 1/15 4/15 
P7 1/15 4/15 
P9 1/15 4/15 
P11 10/15 11/15 
P12 2/15 2/15 
P14 0/15 4/15 
P19 1/15 4/15 
P20 5/15 9/15 
P22 1/15 6/15 
P24 5/15 8/15 
P25 9/15 15/15 
P27 0/15 3/15 
P29 9/15 12/15 
P36 2/15 3/15 
P41 11/15 8/15 
P45 3/15 5/15 
P46 1/15 3/15 
P48 6/15 9/15 
 
Table 53 illustrates different trends in the use of IIR motives to explain 
pragmalinguistic use. Instruction seems to have been most effective for some 
participants in some various degrees (i.e., P2, P5, P6, P7, P9, P11, P14, P19, P20, P22, 
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P24, P25, P27, P29, P3, P45, P46, and P48), less effective for others (i.e., P1, P41), and 
barely effective across times for other participants (i.e., P12). These findings imply 
some food for thought regarding the pedagogical intervention and the different effects it 
may have had in different students, as RVPs illustrate. Therefore, further research 
would entail the improvement of the instructional treatment by for example including 
more varied audiovisual materials (i.e., more videos), more conventional expressions 
(i.e., include other expressions which also vary in the degree of difficulty), and further 
opportunities to practice both the recognition and production skills of conventional 
expressions.  
Previous studies on the use of RVPs in combination with DCTs have focused 
mainly on the combination of retrospective RVPs and written versions of DCTs, such as 
WDCTs and interactive DCTs (see Beltrán-Palanques, 2016 for a review). However, to 
date, there seems to be no study that has employed the combination designed in this 
dissertation (i.e., ODCTs and concurrent RVPs) to study the production of conventional 
expressions. Hence, results from the present investigation allow assuring two general 
remarks. Results from data analysis in H3 bring two main contributions to the existing 
literature: (1) the use of RVPs as a qualitative tool to support quantitative data to reflect 
the effect of pedagogical interventions; and (2) the importance of triangulation of data 
to confirm or reject one hypothesis. In this case, it was the use of MANOVAs, the 
transformation of the same data into numbers, what helped support the findings from 
the results of the analysis of the qualitative data.  
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7.4 Results and Discussion Related to Hypothesis 4 
H4 predicts that students with more positive attitudes towards the instructional 
treatment will perform better after instruction. Results from the qualitative analysis 
allow confirming this hypothesis. A total of 14 topics were identified, which 
encompassed all participants’ responses to two open-ended questionnaires in the Post-
instruction Questionnaire. The reasons that participants provided reflect the 
effectiveness of pedagogical treatments and thus support the main tenet behind the 
effect of explicit instruction. These results are further explored as follows. 
As previously explained in Chapter 6, the Post-instruction Questionnaire was 
distributed to students in the experimental group to obtain insightful information about 
their opinions on several aspects of the instructional treatment they had received. One of 
those aspects focuses on their attitudes towards instruction, which was elicited by means 
of two open-ended questions in page one of the questionnaire. See Appendix 5. These 
two questions read: What did you like best about the presentation of the information on 
conventional expressions? Why? And What did you like least about the presentation of 
the information on conventional expressions? Why? The same procedure was applied to 
the data gathered from the two questions. The first step in this analysis was to extract 
these comments from the individual questionnaires and transcribe them into a Word 
processor, since this was a paper-and-pencil questionnaire. After that, all the reasons 
provided by participants were carefully examined and topics were identified from this 
data exploration. Finally, participants’ responses were classified according to such 
topics. 
Concerning the first question, “What did you like best about the presentation of 
the information on conventional expressions? Why?”, the 21 participants provided a 
total of 23 examples regarding different reasons in reference to what they liked best and 
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why. All students provided one reason, except for three students, who provided two 
reasons each. Those six reasons were counted as six different instances instead of three 
and were classified accordingly. Six topics emerged from the analysis of the first 
question: real life, useful, target pragmatic feature, instruction, activities, and instructor.  
First, the most frequent comments found in the data were related to the topic of 
instruction. Eight participants out of 21 (38,095% of the total sample in the 
experimental group) expressed that what they liked best about the instructional 
treatment was the instruction itself, and for various reasons. For example, P2 reported 
more generally that what they liked was “the quality of the explanation, the examples, 
etc.” Similarly, P12 reported that, “I think it is very useful to understand the 
expressions”. More specifically, P1 elaborated that “the presentation was very useful 
and the thing that I enjoyed the most about it was the way in which conventional 
expressions were used in examples.” In a similar vein, P29 thought that, “firstly, the 
thing I like most about the presentation is that you understand the context of these 
expressions.” Likewise, P45 elaborated that, “the aspect I like the most is the way in 
which they are presented, they are easy to understand.” This could be summarized with 
the P24’s contribution, as they liked instruction due to “the way the professor presented 
them” meaning the conventional expressions. Focusing on the presentation of both the 
theoretical concepts and the examples, P48 believed that “it was easy to understand 
since the explanations were clear and the pictures helped us to know the context.” 
Finally, P27 provided a very comprehensive response, which highlights one goal of the 
pedagogical treatment. P27 said, “in my opinion, the best aspects of the presentation 
were that it is was clear and concise and that it included a lot of examples, providing in 
this way students with some important knowledge about the use of conventional 
expressions.” 
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Second, the second most recurrent topic referred to the usefulness of knowing 
conventional expressions in relation to social communication, with comments from 
seven students out of 21 (around 34% of the total sample in the experimental group). 
More generally, P14 argued that conventional expressions “are very useful”. Providing 
a little more detail, P11 reported that, “what I liked the most was that they are very 
useful in our daily routines”. Similarly, P45 pointed out that, “besides, they are very 
useful in everyday and they are highly frequent, therefore they are important to use 
them fluently”. In a similar vein, P7 expressed that, “I like the knowledge of these 
expressions is useful to communicate properly in English”. Likewise, P29 stated that, 
“secondly, the information included is really useful for us to increase our knowledge 
about everyday language”. On a different note, but still related to the idea of 
conventional expressions being useful for social communication, P46 explained that, 
“what I like the most that the conventional expressions faced are very useful and will 
help me in the future”. Adding another layer of detail, P41 referred to conventional 
expressions, as “I definitely liked them since I think they are very useful in everyday 
life and they are not dealt with in other subjects”.  
Third, the topic of situations depicting real life interactions was identified, with 
examples from three students out of the total pool of 21 in the experimental group 
(14.28%). These participants provided a reason related to the fact that conventional 
expressions are related to real life interactions. For example, P6 said that what they 
liked best was “the fact that real examples situations were used”. Similarly, P25 
reported that the conventional expressions “were explained using real life situations and 
that is really helpful”. Finally, P5 pointed out that “I liked it [the instructional treatment] 
because the expressions that we've seen are used in everyday conversation and it is good 
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to know it”. The second most frequently topic that students talked about was related to 
the usefulness of knowing conventional expressions.  
Fourth, the next topic refers to comments made by three students (14.28% of the 
total population in the experimental group sample) about the conventional expressions 
themselves. This topic is identified as target pragmatic feature. Generally, P22 referred 
to this topic as, “what I liked the most are some of the examples because they were 
funny”. The two other students referred to the fact that conventional expressions are not 
studied in any other course in the degree in which they are enrolled. For example, P41 
mentioned “the examples. I definitely liked them since I think they are very useful in 
everyday life and they are not dealt with in other subjects.” Similarly, P20 explained 
that what they felt liked best was “the conventional expressions themselves, since I 
think that these kinds of expressions are not taught when dealing with grammar or 
whatever, and they are so important”. 
Fifth, only one student out of 21 referred to the data collection methods52 used in 
the instructional treatment as the preferred aspect in the pedagogical intervention. More 
specifically, P9 explained that what he liked best was “the part in which we had to 
participate in role plays because it was the most practical one”.  
Finally, one student out of 21 mentioned the instructor, which is the last topic 
identified in this data set. P19 mentioned that, “the teacher is willing to explain 
everything in detail”.  
Now that all six topics have been identified and examples provided, the discussion 
of such results will be dealt with in detail in the following subsection. However, the 
                                               
52 It is acknowledged that this student did not refer to role-plays as a type of data collection 
methods, but as a pedagogical activity. However, for the purpose of topic identification, it was 
labeled as “data collection methods”. 
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results from the analysis of participants’ comments for the second question are 
presented as follows.  
In regards to the second question about the instructional treatment, “What did you 
like least?”, the 21 participants provided a total of 21 examples regarding different 
reasons in reference to what they liked less and why. All students provided one reason, 
except for one student, who provided two reasons. Those reasons were counted as 
different instances and were classified separately. Eight topics emerged from the 
analysis of the second question: previous knowledge, theoretical explanation, 
explanation of expressions, number of expressions (few target expressions were 
included – wished for more), audiovisual materials, nothing, taking notes, and time 
constraint. 
First, seven students out of 21 that conform the experimental group reported that 
the least they liked about the instructional treatment was the theoretical explanation. As 
tackled in detail in Chapter 5, the theoretical explanation that the students refer to 
entailed (1) the presentation of Celce-Murcia’s (2007) model of communicative 
competence to introduce (2) the concept of conventional expressions together with 
features that characterize them, and the importance of learning conventional expressions 
for social communication. For example, and even though this pedagogical intervention 
was student-oriented designed, P9 mentioned that what they liked least was “the 
theoretical part because even it was important it was the less dynamic”. Some of the 
students expressed they felt this theoretical explanation boring, such as P14, who stated 
that “it as a bit boring”. P22 elaborated on this idea and said that, “what I liked least is 
the historical explanation because even knowing that I need to know it, I still don't 
really like it because it seems a bit boring to me”. In contrast to these two participants, 
P27 would have preferred a more in-depth discussion of the concept of communicative 
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competence. As they said, “maybe, the aspect I liked the least was the fact that the 
presentation should include more theory about the communicative construct”. On 
another note, P20 preferred the practical part, where students were provided with 
opportunities to practice their knowledge of conventional expressions, over the 
theoretical part. In their words, they expressed that, “if I have to say something, I would 
say the theory, but it was totally fine. It is only that I have enjoy more the questionnaires 
and the role plays”. Finally, two students had an overall positive perception about the 
theoretical presentation. However, they still mentioned this part as the one they disliked 
most. For example, P1 stated “maybe the theoretical part because you have to pay a lot 
of attention to understand it; however, it was fine”. Finally, P46 pointed out that 
“maybe the theoretical part, but it was well structured and clean, so I don't know.”All in 
all, the theoretical presentation of the instructional treatment was perceived as boring 
(i.e., P14 and P22) or short, since other students would have preferred a further 
explanation regarding the concept of communicative competence (i.e., P27). It was also 
felt as less dynamic (P9), and the practice that followed it was more desired (P20). 
Finally, one student mentioned the cognitive load required to be actively engaged with 
the theoretical concepts (P1), and another student just mentioned this section as their 
least favorite, even though they reported it had a clear structure (P46).  
Second, four students (around 19% of the total experimental sample) mentioned 
that there was nothing they liked least. For example, P12 said that “I liked everything”, 
P29 belied that, “in my opinion, everything was fine”, and P19 wrote that, “it was 
everything all righ”. In turn, P41 provided a more elaborated response: “I think I liked 
everything. It was worth mentioning the theory first and then the examples and the 
practice. From my point of view, it was very good”. 
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A third group of students (three out of 21, around 14%) expressed their concerns 
regarding their previous knowledge about the target conventional expressions. For 
example, P25 said that, “we already know very well the most basic ones”. In a similar 
vein, P48 reported that, “maybe the fact that I knew some of them already, however, it 
was OK.” Finally, P7 referred to all the conventional expressions, as they mentioned 
that, “I think that the conventional expressions were too easy according to our level of 
English.”  
Fourth, two students identified the explanation of the expressions as their least 
preferred issue in the treatment. P11 said that, “what I liked least was that the 
explanation of each of the situations was too long”, whereas P24 claimed that, “some 
concepts seemed to be the same”.  
Finally, four different students referred to four different topics. For example, few 
expressions was the topic identified in P5’s comment. According to this participant, “I 
think we have focused a lot in 15 expressions and maybe we could have learnt more 
instead of just practicing a few”. In turn, P2 referred to the audiovisual materials 
employed in the treatment: “I liked everything. But maybe I missed more audiovisual 
examples, extracted from movies or TV shows, maybe” (emphasis added by the student 
in the word ‘more’). Changing the subject, P6 referred to the fact that I advised students 
to pay attention instead of trying to copy everything the information in the slides, and 
ask questions whenever they needed. P6 mentioned that, “we couldn't write during the 
explanation and maybe it would be more useful to take notes to do the summary at 
home.” From P6’s comment, it could be guessed that participants needed to write a 
report about the instruction for other purposes related to the course where data could be 
collected for this dissertation. P6’s comment was categorized as taking notes. Finally, 
time constraints were also reflected on students’ perceptions of the instruction, as for 
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example P45, who was concerned about the fact that “trying to learn all the expressions 
in a few time. It makes me feel nervous”. In the following subsection, these data are 
summarized and discussed in depth.  
As can be seen from this analysis, for the first question that reads “What did you 
like best?” about the instruction, the most recurrent topic was ‘instruction’ with 
comments from eight students, followed closely by ‘useful’ with comments from seven 
students. Then, ‘real life’ and ‘target pragmatic feature’ both have the same number of 
examples: three each. Finally, and also with the same number of examples, but the least 
frequently mentioned topics are ‘activities’ and ‘instructor’ with only one student 
commenting on each of the topics. These results can be explained in terms of the 
following aspects: 
First, an instrumental motivation component was identified, since some of the 
students reported that knowing these conventional expressions would be helpful for 
them in the future. Second, some other students mentioned the fact that this pragmatic 
feature is not tackled in any other course in the degree. This may be so because there is 
only one course in this specific degree that deals with pragmatics and conventional 
expressions is not part of the syllabus.  
Third, another recurrent topic was that of situations reflecting real-life 
interactions. This was the main goal to achieve when the target conventional 
expressions were selected. Moreover, conventional expressions are those expressions in 
which a focus is given to their social role in interaction. Additionally, and based on 
research findings (e.g., Taguchi, 2015b), it was essential to provide students with real-
life situations if they ever go abroad and find themselves in these situations. The 
instructional treatment in this dissertation aimed at preparing students for those social 
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exchanges outside the academic environment, so that they could learn something that 
they could really apply in their lives outside of the classroom environment.  
Fourth, and related to the topic above, some other students reported that what they 
did like best was the fact that the target conventional expressions were useful to social 
communication. As stated in the definition of conventional expressions, there is a focus 
on the social role that these expressions play in interaction (Bardovi-Harlig, 2009). 
Additionally, conventional expressions have been identified as being recurrent in 
everyday communicative situations (House, 1996). 
Fifth, and also related to the topic above, most students referred to the instruction 
itself about the aspect that they liked best about the instructional treatment. In particular, 
students mentioned the quality (i.e., clarity and concision) of the explanation and the 
use of examples and audiovisual materials to facilitate learning and the way in which 
the researcher presented all the situations and explained both the pragmalinguistic 
features and sociopragmatic rules specific to each situation. One student explicitly 
referred to my teaching as the aspect that they liked best about the instructional 
treatment. This reflects on the importance of the instructor as a facilitator of knowledge, 
fostering students’ autonomy, and their motivation to learn more, as for example by 
means of inclusion of real-life situations, for example, as done in this study. 
Finally, the topic of practice was also a recurrent one in those issues most valued 
by students as regards the pedagogical intervention. Research evidence reveals the 
importance of including ample opportunities to practice (e.g., DeKeyser, 2007b; 
Taguchi, 2015b). This is critical in the EFL classroom because it is only in the 
classroom where students may have more opportunities to use the language 
meaningfully, since English is not an official language and therefore may not be found 
as frequently and easily outside of the classroom than in ESL contexts. Research has 
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shown that (meaningful recurrent) practice (e.g., Kasper, 2001; Taguchi, 2015b; 
Taguchi & Roever, 2007) is one key aspect in pragmatics learning as well as in 
successful explicit intervention. It is essential for students to develop their pragmatic 
skills, and therefore their pragmatic competence. Most importantly, by means of 
providing students with opportunities to practice, they become active agents of their 
learning process.  
Despite the wide range of issues that students regarded as key to foster their 
pragmatic learning, some students also commented on those tools or aspects that they 
liked least. Responses to this second question yielded a total of 21 responses from the 
21 students. The most commonly found topic was the theoretical explanation with six 
counts, then nothing with four counts, previous experience with three counts, and 
explanation of expressions and boring with two counts each. Then, a series of topics 
received one count each: number of expressions, audiovisual materials, taking notes, 
and time constraint. Students referred to knowing some of the conventional expressions 
as one aspect that they found negative about the instructional treatment, which is related 
to the topic of number of expressions. Some students referred to the fact that they would 
have liked to learn and practice more expressions since they found 15 insufficient. From 
these topics, the topic about time constraints was found the most critical. There was one 
student who believed that there was not sufficient time for them to learn the target 
conventional expressions, and that affected their learning process, since it made them 
feel nervous. This constructive feedback is as equally helpful, since it helped me 
reevaluate the instructional treatment to improve it for the future.  
All in all, findings from qualitative analysis allowed confirming H4, which 
support the main tenet that explicit instruction fosters pragmatic acquisition. According 
to Taguchi and Roever (2017, p. 412) citing Ellis and Shintani (2014) as well as 
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Schmidt (2001), “[e]xplicit teaching is designed for intentional language learning” as 
well as “directs learners’ attention to the instructional target to promote learning with 
awareness of what is being learned, often involving understanding of metapragmatic 
rules.” Results from this study contribute to the literature on pragmatics instruction, 
particularly on explicit instruction, as well as on studies on the effect of instruction on 
the recognition and production of conventional expressions. More specifically, the 
present study aims at enhancing and fostering students’ learning and use of 
conventional expressions by means of an explicit instruction with metapragmatic 
explanations supported with audiovisual materials, as well as metapragmatic discussion 
and opportunities to practice both recognition and production skills. Analysis of 
qualitative data allows asserting that the combination of these tools enhanced students’ 
successful learning of conventional expressions and subsequent development of 
pragmatic competence.   
7.5 Results and Discussion Related to Hypothesis 5 
Hypothesis 5 (H5) predicts that participants will change their attitudes across times, as 
reflected in the Attitudes Questionnaire. Data were also collected at three points in time: 
pretest (i.e., Time 1, T1), posttest (i.e., Time 2, T2), and delayed posttest (i.e., Time 3, 
T3). Results from the independent samples t-test help support that this hypothesis 
cannot be confirmed, as shown in the pretest (t = 0.39, Sig. (2-tailed) = .969) and 
delayed posttest (t = -1.150, Sig. (2-tailed) = .256). Contrary to the expected results, 
participants’ attitudes did not affect their performance on the Attitudes Questionnaire. 
Results from both the independent samples t-test and the dependent samples t-test 
reveal no significant differences either between groups or within groups. These results 
are unprecedented, since all of the studies reviewed on the effect of attitudes towards 
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languages illustrated a significant correlation between language attitudes and task 
performance.  
Figure 22 below illustrates a summary of the general findings obtained by both 
groups in the Attitudes Questionnaire. Group performance is explained separately in 
what follows, preceded by a summarized report of the descriptive statistics per group. 
 
Figure 22.  Boxplot for control and experimental groups performance of Attitudes 
Questionnaire 
A summary of the descriptive statistics is provided per group to identify the 
sample and highlight changes in performance from Time 1 (T1) to Time 3 (T3). The 
descriptive statistics for the experimental group are reported first and those for the 
control group afterwards. Please refer to Appendix 19 for a more detailed account of the 
descriptive statistics per time of task for both groups in the Attitudes Questionnaire.  
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Table 54.  Descriptive statistics for experimental group across times in VKS 
 
 
Experimental 
group 
n = 21 
Time Mean SD Range Skewness Kurtosis 
Pretest 8.43 .870 
 
3 
[7-10] 
-.010 (sd 
error 
.501) 
-.467 (sd 
error 
.972) 
Posttest 8.62 .865 
 
3 
[7-10] 
-.150 (sd 
error 
.501) 
-.150 (sd 
error 
.501) 
Delayed 
posttest 
8.57 .870 
 
3 
[7-10] 
.010 (sd 
error 
.501) 
-.467 (sd 
error 
.972) 
 
Table 54 illustrates the summary of the descriptive statistics for the experimental 
group in the Attitudes Questionnaire across times. The experimental group was 
conformed by 21 participants (n = 21). They scored rather high (M = 8.43, SD = 0.870) 
in the pretest, taking into consideration that the minimum score in the Attitudes 
Questionnaire was 0 and the highest was 10. Scores slightly improved in the posttest (M 
= 8.62, SD = .865), but slightly decreased in the delayed posttest (M = 8.57, SD = .870), 
which was administered 11 days after the posttest. As illustrated in Table 54, the Mean 
increased from T1 to T2, but decreased from T2 to T3, which could be translated in the 
unnoticeable change in scores in this task This performance pattern is supported by the 
slight change in the SD. As per range and scores, they remain the same across times: a 
range of three and scores with a minimum of 7 and a maximum of 10, which is the 
highest score that can be obtained in the Attitudes Questionnaire. Findings in skewness 
and Kurtosis inform that scores are normally distributed, and therefore there is no 
significant departure from the Mean score across times. These results might be 
explained in terms of the pragmatic nature of the recognition and production tasks, 
which did not include an attitude component. 
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Table 55.  Descriptive statistics for control group across times in Attitudes Questionnaire 
 
 
Control 
group 
n = 25 
Time Mean SD Range Skewness Kurtosis 
Pretest 8.44 1.083 4 
[6-10] 
-.367 (sd 
error 
.464) 
-.403 (sd 
error 
.902) 
Posttest 8.28 1.173 5 
[5-10] 
-1.102 (sd 
error 
.464) 
1.423 (sd 
error 
.902) 
Delayed 
posttest 
8.24 1.052 4 
[6-10] 
-.291 (sd 
error 
.464) 
-.709 (sd 
error 
.902) 
 
Table 55 synthesizes the descriptive statistics for the control group in the 
Attitudes Questionnaire from T1 to T3. The control group was conformed by 25 
participants (n = 25). These students scored rather high in the pretest (M = 8.44, SD = 
1.083) as well taking into consideration that the minimum score for the Attitudes 
Questionnaire was 0 and the highest was 10. However, scores did not improve either in 
the posttest (M = 8.28, SD = 1.173), or in the delayed posttest (M= 8.24, SD= 1.052), 
administered 11 days after the posttest. This is illustrated with the Mean. As seen in 
Table 55, it decreased across times. However, the SD shows that such decrease was not 
homogeneous. Score performance at T1 and at T3 was the same, with a range of 4 
points with a minimum of 5 and a maximum of 10. However, score performance varied 
at T2, with a lower range, namely 5, and a minimum score of 5 and a maximum of 10. 
The values for skewness and Kurtosis reveal normally distributed scores, which means 
that there was not significant departure form the Mean score across times. Similarly to 
score performance experienced by the experimental group, results from the control 
group might also be explained in terms of the pragmatic nature of the recognition and 
production tasks, which did not include an attitude component.  
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The results from the independent samples t-tests and the paired samples t-tests are 
presented as follows. Findings obtained from these statistical analyses are discussed 
afterward considering the existing literature.  
The independent samples t-tests were performed to identify and track possible 
significant differences between the control group and the experimental group. Three 
independent samples t-tests were run to compare the Mean scores of the groups per time 
of task.  
Table 56.  Descriptive statistics for group Mean comparison in the computer-delivered 
ODCT at Time 1 
Group N Mean SD SD Error 
Mean 
Control 
[Group 0] 
25 8.44 1.083 .217 
Experimental 
[Group 1] 
21 8.43 .870 .190 
 
Table 56 provides the descriptive statistics from the Mean comparison between 
both groups at Time 1. The Mean for the control group was 8.44, whereas it as 8.43 for 
the experimental group. As for the SD, the control group obtained a SD of 1.083, and 
.870 the experimental group. The SD Error Mean for the control group was .217, and 
.190 for the experimental group. 
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Table 57.  Independent samples t-test both groups in the Attitudes Questionnaire at Time 
1 
t-test for Equality of Means 
t df Sig. (2-
tailed) 
Mean 
Difference 
Std. Error 
Difference 
95% Confidence 
Interval of the 
Difference 
Lower        Upper 
.039 44 .969 .011 .294 -.580 .603 
 
Table 57 illustrates the results from the independent samples t-test performed to 
compare the Means of the control group and experimental group in the Attitudes 
Questionnaire at Time 1. Data at this first time period did not show abnormalities, 
distributions were symmetric and variances were equal, as shown in the Levene test (F 
= 1.217; Sig.= .276). An independent samples t-test found no evidence of a difference 
between the means on the Attitudes Questionnaire at Time 1 for the control group (n = 
25, mean= 8.44, SD= 1.083) and for the experimental group (n = 21, Mean= 8.43, SD= 
.870). See box plot Figure 23 below. Since the 95% CI contains zero [-.580, .603], it 
can be concluded that there is no statistical difference between the groups. The narrow 
CI, less than 2 points on a test where the maximum score was 10 points, illustrates that 
the estimate of how different the groups are is uncertain, but not likely to be far from 
zero. The effect size for this comparison was calculated following Cohen's d, which 
resulted in Cohen’s d = 0.01. According to Cohen’s guidelines for effect sizes may be 
considered a very small effect size because the small effect size is 0.2. 
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Figure 23.  Box plot for Mean difference between control group and experimental group 
in Attitude Questionnaire at Time 1 
As shown in the descriptive statistics, there was already a slight difference in 
performance between the experimental group and the control group at T1, which the 
independent samples t-test revealed not to be significant, and with a very small effect 
size. These performances were already high taking into consideration that the highest 
score is 10 for the Attitudes Questionnaire. Results from the independent samples t-tests 
performed for T2 and T3 help understand score performance development and the 
possible reasons behind such changes and between-group differences.   
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Table 58.  Descriptive statistics for group Mean comparison in the computer-delivered 
ODCT at Time 2 
Group N Mean SD SD Error 
Mean 
Control 
[Group 0] 
25 8.28 
 
1.173 .235 
Experimental 
[Group 1] 
21 8.62 .865 .189 
 
Table 58 provides the descriptive statistics from the comparison of the Means by 
both groups at Time 2. The Mean for the control group was 8.28, whereas it was 8.62 
for the experimental group. As for the SD, the control group obtained a SD of 1.173, 
and .865 the experimental group. The SD Error Mean for the control group was .235, 
and .189 for the experimental group.  
Table 59.  Independent samples t-test both groups in the Attitudes Questionnaire at Time 
2. 
t-test for Equality of Means 
t df Sig. (2-
tailed) 
Mean 
Difference 
Std. Error 
Difference 
95% Confidence 
Interval of the 
Difference 
Lower        Upper 
-1.097 44 .279 -.339 309 -.962 .284 
 
Table 59 illustrates the results from the independent samples t-test performed to 
compare the means of the control group and experimental group in the Attitudes 
Questionnaire at Time 2. Data at this second time period showed departure from non-
normality, since two outliers can be found in the control group. Nevertheless, 
distributions were symmetric and variances were equal, as revealed in the Levene test 
(F = 1.077; Sig.= .305). An independent samples t-test found no evidence of a 
difference between the means on the Attitudes Questionnaire at Time 2 for the control 
group (n = 25, mean= 8.28, SD= 1.173) and for the experimental group (n = 21, Mean= 
8.62, SD= .865). See box plot Figure 24 below. Since the 95% CI contains zero [-.962, 
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.284], it can be concluded that there is no statistical difference between the groups. The 
narrow CI, less than 2 points on a test where the maximum score was 10 points, 
illustrates that the estimate of how different the groups are is uncertain, but not likely to 
be far from zero. The effect size for this comparison was calculated following Cohen's d 
and resulted in an effect size of Cohen’s d = 0.33. According to Cohen’s guidelines for 
effect sizes can be considered a small effect size. 
The independent samples t-test revealed that the Means of the two groups are not 
significantly different from each other, as seen in the boxplot Figure 37 below that 
shows the distribution of means by time of task and group.  
 
Figure 24.  Box plot for Mean difference between control group and experimental group 
in Attitude Questionnaire at Time 2 
The descriptive statistics for Mean comparison at T2 revealed another subtle 
difference in performance between these two groups. The independent samples t-test 
revealed that this difference was not statistically significant, and Cohen’s d= 0.33 
informed that this statistical difference was small. This could be explained in terms of 
the fact that the tasks at stake were pragmatic-focused tasks. In other words, the core of 
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the tasks was the pragmalinguistic features and sociopragmatic conventions attached to 
conventional expressions and attitudes were not tackled in either the VKS or the 
computer-delivered ODCT. 
So far, the score performance for the experimental group and control groups has 
been discussed, and the Mean comparison of the two groups at Time 2 provided. Now, 
the same will be done for Time 3.  
Table 60.  Descriptive statistics for group score comparison in the computer-delivered 
ODCT at Time 3 
Group N Mean SD SD Error 
Mean 
Control 
[Group 0] 
25 8.24 1.052 .210 
Experimental 
[Group 1] 
21 8.57 .870 .190 
 
Table 60 provides the descriptive statistics from the Mean comparison between 
both groups at Time 3. The Mean for the control group was 8.24, whereas it as 8.57 for 
the experimental group. As for the SD, the control group obtained a SD of 1.052, and 
.870 the experimental group. The SD Error Mean for the control group was .210, and 
.190 for the experimental group.  
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Table 61.  Independent samples t-test both groups in the Attitudes Questionnaire at Time 
3 
t-test for Equality of Means 
t df Sig. (2-
tailed) 
Mean 
Difference 
Std. Error 
Difference 
95% Confidence 
Interval of the 
Difference 
Lower        Upper 
-1.150 44 .256 -.331 .288 -.912 .249 
 
Table 61 illustrates the results from the independent samples t-test performed to 
compare the Means of the control group and experimental group in the Attitudes 
Questionnaire at Time 3. Data at this third time period did not show departure from 
non-normality, distributions were symmetric and variances were equal, as reported in 
the Levene test (F = 1.139; Sig.= .292). An independent samples t-test found no 
evidence of a difference between the means on the Attitudes Questionnaire at Time 3 
for the control group (n = 25, mean= 8.24, SD= 1.052) and for the experimental group 
(n = 21, Mean= 8.57, SD= .870). See box plot Figure 25 below. Since the 95% CI 
contains zero [-.912, .249], it can be concluded that there is no statistical difference 
between the groups. The narrow CI, less than 2 points on a test where the maximum 
score was 10 points, illustrates that the estimate of how different the groups are is 
uncertain, but not likely to be far from zero. The effect size for this comparison was 
calculated following Cohen's d that resulted in a Cohen’s d = 0.342. According to 
Cohen’s guidelines for effect sizes can be considered a small effect size. 
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Figure 25.  Box plot for Mean difference between control group and experimental group 
in Attitude Questionnaire at Time 3 
Finally, the descriptive statistics for Mean comparison at T3 also revealed a small 
difference in performance between the experimental group and the control group. The 
independent samples t-test revealed that this difference was not statistically significant, 
with an effect size of Cohen’s d= 0.342. Even though the effect size was slightly larger 
than at T2, it was still small. Similarly to the findings obtained in the mean comparison 
at T2, the findings obtained in the independent samples t-test performed at T3 could be 
explained in terms of the focus on the VKS and the computer-delivered ODCT: 
conventional expressions. Since these two main tasks were pragmatic-focused, 
participants’ attitudes were not explored.  
All in all, results from the independent samples t-test revealed that there was no 
significant difference between these two groups at Time 1, which had a very small 
effect size (d= 0.01). Regarding the independent samples t-test that compared the Mean 
differences between groups at Time 2, different results were obtained. One the one 
hand, two outliers were found in the control group. On the other hand, and in line with 
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results at Time 1, there was no statistically significant difference between these two 
groups in the posttest. This difference had a small effect size (d= 0.33). Finally, the 
independent samples t-test performed to observe Mean differences between control and 
experimental groups at Time 3 revealed a similar result compared to these tests at time 1 
and Time 2. There was a no statistically significant difference between the control and 
the experimental groups at this third and last data collection point, with a small effect 
size (d= 0.342), which was a bit larger than at Time 2, and larger than at Time 1.  
 Finally, a paired samples t-test was performed to investigate whether there were 
statistically significant differences within each of the groups across times.  
Once the differences between the experimental group and control group were 
analyzed and findings discussed, a series of paired samples t-tests were performed to 
investigate whether there were statistically significant differences between the Means 
within each of the groups across times. Results related to the performance of the 
experimental group performance are explained first and those obtained by the control 
group afterwards. 
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Table 63 reports the paired samples t-test performed to compare Mean difference 
for the control group between Time 1 (n = 25, M= 8.44, SD= 1.083) and Time 2 (n = 
25, M= 8.28, SD= 1.173) for the Attitudes Questionnaire. See descriptive statistics in 
Table 62 below. This test found no significant difference for the control group at these 
two times, since the 95% CI [-.444, .764] ran through zero. The size of the interval 
shows that the actual mean could be as small as less than 1 point, or as large as nearly 
0.5 points to zero. A Cohen’s d effect size was performed for this comparison, and 
resulted in d= 0.109, which means that the difference between the pretest and the 
posttest was small.  
Table 62.  Paired samples t-test descriptive statistics for Attitudes Questionnaire control 
group from Time 1 to Time 2 
  N Mean SD SD Error 
Mean 
Control 
[Group 0] 
Attitudes 
Questionnaire Pretest 
[Time 1] 
25 8.44 1.083 .217 
Attitudes 
Questionnaire 
Posttest 
[Time 2] 
25 8.28 1.173 .235 
 
Table 63.  Paired samples t-test for Attitudes Questionnaire control group from Time 1 
to Time 2 
 Paired Differences  
Group Mean SD SD 
Error 
mean 
95% CI t df Sig p. 
Control 
[Group 0] 
.160 
 
1.463 .293 [-.444, 
.764] 
.547 24 .590 
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Table 65 illustrates the paired samples t-test performed to compare Mean 
difference for the control group between Time 2 (n = 25, M= 8.28, SD= 1.173) and 
Time 3 (n = 25, M= 8.24, SD= 1.052) for the Attitudes Questionnaire. See descriptive 
statistics in Table 64 below. This test found no significant difference for the control 
group at these two times, since the 95% CI [-.286, .366] ran through zero. The size of 
the interval shows that the actual mean could be as small as a little over 0 points 
positive, or as large as little over 0 points negative. A Cohen’s d effect size was 
performed for this comparison, and resulted in d= 0.051, which means that the 
difference between the pretest and the posttest was small.  
Table 64.  Paired samples t-test descriptive statistics for Attitudes Questionnaire control 
group from Time 2 to Time 3 
  N Mean SD SD Error 
Mean 
Control 
[Group 0] 
Attitudes 
Questionnaire Posttest 
[Time 2] 
25 8.28 1.173 .235 
Attitudes 
Questionnaire 
Delayed Posttest 
[Time 3] 
25 8.24 1.052 .210 
 
Table 65.  Paired samples t-test for Attitudes Questionnaire control group from Time 2 
to Time 3 
 Paired Differences  
Group Mean SD SD 
Error 
mean 
95% CI t df Sig p. 
Control 
[Group 0] 
.040 .790 .158 [-.286, 
.366] 
.253 24 .802 
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Table 67 provides the paired samples t-test performed to compare Mean 
difference for the control group between Time 1 (n = 25, M= 8.44, SD= 1.083) and 
Time 3 (n = 25, M= 8.24, SD= 1.052) for the Attitudes Questionnaire. See descriptive 
statistics in Table 66 below. This test found no significant difference for the control 
group at these two times, since the 95% CI [-.306, .706] ran through zero. The size of 
the interval shows that the actual mean could be as small as nearly 1 point, or as large as 
close to 0 points. A Cohen’s d effect size was performed for this comparison, and 
resulted in d= 0.163, which means that the difference between the pretest and the 
posttest was small (also small by Plonsky & Oswald, 2014).  
Table 66.  Paired samples t-test descriptive statistics for Attitudes Questionnaire control 
group from Time 1 to Time 3 
  N Mean SD SD Error 
Mean 
Control 
[Group 0] 
Attitudes 
Questionnaire Pretest 
[Time 1] 
25 8.44 1.083 .217 
Attitudes 
Questionnaire 
Delayed Posttest 
[Time 3] 
25 8.24 1.052 .210 
 
Table 67.  Paired samples t-test for Attitudes Questionnaire control group from Time 1 
to Time 3 
 Paired Differences  
Group Mean SD SD 
Error 
mean 
95% CI t df Sig p. 
Control 
[Group 0] 
.200 
 
1.225 
 
.245 [-.306, 
.706] 
.816 24 .422 
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Results from the paired samples t-test show the possible existence of significant 
differences within a given group. As for the control group, the first paired samples t-test 
compared the Mean difference between Time 1 and Time 2 that there was no significant 
difference and the effect size was very small (d = 0.109). The paired samples performed 
t-test between Time 2 and Time 3 revealed another no significant difference between 
the Means at these two points in time, with an even smaller effect size (d= 0.051). 
Finally, the third and last paired samples t-test provided a further no significant 
difference between the Means from Time 1 to Time 3 with a small effect size (d = 
0.163) for the control group in the Attitudes Questionnaire. These results imply that 
even though scores increased overall, that decrease was not statistically significant 
across any of the three time points. These results may be explained by the fact that tasks 
focused on pragmatic performance instead of on participants’ attitudes. 
The paired samples t-tests performed on the Mean score performance by the 
experimental group are explained and discussed as follows. 
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Table 69 illustrates the paired samples t-test performed to compare Mean 
difference for the experimental group between T1 (n = 21, M= 8.43, SD= .870) and T2 
(n = 21, M= 8.62, SD= .865) for the Attitudes Questionnaire. See descriptive statistics 
in Table 68 below. This test found no significant difference for the experimental group 
at these two times, since the 95% CI [-.464, .083] ran through zero. The size of the 
interval shows that the actual mean could be as small as nearly 1 point, or as large as 
nearly 0.5 points to zero. A Cohen’s d effect size was performed for this comparison, 
and resulted in d= 0.316, which means that the difference between the pretest and the 
posttest was small. This means that the effect of instruction was less effective.  
Table 68.  Paired samples t-test descriptive statistics for Attitudes Questionnaire 
experimental group from Time 1 to Time 2 
  N Mean SD SD Error 
Mean 
Experimental 
[Group 1] 
Attitudes 
Questionnaire 
Pretest 
[Time 1] 
21 8.43 .870 .190 
Attitudes 
Questionnaire 
Posttest 
[Time 2] 
21 8.62 .865 .189 
 
Table 69.  Paired samples t-test for Attitudes Questionnaire experimental group from 
Time 1 to Time 2 
 Paired Differences  
Group Mean SD SD 
Error 
mean 
95% CI t df Sig p. 
Experimental 
[Group 1] 
-.190 .602 .131 [-.464, 
.083] 
-1.451 20 .162 
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Table 71 provides the paired samples t-test performed to compare Mean 
difference for the experimental group between T2 (n = 21, M= 8.62, SD= .865) and T3 
(n = 21, M= 8.57, SD= .870) for the Attitudes Questionnaire. See descriptive statistics 
in Table 70 below. This test found no significant difference for the experimental group 
at these two times, since the 95% CI [-.179, .274] ran through zero. The size of the 
interval shows that the actual mean could be as small as a little over 0 points, or as large 
as less than 0 points. A Cohen’s d effect size was performed for this comparison, and 
resulted in d= 0.096, which means that the difference between the pretest and the 
posttest was very small. This means that the effect of instruction was less effective.  
Table 70.  Paired samples t-test descriptive statistics for Attitudes Questionnaire 
experimental group from Time 2 to Time 3 
  N Mean SD SD Error 
Mean 
Experimental 
[Group 1] 
Attitudes 
Questionnaire Posttest 
[Time 2] 
21 8.62 .865 .189 
Attitudes 
Questionnaire Delayed 
Posttest 
[Time 3] 
21 8.57 .870 .190 
 
Table 71.  Paired samples t-test for Attitudes Questionnaire experimental group from 
Time 2 to Time 3 
 Paired Differences  
Group Mean SD SD 
Error 
mean 
95% CI t df Sig p. 
Experimental 
[Group 1] 
.048 .498 .109 [-.179, 
.274] 
.439 
 
20 .666 
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Table 73 shows the paired samples t-test performed to compare Mean difference 
for the experimental group between T1 (n = 21, M= 8.43, SD= .870) and T3 (n = 21, 
M= 8.57, SD= .870) for the Attitudes Questionnaire. See descriptive statistics in Table 
72 below. This test found no significant difference for the experimental group at these 
two times, since the 95% CI [-.504, .218] ran through zero. The size of the interval 
shows that the actual mean could be as small as a little over 0 points, or as large as a 
little over 0.5 points. A Cohen’s d effect size was performed for this comparison, and 
resulted in d= 0.18, which means that the difference between the pretest and the posttest 
was very small, considering that the Cohen’s d small effect size is around 0.2. This 
means that the effect of instruction was less effective.  
Table 72.  Paired samples t-test descriptive statistics for Attitudes Questionnaire 
experimental group from Time 1 to Time 3 
  N Mean SD SD Error 
Mean 
Experimental 
[Group 1] 
Attitudes 
Questionnaire Pretest 
[Time 1] 
21 8.43 .870 .190 
Attitudes 
Questionnaire Delayed 
Posttest 
[Time 3] 
21 8.57 .870 .190 
 
Table 73.  Paired samples t-test for Attitudes Questionnaire experimental group from 
Time 1 to Time 3 
 Paired Differences  
Group Mean SD SD 
Error 
mean 
95% CI t df Sig p. 
Experimental 
[Group 1] 
-.143 
 
.793 .173 [-.504, 
.218] 
-.826 20 
 
.419 
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The results obtained from the paired samples t-test help identify whether those 
increases in scores are significant or not. For the experimental group, the first paired 
samples t-test, which compared the Mean difference between Time 1 and Time 2, was 
not statistically significant and with a small effect size (d = 0.316), a bit larger than the 
effect size in the control group at this same time. The paired samples t-test between 
Time 2 and Time 3 revealed another no significant difference between the Means 
between these two points in time, with an even smaller effect size (d= 0.096). This 
noticeable change may not be fully explained, since there is no qualitative data that can 
help account for this drop in effect size. Finally, the last paired samples t-test confirmed 
a significant difference between the Means from Time 1 to Time 3 with a larger effect 
size (d = 0.18) than at Time 2 but smaller than at Time 1 for the experimental group in 
the Attitudes Questionnaire. These results illustrate that scores increased from Time 1 to 
Time 2, but decreased from Time 2 to Time 3. Even though none of the differences 
were significant, they were still a little bit higher than those by the control group.  
Statistical analysis of data from the Attitudes Questionnaire allowed rejecting 
H5. Two reasons may help account for such results. On one hand, the two tasks were 
pragmatic-focused. That is, they were related to the pragmalinguistic and 
sociopragmatic aspects of language use. Both in the VKS and the computer-delivered 
ODCT, the focus was on producing the appropriate conventional expression depending 
on the social context provided. Therefore, the focus was on the pragmalinguistic 
features students needed to learn, together with the sociopragmatic norms they had to 
understand to perform pragmatically appropriate. Therefore, participants’ attitudes are 
less affected. In other words, students relied on their pragmatic knowledge and not on 
their attitudes towards English to fulfill both pragmatic recognition and pragmatic 
production tasks. 
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 On the other hand, the research method employed may have negatively 
influenced on the results. The Attitudes Questionnaire is precisely that, a questionnaire, 
and one of the main disadvantages of using questionnaires is the fact that they provide 
numerical data. There were no open-ended questions where students could provide their 
thoughts and beliefs, their attitudes towards English. Although the numbers obtained 
from the questionnaire are informative, they may not help us that much into explaining 
whether a given difference is really significant or not. For example, if a given student 
scores a total of 6 points, that does not really mean that they have a less favorable 
attitudes towards English, due to the fact that each of the ten items in the questionnaire 
referred to different aspects of language attitudes.  
All in all, even though the differences were not significant, we need to 
remember that Means were overall high for both the experimental and the control 
group, which implies that their attitudes were rather favorable across times. The present 
study did contribute to the existing literature, not with the expected results, but actually 
with the obtained results. In other words, even though it was expected to obtain results 
that resembled those already existing in studies that were carried out in the same context 
as this dissertation, the results obtained from this group of students reveal that the 
opposite can take place as well, that attitudes may not affect language performance. 
Either way, results from this dissertation should be understood as reflection for further 
investigations, where the same context can be approached differently, namely EFL 
instead of multilingual setting.  
 
 
 
 
Chapter 7: Results and Discussion 
 327 
7.6 Chapter Summary 
Table 74 includes a summary of the hypotheses formulated in this study, the data 
collection methods, data collection time points, data analysis, and finally the hypothesis 
confirmation.
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Chapter 8: Conclusions 
In this final chapter, the summary of the main findings and contributions of this 
investigation are discussed in Section 8.1. The limitations of the study and directions for 
further research are presented in Section 8.2. Finally, and drawing on the results and 
limitations, some pedagogical implications are proposed in Section 8.3.  
8.1 Originality of The Study and Summary of Main Findings 
In this first section, the main findings obtained from the five hypotheses proposed are 
summarized and their contributions to the literature discussed afterwards. Nevertheless, 
and for the purpose of facilitating the reader remembering, the main goals of the study 
are stated. These were: (1) to explore the development of the recognition and production 
of conventional expressions; (2) to investigate the effect of instruction; and (3) to 
observe participants’ language attitudes from pretest to delayed posttest. 
RQ1 explored the effect of instruction in production and recognition of 
conventional expressions, as well as its effectiveness in the use of RVPs, as summarized 
above. The originality of this study implies a series of contributions regarding this first 
RQ. First of all, this study shed light into the existing literature that explored the 
recognition together with the production of conventional expressions in one same study, 
since there is scant research on the combination of these two skills in pone same piece 
of research. Second, this study contributed to the even more scant attention that the 
exploration of this pragmatic feature has received in EFL settings, with only a few 
studies conforming the body of existing literature on this matter. The greater bulk of 
research studies on this pragmatic feature can be found in ESL and SA contexts. See 
Chapter 4. The third contribution relates to the inclusion of an explicit instructional 
treatment to the two conditions above-mentioned. This treatment was designed based on 
research findings claiming for the combination of instruction, metapragmatic 
Chapter 8: Conclusions 
 330
discussion, and practice to provide larger effects on pragmatic performance. Hence, in 
this study, the explicit treatment included audiovisual materials, which accompanied the 
metapragmatic instruction. Afterwards, students were provided with opportunities to 
practice both their (a) recognition skills with AJT, metapragamtic discussion, and 
feedback; and (b) production skills with role-play and feedback. The originality in this 
treatment was also the use of real-life and research-based situations, as well as 
audiovisual materials (i.e., pictures and videos) retrieved from the researcher’s personal 
archives or from real-life contexts from which the researcher asked a colleague to take 
pictures. Additionally, a control group was included to ensure that if there are pragmatic 
gains, they could be attributed to a possible effect of the explicit intervention (Taguchi, 
2015b). However, in this study, a task repetition effect was found in the control group 
recognition and production skills. Hence, the pragmatic improvement of the 
experimental group cannot be attributed solely to the role of instruction. 
In regards to H1, results from the quantitative analysis of the participants’ 
responses to the VKS confirmed the expected outcomes: the effect of instruction was 
present in the posttest, but did not last through the delayed posttest. More specifically, 
the control group increased their performance across time, with lower scores than the 
experimental group. There were no significant differences from Time 1 to Time 2, and 
from Time 2 to Time 3, even though evidence showed a statistically significant Mean 
difference from Time 1 to Time 3. The experimental group increased their task 
performance from T1 to T3, with higher scores than the control group. Statistically 
significant differences were found from Time 1 to Time 2 and from T1 to T3. Results 
from the independent samples t-test revealed the appearance of a few outliers in each of 
the groups at different times. No statistical significant difference was found between 
groups at Time 1 with medium effect size (d= 0.57). However, statistically significant 
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differences were identified between groups at Time 2 and Time 3, with large effect sizes 
(i.e., d= 1.436 (Time 2), d= 1.419 (Time 3)). These data were supported by students’ 
reports on the use of AJTs and metapragmatic discussion to foster and enhance their 
pragmatic knowledge. However, evidence of task repetition effect was found in the 
control group’s performance because participants in this group already scored quite high 
in the pretest, scores that were higher and then lower through the delayed posttest but 
still higher than at the pretest. Therefore, it could be assumed that the experimental 
group could have also experienced this effect. Participants in this group also scored 
rather high in the pretest. However, the statistically significant differences at posttest 
and delayed posttest together with participants’ comments in the open-ended questions 
for the AJT could also explain their pragmatic gain in terms of instructional effects. 
Hence, H1 can only be partially confirmed because even though the evidence obtained 
is in line with previous research, the appearance of task repetition effect may not allow 
attributing task improvement solely to the role of instruction.  
As for H2, results from the quantitative analysis of the participants’ responses to 
the computer-delivered ODCT confirmed the expected outcomes. The effect of 
instruction was present in the posttest, but did not last through the delayed posttest. 
More specifically, the control group increased their performance across times. 
Moreover, no significant differences across times, with small effect sizes across times. 
The experimental group increased their performance from Time 1 to Time 2 that 
slightly decreased at Time 3. Nevertheless scores were higher than the control group’s. 
Interestingly, there was evidence of statistically significant differences from Time 1 to 
Time 2 (d= 1.875) and from Time 1 to Time 3 (d= 1.577), but no significant difference 
from Time 2 to Time 3 (d= 0.311). Results from the independent samples t-tests 
revealed the existence of two outliers in the control group at Time 3, the absence of 
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statistical significant difference at Time 1, with medium effect size (d= 0.59), and the 
existence of statistically significant differences between groups at Time 2 (d= 3.17), and 
Time 3 (d= 2.287) with very large effect sizes at each of these two data collection 
points. These data were supported by students’ reports on the use of role-plays and 
feedback to foster and enhance their pragmatic knowledge and production of 
conventional expressions. These qualitative findings, the significant differences within 
and between groups across times, and very large effect sizes support the effect of 
instruction in the students’ performance in the pragmatic production task. Reflecting on 
this triangulation of data, it seems safe to state that this particular instructional treatment 
was effective due to several reasons, which explain the quantitative and qualitative 
findings: (1) including pictures both in this task as well as in the PPT presentation at 
session 1, (2) emphasizing the importance of appropriate use of conventional 
expressions to achieve successful communicative events, and providing participants 
with opportunities (3) to practice them orally with the role plays, and (4) to express their 
own opinion about this specific pedagogical intervention. Hence, these findings allow 
confirming H2. 
Regarding H3, results from the qualitative analysis of the participants’ responses 
to the RVPs confirmed the expected outcomes. The effect of instruction was present in 
most of the participants’ use of specific RVPs in order to explain their choice of 
pragmalinguistic resources to respond to the situations included in the computer-
delivered ODCT. These data were supported by the transformation of these qualitative 
data into quantitative ones and their further analysis by means of MANOVAs. Results 
from these analyses highlighted the significant differences within and between topics, 
with the use of IIR reasons in the posttest and delayed posttest in detriment of LR, POL, 
and SitD more specifically. The combination of the results from both qualitative and 
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quantitative explorations made a strong case on the effect of instruction on participants’ 
use of RVPs. Particularly, this was achieved by the wide use of IIR reasons that 
participants provided to explain their pragmalinguistic choices to match specific 
sociopragmatic conditions to be pragmatically competent, which they were taught 
during the first instructional session and further reinforced and practiced during the 
second instructional session. Hence, results from data analyses and data triangulation 
allowed and supported the confirmation of H3.  
To sum up, research has shown that learners find it easier to recognize 
conventional expressions (e.g., Bardovi-Harlig, 2008, 2009, 2010, 2011, 2014; Bardovi-
Harlig & Bastos, 2011; Bardovi-Harlig & Vellenga, 2012) rather than producing them 
(e.g., Bardovi-Harlig, 2008, 2009; Bardovi-Harlig & Bastos, 2011; Bardovi-Harlig et 
al., 2010; Bardovi-Harlig et al., 2008; Bardovi-Harlig & Vellenga, 2012; Bardovi-
Harlig et al., 2015a; Martínez-Flor & Usó-Juan, 2015; Rafieyan, Sharafi-Nejad, & Eng, 
2014a, 2014b; Taguchi et al., 2017; and Usó-Juan & Martínez-Flor, 2015). Besides, 
evidence shows that instruction is essential in order to foster learners’ pragmatic 
competence (e.g., Alcón-Soler, 2005; Alcón-Soler & Martínez-Flor, 2008; Bardovi-
Harlig & Mahan-Taylor, 2003; Taguchi, 2015b; Taguchi & Roever, 2017).  
RQ2 explored participants’ attitudes in relation to the effect of instruction and in 
and of themselves from Time 1 to Time 3, as seen above in H4 and H5 respectively. 
The originality of this study implies a series of contributions regarding this first RQ. 
First of all, the connection between participants’ attitudes in relation to attitudes as 
observed in the Post instruction Questionnaire. To the best of my knowledge, no study 
to date distributed a questionnaire such as the one designed for this dissertation, which 
compiled not only quantitative but also qualitative data from a series of aspects that 
characterized the pedagogical intervention in this study. Second of all, and most 
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importantly, the present dissertation was the first study to date that explored instruction 
as well as language attitudes under one same investigation, and most importantly, in 
regards to conventional expressions. Therefore, the contribution to the existing literature 
is three-fold: on the literature on (1) conventional expressions, (2) instruction and the 
effect of explicit interventions as summarized above, and (3) language attitudes. Third, 
the unexpected research findings in H5 provide shed light into the development of 
language attitudes and pragmatic development.  
In regards to H4, results from the qualitative analysis of participants’ responses to 
a particular section of the Post-instruction Questionnaire (i.e., issues that students liked 
best and least about the instructional treatment) confirmed the expected outcomes: 
students with more positive attitudes towards the instructional treatment would perform 
better after instruction. The performance of exhaustive topic analysis of students’ 
comments provides some evidence concerning participants’ performance in both of the 
pragmatic tasks. This could help explain the higher score performance of participants in 
the experimental group (both in recognition and in production tasks) to the lower score 
performance of participants in the control group could be originated. This, in turn, 
support the positive effect that this particular instruction had on the experimental group. 
Hence, the evidence obtained from the qualitative exploration of these particular data 
allows confirming H4.  
Finally, results from the quantitative analysis of students’ scores in the Attitudes 
Questionnaire did not confirm the expected outcomes in H5. Contrary to previous 
research on language attitudes, students’ attitudes did not change across times. Their 
scores in the Attitudes Questionnaire did not differ significantly either between groups 
or within each of the groups. This outcome could be explained in terms of the tasks as 
well as the Attitudes Questionnaire itself. First, both the recognition and the production 
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tasks pragmatics focused. Attitudes seem to have been less affected because these two 
tasks focused on students’ pragmalinguistic resources to meet specific sociopragmatic 
contextual factors. Second, attitudes were numerically measured in the Attitudes 
Questionnaire. Had there been open-ended questions or other type of items that allowed 
students to express their attitudes in a more qualitative fashion, this may have triggered 
different outcomes. Hence, the evidence obtained from the quantitative exploration of 
data from the Attitudes Questionnaire allows rejecting H5.   
In the present dissertation, a multi-method53 approach was followed. Results from 
quantitative data were triangulated with results from qualitative data gathered from the 
RVPs as well as the open-ended questions from the Post instruction Questionnaire in 
order to better understand participants’ pragmalinguistic choices more specifically, as 
well as to gain deeper knowledge into their pragmatic development from pretest to 
delayed posttest in terms of recognition skills (open-ended questions from AJT) as well 
as production skills (open-ended questions from role-plays). These results put forth the 
importance of data triangulation to ensure, reject, and/or provide further insights into 
the data analysis and comprehension of the results obtained. 
8.2 Limitations of The Study and Directions for Further Research 
The first limitation was that all instruments were piloted just once, at a pretest, with a 
group of EFL students with similar characteristics as the ones that conformed the 
sample in this dissertation. Additionally, the VKS and computer-delivered ODCT & 
RVP were also piloted with two American NSs. Due to limited access to students and 
time constraints, only the ODCT & RVP were piloted at a posttest. Acknowledging that 
this situation is not ideal, and that even though the rest of the instruments could not be 
                                               
53 Please refer to Brown (2014) and Ross and Hong (2019) for an explanation of the differences 
between ‘mixed-method’ and ‘multi-method’ approaches and an updated review of the research 
conducted in L2 pragmatics using mixed-method approaches. 
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piloted at a posttest and neither of them at a delayed posttest, the detailed and 
sometimes extensive feedback obtained from both the NSs and the NNSs was used to 
improve these instruments. These comments helped make these instruments robust 
enough to collect data for this dissertation. 
The second limitation dealt with the format in which most of the instruments were 
finally distributed to the participants. As illustrated and discussed in the literature 
review section, the majority of the studies exploring recognition and production of 
conventional expressions administered computerized versions of recognition and 
production tasks. In the present investigation, this was one of the original goals. 
However, since the language media laboratory in the Humanities and Social Sciences 
hall proved to be inefficient and unreliable, the researcher could not risk losing data, 
mainly due to my limited access to the participants. Therefore, and to ensure complete 
data collection, the pragmatic recognition task (i.e., VKS) and the other tests (i.e., OPT 
and Attitudes Questionnaire) were administered in paper-and-pencil format. This 
decision implied one main disadvantage: doing paper-and-pencil tasks seems more 
cognitive demanding and tiresome for the participants. This may not be a limitation per 
se, but it may have affected students’ performance. If technology had been used to 
create and take these tasks, it may have been less time-consuming and cognitive 
demanding for the students in the test-taking process. Both the recognition task and the 
Attitudes Questionnaire were paper and pencil based, which required participants to be 
more focused in comparison to reading and clicking on a button on a computer screen. 
Thus, this may have affected their pragmatic performance. Some of the students 
commented on the fact that the recognition task was very long and that the researcher 
identified a few students struggling to keep focused while doing this task.  
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The third drawback found to carry out this PhD dissertation implied limited 
access to students. A total of 48 students participated. However, only 46 formed the 
final simple since two participants had to be left out. One was a native speaker of 
American English, and the other participant looked for the answers to some of the items 
on the tests on the Internet. The main limitation that derives from having a small pool of 
participants implies the difficulty of generalizing the results obtained in this dissertation 
to a larger population of EFL students. In this sample, only a few outliers were 
identified, which could have been less having had a larger sample. These two 
limitations could be addressed recruiting more students. Therefore, further research 
would entail conducting this study with a larger cohort in order to ensure the 
generalizability of the results obtained in the present investigation. 
The fourth limitation deals with data analysis. Data for the pragmatic recognition 
task (i.e., VKS), the pragmatic production task (i.e., computer-delivered ODCT & 
RVP), and the Attitudes Questionnaire for both between group and within-group 
differences were analyzed considering each group as a whole. Further research would 
entail the division of the data of each group in more detail. For example, scores of each 
group for both of the pragmatics tasks could be divided into low, medium, and high 
performance. Therefore, this would provide a more detailed understanding of pragmatic 
development within each of the groups, and would provide richer results for the 
between group analysis. Regarding data from the Attitudes Questionnaire, data from the 
ten items selected (see Chapter 6) were also computed globally. A detailed account of 
attitude development for both groups could shed light into the results obtained in this 
study. Had there been open-ended questions or other qualitative measures within this 
questionnaire could help understand participants’ attitudes. Further research could entail 
the analysis of results per each of the ten items explored to (1) identify and track 
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possible item development over time, as well as (2) compare these more specific results 
to the recognition and production of conventional expressions to investigate the possible 
effects of specific attitudes towards pragmatic behavior. Furthermore, future analysis 
could investigate the effect of attitudes on pragmatic development. The effect of 
attitudes towards recognition and towards production of conventional expressions could 
be explored. Regarding data obtained from the RVPs, future analysis could examine 
RVPs produced by control group and experimental group by means of case studies. In 
so doing, changes per topics across times could be traced more precisely. 
The fifth limitation relates to the variables included in the data analysis. In this 
study, only two variables were taken into consideration regarding pragmatic 
development: time of task (i.e., pretest, posttest, and delayed posttest) and group (i.e., 
control and experimental). Even though the analysis of the results yielded some 
interesting findings, the inclusion of other variables (provided a larger group of 
participants) could also help understand the pragmatic performance of this group of 
students. For example, other studies that examined conventional expressions reported 
on the effects that proficiency level exerts over the recognition and production of 
conventional expressions (e.g., Bardovi-Harlig, 2010, 2011, 2014; Bardovi-Harlig et al., 
2008; Bardovi-Harlig & Vellenga, 2012). Further exploration of the data gathered in the 
present dissertation could observe the possible correlation between pragmatic 
performance (both in recognition and production tasks) and proficiency level. Another 
variable that, to the best of my knowledge, has received scant attention in the literature 
on conventional expressions is gender. Future directions could also include the 
observation whether female or male participants diverge in their recognition and 
production of conventional expressions.  
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The sixth and final limitation deals with administering the delayed posttest only 
11 days after the posttest. Due to time constraints and limited access to students 
explained above, the delayed posttest needed to be administered in those specific days 
and times (See research design in Chapter 6). Had this final data collection time point 
been administered later on in the semester, different results could have yielded different 
findings, especially those related to the effects of instruction. In order to address this 
limitation, further research could entail the administration of the delayed posttest 
months after.  
8.3 Pedagogical Implications  
The evidence obtained from the quantitative and qualitative analysis of the data 
gathered at the pretest, posttest, and delayed posttest, as well as the data gathered from 
the Post instruction Questionnaire call for the creation and improvement of existing data 
collection methods to test in the classroom setting.  
First, teaching conventional expressions at any proficiency level should be given 
more prominence in language and content courses. Designing activities that foster 
recognition and pragmatic skills is at stake, specially since research has shown the 
inappropriate representation of pragmatic features and issues in textbooks and the need 
to include culture (e.g., Ishihara & Cohen, 2010), and real-life situations in pragmatics 
teaching and research and materials for pragmatics teaching (e.g., Bardovi-Harlig, 2017; 
Bardovi-Harlig & Mahan-Taylor, 2003; Houck & Tatsuki, 2011; Tatsuki, 2019; Tatsuki 
& Houck, 2010). Research reported in this dissertation supports and encourages the 
teaching of pragmatics in general, and of conventional expressions more specifically, 
not only to intermediate and advanced, but also to more novice learners. Since the effect 
of the pedagogical treatment did not last through the delayed posttest, some actions 
could be taken, such as (1) reinforcing metapragmatic awareness by means of more 
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detailed explanations fostering metapragmatic discussion could; and (2) providing 
students with more varied oral tasks to promote pragmatic learning.  
Second, the need to include more audiovisual components in instructional 
treatments and data collection methods is essential. As done in this dissertation, if 
activities are distributed in a paper-and-pencil manner, pictures should be included to 
enhance understanding of the pragmatic situation and its contextual factors as well as 
foster pragmatic learning 54 . The Post-instruction Questionnaire, which contained a 
section devoted to participants’ opinions on the use of audiovisual materials in the 
teaching intervention, showed that students welcomed these audiovisual materials very 
enthusiastically and happily. The majority of the comments moved along the lines of the 
accurate representation of the situations. For example, P25 said that “[t]hey represent 
the situations in a real clear image [sic]”; the fact that they were an important aid in 
their understanding of the conventional expressions. For example, P46 reported that 
“[b]ecause by looking at the pictures you can understand the situation even though you 
don't get the written explanation [sic].” Therefore, the use of audiovisual cues in the 
design and implementation of pragmatic tasks is of utterly importance.  
Third, raising pragmatic awareness is essential to enhance and foster students’ 
pragmatic knowledge of particular pragmatic realizations and of their pragmatic 
competence in general. For example, this can be achieved from different perspectives, 
such as assigning students the role of ethnographers (e.g., Dantas-Whitney, 2011), or by 
focusing on semantic formulas more specifically (e.g., Taguchi, 2011b) to comprehend 
communicative actions and master them.  
                                               
54 This statement originated from the results that the main researcher obtained in her MA thesis, 
which corroborated that pictures and drawings fostered and hastened children’s recognition and 
production of pragmatic routines.  
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Fourth, since these tasks were designed and developed having in mind the 
application of the knowledge gained in this study to future real-life situations, these 
tasks involved social communicative situations that are encountered very frequently in 
daily interactions. Therefore, the tasks together with the instructional treatment were 
designed with that future application to real-life situation in mind. Even though results 
show that students’ knowledge did not last through the delayed posttest, they did report 
in the interview after the computer-delivered ODCT that they did enjoy doing these 
tasks and that they helped them remember at least some of the expressions.  According 
to Taguchi and Roever (2017, p. 240): “[u]nderstanding how pragmatics testing relates 
to real-world performance and how this relationship can be strengthened should be at 
the heart of future research on testing L2 pragmatics.”  
Finally, I would like to conclude this section by providing some reflections on 
what future research could look like in order to address all the aspects mentioned above 
and the fourth one in particular. According to Taguchi (2015b, p. 42) in her seminal 
paper on instruction and pragmatics, and supported more recently by Tang (2019), 
Taguchi claimed that “[t]he studies that have used technology platforms for instruction 
have shown a promising approach to connecting learning with authentic language use 
(Wishnoff, 2000; Belz & Vyatkina, 2005; Kakegawa, 2009; Sykes 2009, 2013; 
Sardegna & Molle, 2010; Cunningham & Vyatkina, 2012).” Additionally, she stated 
that “[s]ome of the key instructional features endorsed in the multiuser virtual world – 
input, interaction, simulation, and multimedia environment – are indeed key conditions 
for learning pragmatics that are concerned with language use for achieving social 
functions.” Therefore, future studies on conventional expressions could adopt a 
technology-enhanced or technology-mediated design in order to foster pragmatic 
learning and development more meaningfully.  
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All in all, the recommendation would be to include some pragmatic instruction in 
the EFL classroom because its benefits promote pragmatic learning. Even though we, 
instructors and researchers, may not know what specific type of task or instructional 
treatment is more effective, it is certainly acknowledged and accepted that pragmatics 
instruction helps and that, regardless the length of the intervention, it is still more 
effective than just simple exposure or none at all. Pragmatics instruction will help 
students to at least be aware of the fact that being accurate does not only imply 
grammatically but also pragmatically; in other words, being aware of the appropriate 
use of language in context. Students may benefit from this knowledge in the future 
because, even if they forget grammatical structures, their communicative interactions 
will be appropriate and they will be polite.  
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Appendix 1. PowerPoint Presentation Session 1 Instructional treatment 
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A definition 
(Bardovi-Harlig, 2009, 2013) 
!  String of words, chunks of language 
!  Attention on social characterization of routines 
!  Focus on speech communities  
!  Use determined by proficiency level 
Main features 
(Myles, Hooper and Mitchel, 1998: 325) 
 
!  “at least two morphemes in length;”  
!  “fluently articulated, nonhesitant;”  
!  “used repeatedly and always in the same form;”  
!  “situationally dependent;”  
!  “community-wide in use.”  
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Main features 
(Bardovi-harlig, 2013)  
!  Pragmatic variation: 
- In speech or writing 
-  Location of community 
-  Speaker’s age (E.g.: “Easy peasy” & “A piece of cake”) 
 
Why are CE important? 
!  “Crucial to social communication” (Bardovi-Harlig & 
Vellenga, 2012: 77).  
!  House (1996: 227-228): CE “essential in the verbal 
handling of everyday life.” 
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3 Social dimensions in interaction 
!  Brown and Levinson (1987): 
!  Social distance 
!  Power 
!  Degree of imposition 
Examples 
!  (1)  Situation: Your mom asks you to help her with 
dinner. She says: “Would you mind helping me with 
dinner?”  
 
https://www.youtube.com/watch?
v=9_G9uWszJhM&feature=youtu.be 
 
You say:  
Not at all. 
Appendices 
 373 
 
  
Appendices 
 374
 
  
Appendices 
 375 
 
  
19/04/19&
7&
Examples 
!  (6)  Situation: Your mom just made some tea. She asks you: “Honey, 
would you like a cup of tea?” However, you do not feel like having some 
tea now and reject her offer.  
 
 
 
 
 
 
 
    You say:  
   No, thanks. I’m good.  
!  (7) Situation: You are at your in-laws’ Christmas dinner. 
They offer you more food but you already ate a lot and do 
not want any more. 
 
 
 
 
You say: 
No, thanks. I’m full. 
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Examples 
!  (14) Situation: You are at the movies with your significant other. You 
are trying to follow the plot, but there is a group of youngsters who are 
talking loud. It bothers you and you ask them to be quiet.  
 
 
 
 
 
 
 
    You say:  
    Keep it down.  
   (also “Be quiet” or “Shut up”) 
!  (15) Situation: You are in an aisle in a supermarket. There is an 
old lady slowly pushing a shopping cart in front of you. However, 
you need to get by her.  
 
 
 
 
 
    You say: 
   Excuse me. 
 
                                                                     Source: https://www.flickr.com/photos/walmartcorporate/5684145463 
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Examples 
!  (16) Situation: You are in an aisle at a supermarket. You are trying to 
get around an old lady and accidentally bump into her cart.  
 
     
 
 
 
 
 
 
     You say: 
    I’m/I am so sorry. 
                                Source: https://www.flickr.com/photos/walmartcorporate/5684145463 
 
Examples 
!  (17) Situation: You have a group project due tomorrow which needs some 
revisions. You tell your friend Cristina: “We could go to my place” and she 
accepts. However, you did not have time to tidy up you apartment and you 
realize Cristina will see it all. As both of you go into your apartment, 
 
 
 
 
 
 
 
 
       You say: 
      Excuse the mess. 
                                                                                               Source: https://www.flickr.com/photos/mccun934/8400330563 
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!  (18) Situation: You are in a store looking at some books. A sales 
person comes up to you and asks you if you need some help. 
However, you do not need help. 
 
 
 
 
 
 
 
You say: 
No, thanks. I’m just looking. 
         Source: https://www.flickr.com/photos/brewbooks/330665317 
 
Examples 
!  (19) Situation: You and your friend are on your way to campus. Your 
friend is about to cross the street but he does not see a car coming. You 
already have seen the car and try to stop him.  
 
 
 
 
 
 
You say: 
Watch out!  
(or “Look out!”) 
 
                                                               Source: http://www.cmu.edu/news/stories/archives/2014/june/images/buslinephoto_500x281.jpg 
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   Let’s practice! ! 
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Appendix 2. Appropriateness Judgment Task Session 1 Instructional treatment 
NAME:________________________________________________________________ 
 
Instructions: Please read the following situations and the responses provided for each of 
the situations. Rate the appropriateness of each of the expressions by circling just one 
out of the two options. Then explain why you think the expression used is appropriate 
or not for the context in which it appears.  
Rating options:     1: Appropriate     OR      2: Inappropriate 
 
Situation 1:  
Scenario: Your mom asks you to help her with dinner. She says: “Would you mind 
helping me with dinner?”  
 
You say: Of course not, madam. I will gladly assist you.  
 
1: Appropriate                        2: Inappropriate 
 
Explain why the response provided is appropriate or not for this context: 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
 
Situation 2:  
Scenario: Your three best friends and you just went out of the movies. Now you have to 
decide where to go to dinner. After some discussion, it seems that you will go to a new 
Indian restaurant. A friend asks the whole group: Is the new Indian place at Forbes Ave. 
OK for everyone? 
 
You say: That works for me. 
 
1: Appropriate                        2: Inappropriate 
 
Explain why the response provided is appropriate or not for this context: 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
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Situation 3:  
Scenario: Your friend Ana just threw a wonderful party. As you leave,  
 
You say: Goodbye. See you around.  
 
1: Appropriate                        2: Inappropriate 
 
Explain why the response provided is appropriate or not for this context: 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
 
 
Situation 4:  
Scenario: You meet Paula, Silvia’s friend, whom you had been introduced before, on 
campus another day.  
  
You say: See you around! How are you? 
 
1: Appropriate                        2: Inappropriate 
 
Explain why the response provided is appropriate or not for this context: 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
______________________________________________________________________ 
 
 
Situation 5: 
Scenario: You just finished classes and it is pouring outside. As you go to your car, a 
classmate of yours asks you if you can give him a ride. 
 
You say: I will joyfully drive you home, my kind fellow.  
 
1: Appropriate                        2: Inappropriate 
 
Explain why the response provided is appropriate or not for this context: 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
______________________________________________________________________ 
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Situation 6: 
Scenario: Your mom just made some tea. She asks you: “Honey, would you like a cup 
of tea?” However, you do not feel like having some tea now and reject her offer.  
 
You say: I am very sorry, but I am afraid I may not want to have a cup of tea right now. 
Thank you very much, though. 
 
1: Appropriate                        2: Inappropriate 
 
Explain why the response provided is appropriate or not for this context: 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
______________________________________________________________________ 
 
 
Situation 7: 
Scenario: You are at your in-laws’ Christmas dinner. They offer you more food but you 
already ate a lot and do not want any more. 
 
You say: Thanks. I’m full. 
 
1: Appropriate                        2: Inappropriate 
 
Explain why the response provided is appropriate or not for this context: 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
______________________________________________________________________ 
 
 
Situation 8: 
Scenario: You just finished a long meeting with your professor. You know he is very 
busy. 
 
You say: Thanks, buddy! See ya! 
 
1: Appropriate                        2: Inappropriate 
 
Explain why the response provided is appropriate or not for this context: 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
______________________________________________________________________ 
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Situation 9: 
Scenario: A friend of yours just bought a dress for her brother’s wedding. You go to her 
place and she tries it on and asks for your opinion. You think it fits her well. 
 
You say: It looks great on you! 
 
1: Appropriate                        2: Inappropriate 
 
Explain why the response provided is appropriate or not for this context: 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
______________________________________________________________________ 
 
 
Situation 10: 
Scenario: At the supermarket, you start putting all the goods in the conveyor belt and 
the cashier greets you:“Hi. How are you?” 
 
You say: Fine. 
 
1: Appropriate                        2: Inappropriate 
 
Explain why the response provided is appropriate or not for this context: 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
______________________________________________________________________ 
 
 
Situation 11: 
Scenario: You just finished classes today. It is pouring outside, you do not have an 
umbrella and you missed the bus. You see a classmate of yours approaching his car.  
 
You say: Could you get me a ride? 
 
1: Appropriate                        2: Inappropriate 
 
Explain why the response provided is appropriate or not for this context: 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
______________________________________________________________________ 
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Situation 12: 
Scenario: You are in class and your pen ran out of ink. You ask your friend for a pen. 
 
You say: Give me your pen. 
 
1: Appropriate                        2: Inappropriate 
 
Explain why the response provided is appropriate or not for this context: 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
______________________________________________________________________ 
 
 
Situation 13: 
Scenario: Your friend invites you to dinner. Then, he suggests to go dancing afterwards. 
 
You say: I’d love to. 
 
1: Appropriate                        2: Inappropriate 
 
Explain why the response provided is appropriate or not for this context: 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
______________________________________________________________________ 
 
 
Situation 14: 
Scenario: You are at the movies with your significant other. You are trying to follow the 
plot, but there is a group of youngsters who are talking loud. It bothers you and you ask 
them to be quiet.  
 
You say: Shut up!!! 
 
1: Appropriate                        2: Inappropriate 
 
Explain why the response provided is appropriate or not for this context: 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
______________________________________________________________________ 
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Situation 15: 
Scenario: You are in an aisle in a supermarket. There is an old lady slowly pushing a 
shopping cart in front of you. However, you need to get by her.  
 
You say: Do you mind? 
 
1: Appropriate                        2: Inappropriate 
 
Explain why the response provided is appropriate or not for this context: 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
______________________________________________________________________ 
 
 
Situation 16: 
Scenario: You are in an aisle at a supermarket. You are trying to get around an old lady 
and accidentally bump into her cart.  
 
You say: Sorry. 
 
1: Appropriate                        2: Inappropriate 
 
Explain why the response provided is appropriate or not for this context: 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
______________________________________________________________________ 
 
 
Situation 17: 
Scenario: You have a group project due tomorrow which needs some revisions. You tell 
your friend Cristina: “We could go to my place” and she accepts. However, you did not 
have time to tidy up you apartment and you realize Cristina will see it all. As both of 
you go into your apartment, 
 
You say: Excuse the mess. 
 
1: Appropriate                        2: Inappropriate 
 
Explain why the response provided is appropriate or not for this context: 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
______________________________________________________________________ 
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Situation 18: 
Scenario: You are in a store looking at some books. A sales person comes up to you and 
asks you if you need some help. 
 
You say: Yes, thanks. I’m just looking.  
 
1: Appropriate                        2: Inappropriate 
 
Explain why the response provided is appropriate or not for this context: 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
______________________________________________________________________ 
 
 
Situation 19: 
Scenario: You and your friend are on your way to campus. Your friend is about to cross 
the street but he does not see a car coming. You already have seen the car and try to 
stop him.  
 
You say: Watch out! 
 
1: Appropriate                        2: Inappropriate 
 
Explain why the response provided is appropriate or not for this context: 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
______________________________________________________________________ 
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Appendix 3. PowerPoint Presentation Session 2 Instructional treatment 
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Introduction 
!  Conventional expressions 
!  ESSENTIAL IN EVERYDAY INTERACTIONS 
!  Features (5) 
!  Variation (speech/writing, age, location of community)  
!  Brown & Levinson’s (1987) 3 social dimensions 
   Social distance, Power, Degree of imposition 
         
   Let’s practice! !  
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Appendix 4. Role-play Task Session 2 Instructional treatment 
SITUATION 1 
 
PARTICIPANT A 
 
Scenario: At home, you are a mother and you ask you daughter to help you with dinner.  
  
---------------------------------------------------------------------------------------------------- 
 
SITUATION 1 
 
PARTICIPANT B 
 
Scenario: At home, your mom asks you to help her with dinner. You are willing to help 
her and tell her so.  
 
---------------------------------------------------------------------------------------------------- 
---------------------------------------------------------------------------------------------------- 
 
 
SITUATION 2 
 
PARTICIPANT A 
Scenario: Your three best friends and you just went out of the movies. Now you have to 
decide where to go to dinner. After some discussion, it seems that you will go to a new 
Indian restaurant. A friend asks the whole group: Is the new Indian place at Forbes Ave. 
OK for everyone? You tell your friend you agree on going to this place.  
 
---------------------------------------------------------------------------------------------------- 
 
SITUATION 2 
 
PARTICIPANT B 
Scenario: Your three best friends and you just went out of the movies. Now you have to 
decide where to go to dinner. After some discussion, it seems that you will go to a new 
Indian restaurant. You ask your friends if the new Indian place at Forbes Avenue is OK 
for everyone.  
 
---------------------------------------------------------------------------------------------------- 
---------------------------------------------------------------------------------------------------- 
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SITUATION 3 
 
PARTICIPANT A 
 
Scenario: You are at home, in your living room with your son. You just made some tea 
and ask him whether he wants some.  
 
 
---------------------------------------------------------------------------------------------------- 
 
SITUATION 3 
 
PARTICIPANT B 
 
Scenario: You are at home, in your living room with your mom. Your mom just made 
some tea and she asks you whether you would like some. However, you do not feel like 
having some tea now and reject her offer.  
 
 
---------------------------------------------------------------------------------------------------- 
---------------------------------------------------------------------------------------------------- 
 
 
SITUATION 4 
 
PARTICIPANT A 
Scenario: A friend of yours just bought a dress for her brother’s wedding. You go to her 
place and she tries it on and asks for your opinion. You think it fits her well.  
 
 
---------------------------------------------------------------------------------------------------- 
 
SITUATION 4 
 
PARTICIPANT B 
Scenario: You just bought a dress for your brother’s wedding. A friend of yours is 
coming over your place. You try it on and show it to your friend. You ask her about her 
opinion.  
 
 
---------------------------------------------------------------------------------------------------- 
---------------------------------------------------------------------------------------------------- 
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SITUATION 5 
 
PARTICIPANT A 
Scenario: You just finished classes today. It is pouring outside, you do not have an 
umbrella and you missed the bus. You see a classmate of yours approaching his car. 
You ask him whether he could drive you home.  
 
 
---------------------------------------------------------------------------------------------------- 
 
SITUATION 5 
 
PARTICIPANT B 
Scenario: You just finished classes today. It is pouring outside. As you go to your car, a 
classmate of yours approaches you and asks you if you can drive him home. You tell 
him you can.  
 
 
---------------------------------------------------------------------------------------------------- 
---------------------------------------------------------------------------------------------------- 
 
 
SITUATION 6 
 
PARTICIPANT A 
Scenario: You are at the movies with your significant other. You are trying to follow the 
plot, but there is a group of youngsters who are talking loud. It bothers you and you ask 
them to be quiet.  
 
 
---------------------------------------------------------------------------------------------------- 
 
SITUATION 6 
 
PARTICIPANT B 
Scenario: You are at the movies with a group of friends. Even though the movie is 
already on, you keep talking loud. At some point, a young man asks you all to stop 
talking. You apologize and you tell him you will stop talking.  
 
 
---------------------------------------------------------------------------------------------------- 
---------------------------------------------------------------------------------------------------- 
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SITUATION 7 
 
PARTICIPANT A 
Scenario:  
Part 1) You are in an aisle in a supermarket. There is an old lady slowly pushing a 
shopping cart in front of you. However, you need to get by her.  
 
(Wait for your partner’s response. Then continue:)  
 
Part 2) Now, you are trying to get around the old lady and accidentally bump into her 
cart. You apologize.  
 
 
---------------------------------------------------------------------------------------------------- 
 
 
SITUATION 7 
 
PARTICIPANT B 
Scenario:  
Part 1) You are an old lady and are doing your groceries. You are in an aisle and a 
person behind you needs to get by you.  
 
 
Part 2) Now, this person bumps into your cart all of a sudden. This person apologizes. 
You give him a reply.  
 
 
---------------------------------------------------------------------------------------------------- 
---------------------------------------------------------------------------------------------------- 
 
 
SITUATION 8 
 
PARTICIPANT A 
Scenario: You have a group project due tomorrow which needs some revisions. You 
suggest your friend Cristina to go to your place and she accepts. However, you did not 
have time to tidy up you apartment and you realize Cristina will see it all. As both of 
you go into your apartment you apologize.  
 
---------------------------------------------------------------------------------------------------- 
 
 
SITUATION 8 
 
PARTICIPANT B 
Scenario: You have a group project due tomorrow which needs some revisions. Your 
friend Cristina suggests you to go to her place and you accept. However, your friend did 
not have time to tidy up her apartment and she realizes you will see it all. As both of 
you go into your apartment she apologizes. Now you respond to her apology. 
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---------------------------------------------------------------------------------------------------- 
---------------------------------------------------------------------------------------------------- 
 
 
SITUATION 9 
 
PARTICIPANT A 
Scenario: You and your friend are on your way to campus. Your friend is about to cross 
the street but he does not see a car coming. You already have seen the car and warn 
him.  
 
 
---------------------------------------------------------------------------------------------------- 
 
 
SITUATION 9 
 
PARTICIPANT B 
Scenario: You and your friend are on your way to campus. You are about to cross the 
street and you don’t see the car coming. Your friend warns you and saves you. You 
thank him.  
 
 
---------------------------------------------------------------------------------------------------- 
---------------------------------------------------------------------------------------------------- 
 
 
SITUATION 10 
 
PARTICIPANT A 
Scenario: You are hosting a Christmas dinner with your family. You offer more food to 
your daughter-in-law. 
 
 
---------------------------------------------------------------------------------------------------- 
 
SITUATION 10 
 
PARTICIPANT B 
Scenario: You are at your in-laws’ Christmas dinner. They offer you more food but you 
already ate a lot and do not want any more. You decline the offer.  
 
 
---------------------------------------------------------------------------------------------------- 
---------------------------------------------------------------------------------------------------- 
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SITUATION 11 
 
PARTICIPANT A 
Scenario: You are a Professor at a university and you just finished a long meeting with 
one of your students at your office. Reply to what they tell you as they leave.   
 
 
---------------------------------------------------------------------------------------------------- 
 
 
SITUATION 11 
 
PARTICIPANT B 
Scenario: You are a student at a university. You just had a long meeting with a 
Professor of yours in his office. As you leave, you say:  
 
 
---------------------------------------------------------------------------------------------------- 
---------------------------------------------------------------------------------------------------- 
 
 
SITUATION 12 
 
PARTICIPANT A 
Scenario: In a bookstore, you see a customer browsing some books. You offer them 
some help.  
 
 
---------------------------------------------------------------------------------------------------- 
 
SITUATION 12 
 
PARTICIPANT B 
Scenario: In a bookstore, you are browsing some books when suddenly a shop assistant 
comes up to you and offers their help. You decline her help.  
 
 
---------------------------------------------------------------------------------------------------- 
---------------------------------------------------------------------------------------------------- 
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SITUATION 13 
 
PARTICIPANT A 
Scenario: You are having dinner with a friend of yours and suggest to go dancing 
afterwards.  
 
 
---------------------------------------------------------------------------------------------------- 
 
SITUATION 13 
 
PARTICIPANT B 
Scenario: You are having dinner with a friend of yours and they suggest you to go 
dancing afterwards. You like that plan and so you accept their suggestion.  
 
 
---------------------------------------------------------------------------------------------------- 
---------------------------------------------------------------------------------------------------- 
 
 
SITUATION 14 
 
PARTICIPANT A 
Scenario: You are in class and your friend asks you for a pen. You lend it to him. 
 
 
---------------------------------------------------------------------------------------------------- 
 
SITUATION 14 
 
PARTICIPANT B 
Scenario: You are in class and your pen ran out of ink. You ask your friend for a pen.  
 
 
---------------------------------------------------------------------------------------------------- 
---------------------------------------------------------------------------------------------------- 
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SITUATION 15 
 
PARTICIPANT A 
Scenario: Your friend Ana just threw a wonderful party. As you leave, you say:  
 
 
---------------------------------------------------------------------------------------------------- 
 
SITUATION 15 
 
PARTICIPANT B 
Scenario: You just threw a wonderful party. A friend of yours is leaving and they thank 
you for having invited them. You say: 
 
 
---------------------------------------------------------------------------------------------------- 
---------------------------------------------------------------------------------------------------- 
 
 
SITUATION 16 
 
PARTICIPANT A 
Scenario: At the university, you bump into a friend of yours on your way to class. You 
have not seen them for a while. You greet your friend. And after a short conversation, 
you say goodbye to your friend.  
 
 
---------------------------------------------------------------------------------------------------- 
 
SITUATION 16 
 
PARTICIPANT B 
Scenario: At the university, you are on your way to the cafeteria to get a coffee. You 
bump into a friend whom you have not seen for a while. They greet you. You greet 
them back. After a short conversation, they say goodbye to you and you say goodbye 
back.  
 
 
---------------------------------------------------------------------------------------------------- 
---------------------------------------------------------------------------------------------------- 
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Appendix 5. Post-instruction Questionnaire  
NAME:________________________________________________________________ 
 
Please circle just one number that best explains what you think about the theoretical 
explanation you have been presented with, the activities, and the pictures on 
conventional expressions you have worked on.  
 
Information provided on conventional expressions: 
 
1) Rate the overall information provided: 
1 – Poor     2 – Just fine    3 – Good 
 
2) The concepts included were: 
1 – Not enough      2 – Enough      3 – More than enough 
 
3) The presentation of the concepts was: 
1 – Messy and unclear          2 – Just fine             3 – Structured and clear 
 
4) The concepts included were:  
1– Completely not useful      2 – Just useful          3 – Very useful 
 
 
Now, please tell us your opinion about the following aspects. Please be as truthful as 
you can, since your personal opinion is very important. 
 
5) What did you like most about the presentation of the information on 
conventional expressions? Why? 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
 
6) What did you like least about the presentation of the information on 
conventional expressions? Why? 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
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Activities  
Judgment task 
 
1) In general, this activity was: 
1 – Poor     2 – Just fine    3 – Good 
 
2) The situations included were: 
1 – Not enough      2 – Enough      3 – More than enough 
 
3) This activity was:  
1 – Not enough      2 – Enough      3 – More than enough 
 
4) This activity was: 
1 – Not useful at all    2 – Useful     3 – Very useful 
 
5) The presentation of each of the situations was: 
1 – Messy and unclear          2 – Just fine             3 – Structured and clear 
 
6) The situations included were:  
1 – Completely not useful      2 – Just useful          3 – Very useful 
 
7) The feedback provided by the instructor was:  
1 – Not sufficient       2 – Somewhat sufficient   3 – Sufficient 
 
8) The feedback provided by the instructor was: 
        1 – Messy and unclear    2 – Just fine                      3 – Structured and clear 
 
9) The feedback provided by the instructor was: 
        1 – Not useful at all          2 – Just useful              3 – Useful 
 
 
Now, please tell us your opinion about the following aspects. Please be as truthful as 
you can, since your personal opinion is very important. 
 
10) What did you like most about this activity? Why? 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
 
11) What did you like least about this activity? Why? 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
 
  
Appendices 
 403 
Role-play 
 
1) In general, this activity was: 
1 – Poor     2 – Just fine    3 – Good 
 
2) The situations included were: 
1 – Not enough      2 – Enough      3 – More than enough 
 
3) This activity was:  
1 – Not enough      2 – Enough      3 – More than enough 
 
4) This activity was: 
1 – Not useful at all    2 – Useful     3 – Very useful 
 
5) The presentation of each of the situations was: 
1 – Messy and unclear          2 – Just fine             3 – Structured and clear 
 
6) The situations included were:  
1– Completely not useful      2 – Just useful          3 – Very useful 
 
7) The feedback provided by the instructor was:  
1 – Not sufficient       2 – Somewhat sufficient   3 – Sufficient 
 
8) The feedback provided by the instructor was: 
        1 – Messy and unclear    2 – Just fine                      3 – Structured and clear 
 
9) The feedback provided by the instructor was: 
        1 – Not useful at all          2 – just useful              3 – Useful 
 
  
Now, please tell us your opinion about the following aspects. Please be as truthful as 
you can, since your personal opinion is very important. 
 
10) What did you like most about this activity? Why? 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
 
11) What did you like least about this activity? Why? 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
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Visual material (photos included in situations) 
 
1) Were the pictures included in the situations clear? 
_____ Yes                 _______ No  
 
Why / Why not? 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
 
2) Did the pictures included in the situations help you understand the context 
better? 
_____ Yes                 _______ No 
 
Why / Why not? 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
 
3) Do you think the pictures represented real life situations? 
_____ Yes                 _______ No 
 
Why / Why not? 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
 
Finally, is there anything else you would like to comment on as regards the presentation 
of the concepts on conventional expressions, the activities we did, the feedback 
received, and the pictures included? 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
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NAME:________________________________________________________________ 
 
In the following table, all the conventional expressions we have been using so far are 
included. Please, choose one of the two following options and then provide a/some 
reason(s) why the conventional expression was: A) easy to learn; or B) difficult to learn. 
 
CONVENTIONAL EXPRESSION EASY 
TO 
LEARN 
DIFFICULT 
TO LEARN 
 
          WHY? 
Not at all. 
 
 
   
Thanks for having me. 
 
 
   
Nice/Good to see you again. 
 
Nice/Good seeing you again. 
 
   
Sure. No problem. 
 
 
   
No thanks. I’m full 
 
   
Thank you for your time. I appreciate it. 
 
 
   
Good. How are you? / Good. And you? 
 
   
Can I get a ride? 
 
   
Do you have a pen I can borrow? 
 
   
I’d love to! 
That sounds fun! 
 
   
Keep it down./ Be quiet./ Shut up. 
 
   
Excuse me. 
 
   
I am/I’m so sorry 
 
   
No thanks. I’m just looking. 
 
   
Watch out! / Look out! 
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Appendix 6. Vocabulary Knowledge Scale Pretest Version 
Name: ________________________________________________________________ 
 
Please choose just ONE of the following options. Circle the letter. 
 
Example: Not at all. 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
_A friend of yours asks you for help. He says: Would you mind helping me with 
this recipe? I believe I am measuring the ingredients wrong. 
And then you tell him: Not at all. Let me see the recipe.____________________ 
 
1 Thanks for having me! 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
2 No, thanks. I’m full.  
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
3 Nice to meet you.  
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
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4 Nice seeing you again. 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
5 Hi. How are you? 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
6 I’m fine, thanks. And you? 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
7 Good. How are you? 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
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8 Do you have a pen I can borrow? 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
9 Excuse me. 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
10 I’m so sorry. 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
11 Can I get a ride? 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
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12 Sure. No problem. 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
13 Thank you for your time. I appreciate it. 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
14 No, thanks. I’m just looking.  
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
15 I’d love to. 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
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16 Sure. That sounds fun! 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
17 Watch out! 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
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Appendix 7. Vocabulary Knowledge Scale Posttest Version 
NAME:________________________________________________________________ 
 
Please choose just ONE of the following options. Circle the letter. 
 
Example: Not at all 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
_A friend of yours asks you for help. He says: Would you mind helping me with 
this recipe? I believe I am measuring the ingredients wrong. 
And then you tell him: Not at all. Let me see the recipe.____________________ 
 
 
1 Nice to meet you.  
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
2 Hi. How are you? 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
3 Excuse me. 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
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4 Good. How are you? 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
5 Sure. No problem. 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
6 Thanks for having me! 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
7 I’m fine, thanks. And you? 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
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8 I’d love to. 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
9 Watch out! 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
10 I’m so sorry. 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
11 No, thanks. I’m full.  
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
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12 Nice seeing you again. 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
13 Thank you for your time. I appreciate it. 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
14 Can I get a ride? 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
15 Do you have a pen I can borrow? 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
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16 Sure. That sounds fun! 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
17 No, thanks. I’m just looking.  
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
 
 
 
 
 
 
 
 
 
 
  
Appendices 
 
  
Appendices 
 419 
Appendix 8. Vocabulary Knowledge Scale Delayed Posttest Version 
NAME:________________________________________________________________ 
 
Please choose just ONE of the following options. Circle the letter. 
 
Example: Not at all 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
_A friend of yours asks you for help. He says: Would you mind helping me with 
this recipe? I believe I am measuring the ingredients wrong. 
And then you tell him: Not at all. Let me see the recipe.____________________ 
 
 
1 I’d love to. 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
2 I’m fine, thanks. And you? 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
3 Can I get a ride? 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________ 
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4 No, thanks. I’m just looking.  
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
5 I’m so sorry. 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
6 Hi. How are you? 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
7 No, thanks. I’m full.  
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
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8 Sure. No problem. 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
9 Sure. That sounds fun! 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
10 Do you have a pen I can borrow? 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
11 Thank you for your time. I appreciate it. 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
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12 Excuse me. 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
13 Nice to meet you.  
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
14 Good. How are you? 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
15 Thanks for having me! 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
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16 Watch out! 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
 
17 Nice seeing you again. 
 
A) I do not know this expression at all.  
B) It sounds just a little familiar. 
C) I know this expression.  
If you have chosen C, please give an example of this expression in a 
conversation: 
________________________________________________________________
________________________________________________________________
________________________________________________________________ 
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Appendix 9. Lasagabaster and Huguet’s (2007) Attitudes Questionnaire 
 
  
in education departments and ministries, but could also prove useful to
those working and studying in a wide range of fields, such as sociology,
sociolinguistics, psychology, second-language acquisition, education,
bilingualism, multilingualism and even politics.
References
Baker, C. (1992) Attitudes and Language. Clevedon: Multilingual Matters.
Huguet, A. (2004) La educacio´n bilingu¨e en el Estado espan˜ol: situacio´n actual y
perspectivas. Cultura y Educacio´n 16, 399! 418.
Lasagabaster, D. (2003) Trilingu¨ismo en la ensen˜anza. Actitudes hacia la lengua
minoritaria, la mayoritaria y la extranjera. Lleida: Milenio.
Turell, M.T. (2001) Multilingualism in Spain. Clevedon: Multilingual Matters.
Appendix A
The instrument underwent some minimal changes depending on the
context. L1 refers to the minority language, L2 to the majority language
and L3 corresponds to the foreign language. For example, in the case of
the Basque Country, the L1 would be Basque, the L2 Spanish and the L3
English, whereas in the case of Ireland, the L1 would be Irish, the L2
English and the L3 Spanish, German or French.
Attitudes towards three languages in contact
We would like to ask you to help us by answering the following
questions. This is not a test so there are no ‘right’ or ‘wrong’ answers and
you don’t even have to write your name on it. We are interested in your
personal opinion. Please give your answers sincerely as only this will
guarantee the success of the investigation. Thank you very much for your
help.
1. Age (in years and months):
2. Specialisation (degree to be obtained):
3. Course:
In the following please put an ‘X’ in the right place.
4. Gender: Male __ Female __
5. Mother Tongue:__ Basque
__ Spanish
__ Basque & Spanish
6 Multilingualism in European Bilingual Contexts
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6. Parental occupation Father Mother
a/ Manager, director or owner of a business/company with more than
25 workers !/ !/
b/ Bachelor’s degree (lawyer, architect, chemist, engineer, doctor,
lecturer, economist, etc.) !/ !/
c/ Degree or HND (*Higher National Diploma) (school teacher, techni-
cal engineer, social worker, etc.), or middle management without a
bachelor’s degree (commercial head, production head, administrative
head, etc.) !/ !/
d/ Owner of a business or company with less than 25 staff, health
worker, clerical worker, salesperson, etc. !/ !/
e/ Specialised worker (mechanic, chauffeur, policeman, plumber, waiter
mason, electrician, etc.), farmer or cattle breeder. !/ !/
f/ Labourer, seasonal worker, watchman, etc. !/ !/
g/ Housework !/ !/
h/ Others (please specify) ........................................... !/ !/
7. In the following section we would like you to answer some questions
by simply giving marks from 1 to 4.
1 !/ None, 2 !/ A little, 3 !/ Good, 4 !/ Very good
For example, if your Chinese is ‘very good’, your Japanese ‘good’ and
you can speak no Arabic (‘None’), write this:
Please put one (and only one) whole number in each box and don’t leave
out any of them in the first three columns (L1, L2 and L3). If you know
another language, please put numbers in the ‘Other’ columns after
specifying the language concerned.
Chinese Japanese Arabic
General proficiency 4 3 1
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In your opinion, what is your language proficiency in. . .?
8. I started learning L1 at the age of ________
9. I started learning L2 at the age of ________
10. I started learning L3 at the age of ________
11. Have you ever been to an L3 speaking country?: Yes __ No __
12. Hometown: a) More than 100,000 inhabitants __
b) Less than 100,000 inhabitants __
13. Province: _ Araba
_ Bizkaia
_ Gipuzkoa
_ Nafarroa
14. My hometown is mainly a: __ L2-speaking community
__ L1-speaking community
15. I studied at a: __ public school
__ private school
16. How often do you watch TV in L3?
__ Never __ Hardly ever __ Once/twice a week
__ 3 to 5 times a week __ Daily
17. What type of High School studies did you complete before entering
university?
__ Technical-Scientific __ Humanities and Social Sciences
__ Artistic __ Other (specify): ......................................
L1 L2 L3 Other
(Specify:)
Other
(Specify:)
General proficiency
Reading
Writing
Speaking
Listening
8 Multilingualism in European Bilingual Contexts
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18. In which linguistic model did you predominantly complete your
preuniversity studies?
__ Model A __ Model B __ Model D
Now we would like to know which language you speak to the following
people. Please put an ‘X’ in the box which best expresses your situation.
For example, if you always speak in L2 with your father, put an ‘X’ in the
last box:
In which language do YOU speak to the following people? Choose one of
these answers:
Always
in L1
In L1
more
often
than L2
In L1 and
L2 about
equally
In L2
more
often
than L1
Always
in L2
1. Father x
Always
in L1
In L1
more
often
than L2
In L1
and L2
about
equally
In L2
more
often
than L1
Always
in L2
1. Father
2. Mother
3. Brothers &
sisters
4. Friends in the
classroom
5. Friends
outside school
6. Teachers
(except with
language
teachers)
7. Neighbours
(near my
house)
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Which language do YOU use with the following?
How important or unimportant do you think that the L1 language is for
people to do the following?
There are no right or wrong answers.
Always
in L1
In L1
more
often
than L2
In L1
and L2
about
equally
In L2
more
often
than L1
Always
in L2
1. Watching
TV
2. The press
3. Music
4. Radio
For people
to:
Important A little
important
A little
unimportant
Unimportant
1. To make
friends
2. Read
3. Write
4. Watch TV
5. Get a job
6. Be liked
7. Live in the L1
country
8. Bring up
children
9. Go
shopping
10. Make phone
calls
10 Multilingualism in European Bilingual Contexts
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Here are some statements about the L1 language. Please say whether you
agree or disagree with these statements. There are no right or wrong
answers. Please be as honest as possible. Answer with ONE of the
following:
SA!/Strongly Agree (circle SA)
A!/Agree (circle A)
NAND!/Neither Agree Nor Disagree (circle NAND)
D!/Disagree (circle D)
SD!/ Strongly Disagree (circle SD)
1. I like hearing L1 spoken............................................... SA A NAND D SD
2. L1 should be taught to all pupils in the
Basque Country........................................................... SA A NAND D SD
3. I like speaking L1.......................................................... SA A NAND D SD
4. L1 is an easy language to learn................................... SA A NAND D SD
5. There are not more useful languages to learn
than L1........................................................................... SA A NAND D SD
6. I prefer to be taught in L1............................................ SA A NAND D SD
7. Learning L1 enriches my cultural knowledge.......... SA A NAND D SD
8. I would not mind marrying a L1 speaker.................. SA A NAND D SD
9. L1 is a language worth learning................................. SA A NAND D SD
10. If I have children, I would like them to be L1 speakers regardless of
other languages they may know................................ SA A NAND D SD
11. Pass
exams
12. Be accepted
in the
community
13. Talk to
friends at
university
14. Talk to
teachers at
university
15. Talk to
people
out of
university
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Here are some statements about the L2 language. Please say whether you
agree or disagree with these statements. There are no right or wrong
answers. Please be as honest as possible. Answer with ONE of the
following:
SA!/Strongly Agree (circle SA)
A!/Agree (circle A)
NAND!/Neither Agree Nor Disagree (circle NAND)
D!/Disagree (circle D)
SD!/Strongly Disagree (circle SD)
1. I like hearing L2 spoken............................................... SA A NAND D SD
2. L2 should be taught to all pupils in the Basque
Country.......................................................................... SA A NAND D SD
3. I like speaking L2.......................................................... SA A NAND D SD
4. L2 is an easy language to learn................................... SA A NAND D SD
5. There are not more useful languages to learn
than L2........................................................................... SA A NAND D SD
6. I prefer to be taught in L2............................................ SA A NAND D SD
7. Learning L2 enriches my cultural knowledge.......... SA A NAND D SD
8. I would not mind marrying a L2 speaker.................. SA A NAND D SD
9. L2 is a language worth learning................................. SA A NAND D SD
10. If I have children, I would like them to be L2
speakers regardless of other languages they
may know...................................................................... SA A NAND D SD
Here are some statements about the L3 language. Please say whether you
agree or disagree with these statements. There are no right or wrong
answers. Please be as honest as possible. Answer with ONE of the
following:
SA!/Strongly Agree (circle SA)
A!/Agree (circle A)
NAND!/Neither Agree Nor Disagree (circle NAND)
D!/Disagree (circle D)
SD!/Strongly Disagree (circle SD)
1. I like hearing L3 spoken............................................... SA A NAND D SD
2. L3 should be taught to all pupils in the
Basque Country............................................................ SA A NAND D SD
3. I like speaking L3.......................................................... SA A NAND D SD
4. L3 is an easy language to learn................................... SA A NAND D SD
5. There are not more useful languages to learn
than L3........................................................................... SA A NAND D SD
12 Multilingualism in European Bilingual Contexts
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6. I prefer to be taught in L3............................................ SA A NAND D SD
7. Learning L3 enriches my cultural knowledge.......... SA A NAND D SD
8. I would not mind marrying an L3 speaker............... SA A NAND D SD
9. L3 is a language worth learning................................. SA A NAND D SD
10. If I have children, I would like them to be L3
speakers regardless of other languages they
may know...................................................................... SA A NAND D SD
Thank you very much for your cooperation
Introduction 13
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Appendix 10. Attitudes Questionnaire employed in this dissertation at Pretest, Posttest, 
and Delayed Posttest  
NAME:________________________________________________________________ 
 
We would like to ask you to help us by answering the following questions. This is not a 
test, so there are no “right” or “wrong” answers. Also, all information you provide us 
with will be kept confidential. We are interested in your personal opinion. Please give 
your answers sincerely as only this will guarantee the success of the investigation. 
Thank you very much for your help.  
 
1. Name and surnames:  
2. Age:  
3. Specialization (degree to be obtained):  
4. Year in which you are enrolled in this degree: 
5. Course (e.g.: Pragmatics, Sociolinguistics):   
In the following please put and ‘X’ in the right place. 
6. Gender: Male_____     
              Female_____ 
7. First language:____ Catalan   
                        ____ Spanish 
             ____ Both Catalan & Spanish 
                              ____ Other: Please specify:_________________________ 
8. Province: ___ Castellón  
     ___ Valencia  
                ___ Alicante 
                ___ Other. Please specify:______________________________ 
9. I studied at a: ___ public school  
                       ___ private school  
                       ___ charter school 
10. In the following section, we would like you to answer some questions by simply 
giving marks from 1 to 4.   
                1 = None,   2 = A little,   3 = Good,   4 = Very good    
For example, if your Chinese is ‘very good’, your Japanese ‘good’ and you can 
speak no Arabic (‘None’), write this:  
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 Chinese Japanese Arabic 
General proficiency 4 3 1 
 
Please put one (and only one) whole number in each box and don’t leave out any of 
them in the first three columns (L1, L2 and English). If you know another language, 
please put the numbers in the ‘Other’ columns after specifying the language concerned. 
In your opinion, what is your language proficiency in…? 
 
 L1 L2 English Other 
(Specify:               ) 
General Proficiency     
Reading     
Writing     
Speaking     
Listening     
 
11. I started learning L1 at the age of ___________ 
12. I started learning L2 at the age of ___________ 
13. I started learning English at the age of ___________ 
14. Where did you start learning English (city/town)?:________________________ 
Where did you do so?:  
______ Public school – Name of the school:_____________________________ 
            ______ Private school – Name of the school:____________________________ 
            ______ Other. Please, specify:________________________________________ 
15. How many courses were you taught in English? Please specify number and 
name of subjects: (e.g.: 1: English / 2: Physics and English): 
________________________________________________________________
________________________________________________________________ 
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16. Do you take any extra lessons outside the university in English during this 
academic year?  
____ EOI 
____ language school 
____ private lessons 
____ Other. Please, specify__________________________________________ 
____ None 
17. Have you ever been to an English speaking country? If you have not, skip 
question 18.    
Yes_______     
No________ 
18. How many times have you been to an English speaking country? Please 
complete the following table. 
Place 
(city/ 
town, 
state, 
country) 
Year 
(e.g.: 
2008) 
Length of 
stay (e.g.: 
one week, 
8 months, 
1 year)  
Accommodation 
(e.g.: host 
family, on-
campus 
residence) 
Frequency 
of 
speaking 
English 
outside 
classroom 
(e.g.: every 
day, twice 
a week) 
With 
whom 
(native 
speakers 
or non-
native) 
Activities 
outside the 
classroom 
(e.g. going 
to the 
movies, 
going 
shopping) 
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Now we would like to know which language you speak to the following people. Please 
put an ‘X’ in the box which best expresses your situation. For example, if you always 
speak in L2 with your father, put an ‘X’ in the third from last box. 
 
 Always 
in L1 
In L1 
more 
often 
than L2 
In L1 
and L2 
about 
equally 
In L2 
more 
often 
than L1 
Always 
in L2 
Often in 
English 
Always 
in 
English 
Father           X   
 
In which language do YOU speak to the following people? Choose the answers that are 
most appropriate to you: 
 Always 
in L1 
In L1 
more 
often 
than L2 
In L1 & 
L2 about 
equally 
In L2 
more 
often 
than L1 
Always 
in L2 
Often in 
English 
Always 
in 
English 
Father        
Mother        
Brothers 
& Sisters 
       
Friends in 
the 
classroom 
       
Friends 
outside 
school 
       
Teachers 
(except 
language 
teachers) 
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Which language do YOU use with the following? 
 Always 
in L1 
In L1 
more 
often 
than L2 
In L1 
and L2 
about 
equally 
In L2 
more 
often 
than L1 
Always 
in L2 
Often in 
English 
Always 
in 
English 
Watching 
TV/series 
online 
       
The press        
Music        
Radio        
 
How important or unimportant do you think that the English language is for people 
to do the following? 
There are no right or wrong answers.  
For people to:  Important A little 
important 
A little 
unimportant 
Unimportant 
Make friends     
Read     
Write     
Watch TV     
Get a job     
Be liked     
Live in the L1 
country 
    
Bring up 
children 
    
Go shopping     
Make phone 
calls 
    
Pass exams     
Be accepted 
in the 
community 
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Talk to 
friends at 
university 
    
Talk to 
teachers at 
university 
    
Talk to people 
out of 
university 
    
 
Here are some statements about the English language. Please say whether you agree 
(A) or disagree (D) with the statements. There are no right or wrong answers. Please be 
as honest as possible. Answer with ONE of the following:  
    Agree (A) Disagree (D) 
I like hearing English spoken   
English should be taught to all pupils in the Valencian 
Community 
  
I like speaking English   
English is an easy language to learn   
There are not more useful languages to learn than 
English 
  
I prefer to be taught in English   
Learning English enriches my cultural knowledge   
I would not mind marrying an English speaker   
English is a language worth learning   
If I have children, I would like them to be English 
speakers regardless of other languages they may know 
  
 
 
Thank you for your collaboration! 
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Appendix 11. Rationale for modifications to Lasagabaster and Huguet’s (2007) 
Attitudes Questionnaire 
Item 1 “1. Name and surnames,” was added in which participants were asked to write 
their name and surnames. This item was included for research purposes, in order to 
identify who had taken what test, and also in order to check participants’ change in their 
attitudes (if any) throughout the pretest, posttest, and delayed posttest. Participants’ 
names have not been used. Instead, a number has been assigned to each of them so as to 
protect their anonymity.   
Items 4 and 5, “4. Year in which you are enrolled in this degree,” and “5. Course 
(e.g.: Pragmatics, Sociolinguistics)” were added for research purposes, so as to classify 
the participants into those belonging to the experimental group and those in the control 
group, so that this data could be accessed faster later on in data analysis.  
As of item 6, “6. Gender: Male____  Female_____,” the word “gender” replaced 
“sex” the noun used in the original version of this questionnaire, Lasabagaster & 
Huguet’s (2007). 
Item 7, “7. First language” was adapted. In the original version, the item read 
“Mother tongue,” terminology that we replaced for “First language” because the former 
is in disuse. On the other hand, and also in the orginal version, Spanish and Basque 
languages were outlined. In order to fit the present investigation, Basque was replaced 
by Catalan. Additionally, another sub item was incorporated here, namely “____ Other: 
Please specify:___________” In so doing, we accounted for other languages 
participants may speak.   
Items 8 and 9, “8. Province,” and “9. I studied at” the latter targeting the type of 
institution, namely private or public, were moved towards the top of this section in our 
version because we arranged the more personal less-language learning related 
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information together at the beginning of Section 1. In turn, another sub-item was 
included in item 9, namely “charter school,” which was not contemplated in 
Lasagabaster and Huguet’s (2007) version.  
Item 6 in the original version of this questionnaire, “6. Parental occupation” was 
not included in our version of the attitudes questionnaire because the information this 
item elicits lacked purpose and intent in the present investigation.  
Item 10 in our version was slightly modified, since the column that read “L3” in 
the original was named “English” because we focus on language attitudes towards the 
English language in the present study.  
Item 13 in our version underwent a similar modification as item 10 described 
above. In our version, this item reads “13. I started learning English at the age 
of_______,” whereas in the original version Lasagabaster and Huguet (2007) it reads 
“L3.”  
Item 14 and item 15 in our version were added in order to gain access to more 
detailed information as regards the participants’ English learning starting point.  
Item 16 in our version was also incorporated, namely “16. Do you take extra 
lessons outside the university in English during this academic year? EOI_____ 
Language school_____ Private lessons_____ Other. Please, specify_____ None_____” 
in order to include the variable of stay abroad. Data collected from this item was not 
included in the analysis of attitudes towards English in the present investigation. 
Item 16 in the original version was eliminated because it prompted information 
about students’ frequency of watching TV in the L3. We did not include this item 
because this information is already included in the table in Section 3.  
Item 17 and item 18 in Lasagabaster and Huguet’s (2007) version, namely “17. 
What type of High School studies did you complete before entering university? ” and 
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“18. In which linguistic model did you predominantly complete your preuniversity 
studies?” were neither included in our version since we perceived this items asked for 
information unrelated to the purpose of our study.  
In Section 2, just one change was made, in the first table that asks participants to 
identify the language they use to speak with family, friends, and classmates, we did not 
include sub-item “7. Neighbours (near my house).” In so doing, we aimed at keeping 
the focus of language attitudes towards English within the closest people or relatives 
that participants have.  
In Section 3, three main modifications were applied to the original version. On the 
one hand, we reduced to one the tables included in the section. Keeping in mind that we 
explore learners’ attitudes towards English, we excluded the two tables that referred to 
participants’ attitudes towards their L1, and L2. On the other hand, as regards the 
instructions for the table that we did keep in this section, we changed “L3” for 
“English” since we focus on attitudes towards this specific language and no other. 
Finally, the third change was related to the options the students were provided to choose 
from on a likert-scale base. Lasagabaster and Huguet (2007) conceived five categories 
from strongly disagreeing with a given item to strongly agreeing with the item. In our 
version of this attitudes questionnaire, we reduced the options to two, namely “Agree 
(A)” and “Disagree (D)” in order to reduce the amount of data that would need to be 
analyzed statistically afterwards. Data from Section 3 was the data analyzed to be 
included in this dissertation. The same version of the questionnaire was distributed in 
the pretest, posttest, and delayed posttest sessions, since there was no risk on task 
repetition effect.  
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Appendix 12. Computer-delivered ODCT and RVP Pretest Version 
You are going to work on a series of situations in which there is a situation description, 
and a picture that shows the situation. Then you are asked two questions: what you 
would say in each of the situations, and why.  
 
Example  
 
Scenario: Your mom asks you to help her with dinner. She says: “Would you mind 
helping me with dinner?” 
 
https://www.youtube.com/watch?v=9_G9uWszJhM&feature=youtu.be 
 
 
 
You say: Not at all. 
 
Why have you used that expression?:  
 
__I have used that expression because it shows that I am willing to help her. _________ 
 
 
 
Now, please proceed to complete the following situations.  
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Situation 1 
 
Scenario: Your friend Ana just threw a wonderful party. As you leave,  
 
 
 
You say:  
 
Why have you used that expression?: 
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Situation 2 
 
Scenario: You are at your in-laws’ Christmas dinner. They offer you more food but you 
already ate a lot and do not want any more. 
 
 
You say:  
 
Why have you used that expression?: 
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Situation 3 
 
Scenario: Your friend Juan introduces you to a friend of his, Pablo. 
 
 
 
You say:  
 
Why have you used that expression?: 
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Situation 4 
 
Scenario: You meet Paula, Silvia’s friend, whom you had been introduced before, on 
campus another day. 
 
 
 
You say:  
 
Why have you used that expression?: 
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Situation 5 
 
Scenario: You greet a Professor with whom you have a very good relationship. 
 
 
 
You say:  
 
Why have you used that expression?: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Appendices 
 449 
Situation 6 
 
Scenario: At the supermarket, you start putting all the goods in the conveyor belt, and 
the cashier greets you: “Hi. How are you?” 
 
 
 
You say:  
 
Why have you used that expression?: 
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Situation 7 
 
Scenario: You are in class and your pen ran out of ink. You ask your friend for a pen. 
 
 
 
You say:  
 
Why have you used that expression?: 
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Situation 8 
 
Scenario: You are in an aisle in a supermarket. There is an old lady slowly pushing a 
shopping cart in front of you. However, you need to get by her.  
 
Source: https://www.flickr.com/photos/walmartcorporate/5684145463 
 
You say:  
 
Why have you used that expression?: 
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Situation 9 
 
Scenario: You are in an aisle at a supermarket. You are trying to get around an old lady 
and accidentally bump into her cart. 
 
 
Source: https://www.flickr.com/photos/walmartcorporate/5684145463 
 
You say:  
 
Why have you used that expression?: 
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Situation 10 
 
Scenario: You just finished classes today. It is pouring outside, you do not have an 
umbrella and you missed the bus. You see a classmate of yours approaching his car. 
 
 
Source: http://injust10.blogspot.com.es/2011_03_01_archive.html 
 
You say:  
 
Why have you used that expression?: 
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Situation 11 
 
Scenario: You just finished classes and it is pouring outside. As you go to your car, a 
classmate of yours asks you if you can give him a ride.  
 
 
Source: http://injust10.blogspot.com.es/2011_03_01_archive.html 
 
You say:  
 
Why have you used that expression?: 
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Situation 12 
 
Scenario: You just finished a long meeting with your professor. You know he is very 
busy. 
 
 
 
You say:  
 
Why have you used that expression?: 
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Situation 13 
 
Scenario: You are in a store looking at some books. A sales person comes up to you and 
asks you if you need some help. However, you do not need help.  
 
 
Source: https://www.flickr.com/photos/brewbooks/330665317 
 
 
You say:  
 
Why have you used that expression?:  
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Situation 14 
 
Scenario: Your friend invites you to dinner. Then, he suggests to go dancing afterwards. 
 
 
 
You say:  
 
Why have you used that expression?:  
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Situation 15 
 
Scenario: You and your friend are on your way to campus. Your friend is about to cross 
the street but he does not see a car coming. You already have seen the car and try to 
stop him. 
 
 
Source: http://www.cmu.edu/news/stories/archives/2014/june/images/buslinephoto_500x281.jpg 
 
You say:  
 
Why have you used that expression?: 
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Appendix 13. Computer-delivered ODCT and RVP Posttest Version 
You are going to work on a series of situations in which there is a situation description, 
and a picture that shows the situation. Then you are asked two questions: what you 
would say in each of the situations, and why.  
 
Example  
 
Scenario: Your mom asks you to help her with dinner. She says: “Would you mind 
helping me with dinner?” 
 
https://www.youtube.com/watch?v=9_G9uWszJhM&feature=youtu.be 
 
 
 
You say: Not at all.  
 
Why have you used that expression?  
 
__I have used that expression because it shows that I am willing to help her. _________ 
 
 
 
Now, please proceed to complete the following situations.  
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Situation 1 
 
Scenario: Your friend Juan introduces you to a friend of his, Pablo. 
 
 
 
You say:  
 
Why have you used that expression?:  
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Situation 2 
 
Scenario: You greet a Professor with whom you have a very good relationship. 
 
 
 
You say:  
 
Why have you used that expression?:  
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Situation 3 
 
Scenario: You are in an aisle at a supermarket. You are trying to get around an old lady 
and accidentally bump into her cart. 
 
 
Source: https://www.flickr.com/photos/walmartcorporate/5684145463 
 
You say:  
 
Why have you used that expression?:  
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Situation 4 
 
Scenario: You are in class and your pen ran out of ink. You ask your friend for a pen. 
 
 
 
You say:  
 
Why have you used that expression?:  
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Situation 5 
 
Scenario: You just finished a long meeting with your professor. You know he is very 
busy. 
 
 
 
You say:  
 
Why have you used that expression?:  
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Situation 6 
 
Scenario: Your friend Ana just threw a wonderful party. As you leave,  
 
 
 
You say:  
 
Why have you used that expression?:  
 
 
 
 
 
 
 
 
 
 
 
 
 
Appendices 
 466
Situation 7 
 
Scenario: At the supermarket, you start putting all the goods in the conveyor belt, and 
the cashier greets you: “Hi. How are you?” 
 
 
 
You say:  
 
Why have you used that expression?:  
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Situation 8 
 
Scenario: You and your friend are on your way to campus. Your friend is about to cross 
the street but he does not see a car coming. You already have seen the car and try to 
stop him. 
 
 
 
Source: http://www.cmu.edu/news/stories/archives/2014/june/images/buslinephoto_500x281.jpg 
 
You say:  
 
Why have you used that expression?:  
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Situation 9 
 
Scenario: You just finished classes today. It is pouring outside, you do not have an 
umbrella and you missed the bus. You see a classmate of yours approaching his car. 
 
 
Source: http://injust10.blogspot.com.es/2011_03_01_archive.html 
 
You say:  
 
Why have you used that expression?:  
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Situation 10 
 
Scenario: You are at your in-laws’ Christmas dinner. They offer you more food but you 
already ate a lot and do not want any more. 
 
 
 
You say:  
 
Why have you used that expression?:  
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Situation 11 
 
Scenario: You meet Paula, Silvia’s friend, whom you had been introduced before, on 
campus another day. 
 
 
 
You say:  
 
Why have you used that expression?:  
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Situation 12 
 
Scenario: You are in a store looking at some books. A sales person comes up to you and 
asks you if you need some help. However, you do not need help. 
 
 
Source: https://www.flickr.com/photos/brewbooks/330665317 
 
You say: 
 
Why have you used that expression?:  
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Situation 13 
 
Scenario: You just finished classes and it is pouring outside. As you go to your car, a 
classmate of yours asks you if you can give him a ride.  
 
 
Source: http://injust10.blogspot.com.es/2011_03_01_archive.html 
 
You say:  
 
Why have you used that expression?:  
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Situation 14 
 
Scenario: You are in an aisle in a supermarket. There is an old lady slowly pushing a 
shopping cart in front of you. However, you need to get by her.  
 
 
Source: https://www.flickr.com/photos/walmartcorporate/5684145463 
 
You say: 
 
Why have you used that expression?:  
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Situation 15 
 
Scenario: Your friend invites you to dinner. Then, he suggests to go dancing afterwards. 
 
 
 
You say:  
 
Why have you used that expression?:  
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Appendix 14. Computer-delivered ODCT and RVP Delayed Posttest Version 
You are going to work on a series of situations in which there is a situation description, 
and a picture that shows the situation. Then you are asked two questions: what you 
would say in each of the situations, and why.  
 
Example  
 
Scenario: Your mom asks you to help her with dinner. She says: “Would you mind 
helping me with dinner?” 
 
https://www.youtube.com/watch?v=9_G9uWszJhM&feature=youtu.be 
 
 
 
You say: Not at all.  
 
Why have you used that expression?  
 
__I have used that expression because it shows that I am willing to help her. _________ 
 
 
 
Now, please proceed to complete the following situations.  
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Situation 1 
 
Scenario: You and your friend are on your way to campus. Your friend is about to cross 
the street but he does not see a car coming. You already have seen the car and try to 
stop him. 
 
 
Source: http://www.cmu.edu/news/stories/archives/2014/june/images/buslinephoto_500x281.jpg 
 
You say:  
 
Why have you used that expression?:  
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Situation 2 
 
Scenario: At the supermarket, you start putting all the goods in the conveyor belt and 
the cashier greets you: “Hi. How are you?” 
 
 
 
You say:  
 
Why have you used that expression?: 
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Situation 3 
 
Scenario: You just finished classes and it is pouring outside. As you go to your car, a 
classmate of yours asks you if you can give him a ride.  
 
 
Source: http://injust10.blogspot.com.es/2011_03_01_archive.html 
 
You say:  
 
Why have you used that expression?:  
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Situation 4 
 
Scenario: Your friend invites you to dinner. Then, he suggests to go dancing afterwards. 
 
 
 
You say:  
 
Why have you used that expression?:  
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Situation 5 
 
Scenario: You just finished classes today. It is pouring outside, you do not have an 
umbrella and you missed the bus. You see a classmate of yours approaching his car. 
 
 
Source: http://injust10.blogspot.com.es/2011_03_01_archive.html 
 
You say:  
 
Why have you used that expression?:  
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Situation 6 
 
Scenario: You greet a Professor with whom you have a very good relationship. 
 
 
 
You say:  
 
Why have you used that expression?:  
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Situation 7 
 
Scenario: You are at your in-laws’ Christmas dinner. They offer you more food but you 
already ate a lot and do not want any more. 
 
 
You say:  
 
Why have you used that expression?:  
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Situation 8 
 
Scenario: You just finished a long meeting with your professor. You know he is very 
busy. 
 
 
You say:  
 
Why have you used that expression?:  
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Situation 9 
 
Scenario: You are in an aisle in a supermarket. There is an old lady slowly pushing a 
shopping cart in front of you. However, you need to get by her.  
 
 
Source: https://www.flickr.com/photos/walmartcorporate/5684145463 
 
You say:  
 
Why have you used that expression?:  
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Situation 10 
 
Scenario: You are in a store looking at some books. A sales person comes up to you and 
asks you if you need some help. However you do not need help. 
 
 
Source: https://www.flickr.com/photos/brewbooks/330665317 
 
You say:  
 
Why have you used that expression?:  
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Situation 11 
 
Scenario: You are in an aisle at a supermarket. You are trying to get around an old lady 
and accidentally bump into her cart. 
 
 
Source: https://www.flickr.com/photos/walmartcorporate/5684145463 
 
You say:  
 
Why have you used that expression?:  
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Situation 12 
 
Scenario: Your friend Juan introduces you to a friend of his, Pablo. 
 
 
 
You say:  
 
Why have you used that expression?:  
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Situation 13 
 
Scenario: You are in class and your pen ran out of ink. You ask your friend for a pen. 
 
 
 
You say:  
 
Why have you used that expression?:  
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Situation 14 
 
Scenario: Your friend Ana just threw a wonderful party. As you leave,  
 
 
 
You say:  
 
Why have you used that expression?:  
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Situation 15 
 
Scenario: You meet Paula, Silvia’s friend, whom you had been introduced before, on 
campus another day. 
 
 
 
You say:  
 
Why have you used that expression?:  
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Appendix 15. Quick Placement Test (Oxford University Press, 2001) 
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Appendix 16. Extended description of descriptive statistics for experimental and control 
groups in the VKS 
 
Table 75 shows the descriptive statistics of the scores obtained by the control 
group in the VKS at Time 1. The control group, conformed by 25 participants (n = 25), 
scored a minimum of 23 and a maximum of 34, with a range of 11. The Mean was 
29.72 with a SD of 2.716, skewness of -1.035 (SD error .464), and Kurtosis of 1.345 
(SD error .902). This means that the scores are normally distributed; there is no 
significant departure from the Mean score. 
Table 75.  Descriptive statistics for control group in the VKS at Time 1 
Group Mean SD Range Skewness Kurtosis 
Control 
N= 25 
29.72 2.716 11 
[23-34] 
-1.035 
(sd error 
.464) 
1.345 
(sd error 
.902) 
 
Figure 26 below shows the distribution of the scores obtained by the control group 
in the VKS at Time 1. As shown in the histogram, there is a skewness towards the 
higher scores, with most of the students in this group obtaining a score of 28, 30, or 31. 
Then, there seems to be another large number of participants that scored 27, 29, or 34. 
Then, fewer participants scored 23 or 33. Finally, very few students scored 32. 
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Figure 26.  Distribution of the scores by the control group in the VKS at Time 1 
Table 76 presents the descriptive statistics from the performance of the VKS by 
the experimental group at Time 1. The experimental group, conformed by 21 
participants (n = 21), scored a minimum of 28 and a maximum of 34, with a range of 6. 
The Mean was 31.00 with a SD of 1.643, skewness of -.075 (sd error .501), and 
Kurtosis of -.896 (sd error .972). This means that the scores are normally distributed; 
there is no significant departure from the Mean score. 
Table 76.  Descriptive statistics for experimental group in the VKS at Time 1 
Group Mean SD Range Skewness Kurtosis 
Experimental 
N= 21 
31.00 1.643 6 
[28-34] 
-.075 
(sd error 
.501) 
-.896 
(sd error 
.972) 
 
Figure 27 illustrates the distribution of the scores obtained by the experimental 
group in the VKS at Time 1. It can be seen that the most frequent score obtained was 
32, followed by scores of 29 and 31, then 30 and 33. Finally, the least frequent scores 
obtained by participants in the experimental group in the VKS at Time 1 were 28 and 
34.  
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Figure 27.  Distribution of the scores by the experimental group in the VKS at Time 1 
Table 77 illustrates the descriptive statistics for score performance by the control 
in the VKS at Time 2. The control group (n = 25) scored a minimum of 24 and a 
maximum of 34, with a range of 10. The Mean was higher than the mean at Time 1: 
30.44 with a SD of 2.142, a skewness of -1.126 (SD error .464), and Kurtosis of 2.094 
(SD error .902). This means that the scores are normally distributed; there is no 
significant departure from the Mean score. 
Table 77.  Descriptive statistics for control group in the VKS at Time 2 
Group Mean SD Range Skewness Kurtosis 
Control 
N= 25 
30.44 2.142 10 
[24-34] 
-1.126 
(sd error 
.464) 
2.094 
(sd error 
.902) 
 
Figure 28 below represents the distribution of the scores obtained by the control 
group in the VKS at Time 2. It shows a skewness towards the higher scores, with the 
majority of the participants scoring 32, as in Time 1. The second highest score is that of 
29, followed by 31, and then 30. Finally, a very similar number of students seem to 
have scored 24, 27, 28, 33, and 34. 
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Figure 28.  Distribution of the scores by the control group in the VKS at Time 2 
Table 78 presents the descriptive statistics from the performance in the VKS by 
the experimental group at Time 2. The experimental group (n = 21) scored a minimum 
of 30 and a maximum of 34, with a range of 4. The Mean was higher than the Mean at 
Time 1: 32.81 with a SD of .928, a skewness of -1.243 (sd error .501), and Kurtosis of 
3.083 (sd error .972). This means that the scores are normally distributed; there is no 
significant departure from the Mean score. 
Table 78.  Descriptive statistics for experimental group in the VKS at Time 2 
Group Mean SD Range Skewness Kurtosis 
Experimental 
N= 21 
32.81 .928 4 
[30-34] 
-1.243 
(sd error 
.501) 
3.083 
(sd error 
.972) 
 
Figure 29 illustrates the distribution of the scores obtained by the experimental 
group in the VKS at Time 2.  It can be seen that there is a skewed distribution towards 
the higher scores. Most of the students scored 33, as they did at Time 1. There seems to 
be a very similar number of students that scored 32 and 34. Finally, fewer participants 
scored 30.  
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Figure 29.  Distribution of the scores by the experimental group in the VKS at Time 2 
Table 79 presents the descriptive statistics for score performance by the control in 
the VKS at Time 3. The control group (n = 25) scored a minimum of 25 and a 
maximum of 33, with a range of 8. The Mean was 31.00 with a SD of 2.000. This Mean 
was higher than the Mean for this group at Time 2. There was a skewness of -1.326 (SD 
error .464), and Kurtosis of 1.763 (SD error .902). This means that the scores are 
normally distributed; there is no significant departure from the Mean score. 
Table 79.  Descriptive statistics for control group in the VKS at Time 3 
Group Mean SD Range Skewness Kurtosis 
Control 
N= 25 
31.00 2.000 8 
[25-33] 
-1.326 
(sd error 
.464) 
1.763 
(sd error 
.902) 
 
Figure 30 illustrates the distribution of the scores obtained by the control group in 
the VKS at Time 3. As can be seen in Figure 19 below, the distribution of the scores is 
more uneven this time. Even though it is still skewed towards higher scores, there is a 
difference in the frequency of scores. It seems that there are more students that scored 
either 29 or 32, the latter being the highest score for the control group at Time 3, same 
as score performance at Time 1 and Time 2. Then, fewer students scored 33. Less 
frequent was the score of 31. Finally, the lowest scores obtained within the range above 
mentioned were the scores of 25, 28, and 30, which are still quite high considering that 
the lowest score for the VKS is 0 and the highest is 34.  
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Figure 30.  Distribution of the scores by the control group in the VKS at Time 3 
Table 80 shows the descriptive statistics from the performance of the VKS task by 
the experimental group at Time 3. The experimental group (n =21) scored a minimum 
of 31 and a maximum of 34, with a range of 3. The mean was 33.19 with a SD of .873. 
The mean was higher this time as well, being the highest of the Means across times. 
There was a skewness of -1.400 (sd error .501), and Kurtosis of 2.250 (sd error .972). 
This means that the scores are normally distributed; there is no significant departure 
from the Mean score. 
Table 80.  Descriptive statistics for experimental group in the VKS at Time 3 
Group Mean SD Range Skewness Kurtosis 
Experimental 
N= 21 
33.19 .873 3 
[31-34] 
-1.400 
(sd error 
.501) 
2.250 
(sd error 
.972) 
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Figure 31 illustrates the distribution of the scores obtained by the experimental 
group in the VKS at Time 3. It can be seen that there is a skewed distribution towards 
the higher scores: 33 and 34. Most of the students obtained 33, the same as they did at 
Time 1 and Time 2. Then fewer students scored 34. Finally, very few students scored 
31.   
 
Figure 31.  Distribution of the scores by the experimental group in the VKS at Time 3 
 
 
 
 
 
 
 
 
 
 
Appendices 
 
  
Appendices 
 511 
Appendix 17. Extended description of descriptive statistics for experimental and control 
groups in the computer-delivered ODCT and RVP 
Table 81 shows the descriptive statistics from the scores obtained by the control group 
in the computer-delivered ODCT at Time 1. The control group (n = 25) scored a 
minimum of 0 and a maximum of 10, with a range of 10. The Mean was 5.72 with a SD 
of 2.509, skewness of -.532 (SD error .464), and Kurtosis of -.034 (SD error .902). This 
means that the scores are normally distributed; there is no significant departure from the 
Mean score. 
Table 81.  Descriptive statistics for control group in the computer-delivered ODCT at 
Time 1 
Group Mean SD Range Skewness Kurtosis 
Control 
N= 25 
5.72 2.509 10 
[0-10] 
-.532 (sd 
error .464) 
-.034 (sd 
error .902) 
 
Figure 32 below shows the distribution of the scores obtained by the control group 
in the computer-delivered ODCT at Time 1. It shows that scores are skewed towards the 
medium scores, with most of the students in this group scoring 8, and 5. Then, there 
seems to be another large number of participants that scored 4, 6, and 8. Then, fewer 
participants scored from 0 to 3 and 10. Finally, even fewer students scored 9. 
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Figure 32.  Distribution of the scores by the control group in the computer-delivered 
ODCT at Time 1 
Table 82 illustrates the descriptive statistics from the performance of the 
computer-delivered ODCT by the experimental group at Time 1. The experimental 
group (n = 21) scored a minimum of 1 and a maximum of 12, with a range of 11. The 
Mean was 7.24 with a SD of 2.644, a skewness of -.374 (sd error .501), and Kurtosis of 
.185 (sd error .972). This means that the scores are normally distributed; there is no 
significant departure from the Mean score. 
Table 82.  Descriptive statistics for experimental group in the computer-delivered ODCT 
at Time 1 
Group Mean SD Range Skewness Kurtosis 
Experimental 
N= 21 
7.24 2.644 
 
11 
[1-12] 
-.374 (sd 
error .501) 
.185 (sd 
error .972) 
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Figure 33 shows the distribution of the scores obtained by the experimental group 
in the computer-delivered ODCT at Time 1. It can be seen that there is an uneven 
distribution because even though the number of participants that scored 5, 8, and 9 seem 
to be the same, those who scored 6 are dramatically less, and are similar to those who 
scored 1, 11, and 12. Then, there seems to be a group of students who scored 4 and 10 
similarly. Finally, the highest score that most of the students obtained was 7. 
 
Figure 33.  Distribution of the scores by the experimental group in the computer-
delivered ODCT at Time 1 
Table 83.  Descriptive statistics for control group in the computer-delivered ODCT at 
Time 2 
Group Mean SD Range Skewness Kurtosis 
Control 
N= 25 
6.40 2.693 10 
[2-12] 
.259 (sd 
error .464) 
-.580 (sd 
error .902) 
 
Table 83 illustrates the descriptive statistics of the scores obtained by the control 
group in the computer-delivered ODCT at Time 2. The control group (n = 25) scored a 
minimum of 2 and a maximum of 12, with a range of 10. This second time, the range 
was the same but the scores were higher. The Mean was higher at Time 2 as well: 6.40 
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with a SD of 2.693, skewness of .259 (sd error .464), and Kurtosis of -.580 (sd error 
.902). This means that the scores are normally distributed; there is no significant 
departure from the Mean score.  
Figure 34 below shows the distribution of the scores obtained by the control group 
in the computer-delivered ODCT at Time 2. It can be observed that scores are different 
from those obtained at Time 1 by this group. At Time 2, there were more participants 
that scored 4 or 6, followed by those that scored 5, 8, or 9. Then fewer students scored 
3, 10, 11, or 12. Finally, even fewer students scored 2. 
 
Figure 34.  Distribution of the scores by the control group in the computer-delivered 
ODCT at Time 2 
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Table 84 encompasses the descriptive statistics from the performance of the 
computer-delivered ODCT by the experimental group at Time 2. The experimental 
group (n = 21) scored a minimum of 10 and a maximum of 15, with a range of 5. The 
scores obtained this time were quite different from those at Time 1, since participants’ 
performance improved nearly twice as they did at Time 1. This is reflected in the Mean, 
which was 13.38 with a SD of 1.564, a skewness of -.968 (sd error .501), and Kurtosis 
of .315 (sd error .972). This means that the scores are normally distributed; there is no 
significant departure from the Mean score. 
Table 84.  Descriptive statistics for experimental group in the computer-delivered ODCT 
at Time 2 
Group Mean SD Range Skewness Kurtosis 
Experimental 
N= 21 
13.38 
 
1.564 5 
[10-15] 
-.968 (sd 
error .501) 
.315 (sd 
error .972) 
 
Figure 35 illustrates the distribution of the scores obtained by the experimental 
group in the computer-delivered ODCT at Time 2. It can be seen that the scores are 
skewed towards the three highest scores, with two similar groups of participants scoring 
13 and 15. Then, another the second more frequent score was that of 14, followed by 
10, and finally scores of 11 and 12.  
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Figure 35.  Distribution of the scores by the experimental group in the computer-
delivered ODCT at Time 2 
Table 85 illustrates the descriptive statistics of the scores obtained by the control 
group in the computer-delivered ODCT at Time 3. The control group (n = 25) scored a 
minimum of 0 and a maximum of 12, with a range of 12, higher than before. The Mean 
was also higher at this second time: 6.88 with a SD of 3.087, skewness of -.451 (sd 
error .464), and Kurtosis of -.133 (sd error .902). This means that the scores are 
normally distributed; there is no significant departure from the Mean score. 
Table 85.  Descriptive statistics for control group in the computer-delivered ODCT at 
Time 3 
Group Mean SD Range Skewness Kurtosis 
Control 
N= 25 
6.88 3.087 12 
[0-12] 
-.451 (sd 
error .464) 
-.133 (sd 
error .902) 
 
Figure 36 presents the distribution of the scores obtained by the control group in 
the computer-delivered ODCT at Time 3. It shows that scores are skewed towards the 
middle scores. The most frequent score obtained was 6, followed by 7, and 10. Then, 
less frequent scores were 3, 8, 9, and 11. Finally, the less frequent scored obtained were 
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0, 1, 4, 5, and 12. This means that most of the participants scored a medium or higher 
score, even though very few students obtained the highest score: 12.  
 
Figure 36.  Distribution of the scores by the control group in the computer-delivered 
ODCT at Time 3 
Table 86 encompasses the descriptive statistics from the performance of the 
computer-delivered ODCT by the experimental group at Time 3. The experimental 
group (n = 21) scored a minimum of 8 and a maximum of 15, with a range of 7. The 
range is higher this time because the minimum scores dropped two points. The Mean 
was lower at this third and last time: 12.76 with a SD of 1.921, a skewness of -.935 (sd 
error .501), and Kurtosis of .218 (sd error .972). This means that the scores are normally 
distributed; there is no significant departure from the Mean score. 
Table 86.  Descriptive statistics for experimental group in the computer-delivered ODCT 
at Time 3 
Group Mean SD Range Skewness Kurtosis 
Experimental 
N= 21 
12.76 
 
1.921 
 
7 
[8-15] 
-.935 (sd 
error .501) 
.218 (sd 
error .972) 
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Figure 37 shows the distribution of the scores obtained by the experimental group 
in the computer-delivered ODCT at Time 3. It can be seen that there is an uneven 
distribution even though it tends to be skewed towards the higher scores. The most 
frequent score this time was 14, in comparison to scores 13 and 15 at Time 2. The 
second most frequent score in the experimental group at time 3 was 13 followed by 
scores 11 and 15. Less frequent was the score of 10, and finally the scores of 8 and 12 
were the least frequent ones.  
 
Figure 37.  Distribution of the scores by the experimental group in the computer-
delivered ODCT at Time 3 
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Appendix 18. Test of between-subjects effects across topics 
Source 
Dependent 
Variable 
Type III Sum 
of Squares df 
Mean 
Square F Sig. 
Partial Eta 
Squared 
Corrected 
Model 
LR PRT 14.026a 1 14.026 1.867 .179 .041 
LR PST 7.980b 1 7.980 3.001 .090 .064 
LR DLY 11.240c 1 11.240 4.759 .035 .098 
IIK PRT .000d 1 .000 . . . 
IIR PST 191.408e 1 191.408 33.986 .000 .436 
IIR DLY 444.125f 1 444.125 82.173 .000 .651 
KFT PRT .006g 1 .006 .036 .850 .001 
KFT PST .073h 1 .073 1.747 .193 .038 
KFT DLY .292i 1 .292 3.826 .057 .080 
GLK PRT 2.153j 1 2.153 1.920 .173 .042 
GLK PST .099k 1 .099 .254 .617 .006 
GLK DLY .149l 1 .149 .459 .502 .010 
IDK PRT .711m 1 .711 1.064 .308 .024 
IDK PST .144n 1 .144 1.471 .232 .032 
IDK DLY .012o 1 .012 .189 .666 .004 
PE PRT .197p 1 .197 .318 .576 .007 
PE PST .175q 1 .175 .447 .507 .010 
PE DLY .366r 1 .366 1.228 .274 .027 
L1SK PRT .073s 1 .073 1.747 .193 .038 
L1SK PST .073t 1 .073 1.747 .193 .038 
L1SK DLY .457u 1 .457 3.348 .074 .071 
POL PRT 1.607v 1 1.607 .246 .622 .006 
POL PST 19.657w 1 19.657 4.267 .045 .088 
POL DLY 88.144x 1 88.144 17.929 .000 .290 
CD PRT 2.588y 1 2.588 .734 .396 .016 
CD PST .538z 1 .538 .174 .679 .004 
CD DLY 1.239aa 1 1.239 .489 .488 .011 
SitD PRT 1.448ab 1 1.448 1.331 .255 .029 
SitD PST 8.992ac 1 8.992 6.560 .014 .130 
SitD DLY 1.060ad 1 1.060 .570 .454 .013 
PB PRT 3.316ae 1 3.316 1.806 .186 .039 
PB PST 3.177af 1 3.177 1.859 .180 .041 
PB DLY 5.072ag 1 5.072 1.913 .174 .042 
SE PRT 4.267ah 1 4.267 2.131 .151 .046 
SE PST 1.268ai 1 1.268 .478 .493 .011 
SE DLY 2.041aj 1 2.041 .819 .370 .018 
DIF PRT .001ak 1 .001 .015 .902 .000 
DIF PST .001ak 1 .001 .015 .902 .000 
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DIF DLY .104al 1 .104 2.517 .120 .054 
AWK PRT .006am 1 .006 .028 .867 .001 
AWK PST .847an 1 .847 2.026 .162 .044 
AWK DLY .164ao 1 .164 2.739 .105 .059 
NA PRT .000d 1 .000 . . . 
NA PST .073ap 1 .073 1.747 .193 .038 
NA DLY .012aq 1 .012 .110 .742 .002 
 
a. R Squared = .041 (Adjusted R Squared = .019) 
b. R Squared = .064 (Adjusted R Squared = .043) 
c. R Squared = .098 (Adjusted R Squared = .077) 
d. R Squared = . (Adjusted R Squared = .) 
e. R Squared = .436 (Adjusted R Squared = .423) 
f. R Squared = .651 (Adjusted R Squared = .643) 
g. R Squared = .001 (Adjusted R Squared = -.022) 
h. R Squared = .038 (Adjusted R Squared = .016) 
i. R Squared = .080 (Adjusted R Squared = .059) 
j. R Squared = .042 (Adjusted R Squared = .020) 
k. R Squared = .006 (Adjusted R Squared = -.017) 
l. R Squared = .010 (Adjusted R Squared = -.012) 
m. R Squared = .024 (Adjusted R Squared = .001) 
n. R Squared = .032 (Adjusted R Squared = .010) 
o. R Squared = .004 (Adjusted R Squared = -.018) 
p. R Squared = .007 (Adjusted R Squared = -.015) 
q. R Squared = .010 (Adjusted R Squared = -.012) 
r. R Squared = .027 (Adjusted R Squared = .005) 
s. R Squared = .038 (Adjusted R Squared = .016) 
t. R Squared = .038 (Adjusted R Squared = .016) 
u. R Squared = .071 (Adjusted R Squared = .050) 
v. R Squared = .006 (Adjusted R Squared = -.017) 
w. R Squared = .088 (Adjusted R Squared = .068) 
x. R Squared = .290 (Adjusted R Squared = .273) 
y. R Squared = .016 (Adjusted R Squared = -.006) 
z. R Squared = .004 (Adjusted R Squared = -.019) 
aa. R Squared = .011 (Adjusted R Squared = -.011) 
ab. R Squared = .029 (Adjusted R Squared = .007) 
ac. R Squared = .130 (Adjusted R Squared = .110) 
ad. R Squared = .013 (Adjusted R Squared = -.010) 
ae. R Squared = .039 (Adjusted R Squared = .018) 
af. R Squared = .041 (Adjusted R Squared = .019) 
ag. R Squared = .042 (Adjusted R Squared = .020) 
ah. R Squared = .046 (Adjusted R Squared = .025) 
ai. R Squared = .011 (Adjusted R Squared = -.012) 
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aj. R Squared = .018 (Adjusted R Squared = -.004) 
ak. R Squared = .000 (Adjusted R Squared = -.022) 
al. R Squared = .054 (Adjusted R Squared = .033) 
am. R Squared = .001 (Adjusted R Squared = -.022) 
an. R Squared = .044 (Adjusted R Squared = .022) 
ao. R Squared = .059 (Adjusted R Squared = .037) 
ap. R Squared = .038 (Adjusted R Squared = .016) 
aq. R Squared = .002 (Adjusted R Squared = -.020) 
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Appendix 19. Extended description of descriptive statistics for experimental and control 
groups in the Attitudes Questionnaire 
Table 87 shows the descriptive statistics for the scores obtained by the control group in 
the Attitudes Questionnaire at Time 1. The control group (n = 25) scored a minimum of 
6 and a maximum of 10, with a range of 4. The Mean was 8.44 with a SD of 1.083, 
skewness of -.367 (sd error .464) and Kurtosis of -.403 (sd error .902). This means that 
the scores are normally distributed; there is no significant departure from the Mean 
score. 
Table 87.  Descriptive statistics for control group in the Attitudes Questionnaire at Time 
1 
Group Mean SD Range Skewness Kurtosis 
Control 
N= 25 
8.44 1.083 4 
[6-10] 
-.367 (sd 
error .464) 
-.403 (sd 
error .902) 
 
Figure 38 below illustrates the distribution of the scores obtained by the control 
group in the Attitudes Questionnaire at Time 1. It shows that scores are skewed towards 
the higher scores. There is a frequency of scores that raises from the lowest -6- to 9, 
which is the most frequent score obtained. However, the highest score obtained is 10, 
which fewer students obtained at this first time.  
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Figure 38.  Distribution of the scores by the control group in the Attitudes Questionnaire 
at Time 1 
Table 88 reports the descriptive statistics from the performance of the Attitudes 
Questionnaire by the experimental group at Time 1. The experimental group (n = 21) 
scored a minimum of 7 and a maximum of 10, with a range of 3. The Mean was 8.43 
with a SD of .870, a skewness of -.010 (sd error .501), and Kurtosis of -.467 (sd error 
.972). This means that the scores are normally distributed; there is no significant 
departure from the Mean score. 
Table 88.  Descriptive statistics for experimental group in the Attitudes Questionnaire at 
Time 1 
Group Mean SD Range Skewness Kurtosis 
Experimental 
N= 21 
8.43 .870 
 
3 
[7-10] 
-.010 (sd 
error .501) 
-.467 (sd 
error .972) 
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Figure 39 illustrates the distribution of the scores obtained by the experimental 
group in the Attitudes Questionnaire at Time 1. It can be seen that there seems to be a 
normal distribution of the scores, with the lowest score -7- and the highest score -10- 
being the least frequent ones. Then, the highest scores obtained by participants -8 and 9- 
seem to be equally frequent.  
  
Figure 39.  Distribution of the scores by the experimental group in Attitudes 
Questionnaire at Time 1 
Table 89.  Descriptive statistics for control group in the Attitudes Questionnaire at Time 
2 
Group Mean SD Range Skewness Kurtosis 
Control 
N= 25 
8.28 1.173 5 
[5-10] 
-1.102 (sd 
error .464) 
1.423 (sd 
error .902) 
 
Table 89 shows the descriptive statistics for the scores obtained by the control 
group in the Attitudes Questionnaire at Time 2. The control group (n = 25) scored a 
minimum of 5 and a maximum of 10, with a range of 5, being it 1 point higher than at 
Time 1. The Mean was 8.28 with a SD of 1.173. The Mean was lower than the Mean at 
Time 1. There was a skewness of -1.102 (sd error .464), and Kurtosis of 1.423 (sd error 
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.902). This means that the scores are normally distributed; there is no significant 
departure from the Mean score. 
Figure 40 below illustrates the distribution of the scores obtained by the control 
group in the Attitudes Questionnaire at Time 2. Similarly to the scores at Time 1, the 
most frequent score obtained this second time is that of 9, and the lowest scores -5 and 
6- and the highest score -10- are the less frequent. After score 9, score 8 was the most 
frequent, followed by score 7, which was the third most frequent. The main difference 
between the scores from Time 1 to Time 2 is that of having some degree of frequency in 
score 5, which was inexistent at Time 1.  
 
Figure 40.  Distribution of the scores by the control group in the Attitudes Questionnaire 
at Time 2 
Table 90 shows the descriptive statistics from the performance of the Attitudes 
Questionnaire by the experimental group at Time 2. The experimental group (n = 21) 
scored a minimum of 7 and a maximum of 10, with a range of 3. The Mean was higher 
this second time: 8.62 with a SD of .865, a skewness of -.150 (sd error .501), and 
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Kurtosis of -.150 (sd error .501). This means that the scores are normally distributed; 
there is no significant departure from the Mean score. 
Table 90.  Descriptive statistics for control group in the Attitudes Questionnaire at Time 
2 
Group Mean SD Range Skewness Kurtosis 
Experimental 
N= 21 
8.62 .865 
 
3 
[7-10] 
-.150 (sd 
error .501) 
-.150 (sd 
error .501) 
 
Figure 41 illustrates the distribution of the scores obtained by the experimental 
group in the Attitudes Questionnaire at Time 2. It can be seen that the scores obtained 
were the same as in Time 1, but with different frequency. The scores 7 and 10 are still 
the lowest and highest and the least frequent; and scores 8 and 9 the most frequent. 
However, the distribution of the scores seems to be more even than it was at Time 1. 
Scores 8 and 9 are still the most frequent, but less than what they were at Time 1. 
Scores 7 and 10 are still the least frequent. However, the score of 7 was a frequency of 2 
–higher at Time 1- and the score of 10 was a frequency of around 3 –higher at Time 2.  
  
Figure 41.  Distribution of the scores by the experimental group in Attitudes 
Questionnaire at Time 2 
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Table 91 shows the descriptive statistics for the scores obtained by the control 
group in the Attitudes Questionnaire at Time 3. The control group (n = 25) scored a 
minimum of 6 and a maximum of 10, with a range of 4. The Mean was 8.24 with a SD 
of 1.052. The mean at Time 3 was the lowest compared to those at Time 1 and Time 2. 
There was a skewness of -.291 (sd error .464), and Kurtosis of -.709 (sd error .902). 
This means that the scores are normally distributed; there is no significant departure 
from the Mean score. 
Table 91.  Descriptive statistics for control group in the Attitudes Questionnaire at Time 
3 
Group Mean SD Range Skewness Kurtosis 
Control 
N= 25 
8.24 1.052 4 
[6-10] 
-.291 (sd 
error .464) 
-.709 (sd 
error .902) 
 
Figure 42 below illustrates the distribution of the scores obtained by the control 
group in the Attitudes Questionnaire at Time 3. It shows that scores are skewed towards 
the higher scores once more. The distribution of the scores at Time 3 may resemble 
more those obtained at Time 1. The minimum and maximum scores are the same. 
However, the frequency of some of the scores has varied from Time 1 to Time 3. The 
score of 6 seems to have remained in the same frequency at around 3 points. Then, the 
score of 7 was more frequent at this third point than at the first. However, the scores of 
8 and 9 were less frequent at this third point. The score of 10 was found less frequent at 
this third point compared to Time 1, but equally frequent at Time 2.  
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Figure 42.  Distribution of the scores by the control group in the Attitudes Questionnaire 
at Time 3 
Table 92 reports the descriptive statistics from the performance of the Attitudes 
Questionnaire by the experimental group at Time 3. The experimental group (n = 21) 
scored a minimum of 7 and a maximum of 10, with a range of 3, same as in Time 1 and 
Time 2. The Mean was 8.57 with a SD of .870. The mean at Time 3 was higher than at 
Time 2 but lower than at Time 1. There was a skewness of .010 (sd error .501), and 
Kurtosis of -.467 (sd error .972). This means that the scores are normally distributed; 
there is no significant departure from the Mean score. 
Table 92.  Descriptive statistics for experimental group in the Attitudes Questionnaire at 
Time 3 
Group Mean SD Range Skewness Kurtosis 
Experimental 
N= 21 
8.57 .870 
 
3 
[7-10] 
.010 (sd 
error .501) 
-.467 (sd 
error .972) 
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Figure 43 illustrates the distribution of the scores obtained by the experimental 
group in the Attitudes Questionnaire at Time 3. It can be seen that the distribution of the 
scores is normal, since there is nearly 1 point of SD. Similarly to the distribution of the 
scores at Time 1 and at Time 2, the scores of 7 and 10 were the lowest and highest as 
well as the less frequent ones. Scores of 7 and 10 are equally frequent as they were in 
Time 2. However, their frequency is different from that at Time 1. At that first time, 
score of 7 was frequent at around three points, and score of 10 was frequent at around 
two points. Then, this changed at Time 2, where the score of 7 was frequent at around 
two points, and the score of 10 was frequent at around three points. And this change 
was maintained at Time 3. Regarding scores of 8 and 9, their frequency has fluctuated 
from Time 1 to Time 3. At Time 1, both scores were at frequency eight points. Then, at 
Time 2, the score of 8 dropped to a frequency of seven points, and the score of 9 rose to 
a frequency of nine points. Finally, at Time 3, both scores of 8 and 9 came back to being 
at frequency eight points, same as at Time 1. 
 
Figure 43.  Distribution of the scores by the experimental group in Attitudes 
Questionnaire at Time 3 
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i For the purpose of the present investigation, ‘attitudes’ and ‘motivation’ are understood as two 
different concepts. Attitudes and motivation are two of the individual differences that L2 users experience 
in the process of learning a second language; and which greatly influence L2 acquisition. Dörnyei and 
Ottó (1998, p. 65) conceptualized motivation in L2 learning as “the dynamically changing cumulative 
arousal in a person that initiates, directs, coordinates, amplifies, terminates, and evaluates the cognitive 
and motor processes whereby initial wishes and desires are selected, prioritised, operationalised and 
(successfully or unsuccessfully) acted out.” Dörnyei and Ushioda (2011) stated that a lack of general 
agreement to define the term of ‘motivation’ seems to permeate studies in motivation research. Dörnyei 
and Ushioda, however, do claim that there are two phenomena which may indicate a consensus among 
scholars, since most of the definitions available in the literature point to “the direction and magnitude of 
human behavior” (p. 4) as the issues that motivation explores. Literature on attitudes to languages also 
experiences the lack of agreement to defining this concept specifically, since scholars seem to disagree 
both on the more general as well as on the more particular features that characterize the abstract construct 
that language attitudes are. Newcomb (1950) provided two plausible reasons that may ease the process of 
differentiating the terms ‘motivation’ and ‘attitudes.’ According to Newcomb, motivation seems to be 
driven by a force, either intrinsic or extrinsic, towards an object, which is absent in attitudes. Secondly, 
attitudes are to be projected to an object, such as media that uses the L2 to report events and facts, i.e., the 
New York Times, or a radio station in London. On the other hand, motivation seems to be exerted to 
reach an aim. For example, L2 learners may be motivated to learn a language because they may desire to 
be accepted into the L2 community (intrinsic motivation), or because they may need the L2 to get a job or 
pass a test at school (extrinsic motivation). Despite Newcomb’s (1950) efforts to distinguish one term 
from the other, different understandings of both concepts still remain present in the literature. 
Additionally, the fact that these concepts have been used interchangeably in the literature may be one of 
the reasons that perpetuate such lack of agreement. It could be concluded that motivation refers to the 
driving forces that enhance or obstruct L2 acquisition, thus influencing the learners’ attitudes towards the 
L2. In turn, attitudes may also influence L2 students’ motivation (Newcomb, 1950). Therefore, both 
motivation and attitudes towards language learning are interconnected. In line with such statement relies 
Gardner’s (1985a) conceptualization of the term ‘motivation’, since he envisioned attitudes as part of 
motivation, together with a desire to learn a language, as well as motivational intensity, within a more 
complex model to explain the variables affecting integrative motivation to language learning.  																	

