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Abstract
We initiate a study of definable topological dynamics for groups definable in
metastable theories. Specifically, we consider the special linear group G = SL2
with entries from M = C((t)); the field of formal Laurent series with complex
coefficients. We prove such a group is not definably amenable, find a suitable group
decomposition, and describe the minimal flows of the additive and multiplicative
groups of C((t)). The main result is an explicit description of the minimal flow
and Ellis Group of (G(M), SG(M)) and we observe that this is not isomorphic to
G/G00, answering a question as to whether metastability is a suitable weakening of
a conjecture of Newelski.
1 Introduction
Given a model M and a definable group G, we can obtain an action of G on SG(M), the
space of complete types concentrating on G. This is a definable G-flow, and further a
G(M)-flow in the context of classical topological dynamics. Since SG(M) is Hausdorff,
locally compact, we can construct a unique (up to isomorphism) Ellis Group from the
flow (G(M), SG(M)); the details of this construction can be found in [15] and [13]. For
details on the dynamical systems and Ellis Groups, see [6] and [1].
In the stable setting, it was proven in [15] that SG(M) has a unique G-invariant minimal
subset which is precisely the set of generic types of G. Newelski shows a relationship
between this set and the quotient G/G00, and conjectured that this relationship should
extend outside of the stable setting to all NIP theories. Preliminary work in [14] extends
to the o-minimal setting with G definably compact, with [17], [4] and [3] extending to
definably amenable groups in NIP theories.
A counterexample to the conjecture was found in [7] for the case G(M) = SL2(R), and
a further counterexample of p-adic algebraic groups was shown in [16].
Work then moved instead towards describing the Ellis Group and considering the rela-
tionship to G/G00. An explicit description of the Ellis Groups for groups admitting a
compact-torsion free decomposition for o-minimal expansions of the reals was shown in
[12]. In [20] they expanded this work by giving a description for Ellis Groups in this
setting, but now interpreted in an arbitrary elementary extension.
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Most recently, Jagiella [11] works to remove o-minimal specific notions, demonstrating a
way of computing Ellis Groups for NIP groups that admit an fsg-definably amenable
group decomposition, or for groups that admit a definably (extremely) amenable normal
subgroup.
The study of metastable theories is shown extensively in [8] and [9], with ACV F as the
motivating example. The work in [9] focuses on definable groups in metastable theories,
demonstrating useful results on the existence of generic types in stably dominated groups.
The motivation behind this work was to investigate whether analogues of Newelski’s
results in stable theories could be adapted to the metastable setting.
In this paper, we prove a group decomposition for G = SL2(C((t))), and further demon-
strate that this group is not definably amenable. We find the minimal subflows of
(C((t)),+), (C((t))∗,×) and the Borel subgroup of SL2(C((t))), acting on their space
of complete types. This leads to an explicit description of the Ellis Group of (G, SG(M)),
shown below. We remark that SL2(C((t))
00 = SL2(C((t))), and so the Ellis Group is not
isomorphic to G/G00, providing a negative answer to a question as to whether metasta-
bility is a suitable weakening of the Ellis Group conjecture of Newelski. Further, we hope
to initiate study towards an explicit description of the Ellis Group for groups definable in
metastable theories.
Theorem 1.1. Let M = C((t)), G = SL2, and B be the Borel subgroup of upper
triangular matrices in G. Then the Ellis Group of (G(M), SG(M)) is isomorphic to
B(M)/B(M)0.
This paper is split into four main sections. In the first we recall the notions of definable
topological dynamics as well as results on the model theory of C((t)). In the second
section, we prove SL2(C((t))) is not definably amenable and establish a suitable group
decomposition for SL2(C((t)). The third section contains the preliminary work involved
in showing the invariant types and the minimal subflows of the additive and multiplicative
groups of C((t)) and of the Borel subgroup of SL2(C((t)). In the fourth and final section,
we apply these results to build a minimal subflow of (G(M), SG(M)) and provide an
explicit description of the Ellis Group.
2 Preliminaries
The majority of notation here is standard. L will denote a language and M , N will
denote models unless otherwise stated, with M¯ a global sufficiently saturated elementary
extension of M . Mext will denote the Shelah expansion of M , obtained by adding a
predicate for every externally definable subset of M . G, H will denote groups, with
lowercase g, h denoting elements of G and H respectively. p, q and r are complete types.
Most often x, y will be variables with a,b,.. and α,β,.. being parameters or field elements.
Given an L-structure M , we denote by S(M) the space of complete types over M . If
G is a definable group ( more generally a definable set ), we use SG(M) to denote the
space of complete types that contain the formula defining G. We use G(M) to denote the
interpretation of G in M . SG,ext(M) is the space of complete external types concentrating
on G.
By C((t)) we mean the field of formal Laurent series with coefficients from C; that is,
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the elements of C((t)) are of the form
∞∑
i=n
ait
i for some n ∈ Z. We now state some well
known results about the field C((t)), and more generally k((t)), where k is algebraically
closed. The key reference here is [5]. Our language will be the language of rings equipped
with the following predicates; Pn(x) ⇐⇒ ∃y(y
n = x) ; N(x) ⇐⇒ v(x) = 1 and
x | y ⇐⇒ v(x) ≤ v(y).
C((t)) here is considered as a valued field with the t-adic valuation; given by v(
∞∑
i=n
ait
i) = n,
where an is the first non-zero coefficient. We will use M to denote the maximal ideal of
C[[t]]; that is, the elements x ∈ C((t)) such that v(x) > 0. We note that C[[t]] and C are
the valuation ring and residue field (resp.) of C((t)).
We will use res(a) to denote the residue of a ∈ C[[t]]. In this setting, the angular
component map ac is not definable. However, for complete types which contain a formula
v(x) = γ, we can access the angular component by considering res(t−γx). Of course, this
is only possible when t−γ is allowed as a parameter.
We recall the definition of metastable theories. It is shown in [8] that the theory of C((t))
is metastable. First, a type p (over C) is stably dominated if there exists a pro definable
map (over C) α : p→ D with D stable and stably embedded, such that for any a  p and
tuple b, α(a) |⌣C D ∩ dcl(b) implies tp(b/Cα(a)) ⊢ tp(b/Ca). A theory T is metastable
(over a sort Γ) if any set of parameters C0 contained in a set C (called a metastability
basis), such that for any a there exists a pro-definable map (over C) γCp → Γ with
tp(a/γC(a)) stably dominated.
The model theory of fields k((t)), for k algebraically closed, can be found in [5], and we
summarise some of the results here.
Fact 2.1. [5]
• C((t)) admits quantifier elimination in the language (0, 1,+,×, | , N) ∪ {Pn : n ∈
N}.
• C((t)) is NIP.
• The complete 1-types over M are definable.
Definition 2.2. Let p be a type over some model M of a theory T , and q ∈ S(B) an
extension of p to B ⊃M .
• We call q an heir of p if for every L(M)-formula φ(x, y) such that φ(x, b) ∈ q for
some b ∈ B there is some m ∈M with φ(x,m) ∈ p.
• We call q a coheir of p if q is finitely satisfiable in M .
Fact 2.3. [19] Let T have NIP and suppose that all complete types over M are definable.
Then every complete type p over M has a unique heir and unique coheir in S(M¯).
Definition 2.4. Let G be a definable group. Then;
• G0A is the intersection of all A-definable subgroups of G with finite index in G, called
the “connected component (of G over A)”. If G0A = G
0
∅ for all A, then we say G
0
exists and drop the subscript notation.
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• G00A is the smallest type-definable (with parameters from A) subgroup of G of bounded
index, sometimes called the “type-definable connected component (of G over A)”. If
G00A = G
00
∅ for all A, then we say G
00 exists and drop the subscript notation.
• Fact [18] If T is an NIP theory and G is definable in some model of T , then G00
exists.
Recall that a valued field (K, v) is Henselian if, for any extension L of K, v extends
uniquely to a valuation w on L. It is well known that C((t)) equipped with the t-adic
valuation is a Henselian valued field.
Lemma 2.5 (Hensel’s Lemma). Let K be a Henselian valued field, complete with respect
to some valuation v. Let OK be the valuation ring of K and k the residue field of K. Let
f(x) ∈ OK [X ].
Then the reduction f¯(x) ∈ k[x] has a simple root (that is, a0 such that f¯(a0) = 0 and
f¯ ′(a0) 6= 0), there exists a unique a ∈ OK such that f(a) = 0 and the reduction (residue)
res(a) = a0.
Corollary 2.6. Let K be a Henselian valued field, complete with respect to some valuation
v. Suppose that an element a ∈ OK is in the coset 1 +M. Then a has n
th roots for all
n ∈ N.
We now establish some notation and preliminary results from topological dynamics. Let
G be a topological group and X a compact (Hausdorff) topological space. We call a
continuous action G × X → X a G-flow, and write (G,X). We will assume G to be
discrete, in which case a G-flow can be considered as an action of G by homeomorphisms
on a compact space X . By a subflow of (G,X) we mean a flow (G, Y ) in which Y ⊂ X is
closed under the action of G, and further we note that (G,X) will always have minimal
and non-empty subflows.
Since each g ∈ G induces a homeomorphism of X , we consider the set of functions
πg : X → X , where πg(x) = gx. Recall the spaceX
X of maps fromX to itself is a compact
Hausdorff topological space. Hence we consider the closure of the set {πg : g ∈ G} in X
X
equipped with the product topology and obtain the enveloping semigroup E(X), which
is a semigroup of homeomorphisms of X under the composition of mappings. Note that
E(X) is compact and we can further obtain another flow by considering the action of
G on E(X). Ellis [6] proved the following relationships between the ideals of E(X) and
minimal subflows.
Theorem 2.7. Let (G,X) be a flow and construct the enveloping semigroup E(X) as
above. Let J be the set of idempotents of E(X). Then;
(i) Minimal closed left ideals I of the enveloping semigroup (E(X), ◦) coincide with
minimal subflows of (G,X).
(ii) If I is a minimal closed left ideal, then I ∩ J 6= ∅, and moreover for any u ∈ I ∩ J ,
(u ◦ I, ◦) is a group, often called the “Ellis Group”.
(iii) The Ellis Groups obtained by varying the choice of I or u are isomorphic to each
other, and so the Ellis Group is unique up to isomorphism.
We consider the above with some definable group G and SG(M) the space of complete
types concentrating on G. Then (G(M), SG(M)) is a G(M)-flow with the action ∗ :
4
G(M) × SG(M) → SG(M) given by g ∗ p = tp(g · a/M) where a realises p over M and ·
is the binary operation of G.
From this point onwards, we assume that M a model of some NIP theory.
In [13] Newelski shows that E(SG,ext(M)) is isomorphic to SG,ext(M) as a G(M)-flow,
where the action on SG,ext(M) is given by, for p, q types in SG,ext(M), p ∗ q = tp(a · b/M)
where a realizes p, b realizes the unique heir of q over (M, a). Note that SG,ext(M)
is homeomorphic to SG(M
ext), and moreover if all types are definable over M , then
SG(M
ext) = SG(M).
In [2] it is shown that many properties in Mext coincide with those in M . From this,
we find that the semigroups (E(SG(M)), ◦) and (SG(M), ∗) are isomorphic. Hence, if all
types over M are definable, (G,E(SG,ext(M))) coincides with (G, SG(M)).
See for [19] for a general but thorough reference for the following facts and definitions.
Definition 2.8. Let G be a group definable in a model M . A Keisler Measure µ (over
M) is a finitely additive probability measure on formulas φ(x,m), for m ∈M .
Then G is Definably Amenable if G admits a global Keisler measure µ on the definable
subsets of G which is invariant under left (right) translation by elements of G(U), where
U is the global (monster) model.
Definition 2.9. A global type p ∈ SG(U) is left (right) f -generic over A if no left (right)
translate of p forks over A.
Fact 2.10. [19] Let M be a model and let G be a group definable in M . Let p ∈ SG(U)
be a global type.
(i) If G admits a global left invariant type, then G is definable amenable.
(ii) p is f -generic if and only if Stab(p) = G00.
(iii) If p is left (right) f -generic then p is G00-invariant.
By G(M)∗p we mean the set {g ∗p : ∀g ∈ G(M)}. For X a topological space, the closure
of X , denoted cl(X), is the set of all limit points of X .
Definition 2.11. A type p ∈ SG(M) is said to be almost periodic if cl(G(M) ∗ p) is a
minimal subflow of (G(M), SG(M)). Equivalently, p ∈ SG(M) is almost periodic if p
is in some minimal subflow of (G(M), SG(M)).
Fact 2.12. Let G be a definable group, let p be a global type in SG(M¯), and let G(M¯) be
the interpretation of G in M¯ . Then;
• [1] cl(G(M¯) ∗ p) is G(M¯)-invariant.
• [1] Let X ⊂ SG(M¯). X is minimal if and only if cl(G(M¯) ∗ p) = X for all p ∈ X.
That is, a set is minimal exactly when it is the orbit closure of each of its points.
• cl(G(M¯) ∗ p) = SG(M¯) ∗ p.
• [17] If p is a global f -generic type, then p is almost periodic and further cl(G(M¯) ∗
p) = G(M¯) ∗ p.
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3 A Decomposition for SL2(C((t))).
From this point on, we will fix M = C((t)) an L-structure, where L is as in Fact 2.1.
We will use M ≺ M¯ , with the domain of M¯ denoted by K. We will make no distinction
between M and C((t)) or between M¯ and K. We will often use Γ to mean the value group
of K.
Fact 3.1. SL2(C((t))) is not definably amenable.
Proof. First, it is easy to check that SL2(C((t))) = SL2(C((t)))
00, using the fact that
SL2(C((t))) is simple. Assume for contradiction that SL2(C((t))) is definably amenable.
Then there is a global left SL2(C((t)))
00-invariant, and hence SL2(C((t)))-invariant, type
p(x).
Let x1,1 be the top left entry of a 2 × 2 matrix. Then p(x) ⊢ x1,1 ∈ Ci for some coset Ci
of K∗0 =
⋂
n
Pn(x).
Consider then translation g of a realisation of p(x), where g =
(
a 0
0 a−1
)
for some a ∈
C((t)). Then gp(x) ⊢ ax1,1 ∈ Ci if and only if a is in the identity coset K
∗0. Clearly
since C((t)) is not algebraically closed we can easily find some suitable a /∈ K∗0 and see
gp(x) 6= p(x).
For completeness sake, if the x1,1 entry of a realisation of p(x) is 0, since the determinant
of the realisation is 1, we see that the top right entry x1,2 6= 0 and the above argument
follows for the same g. Since p is not G00-invariant then p is not an f -generic type and
hence SL2(C((t))) is not definably amenable by Fact 2.10.
Recall that for a group G a definable group, we denote by G(M) the intepretation of G
in M .
Let
H(M) =
{(
1 0
α 1
)
: α ∈M
}
and let
B(M) =
{(
β γ
0 β−1
)
: β ∈M∗ and γ ∈M
}
.
If we have some L-structure M¯ = K, then H(M¯) is isomorphic to (K,+). Similarly, B(M¯)
is isomorphic to a semidirect product of (K∗,×) and (K,+). Both of these isomorphisms
are definable.
Finally, we consider the subgroup
{(
1 0
0 1
)
,
(
−1 0
0 −1
)
,
(
0 1
−1 0
)
,
(
0 −1
1 0
)}
.
We note that this is isomorphic to the cyclic group Z/4Z and will use Z/4Z to denote the
above subgroup.
Proposition 3.2. Every element of G(M) = SL2(C((t))) can be expressed as a product
of elements from Z/4Z, H(M) and B(M).
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Proof. Let g =
(
x1 x2
x3 x3
)
be an arbitrary matrix in G(M). Assume that x1 6= 0 and let
β = x1 6= 0, γ = x2, α = x3(x
−1
1 ). Then;
(
1 0
0 1
)(
1 0
α 1
)(
β γ
0 β−1
)
=
(
β γ
βα β−1 + αγ
)
=
(
x1 x2
x3 x4
)
It remains to show that we can obtain matrices where x1 = 0. Choose z ∈ Z/4Z to be
the matrix
(
0 −1
1 0
)
, and assume x1 = 0. Let α = 0, β = x3 and γ = x4. Then;
(
0 −1
1 0
)(
1 0
α 1
)(
β γ
0 β−1
)
=
(
−αβ −(β−1 + αγ)
β γ
)
=
(
x1 x2
x3 x4
)
Hence for any given arbitrary matrix we can solve for some element z, together with a
choice of α, β and γ and decompose that matrix as above.
Note that there are multiple ways (at most 4) to decompose an element of G(M) in this
way. In [16], they use an Iwasawa-like decomposition of SL2(Qp) and make use of the
fact that SL2(Zp) is compact. As SL2(C[[t]]) is not even locally compact, we could not
adopt a similar approach using the Iwasawa-like decomposition of SL2(C((t))).
4 Minimal Flows of Ga, Gm, and Borel Subgroups.
Recall the language used in Fact 2.1, and that Pn(x) ⇐⇒ ∃y(y
n = x). Then Pn(x)
and x 6= 0 determine a finite index subgroup of K∗. It is clear that the type
∧
n
Pn(x)
determines the connected component K∗0 of the multiplicative group (K∗,×). We will
use Ci to denote an arbitrary coset of the connected component K
∗0, with C0 denoting
the identity coset K∗0 itself.
Lemma 4.1. The complete 1-types over M = (C((t)),+,×) are precisely the following;
(a) The (realized) types tp(a/M) for each a ∈ C((t)).
(b) For each a ∈ C((t)) and coset C of K∗0, the type pa,C determined by
{v(x− a) > n : ∀n ∈ N} and (x− a) ∈ C.
(c) For each coset C of K∗0, the type p∞,C determined by
{v(x) < n : ∀n ∈ Z} and x ∈ C.
(d) For each a ∈ C[t], the type pa,n,trans determined by the formulas
v(x− a) = n, deg(a) < n for some n ∈ Z and
{f(res((x− a)t−n)) 6= 0 : f ∈ (C)[x]}.
If a = 0 then, we can drop the deg(a) < n from the description.
Proof. The classification of 1-types over C((t)) can be found in [5], though we rename
them here and observe that types of kind (a) are the immediate types, kinds (b) and (c)
are the valuational types, and types of kind (d) are the residual types.
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The proof that the types of kind (b) and (c) are complete follows similarly to the proof
in [16]. We prove types of kind (d) directly, though one can also observe that these types
are translations of a type shown to be complete in [5].
Let pb,n,trans be as above. Let x0  pb,n,trans. Then x0 = b+ x1 = a+ αt
n + ..., where α is
transcendental over C.
Then by QE, we consider polynomials f of C((t))[x]. We may assume f is not a constant
polynomial. Hence;
f(x0) = a0 + a1x0 + a2x
2
0 + ... + amx
m
0
= a0 + a1(b+ x1) + a2(b+ x1)
2 + ...+ am(b+ x1)
m
= (a0 + a1b+ a2b
2 + ...+ amb
m) + (a1x1 + a2(2bx1 + x
2
1) + .... + amx
m
1 )
= f(b) + c1x1 + c2x
2
1 + c3x
3
1 + ...cmx
m
1
= f(b) + g(x1)
Where the coefficients ci are elements of K
∗0. This is possible since b ∈ C((t)). Remember
that the angular component is not definable in this setting, but since each cix
i
1 has some
valuation z ∈ Z and we allow parameters from M , we can instead consider res(cix
i
1t
−z).
Hence, since x1 is transcendental over C, res(cix
i
1t
−z) is transcendental over C.
Also note that since C is algebraically closed, xi1 /∈ res(K) for any i. We can express
g(x1) = d0δ0 + d1δ1+ d2δ2+ ... with di ∈ C((t)) and δi transcendental over C. Using this,
we see Pn(g(x1)) ⇐⇒ Pn(d0δ0) ⇐⇒ Pn(d0) since δ0 is transcendental over C. Further,
in some expansion K with residue field δ0 ∈ acl(res(K)), δ0 has n
th roots for all n, and so
 Pn(δ0) for all n.
Hence Pn(g(x1)) ⇐⇒ Pn(d0). Further, since f(b) is an element ofC, we see Pn(f(x0)) ⇐⇒
Pn(f(b) + g(x0)) ⇐⇒ Pn(f(b) + d0). Hence Pn(f(x0)) is determined.
We can determine N(f(x0)) similarly by considering the valuation of g(x1). Hence
Pn(f(x0)) and N(f(x0)) are determined and pb,n,trans is a complete type as required.
Corollary 4.2. Every (left) K∗-translate of of the global heir of p0,C is definable over M .
Proof. Let a ∈ M¯∗ and x0  p0,C Suppose Pn(f(x)) ∈ ap0,C . Then ax0  Pn(f(x)) ⇐⇒
a−1Pn(f(x)) ∈ p0,C . Since Pn(K
∗) has finite index in K∗, ∃b ∈M∗ such that a−1Pn(K
∗) =
bPn(K
∗). Hence Pn(f(x)) ∈ ap0,C ⇐⇒ bPn(f(x)) ∈ p0,C . As p0,C is ∅-definable, b is
C((t))-definable and so ap0,C is definable over M as required.
We denote by SGa(M) the space of complete types concentrating on Ga, where Ga(M) =
(C((t)),+), and so SGa(M) is a flow under the additive group action.
Proposition 4.3.
(i) The types p(x) ∈ SGa(M) of kind (c) are definable generic types of (Ga,+). More-
over, the global heir of p∞,C is invariant under the action of (K,+) for any coset C
of K∗0.
(ii) The types p∞,C are 1-point minimal subflows of (Ga(M), SGa(M)).
(iii) The global heirs of the types of kind (c) are precisely the global (strongly) f -generics
of (K,+) and are all definable and invariant under (K,+).
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(iv) K00 = K0 = K.
Proof.
(i) Suppose that a ∈ K and β  p∞,C. Since v(β) = α < Γ, and v(a) = c ∈ Γ, we have
v(β) < v(a) and hence v(a+ β) < Γ. It remains to show that a+ β ∈ Pn(K). Since
β−1 ∈ Pn(K), we see a+ β ∈ Pn(K) ⇐⇒ β
−1(a + β) = 1 + aβ−1 ∈ Pn(K).
Moreover, v(β) = −v(β−1), and v(β−1) > Γ and so v(aβ−1) > Γ, we have that
1+aβ−1 ∈ 1+M, and so by the corollary to Hensel’s Lemma, 1+aβ−1 has nth roots
in K and hence a + β  p∞,C . Since this type is K-invariant, in general, it must be
K00-invariant and hence is f -generic.
(ii) This follows from (i). Let q ∈ S(C((t)),+)(M) and consider q ∗ p∞,C = tp(a + β/M),
where a  q and β  p∞,C|M,a. Then from above we have tp(a + β/M) = tp(β/M),
and hence is a subflow of SGa(M) under the action of (K,+). Minimality follows
trivially, since p∞,C is a singleton there can be no properly contained non-empty
subflow.
(iii) From (ii), p∞,C is (K,+)-invariant, and so in particular must be (K
00,+)-invariant,
and so by Fact 2.10, p∞,C is f -generic. We note that the choice of C was arbitrary
in (ii), and so all types of kind (c) are (strongly) f -generic as required.
(iv) Since p∞,C is a global f -generic type, by Fact 2.10 K
00 is precisely the stabilizer of
the type p∞,C ; Stab(p∞,C) = {g : gp = p} = K.
Similarly, we denote by SGm(M) the space of complete types concentrating on Gm, where
Gm(M) = (C((t))
∗,×), and so SGm(M) is a flow under multiplication of non-zero field
elements.
Proposition 4.4.
(i) The types P0 = {p0,C : v(x) > n ∀n ∈ Γ and C some coset of (K
∗)0} form a
minimal subflow of (Gm, SGm(M)).
(ii) The types P∞ = {p∞,C : v(x) < n ∀n ∈ Γ and C some coset of K
∗)0} form a
minimal subflow of (Gm, SGm(M)).
(iii) The global heirs of the these types are precisely the global (strongly) f -generics of
(K∗,×) and are all definable. The orbit of each such type of K∗ is closed.
(iv) The type-definable connected component K∗00 coincides with the definable connected
component K∗0.
Proof.
(i) To show P0 is a minimal subflow, we show it is precisely the SGm(M)-orbit of a type
p0,C0 .
9
Let q ∈ SGm(M) with a realising q and α realise the heir of p0,C0 over (M, a). Then
q ∗ p0,C0 = tp(aα/M). Since v(aα) = v(a) + v(α) > Γ, then tp(aα/M) must be a
type of kind (b), with aα infinitesimally close to 0. Hence, tp(aα/M) = p0,Ci for Ci
some coset of K∗0. Further, since α is an element of the identity coset C0, we have
aα ∈ Ci ⇐⇒ a ∈ Ci.
However, the choice of q (and a) was arbitrary. In particular, a could lie in any coset
Ci, and so the SGm(M)-orbit of p0,C0 is
P0 = {p0,Ci : Ci a coset of K
∗0}. It is clear that this is the orbit-closure of any type
p0,Ci ∈ P0.
(ii) To show P∞ is a minimal subflow, we show it is precisely the SGm(M)-orbit of a
type p∞,C0.
Let q ∈ SGm(M) with a realising q and α realise the heir of p∞,C0 over (M, a). Then
q ∗ p∞,C0 = tp(aα/M). Since v(aα) = v(a) + v(α) < Γ, then tp(aα/M) must be of
kind (c); that is, tp(aα/M) = p∞,Ci for Ci some coset of K
∗0. Again, since α is an
element of the identity coset C0, we have aα ∈ Ci ⇐⇒ a ∈ Ci.
However, the choice of q (and a) was arbitrary. In particular, a could lie in any coset
Ci, and so the SGm(M)-orbit of p∞,C0 is
P∞ = {p∞,Ci : Ci a coset of K
∗0} as required.
(iii) We recall that K∗0 =
⋂
n∈N
Pn(x), and from (i) and (ii) we see that types of kind (b)
and (c) are K∗0-invariant. Further, K∗00 ⊆ K∗0, and so types of kind (b) and (c) are
in particular K∗00-invariant. Hence by Fact 2.10 these types are f -generic.
(iv) From Fact 2.10, we see that Stab(p∞,C0) = K
∗00. Note from earlier that for an
element x ∈ C0, any translate ax ∈ C0 ⇐⇒ a ∈ C0, and so {g : gp = p} is
precisely when g ∈ C0. But C0 is K
∗0, and so we also see that Stab(p∞,C0) = K
∗0.
Hence K∗0 = K∗00.
We now consider the Borel subgroup, B(M¯), of upper triangular matrices. We will often
associate the matrix
(
b c
0 b−1
)
∈ B(M¯) with the pair (b, c) where b ∈ K∗ and c ∈ K.
Lemma 4.5. B(M¯)00 = B(M¯)0 ∼= {(b, c) : b ∈ K∗0, c ∈ K}.
Proof. Consider the following mapping;
π : B(M¯)→ K∗
(b, c) 7→ b
With Ker(π) = (K,+). Then it is clear that π : B(K00) → K∗00 with Kernel isomorphic
to (K00,+). Using the results of Propositions 4.3 and 4.4 that K∗00 = K∗0 and (K00,+) =
(K,+), we obtain B(M¯)00 = B(M¯)0 = {(b, c) : b ∈ K∗0, c ∈ K}.
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Recall that C0 denotes (K
∗)0, p¯0,C0 is a global f -generic of SGa(M¯) and that p¯∞,C0 is a
global f -generic type in SGm(M¯). Let β realise p¯0,C0 and γ realize the heir of ¯p∞,C0 over
(M¯, β).
Consider then the pairs (β, 0) and (1, γ) and we identify these pairs with the types
tp((β, 0)/M¯) and tp((1, γ)/M¯, β) of the corresponding matrix. Then p0,C0 ∗ p∞,C0 =
tp((β, 0)/M¯) ∗ tp((1, γ)/M¯, β) = tp((β, γβ)/M¯).
Let p¯0 = tp((β, γ)/M¯) ∈ SB(M¯), and so by p0 we mean the restriction of this type to M .
Lemma 4.6. p¯0 ∈ SB(M¯) is a (strong) f -generic of B(M¯), and moreover every left
B(M¯)-translate is definable over M (i.e. definable over C((t))).
Proof. We show f -genericity by proving that p¯0 is B(M¯)
00-invariant. Let (b, c) ∈
B(M¯)00, which by Lemma 4.5, means b ∈ (K∗)0 and c ∈ K. Since the operation here is
matrix multiplication, we note that (b, c)(β, γ) = (bβ, bγ + cβ−1).
We want to show that tp((bβ, bγ + cβ−1)/M¯) = tp((β, γ)/M¯).
It is equivalent to show that tp(bβ/M¯) = tp(β/M¯) and that tp(bγ + cβ−1/M¯, bβ) is an
heir of tp(γ/M¯).
As b ∈ K∗0 we have that tp(bβ/M¯) = tp(β/M¯). Then since bβ ≡M¯ β, γ must also realise
the heir of p∞,C0 over M¯, bβ.
Since p∞,C0 is invariant under multiplication by elements ofK
∗0, tp(bγ/M¯, bβ) = tp(γ/M¯, bβ).
Moreover, as v(γ) < dcl(M,β) ∩ Γ, tp(bγ + cβ−1/M¯, bβ) = tp(bγ/M¯, bβ) and so tp(bγ +
cβ−1/M¯, bβ) is an heir of tp(γ/M¯).
Since bβ realises p0,C0 and (bβ)
−1(bγ+cβ−1) realises the unique heir of p∞,C0 over (M, bβ),
we have that p0,C0 ∗ p∞,C0 = tp((bβ, bγ + cβ
−1)/M¯) = tp((β, γ)/M¯).
Then p¯0 is a B(M¯)
00-invariant type of SB(M¯) and hence f -generic by Fact 2.10.
Finally, since tp(β/M¯) is definable over M , and tp(γ/M¯, β) is the heir of p∞,C0, which is
also definable over M , we have that tp((β, γ)/M¯) is definable over M . It is clear using
the above argument that every left B(M¯)-translate of p¯0 is definable over M .
Proposition 4.7.
(i) The B(M¯)-orbit of p¯0 is closed and is a minimal B(M¯)-subflow of SB(M¯).
(ii) The restriction of J¯ to M , denoted J , is a subgroup of (SB(M), ∗), is isomorphic
to B(M¯)/B(M¯)0 and hence is the Ellis Group of the flow (B(M), SB(M)).
Proof.
(i) The fact that the orbit is closed follows from Lemma 1.15 of [17], and it is well
known that a non-empty set is a minimal flow if and only if it is the orbit closure of
each of its points, a proof of which can be found in [1].
(ii) First, we note that p0 is itself contained in SB0(M), and since p0 is B(M¯)
0-invariant
by Lemma 4.6, we have that p0 is idempotent.
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That subflows are preserved under restrictions is a consequence of Proposition 5.4
of [17]. Since J¯ is the minimal subflow of (B(M¯), SB(M¯)), the restriction J
is a minimal subflow of (B(M), SB(M)). We can then form the Ellis group of
(B(M), SB(M)), which is (p0 ∗ J , ∗).
We now show that p0 ∗ J = J . Clearly, p0 ∗ J ⊆ J , as J is a minimal subflow of
SB(M). Let pi ∈ J . We claim that p0 ∗ pi = pi.
Claim: p0 ∗ pi = pi.
Proof of Claim. Let (b, c) realise p0 and (β, γ) realise the heir of pi over (M, (b, c)).
Then we want to show that tp((bβ, bγ + cβ−1)/M) = tp((β, γ)/M).
The valuational arguments in Lemma 4.6 carry over, namely that if β is negatively
infinitely valued then so is bβ, and that v(γ) < dcl(M,β) ∩ Γ. It remains to prove
that bβ lies in the same coset as β, and that bγ + cβ−1 lies in the same coset as γ.
Since K∗0 acts as the identity on K∗/K∗0, and b ∈ K∗0, we know that bβ lies in the
same coset as β.
For bγ + cβ−1 this is not as clear. Instead observe that γ + b−1cβ−1 is in the same
coset as γ if and only if γ−1(γ + b−1cβ−1) = 1 + γ−1b−1cβ−1 ∈ K∗0. Since v(γ−1) is
infinite over (M, b, c, β), we see that 1 + γ−1b−1cβ−1 ∈ 1 +M.
Hence by the corollary to Hensel’s Lemma (2.5), 1 + γ−1b−1cβ−1 has nth roots for
all n and so lies in K∗0. Hence γ+ b−1cβ−1 lies in the same coset as γ. Finally, since
b ∈ K∗0, b(γ + b−1cβ−1) = bγ + cβ−1 also lies in the same coset as γ as required.
Hence p0 ∗ pi = pi for all pi ∈ J .
So p0 ∗ J = J , with p0 acting as identity we see (p0 ∗ J , ∗) = (J , ∗).
From this, we obtain the following map;
π : J → B(M¯)/B(M¯)0
tp(t/M) 7→ tB(M¯ )0
We show that π is an isomorphism. First, we show π is a group homomorphism.
p0 = tp(t0/M) where t0 is a matrix in B(M¯)
0, and so clearly t0B(M¯)
0 = B(M¯)0,
which is the identity element of the quotient group.
Since J is a group, let pi ∈ J with inverse p
−1
i . Then pi is realised by some ti, and
so π(pi) = ti(B(M¯)
0).
The heir of p−1i over (M, ti), and so in particular p
−1
i itself, is realised by some si,
and so π(p−1i ) = si(B(M¯)
0). Note we are not claiming si is the inverse of ti in G,
just that si is a realisation of the inverse of pi in J .
We claim that si(B(M¯)
0) · ti(B(M¯)
0) = B(M¯)0.
From coset multiplication we have si(B(M¯)
0) · ti(B(M¯)
0) = (tisi)B(M¯)
0. Then as
p−1i ∗ pi = p0, we see siti ∈ B(M¯)
0, and so si(B(M¯)
0) · ti(B(M¯)
0) = B(M¯)0.
Hence π((pi)
−1) = ((ti)(B(M¯)
0))−1 as required, and so π is a group homomorphism.
It is easy to see that π is bijective. Note J is a section of B(M¯)/B(M¯)0. That is to
say π is surjective since, for every coset t(B(M¯)0), we can associate a type pi ∈ J
with t′ ∈ t(B(M¯)0) and t′  pi such that π(pi) = t(B(M¯)
0). Injectivity follows from
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the definition of J , observing that each type in J is determined uniquely by a coset
of K∗0.
5 The Minimal Subflow of (G(M), SG(M)).
As before, pi will denote a type in J , where pi specifies in which coset Ci of K
∗0 the
realisation of pi lies. We will again use the notation in 4.1 for the valuational types, with
p∞,C0 the minimal subflow of (Ga, SGa(M)).
We will often associate some h  p∞,C0 with the matrix
(
1 0
α 1
)
, and likewise some t  p
with the matrix
(
β γ
0 β−1
)
. We will not distinguish between z ∈ Z/4Z and the type
determined by the formula x = z. As before, K will denote some elementary extension of
C((t)) with C0 denoting the identity coset K
∗0 itself.
We approach this by attempting to build a minimal subflow around an idempotent element
which lies in the ∗-product of the minimal subflows of H and B.
Proposition 5.1. Let p0 ∈ J as in Lemma 4.6 and p∞,C0 a minimal subflow of SGa(M).
Then the type p∞,C0 ∗ p0 is an idempotent element of (SG(M), ∗).
Proof. To show this is an idempotent, we need to show (p∞,C0 ∗ p0) ∗ (p∞,C0 ∗ p0) =
p∞,C0 ∗ p0.
Let h0 realise p∞,C0, let t0 realise the heir of p0 over (M,h0), let h realise the heir of p∞,C0
over (M,h0, t0) and let t realise the heir of p0 over (M,h0, t0, h). Then (p∞,C0 ∗ p0)
2 =
tp(h0t0ht/M). Then;
h0t0ht =
(
1 0
a 1
)(
b c
0 b−1
)(
1 0
α 1
)(
β γ
0 β−1
)
=
(
1 0
a 1
)(
b+ cα c
b−1α b−1
)(
β γ
0 β−1
)
=
(
1 0
a 1
)(
1 0
b−1α
b+cα
1
)(
b+ cα c
0 (b+ cα)−1
)(
β γ
0 β−1
)
=
(
1 0
a+ b
−1α
b+cα
1
)(
β(b+ cα) γ(b+ cα) + cβ−1
0 β−1(b+ cα)−1
)
We first note that the coset of K∗0 need not be considered here, since all elements lie in the
identity coset C0. Then since (β, γ)  p0|M,h0,t0,h, we see that (β(b+ cα), γ(b+ cα)+ cβ
−1)
also realises p0|M,h0,t0,h since p0 ∈ J .
We prove that a + b
−1α
b+cα
realises p∞,C0. Write
b−1α
b+cα
= (b2α−1 + bc)−1. Then since v(c) <
dcl(M, b, α) ∩ Γ, we see v(b2α−1 + bc) < dcl(M, b, α) ∩ Γ.
Hence v((b2α−1 + bc)−1) > dcl(M, b, α) ∩ Γ. Hence v(a + b
−1α
b+cα
) = v(a) < Z, and hence
a+ b
−1α
b+cα
 p∞,C0 .
13
Hence p∞,C0 ∗ p0 is idempotent in (SG(M), ∗).
Consider a type q in SG(M). Then by using the group decomposition from Proposition
3.2, we see that we can express any realisation g of q in the form g = zht for z ∈ Z/4Z,
h ∈ H(M¯) and t ∈ B(M¯). The same can be done for any g ∈ G(M), this time with
z ∈ Z/4Z, h ∈ H(M) and t ∈ B(M).
We now take the orbit-closure of p∞,C0 ∗ p0. Note that the orbit-closure of an idempotent
element need not necessarily be minimal, though we do claim that cl(G(M) ∗ p∞,C0 ∗ p0)
is indeed minimal, and will prove so later. We now compute the action of G(M) on
p∞,C0 ∗ p0, and do so by considering the action of H(M), B(M) and Z/4Z separately.
Proposition 5.2. The H(M)-orbit of p∞,C0 ∗ p0 is p∞,C0 ∗ p0.
Proof. Clearly, since p∞,C0 is a minimal flow of the additive group, H(M) acts trivially,
and we see H(M) ∗ p∞,C0 ∗ p0 = p∞,C0 ∗ p0.
The following computations require us to be more precise about the cosets of K∗0 than
previously in the paper. In the following work, p0 ∈ J will still mean the identity coset,
and pi, pj ... will denote arbitrary elements of J . However, by pkK∗0, we mean a type in
J realised by some (β, γ) with β, γ ∈ kK∗0.
Similarly, for one types, C0 will still denote the identity coset, but when necessary we will
be explicit and use kK∗0 in place of Ci to denote the specific coset of K
∗0 in which the
realisations lie.
Proposition 5.3. The B(M)-orbit of p∞,C0 ∗p0 is a proper subset V of S1(M)∗J , where
V = {p∞,k2K∗0 ∗ pkK∗0} ∪ {pa,k2K∗0 ∗ pkK∗0 : a 6= 0}.
Proof. Let p0 ∈ J . We compute B(M) · p∞,C0 ∗ p0. Let t0 =
(
b c
0 b−1
)
be an element of
B(M).
Let h = ( 1 0α 1 ) realise p∞,C0|M,t0 .
Let t =
(
β γ
0 β−1
)
realise p0|M,t0,h.
Then t0 ∗ p∞,C0 ∗ p0 = tp(t0ht/M). We split into 2 cases; where c = 0 and c 6= 0.
Case 1: Let c = 0.
Then;
t0ht =
(
b c
0 b−1
)(
1 0
α 1
)(
β γ
0 β−1
)
=
(
b 0
0 b−1
)(
1 0
α 1
)(
β γ
0 β−1
)
=
(
1 0
b−2α 1
)(
bβ bγ
0 β−1b−1
)
Since v(α) < Z, and v(b) ∈ Z, we see v(b−2α) < Z. Further, since α ∈ K∗0, b−2α ∈ b−2K∗0.
Hence b−2α  p∞,b−2K∗0 .
Next, since (β, γ)  p0, which has B(M)-orbit J as J is minimal, we see that (bβ, bγ)
realises pbK∗0 ∈ J .
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Hence, when t0 = (b, c) ∈ B(M) with c = 0, t0 ∗ p∞,C0 ∗ p0 = p∞,b−2K∗0 ∗ pkK
∗0.
Case 2: Let c 6= 0.
Then;
t0ht =
(
b c
0 b−1
)(
1 0
α 1
)(
β γ
0 β−1
)
=
(
1 0
b−1α
b+cα
1
)(
β(b+ cα) γ(b+ cα) + cβ−1
0 β−1(b+ cα)−1
)
As bα−1 6= 0, we can write b
−1α
b+cα
= (b2α−1 + cb)−1 = (bc)−1(1 + bc−1α−1)−1.
Since (1+ bc−1α−1) is in the infinitesimal neighbourhood of 1, which is itself a multiplica-
tive group, we know that (1 + bc−1α−1)−1 is of the form 1 + x where v(x) ≥ Z. Then
(1 + bc−1α−1)(1 + x) = 1 + bc−1α−1 + x+ xbc−1α−1.
Since (1+bc−1α−1)(1+x) = 1, we see bc−1α−1+x+xbc−1α−1 = 0. Hence x = −bc−1α−1−
xbc−1α−1, and since v(x) ≥ Z, and b, c ∈ B(M), we see v(x) = v(−bc−1α−1), and the
coset of K∗0 which contains x is determined by −bc−1.
Hence b
−1α
b+cα
= (bc)−1(1 + x) = (bc)−1+ (bc−1)x, and x ∈ −bc−1K∗0, and hence ((bc)−1)x ∈
c−2K∗0.
Hence, b
−1α
b+cα
 p(bc)−1,c−2K∗0, where (bc)
−1 6= 0 ∈ C((t)).
Next, since (β, γ)  p0, which has B(M)-orbit J since J is a minimal flow of (B, SB(M)),
we see that (β(b+ cα), γ(b+ cα) + cβ−1) realises some pj ∈ J , where the coset Cj of K
∗0
in which β(b+ cα) and γ(b+ cα) + cβ−1 lie is determined by (b+ cα).
Since α  p∞,C0, we see that this coset is determined by c.
Hence when t0 = (b, c) with c 6= 0, we see that (b, c) · p∞,C0 ∗ p0 = p(bc)−1,c−2K∗0 ∗ pcK∗0.
Note that since b has no bearing on the cosets here, and c 6= 0, for any a ∈ C((t)) and
coset c−2K∗0 we can find an element t0 ∈ B(M) such that t0 · p∞,C0 ∗ p0 = pa,c−2K∗0 ∗ pcK∗0.
Namely, where t0 = ((ac)
−1, c).
Hence, the B(M)-orbit of p∞,C0∗p0 is a set of the form {p∞,k−2K∗0∗pk}∪{pa,k−2K∗0∗pk : a 6=
0}, where pk here means entries in the realisations of p ∈ J are elements of the coset
kK∗0.
Proposition 5.4. Let V be as in the above proposition. Then V is a subset of B(M) ·
p∞,C0 ∗ p0 and hence V = B(M) · p∞,C0 ∗ p0.
Proof. We show that for any q ∈ V , there exists some (b, c) ∈ B(M) such that q =
(b, c) ∗ p∞,C0 ∗ p0.
We first consider the case where q = p∞,k−2K∗0 ∗ pk. Let h  p∞,k−2K∗0 and let t = (β, γ) 
pk|M,h. Then ht  q.
Since β, γ ∈ kK∗0, we can write β = kβ ′ and γ = kγ′, where β ′ and γ′ lie in the coset
C0 = K
∗0. Since k ∈ C((t)), we see (β ′, γ′)  p0|M,h.
Hence (k, 0) · p0 = pk.
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p∞,k2K∗0 · (k, 0) =
(
1 0
α 1
)(
k 0
0 k−1
)
=
(
k 0
k−1α k−1
)
=
(
k 0
0 k−1
)(
1 0
k2α 1
)
Finally, since α lies in k−2K∗0 we can write α = k−2α′, for α′ ∈ p∞,C0. Hence k
2α =
k2k−2α′ = α′ ∈ K∗0.
Hence, for q ∈ V of the form p∞,k−2K∗0 ∗ pk, we can find an element t0 of B(M) such that
q = t0 · p∞,C0 ∗ p0.
We now show that we can do the same when q ∈ V is of the form pa,k−2K∗0 ∗ pk. Let
α0  pa,k−2K∗0, and let (β, γ)  pk|M,α0. We show there exists some element t0 ∈ B(M)
such that q = t0 ∗ p∞,C0 ∗ p0.
Since α0  pa,k−2K∗0, we can write α0 = a + ǫ, where ǫ ∈ k
−2K∗0 and v(ǫ) > Z. Further,
we can write ǫ = −k−2ǫ′ for some ǫ′ ∈ K∗0 with v(ǫ′) > Z.
Hence α0 = a(1 + a
−1ǫ) = a(1− a−1k−2ǫ′).
Let b be such that a = (bk)−1 ∈ C((t)).
Then α0 = a(1 = bk
−1ǫ′). Now, bk−1ǫ′ ∈ −bk−1K∗0, and v(bk−1ǫ′) > Z. Hence 1 −
bk−1ǫ′ is in the infinitesimal neighbourhood of 1, and hence so is (1− bk−1ǫ′)−1 since this
neighbourhood forms a multiplicative group.
Then (1−bk−1ǫ′)(1+x) = 1, for some x ∈ dcl(C((t)), α0), and one can see that x ∈ bk
−1K∗0
with v(x) > Z.
Hence we can write α0 = a(1 + bk
−1α)−1 where α ∈ K∗0 and v(α) > Z. Hence α  p0,C0
and we can write α0 = a(1 + bk
−1α)−1 = a
1+bk−1α
= b
−1α−1
b+kα−1
, using a = (bk)−1 from above.
Since J is a minimal flow of (B(M), SB(M)), we can find some element y ∈ B(M¯) ∩
dcl(M,α0) such that y · p0 = pk.
We see that this y = (b+ kα−1, k) where α−1  p∞,C0 , since α  p0,C0 and α ∈ dcl(M,α0).
Further, we see that the cosets of K∗0 in which the entries lie remain unchanged, since
α−1 ∈ K∗0 and v(α−1) < Z, we have b+ kα−1 ∈ kK∗0.
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(
1 0
α0 1
)(
β γ
0 β−1
)
=
(
1 0
α0 1
)(
b+ k−1α k
0 (b+ kα−1)−1
)(
β ′ γ′
0 β ′−1
)
=
(
b+ kα−1 k
α0(b+ kα
−1) α0k + (b+ kα
−1)−1
)(
β ′ γ′
0 β ′−1
)
=
(
b+ kα−1 k−1
b−1α−1
b+kα−1
(b+ kα−1) b
−1α−1
b+kα−1
k + (b+ kα−1)−1
)(
β ′ γ′
0 β ′−1
)
=
(
b+ kα−1 k
b−1α−1 b
−1α−1
b+kα−1
k + (b+ kα−1)−1
)(
β ′ γ′
0 β ′−1
)
=
(
b+ kα−1 k
b−1α−1 b−1
)(
β ′ γ′
0 β ′−1
)
=
(
b k
0 b−1
)(
1 0
α−1 1
)(
β ′ γ′
0 β−1
)
.
Where (β ′, γ′) realise p0 over (M,α0).
Then (b, k) = t0 ∈ B(M), α
−1
 p∞,C0. Further, (β
′, γ′)  p0|M,α0 and since α
−1 ∈
dcl(M,α0), we have (β
′, γ′)  p0|M,α−1 as required.
Hence for any q ∈ V of the form pa,k−2K∗0 ∗ pk, we can find some t0 ∈ B(M) such that
q = t0 · p∞,C0 ∗ p0.
Hence V ⊆ B(M) · p∞,C0 ∗ p0 and by 5.3, we see V = B(M) · p∞,C0 ∗ p0.
Proposition 5.5. The union
⋃
v∈V
Z/4Z · v is a subset of V ∪ {(p0,k−2K∗0 ∗ pk3K∗0) : k ∈
C((t))∗}
Proof. Let z ∈ Z. Clearly if z = I2, the identity of Z/4Z, then z · v = v for all v ∈ V .
We split into 2 cases. First let h  p∞,k2K∗0 and t  pkK∗0|M,h for some k ∈ C((t)). Then
ht  v for some v ∈ V .
Suppose z = −I2. Since −I2 is in the centre of SL2, we can write z · p∞,k2K∗0 ∗ pkK∗0 =
p∞,k2K∗0 ∗ z · pkK∗0.
Then J is a minimal subflow of (B(M), SB(M)) and so z · pkK∗0 = pj for some pj ∈ J .
However, since −1 ∈ K∗0, every entry of z ·pkK∗0 is in the same coset as the corresponding
entry in pkK∗0, and so z · pkK∗0 = pkK∗0 and hence z · p∞,k2K∗0 ∗ pkK∗0 = p∞,k2K∗0 ∗ pkK∗0.
Finally, suppose z =
(
0 −1
1 0
)
.
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Then z · p∞,k2K∗0 ∗ pkK∗0 = tp(zht/M) and we see;
zht =
(
0 −1
1 0
)(
1 0
α 1
)(
β γ
0 β−1
)
=
(
−α −1
1 0
)(
β γ
0 β−1
)
=
(
1 0
−α−1 1
)(
−α −1
0 −α−1
)(
β γ
0 β−1
)
=
(
1 0
−α−1 1
)(
−αβ −αγ − β−1
0 −α−1β−1
)
Observe that −α−1 ∈ k−2K∗0 and v(−α−1) > Z. Further, −αβ ∈ k3K∗0, −αγ ∈ k3K∗0.
Hence −α−1  p0,k−2K∗0 and (−αβ,−αγ − β
−1)  pk3K∗0 |M,−α−1.
The case where z =
(
0 1
−1 0
)
follows similarly. Taking the union over elements of V we
see that
⋃
v∈V
Z/4Z · v ⊆ V ∪ {(p0,k−2K∗0 ∗ pk3K∗0) : k ∈ C((t))
∗}.
Proposition 5.6. V ∪ {(p0,k−2K∗0 ∗ pk3K∗0) : k ∈ C((t))
∗} is a subset of
⋃
v∈V
Z/4Z · v.
Proof. Clearly any element v ∈ V lies in the set
⋃
v∈V
Z/4Z · v since we could choose
z ∈ Z/4Z to be the identity element.
Hence we just need to show that (p0,k−2K∗0 ∗ pk3K∗0) can be expressed in the form z · v for
some z ∈ Z/4Z and some v ∈ V .
Fix some arbitrary non-zero k ∈ C((t)). Let h =
(
1 0
α 1
)
, where α  p0,k−2K∗0. Let
t = (β, γ)  pk3K∗0|M,h.
Since J is a minimal subflow of (B(M), SB(M)), and t  pk3K∗0|M,h, we can find some
(b, c) ∈ B(M¯) ∩ dcl(M,h) such that (b, c) ∗ pkK∗0|M,h = pk3K∗0 .
In particular, we know that b uniquely determines the coset in this factorisation. Note that
since α  p0,k−2K∗0 , we see −α
−1
 p∞,k2K∗0 . As such, we can choose (b, c) = (−α
−1,−1),
and hence;
ht =
(
1 0
α 1
)(
β γ
0 β−1
)
=
(
1 0
α 1
)(
−α−1 −1
0 −α
)(
β ′ γ′
0 β ′−1
)
=
(
−α−1 −1
1 0
)(
β ′ γ′
0 β ′−1
)
=
(
0 −1
1 0
)(
1 0
α−1 1
)(
β ′ γ′
0 β ′−1
)
= zh′t′
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Where z ∈ Z/4Z, h′  p∞,k2K∗0 and t
′
 pkK∗0|M,h.
Since h′ ∈ dcl(M,h), we also see t′  pkK∗0|M,h′ , and so zh
′t′  z · p∞,k2K∗0 ∗ pkK∗0, which is
an element of
⋃
v∈V
Z/4Z · v as required.
Hence, we have demonstrated that the G(M)-orbit of p∞,C0 ∗ p0 is precisely V
′ = V ∪
{(p0,k−2K∗0 ∗ pk3K∗0) : k ∈ C((t))
∗0}. This set is not closed, and hence not a subflow
minimal or otherwise. However, we can take the closure of V ′ and we claim that this is
indeed minimal, as we now show.
Taking closures of both sides, we see that cl(G(M) ·p∞,C0 ∗p0) = cl(V
′). By Fact 2.12, for
any type p, cl(G(M) ∗ p) = SG(M) ∗ p. Hence the closure of the G(M)-orbit of p∞,C0 ∗ p0
is the SG(M)-orbit of p∞,C0 ∗ p0. Hence SG(M) · p∞,C0 ∗ p0 = cl(V
′).
Lemma 5.7. SG(M) ∗ p∞,C0 ∗ p0 ⊆ S1(M) ∗ J .
Moreover, every element s ∗ p∞,C0 ∗ p0 is of the form r ∗ p with r ∈ S1(M), p ∈ J .
Proof. We can see from Propositions 5.2, 5.4 and 5.6 and see that the G(M)-orbit of
p∞,C0 ∗ p0 = V
′ ⊂ S1(M) ∗ J . The SG(M)-orbit behaves in a similar way, though it will
be a proper superset of V ′, however still a subset of S1(M) ∗ J .
Lemma 5.8. Let p, p′ ∈ J . Let q ∈ S1(M). Then p∗q∗p
′ can be expressed as an element
of S1(M)/{p∞,Ck : k ∈ C((t))} ∗ J .
Proof. This is easy to see using the same method as in Proposition 5.4, and note that
insisting p ∈ J removes the case where c = 0.
Theorem 5.9. cl(V ′) is a minimal subflow of (G(M), SG(M)).
Proof. Any point in cl(V ′) is of the form s ∗ p∞,C0 ∗ p0, and by the above lemma we can
show any type of the form s∗p∞,C0 ∗p0 can be expressed as an element q ∗p of S1(M)∗J .
We claim that for any r in S1(M) ∗ J , we can demonstrate that p∞,C0 ∗ p0 is in the
orbit-closure cl(G(M) ∗ r) = SG(M) ∗ r.
Let r = q ∗ p ∈ S1(M) ∗ J .
Then we can find some type p∞,C0 · pj , such that p∞,C0 ∗ pj ∗ q ∗ p = p∞,C0 ∗ q
′ ∗ p0, using
a similar argument to Proposition 5.4. However, here we see that the realisation (b, c) of
the heir of pj ensures that q
′ /∈ {p∞,Ck : k ∈ C((t))
∗}. As such, p∞,C0 ∗ q
′ = p∞,C0.
Hence we can find some s ∈ SG(M) such that s ∗ r = p∞,C0 ∗ p0, and so p∞,C0 ∗ p0 is in
the orbit-closure of r for any r ∈ cl(V ′).
Since p∞,C0 ∗ p0 is in the SG(M)-orbit of any element of cl(V
′), and cl(V ′) = SG(M) ∗
p∞,C0 ∗ p∞, we see that the cl(V
′) is the orbit-closure of any type in cl(V ′), and hence
minimal.
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6 The Ellis Group of SL2(C((t)))
To obtain the Ellis Group of (G(M), SG(M)), from 2.7, we act on the minimal subflow of
(G(M), SG(M)) (equivalently, the minimal closed left ideal of (SG(M), ∗) ) by an idem-
potent, namely p∞,C0 ∗ p0.
Theorem 6.1. The Ellis Group of (G(M), SG(M)) is p∞,C0 ∗p0 ∗ cl(V
′) = p∞,C0 ∗J , and
is isomorphic to B/B0.
Proof. This is clear to see. Take any element r = q∗p ∈ cl(V ′). We compute p∞,C0∗p0∗r.
We note that p0 ∗ r is of the form q
′ ∗ p′ for some q′ ∈ S1(M)/{p∞,Ck : k ∈ C((t))
∗} and
p′ ∈ J .
Then p∞,C0 ∗p0∗q∗p = p∞,C0 ∗p
′ for some p′ ∈ J , and hence p∞,C0 ∗p0∗cl(V
′) ⊆ p∞,C0 ∗J .
To demonstrate equality, we must show that p′ can range over all cosets of K∗0. That is,
for any p∞,C0 ∗ pj, we can find some r ∈ cl(V
′) with p∞,C0 ∗ p0 ∗ r = p∞,C0 ∗ pj.
This is clear to see from Proposition 5.4. Since V ⊂ cl(V ′), we see that types of the form
p∞,k2K∗0∗pk for all k ∈ C((t)) are contained cl(V
′). One can simply choose r = p∞,j2K∗0∗pj
and show p∞,C0 ∗ p0 ∗ r = p∞,C0 ∗ pj . Hence p∞,C0 ∗ J ⊆ p∞,C0 ∗ p0 ∗ cl(V
′).
Hence p∞,C0 ∗p0∗cl(V
′) = p∞,C0 ∗J , and so the Ellis Group of (G(M), SG(M)) is precisely
p∞,C0 ∗ J . Since J is isomorphic to B/B
0, it is easy to see that p∞,C0 ∗ J is isomorphic
to B/B0 also.
Hence, we have demonstrated that the Ellis Group of (G(M), SG(M)) is not isomorphic
to G/G00; namely the Ellis Group has infinite elements whereas G/G00 is trivial.
We discuss briefly how we believe this may generalise to a larger class of metastable
definable groups. We noted that SL2(C((t))) admits an Iwasawa-like decomposition,
though as SL2(C[[t]]) was not even locally compact we could not adopt a similar approach
to that of [16]. However, using stable domination one can show that SL2(C[[t]]) admits
a unique 2-sided global generic, q, whose restriction to C is generic in SL2(C) (This fact
is originally shown for ACV F in [8]).
Using the results of [9] one can see that stably dominated groups are definably amenable
(indeed in [10] there is mention that these groups are in fact fsg groups). This provides
access to a generalisation in this setting if one is capable of dealing with the infinite
intersection in the decomposition SLn(K) = B × SLn(OK). In this setting, since we lose
information about the cosets of Pn predicates due to algebraic closure, we may expect that
SL2(K) would admit a trivial Ellis Group and hence be isomorphic to SL2(K)/SL2(K)
00.
We suggest that a general description could be found for metastable definable groups that
admit a maximally stably dominated - definably amenable group decomposition.
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