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Abstract—Multi-cell cooperation (MCC) mitigates intercell
interference and improves throughput at the cell edge. This paper
considers a cooperative downlink, whereby cell-edge mobiles are
served by multiple cooperative base stations. The cooperating
base stations transmit identical signals over paths with non-
identical path losses, and the receiving mobile performs diversity
combining. The analysis in this paper is driven by a new
expression for the conditional outage probability when signals
arriving over different paths are combined in the presence of
noise and interference, where the conditioning is with respect
to the network topology and shadowing. The channel model
accounts for path loss, shadowing, and Nakagami fading, and
the Nakagami fading parameters do not need to be identical for
all paths. To study performance over a wide class of network
topologies, a random spatial model is adopted, and performance
is found by statistically characterizing the rates provided on the
downlinks. To model realistic networks, the model requires a
minimum separation among base stations. Having adopted a
realistic model and an accurate analysis, the paper proceeds to
determine performance under several resource-allocation policies
and provides insight regarding how the cell edge should be
defined.
I. INTRODUCTION
One of the main factors limiting the throughput in cellular
networks is intercell interference. A promising approach for
mitigating such interference is multi-cell cooperation (MCC),
which involves the joint processing of signals transmitted
to multiple base stations and/or received by them [1]–[3].
In practice, multi-cell cooperation is made possible by the
presence of an infrastructure of backhaul links connecting
individual base stations to a central processor or to one another
[4]. The LTE-Advanced cellular standard can implement such
backhaul links through the X2 interface [5].
This paper presents a new and precise analysis for the
MCC downlink. The analysis is driven by a new closed-form
expression for the conditional outage probability when signals
arriving over different paths are combined in the presence of
noise and interference, where the conditioning is with respect
to the network topology and shadowing. The expression is a
generalization of one recently presented by the authors in [6]
for the case of a single source transmitter, several interferers,
and noise. As in [6], the channel model accounts for path
loss, shadowing, and Nakagami fading, and the Nakagami
fading parameters do not need to be identical for all links. The
generalization is to allow for multiple source transmissions,
which are diversity combined at the receiver. Such processing
is typical of a rake receiver that performs maximal-ratio
combining of the resolvable multipath components of a direct-
sequence code-division multiple access (DS-CDMA) downlink
signals. While this paper focuses on a DS-CDMA downlink
for illustrative purposes, the results can be generalized to
an orthogonal frequency-division multiple access (OFDMA)
downlink with resolvable multipath components.
Whereas the conditional-outage-probability equation de-
rived in this paper characterizes the performance of a particular
topology, it is desirable to gain insight into performance for
an entire class of topologies. To study performance over a
wide class of network topologies, a random spatial model is
adopted, and performance is found by statistically character-
izing the rates provided on the downlinks. Particular metrics
of interest include the area spectral efficiency, which is the
average number of successful receptions per unit area, and the
cumulative distribution of the rates provided on the downlinks,
which characterizes the fairness of the system by identifying
the fraction of users that are able to achieve a specified rate.
To model realistic networks, the model imposes a minimum
separation among base stations.
Other authors apply spatial models to the conventional (non-
cooperative) cellular downlink [7] and MCC cellular downlink
[8], [9] and model the base-station locations as a realization of
a random point process, thereby allowing the use of analytical
tools from stochastic geometry [10]. The approach allows for
the analytical characterization of performance metrics, such as
coverage probability of a typical mobile user, by combining the
effects of random base-station location, fading, and shadowing
into a single random variable. In particular, the spatial model
in [7]–[9] assumes that the base stations are drawn from a
two-dimensional Poisson point process (PPP) and that the
network extends infinitely on the Euclidian plane. In contrast,
our model differs from those in the related literature because it
permits a minimum spacing between base stations and limits
the number of base stations in a finite geographic region.
This model is more realistic that those based on a pure PPP,
which can result in base stations that are unrealistically closely
spaced and an unbounded number of base stations within a
given area.
A similar constrained spatial model was applied to a con-
ventional non-cooperative DS-CDMA downlink in [11], and
the main goal of the present paper is to extend the analysis and
model of [11] to the MCC downlink. As in [11], the spatial
model places a fixed number of base stations within a region
of finite extent and enforces a minimum separation among
the base stations. The model for base-station placement is a
binomial point process (BPP) with repulsion, which we call a
uniform clustering model [6].
Having adopted a realistic model and accurate analysis,
this paper proceeds to determine performance under several
resource allocation policies, and provides insight regarding
how the cell edge should be defined. Policies for rate control,
power control, and cooperative cell association are considered
and optimized with respect to the area spectral efficiency.
The remainder of this paper is organized as follows. Section
II presents the signal model, culminating in an expression for
the signal-to-interference-and-noise ratio (SINR). Section III
derives a closed-form expression for the outage probability,
conditioned on the network topology. Section IV discusses
policies for power allocation, rate control, and cell associa-
tion. Section V presents a constrained random spatial model,
and discusses metrics for statistically characterizing the per-
formance of a class of topologies. Section VI gives some
example numerical results, comparing the alternative resource
allocation policies. Finally, the paper concludes in Section VII.
II. SIGNAL-TO-INTERFERENCE-AND-NOISE RATIO
The network comprises M cellular base stations
{X1, ..., XM} and K mobiles {Y1, ..., YK} placed in a
region of area Anet. The variable Xi represents both the ith
base station and its location, and similarly, Yj represents the
jth mobile and its location. Each mobile is served by one
or more base stations. Let Xj be the set of base stations
that serve mobile Yj , and let Nj = |Xj | denote the number
of base stations that serve mobile Yj . Let Yi be the set of
mobiles connected to base station Xi, and Ki = |Yi| be the
number of mobiles served by Xi. Furthermore, let Gj be the
set of the indexes of the base stations serving Yj so that
Yj ∈ Yi if i ∈ Gj . If Yj cannot connect to any base station,
which is possible when all nearby cells run out of available
channels, then Gj = ∅.
The downlink signals use orthogonal DS-CDMA sequences
with a common spreading factor G. A rake receiver is used at
each mobile, and the signals from the serving base stations
are assumed to be separated in time by at least a chip
period, denoted by Tc. The receiver at mobile Yj coherently
combines all the resolvable multipath components from the set
of serving base stations Xj . Because the sequences transmitted
by a particular base station are orthogonal, the only source
of intracell interference is due to the unresolvable multipath
components and the corresponding loss of orthogonality. How-
ever, if the ratio of the maximum-power and minimum-power
unresolvable multipath components is sufficiently small, then
the unresolvable multipath components will have negligible
effect. For this reason, we neglect the intracell interference
and assume that intercell interference is the only source of
interference.
The signal is transmitted by base station Xi to mobile Yj ∈
Yi with average power Pi,j . We assume that the base stations
transmit with a common power P0 such that
1
1− fp
∑
j:Yj∈Yi
Pi,j = P0 (1)
for each i, where fp is the fraction of the base-station power
reserved for pilot signals needed for synchronization and
channel estimation.
Using spreading sequences with a spreading factor of G
directly reduces the power of the intercell interference. While
the intracell sequences transmitted by the serving base sta-
tions are synchronous, the varying propagation delays from
the other base stations cause the intercell interference to be
asynchronous. Because of this asynchronism, the intercell
interference is further reduced by the chip factor h(τi,k),
which is a function of the chip waveform and the timing
offset τi,k at the mobile Yj between the signal received from
interfering base station Xk, ∀k /∈ Gj , and the signal received
from serving base station Xi, ∀i ∈ Gj [12]. It is assumed that
G/h(τi,k) is a constant equal to G/h, and a common value
of h = 2/3 is adopted. It follows that the despread power of
an intercell interferer is attenuated by a factor of G/h, which
we call the effective spreading factor, while despreading does
not significantly affect the power of the desired signal.
Let ρi,j represent the instantaneous received power of Xi at
mobile Yj after despreading, which depends on the path loss,
shadowing, fading, and effective spreading factor. We assume
that the path loss has a power-law dependence on distance.
In particular, for a distance d ≥ d0, the path-loss function is
expressed as the attenuation power law
f (d) =
(
d
d0
)−α
(2)
where α ≥ 2 is the attenuation power-law exponent, and it is
assumed that d0 is sufficiently large that the signals are in the
far field.
Let di,j = ||Xi − Yj || be the distance between base station
Xi and mobile Yj . The instantaneous despread power of the
signal from a serving base station (i ∈ Gj) is
ρi,j = Pi,jgi,j10
ξi,j/10f(di,j) (3)
where gi,j is the power gain due to fading and ξi,j is a
shadowing factor. The {gi,j} are independent with unit-mean,
and gi,j = a2i,j , where ai,j is Nakagami with parameter mi,j .
While the {gi,j} are independent from mobile to mobile,
they are not necessarily identically distributed, and for each
mobile each link between Yj and Xi can be characterized
by a distinct Nakagami parameter mi,j . When the channel
between Xi and Yj experiences Rayleigh fading, mi,j = 1
and gi,j is exponentially distributed. It is assumed that the
{gi,j} remain fixed for the duration of a time interval, but
vary independently from interval to interval. In the presence of
log-normal shadowing, the {ξi,j} are i.i.d. zero-mean Gaussian
with variance σ2s . In the absence of shadowing, ξi,j = 0.
The signal received from an interfering base station (i /∈ Gj)
is further attenuated by the effective processing gain G/h,
hence, its instantaneous despread power is
ρi,j =
h
G
Pi,jgi,j10
ξi,j/10f(di,j) (4)
The shadowing can be considered to be a random displace-
ment between the base station and receiver. Define the effective
distance as
d˜i,j = 10
−ξi,j/(10α)di,j (5)
which is the distance perturbed by the shadowing. In the
absence of shadowing, di,j = d˜i,j . Substituting (5) into (3)
and (4) gives the instantaneous despread power
ρi,j =


Pi,jgi,jf(d˜i,j) if i ∈ Gj(
h
G
)
Pi,jgi,jf(d˜i,j) if i /∈ Gj
(6)
If the receiver of mobile Yj is able to resolve the signal
received from each base station whose indices are in the set
Gj , estimate the corresponding complex-valued channel gains,
and reject the path crosstalk, then it may perform maximal-
ratio combining (MRC) of the paths [12]. The resulting
instantaneous SINR at mobile Yj by using (6) and (2) is
γj =
∑
i∈Gj
gi,jΩi,j
Γ−1 +
h
G
∑
i/∈Gj
gi,jΩi,j
(7)
where Γ = dα0NjP0/N is the signal-to-noise ratio (SNR) at
a mobile located at unit distance when fading and shadowing
are absent, N is the noise power, and
Ωi,j =
Pi,j
NjP0
d˜−αi,j (8)
is the normalized power of Xi at receiver Yj before despread-
ing.
III. OUTAGE PROBABILITY
Let βj denote the minimum SINR required by Yj for
reliable reception and Ωj = {Ω1,j , ...,ΩM,j} represent the
set of normalized despread base-station powers received by
Yj . An outage occurs when the SINR falls below βj . As
discussed subsequently, there is a relationship between the
SINR threshold and the supported rate of the transmission.
Conditioning on Ωj , the outage probability of mobile Yj is
ǫj = P
[
γj ≤ βj
∣∣Ωj] . (9)
Because it is conditioned on Ωj , the outage probability
depends on the particular network realization, which has
dynamics over timescales that are much slower than the fading.
By defining
S =
∑
k∈Gj
β−1j gk,jΩk,j , Yi =
h
G
gi,jΩi,j (10)
Zj = S−
∑
i/∈Gj
Yi (11)
the conditional outage probability may be expressed as
ǫj = P
[
Zj ≤ Γ
−1
∣∣Ωj] = FZj (Γ−1∣∣Ωj) (12)
which is the cumulative distribution function (cdf) of Zj
conditioned on Ωj and evaluated at Γ−1. In the absence
of interference, FS
(
y
∣∣Ωj) = FZj (y∣∣Ωj). Restricting the
Nakagami parameters mk,j , ∀k ∈ Gj , to be integer-valued,
but not necessarily identical, the conditional cdf of S is found
in [13] to be
FS
(
y
∣∣Ωj)=∑
k∈Gj
mk,j∑
n=1
[
1−exp
(
−
βjmk,jy
Ωk,j
)n−1∑
µ=0
(βjmk,jy)
µ
Ωµk,jµ!
]
ΞNj
(
k, n, {mq,j}∀q∈Gj ,
{
Ωq,j
βjmq,j
}
∀q∈Gj
)
(13)
The function ΞL
(
k, n, {rq}
L
q=1 , {ηq}
L
q=1
)
is defined by (15)
at the top of the next page, where u(x) is the step function
and
RL =
L∑
k=1
rk. (16)
A closed-form expression for FZj (z|Ωj) is given by (17)
at the top of the next page, with the proof is given in the
Appendix. Notice that (17) reduces to (25) of [6] when there
is only one serving base station (Nj = 1).
Example # 1 In this example, as well in the rest of this
paper, a distance-dependent fading model is assumed, where
mi,j is set according to:
mi,j =


3 if ||Sj −Xi|| ≤ rbs/2
2 if rbs/2 < ||Sj −Xi|| ≤ rbs
1 if ||Sj −Xi|| > rbs
. (18)
The distance-dependent-fading model characterizes the situa-
tion where a mobile close to the base station is in the line-of-
sight, while mobiles farther away are usually not.
The inset of Fig. 1 shows an example network with
M = 50 base stations placed within a circular area and a
single reference mobile located at the origin. The base-station
locations are given by the large filled circles, and the mobile
is represented by a star. In the example, the mobile is served
by the four closest base stations, which are the base stations
located within a circle whose radius is one-fourth the radius
of the network. The four base stations serving the reference
mobile are connected to it by arrows in the diagram. For
this example, as well in the following, the fraction of power
devoted to pilots is fp = 0.1, the spreading factor is set
to G = 16 with chip factor h = 2/3, and the propagation
environment is characterized by a path-loss exponent α = 3.
The outage probability was found by evaluating (17) at
z = Γ−1 for three different values of βj and is shown in
Fig. 1. Also shown are curves generated by simulation, which
involved randomly generating the gamma-distributed {gi,j}.
The analytical and simulation results coincide, which is to be
expected because (17) is exact. Any discrepancy between the
curves can be attributed to the finite number of Monte Carlo
trials (one million trials were executed per SNR point).
IV. POLICIES
A key consideration in the operation of the network is the
manner that base stations are associated with mobiles and the
way that the total power P0 transmitted by a base station is
shared by the mobiles it serves. These policies influence the
rates provided to each user. This section discusses the cell-
association, power-allocation, and rate-control policies.
ΞL
(
k, n, {rq}
L
q=1 , {ηq}
L
q=1
)
=
rk∑
l1=n
l1∑
l2=n
· · ·
lL−3∑
lL−2=n
[
(−1)RL−rk ηnk∏L
h=1 η
rh
h
(
rk + r1+u(1−k) − l1 − 1
)
!(
r1+u(1−k) − 1
)
! (rk − l1)!(
1
ηj
−
1
η1+u(1−k)
)l1−rk−r1+u(1−k) (lL−2 + rL−1+u(L−1−k) − n− 1)!(
rL−1+u(L−1−k) − 1
)
! (lL−2 − n)!
(
1
ηk
−
1
ηL−1+u(L−1−k)
)n−lL−2−rL−1+u(L−1−k)
L−3∏
s=1
(
ls + rs+1+u(s+1−k) − ls+1 − 1
)
!(
rs+1+u(s+1−k) − 1
)
! (ls − ls+1)!
(
1
ηk
−
1
ηs+1+u(s+1−k)
)ls+1−ls−rs+1+u(s+1−k)]
. (15)
FZj (z
∣∣Ωj)= ∑
k∈Gj
mk,j∑
n=1
ΞNj
(
k, n, {mq,j}∀q∈Gj ,
{
Ωq,j
βjmq,j
}
∀q∈Gj
){
1− exp
(
−
βjmk,jz
Ωk,j
) n−1∑
µ=0
(
βjmk,jz
Ωk,j
)µ
µ∑
t=0
z−t
(µ− t)!
∑
ℓi≥0
∑M−Nj
i=0 ℓi=t
∏
i/∈Gj
[
Γ(ℓi +mi,j)
ℓi!Γ(mi,j)
(
hΩi,j
Gmi,j
)ℓi(βjmk,j
Ωk,j
hΩi,j
Gmi,j
+ 1
)−(mi,j+ℓi)]
 . (17)
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Fig. 1. Conditional outage probability ǫj as a function of SNR Γ. Analytical
curves are solid while dots represent simulated values. Top curve: β = 10
dB. Middle curve: β = 0 dB. Bottom curve: β = −10 dB. The network
topology is shown in the inset. The mobile is represented by the star at the
center of the circular area, and the 50 base stations are shown as large filled
circles.
A. Cell Association
Let rint represent the radius of the cell interior. Any mobile
that is within an effective distance rint of a base station will be
served by just that base station, and mobiles beyond rint will
attempt to connect to a plurality of base stations out to some
maximum distance rmax, where rint ≤ rmax. It follows that
mobile Yj is served by those base stations Xi whose indices
are in the set
Gj =


argmin
i
{
d˜i,j
}
if min
i
(
d˜i,j
)
≤ rint{
i : d˜i,j < rmax
}
if min
i
(
d˜i,j
)
> rint
(19)
Because there are only G orthogonal spreading sequences
per cell, the number of mobiles connected to Xi is limited to
Ki ≤ G. If there are Ki > G mobiles in the set Gj defined by
(19), then some of these mobiles will either be refused service
by Xi or given service at a lower rate (through the use of an
additional time multiplexing). In the following, we assume that
the first G mobiles whose effective distances are closest to Xi
are served, while the remaining Ki − G are refused service
and marked as having zero rate.
B. Power allocation
Base station Xi allocates the power transmitted to mobile
Yj according to the fractional power-control policy
Pi,j = P0 (1− fp)

1− γ
Ki
+ γd˜αi,j

 ∑
j:Yj∈Yi
d˜αi,j


−1

 (20)
where 0 ≤ γ ≤ 1 is the fractional power-control factor. In
this paper, the two extreme situations are considered: γ = 0,
which corresponds to an equal transmit power (ETP) policy,
and γ = 1, which corresponds to an equal received power
(ERP) policy.
C. Rate allocation
Under the given power-allocation policy, the rate allocated
to each user is selected to satisfy an outage probability. In
particular, the threshold βj of mobile Yj is selected such that
the outage probability of mobile Yj satisfies the constraint
ǫj ≤ ǫˆ. A constraint of ǫˆ = 0.1 is typical and appropriate
for modern systems that use a hybrid automatic repeat request
(HARQ) protocol. For a given outage constraint, the SINR
threshold depends on the modulation and coding scheme and
receiver implementation. For a given βj , there is a correspond-
ing transmission rate Rj that can be supported, and typically
only a discrete set of Rj can be supported. Let Rj = C(βj)
represent the relationship between Rj , expressed in units of
bits per channel use (bpcu), and βj . While the exact depen-
dence of Rj on βj can be determined empirically through
tests or simulation, we make the simplifying assumption when
computing our numerical results that C(βj) = log2(1 + βj)
corresponding to the Shannon capacity for complex discrete-
time AWGN channels. This assumption is fairly accurate
for systems that use capacity-approaching codes and a large
number of code rates and modulation schemes, such as modern
cellular systems, which use turbo codes with a large number
of available modulation and coding schemes. Once a βj is
found that satisfies the outage constraint, the corresponding
Rj is found by using the function Rj = C(βj).
V. CONSTRAINED SPATIAL MODEL
Under outage constraint ǫˆ, the performance of a given
network realization is largely determined by the set of achieved
rates {Rj} of the K users in the network. We adopt a random
spatial model, allowing the locations of the base stations and
mobiles to vary, and determine the set of rates {Rj} for
each random realization. Unlike other work, which models the
spatial locations of the base stations according to a PPP, we
adopt a constrained spatial model, which requires a minimum
spacing among base stations. In the model, the M base stations
and K mobiles are placed on a disk of radius rnet, so that
the network area Anet = πr2net. An exclusion zone of radius
rbs surrounds each base station, and no other base stations are
allowed within this zone. Similarly, an exclusion zone of radius
rm surrounds each mobile, and no other mobiles are allowed
within a placed mobile’s exclusion zone. Furthermore, each
mobile is at least distance rm away from any base station.
Let the random variable R represent the rate of an arbitrary
user in a realization of the spatial model. The statistics of R
can be found for a given set of {M,K, rnet, rbs, rm, σs} using
a Monte Carlo approach as follows. Draw a realization of the
network by placing M base stations and K mobiles within the
disk of radius rnet according to a uniform clustering model.
Compute the path loss from each base station to each mobile,
applying randomly generated shadowing factors if shadowing
is present. Determine the set of mobiles associated with each
base station, applying the cell association policy. At each base
station, apply the power-allocation policy to determine the
power it transmits to each mobile that it serves. By setting the
outage equal to the outage constraint, invert (17) to determine
the SINR threshold for each mobile in the cell. By applying
the function Rj = C(βj), find the rate of the mobile. Repeat
this process for a large number of network realizations, all
with the same values of {M,K, rnet, rbs, rm, σs}.
Let E[R] represent the mean value of the variable R,
which can be found by numerically averaging the values of
R obtained using the procedure described in the previous
paragraph. While E[R] is a useful metric, it does not account
for the loss in throughput due to the inability to successfully
decode during an outage, and it does not account for the spatial
density of transmissions. These considerations are taken into
account by the area spectral efficiency, which is defined as
[14]
A = λ (1− ǫˆ)E[R] (21)
where λ = K/Anet is the density of transmissions in the
network, or equivalently, the number of active receivers per
unit area.
VI. NUMERICAL RESULTS
As an example, consider a network with M = 50 base
stations placed in a network of radius rnet = 2 with base-
station exclusion zones of radius rbs = 0.25. A variable
number K of mobiles are placed within the network using
exclusion zones of radius rm = 0.01. The outage constraint is
set to ǫˆ = 0.1. The SNR is set to Γ = 10 dB.
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Fig. 2 shows the area spectral efficiency as a function
of the ratio K/M , of both ERP and ETP policies in an
unshadowed environment as well as in the presence of shad-
owing. Results are shown for an MCC system using the
value of {rint, rmax} that maximizes area spectral efficiency,
as well as a conventional system that limits each mobile to
being served by no more than one base station. The figure
shows the potential advantage of using MCC and the superior
area spectral efficiency of the ETP policy. The figure shows
that shadowing actually improves the performance, especially
when ETP is used. This is because shadowing can sometimes
cause the effective distance between a mobile and its serving
base station(s) to decrease, while its effective distance to the
interfering base stations is increased. Even though this scenario
does not occur very often, when it does the rate can be
significantly increased, causing the average to increase.
The fairness of a particular power allocation policy can
be further visualized by plotting the complementary cdf of
R, which is the probability that R exceeds a threshold r;
i.e., P [R > r]. Fig. 3 shows the ccdf of R in presence of
shadowing (σs = 8 dB), using the ETP and ERP policies
when the system is half loaded (K/M = 8). The cumulative
cdf curves for the ERP policy are steeper than they are for the
ETP policy, indicating less variability in the provided rates.
The lower variability in rate corresponds to improved fairness.
VII. CONCLUSION
This paper has presented a new approach for modeling and
analyzing the performance of multi-cell downlink cooperation.
While the analysis and the model have been used to study a
DS-CDMA cellular downlink, this work could be extended
to analyze different types of access, such as orthogonal
frequency-division multiple access (OFDMA). The analysis
combines a new outage probability expression, which is exact
for a given network realization, with a constrained random
spatial model, which allows the statistics to be determined for a
class of network topologies. A fractional power-control policy
and outage-constrained rate-control policy are considered, and
numerical results are provided for the extremes of ETP and
ERP. It is found that ETP is more favorable in terms of the
area spectral efficiency, while ERP is more fair.
APPENDIX
The cdf of Z can be computed as follows:
FZj (z
∣∣Ωj)=P [Zj < z] = P

S < z + ∑
i/∈Gj
Yi


=
∫
...
∫
R
M−Nj
fY(y)FS
(
z +
∑
yi
)
dy (22)
where the outer integral is over (M −Nj)-dimensional real
space and fY(y) is the joint pdf of the vector Y, where each
element is gamma-distributed with Nakagami parameter mi,j
with pdf
fYi(y) =
(
Gmi,j
hΩi,j
)mi,j ymi,j−1
Γ (mi,j)
exp
(
−
Gmi,jy
hΩi,j
)
u(y). (23)
Substituting (13) into (22) and performing a few manipulations
yields
FZj (z
∣∣Ωj)=∑
k∈Gj
mk,j∑
n=1
ΞNj
(
k, n, {mq,j}∀q∈Gj,
{
Ωq,j
βjmq,j
}
∀q∈Gj
)

1−exp
(
−
βjmk,jz
Ωk,j
)n−1∑
µ=0
(βjmk,jz)
µ
Ωµk,jµ!
∫
...
∫
R
M−Nj
fY(y)
exp
(
−
βjmk,j
Ωk,j
∑
yi
)1 + z−1 ∑
i/∈Gj
yi


µ
dy

.(24)
Since µ is an integer, the binomial theorem gives the series
expansion:
1 + z−1 ∑
i/∈Gj
yi


µ
=
µ∑
t=0
(
µ
t
)
z−t

∑
i/∈Gj
yi


t
. (25)
A multinomial expansion yields
∑
i/∈Gj
yi


t
= t!
∑
ℓi≥0
∑M−Nj
i=0 ℓi=t

∏
i/∈Gj
yℓii
ℓi!

 . (26)
Substituting (25) and (26) into (24), performing a few ma-
nipulations, and assuming that the interfering channels fade
independently, we obtain
FZj (z
∣∣Ωj)=∑
k∈Gj
mk,j∑
n=1
ΞNj
(
k, n, {mq,j}∀q∈Gj,
{
Ωq,j
βjmq,j
}
∀q∈Gj
)
{
1−exp
(
−
βjmk,jz
Ωk,j
)n−1∑
µ=0
(βjmk,jz)
µ
Ωµk,jµ!
µ∑
t=0
z−t
(µ− t)!
∑
ℓi≥0
∑M−Nj
i=0 ℓi=t
∏
i/∈Gj
∫
R
exp
(
−
βjmk,jy
Ωk,j
)
yℓi
ℓi!
fYi(y)dy

. (27)
Substituting (23), the integral in (27) is∫
R
exp
(
−
βjmk,jy
Ωk,j
)
yℓi
ℓi!
fYi(y)dy =
Γ(ℓi +mi,j)
ℓi!Γ(mi,j)
(
hΩi,j
Gmi,j
)ℓi (βjmk,j
Ωk,j
hΩi,j
Gmi,j
+ 1
)−(mi,j+ℓi)
.(28)
Finally, by substituting (28) into (27), (17) is obtained.
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