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Resumen Las te´cnicas de optimizacio´n y metaheur´ısticas han sido aplica-
das ampliamente en numerosas a´reas, entre ellas la Ingenier´ıa del Software.
En este trabajo mostramos la incorporacio´n de estas te´cnicas como soporte
a las tareas de seleccio´n de un grupo de requisitos de entre aquellos
que han sido propuestos por los clientes, validando experimentalmente
sus resultados. Los algoritmos metaheur´ısticos son ejecutados desde una
herramienta web que permite la deﬁnicio´n colaborativa de los requisitos
de un proyecto software y ayudan a los desarrolladores durante la ejecu-
cio´n del mismo.
Keywords: gestio´n de requisitos, ingenier´ıa de requisitos asistida por
computadora, optimizacio´n metaheur´ıstica
1. Introduccio´n
La aplicacio´n de te´cnicas de Inteligencia Artiﬁcial (IA) en los procesos de
desarrollo de software ha obtenido buenos resultados en aquellas actividades
que necesitan utilizar conocimiento experto. La etapa relativa a los requisitos de
un proyecto software es una buena candidata a la aplicacio´n de estas te´cnicas,
debido a la naturaleza de los requisitos, que tienden a ser imprecisos, incompletos
y ambiguos [10]. Adema´s, numerosos estudios estad´ısticos, como los informes
CHAOS publicados desde 1.994, indican que las tareas relacionadas con los
requisitos son la principal causa de desastre de la puesta en valor del software
[16,1,20]. As´ı, la utilizacio´n de te´cnicas de IA en la mejora del ﬂujo de trabajo
de los requisitos, afectara´ favorablemente a todo el ciclo de vida del desarrollo
de software.
En este trabajo mostramos como aplicar con e´xito algunas de estas te´cnicas
a tareas relacionadas con los requisitos, en concreto la priorizacio´n y seleccio´n
de requisitos, utilizando te´cnicas de optimizacio´n combinatoria. Esta solucio´n
instancia un patro´n arquitecto´nico que permite la integracio´n sin costuras de
procesos de Ingenier´ıa de Requisitos con te´cnicas de AI sobre la herramienta
CARE (Computer Aided Requirement Engineering) InSCo-Requisite [25]. Esta
herramienta de cara´cter acade´mico ha sido desarrollada por el grupo de investiga-
cio´n (DKSE – Ingenier´ıa de Datos, del Conocimiento y del Software) en la
A. Ruíz, L. Iribarne (Eds.): JISBD’2012, pp. 287-297, ISBN:978-84-15487-28-9. 
Jornadas SISTEDES’2012, Almería 17-19 sept. 2012, Universidad de Almería.
Universidad de Almer´ıa proporcionando al grupo de desarrolladores y usuarios
un entorno en el que trabajar de forma colaborativa en la deﬁnicio´n de requisitos
[21].
El resto del art´ıculo se estructura como sigue. La seccio´n 2 enmarca el trabajo
en el a´mbito de los procesos de Ingenier´ıa de Requisitos (InRe). El problema de
seleccio´n de requisitos se formaliza en la seccio´n 3, para mostrar los enfoques de
solucio´n en la seccio´n 4 donde tambie´n se resumen los resultados experimentales
de la aplicacio´n de las metaheur´ısticas. El resultado de su incorporacio´n en
InSCo-Requisite se muestra en la seccio´n 5 para ﬁnalmente, en la seccio´n 6,
presentar las conclusiones.
Figura 1. Sinergia entre InRe e IA
2. Visio´n general de la Ingenier´ıa de Requisitos
La ﬁgura 1 muestra la versio´n ma´s simple del ﬂujo de trabajo de los requisitos
[3]. Los requisitos se obtienen de los usuarios o cualquier persona implicada
288 Isabel María Del Águila, José Del Sagrado and Francisco Javier Orellana
en la deﬁnicio´n del proyecto. Despue´s se estudian y analizan para detectar
inconsistencias o incompletitudes, generando una especiﬁcacio´n en un determi-
nado lenguaje. Las herramientas CARE ofrecen el entorno para utilizar bases de
datos de requisitos, dando soporte a las tareas de especiﬁcacio´n de requisitos en
formato electro´nico y permitiendo la gestio´n efectiva del proyecto. La validacio´n
permite comprobar los requisitos dando integridad al resultado de esta etapa
del desarrollo. El ciclo elicitacio´n-ana´lisis-validacio´n se ejecuta durante tantas
iteraciones como sea necesario hasta que la especiﬁcacio´n de requisitos (SRS-
Software Requirement Speciﬁcation) [2], se haya completado.
La seleccio´n de requisitos, de entre los que se hayan deﬁnido en los procesos de
la InRe, es una tarea importante dentro de esta etapa. Puede aparecer durante
el ana´lisis, en las labores de negociacio´n con los clientes o al ﬁnal del ciclo
de requisitos para ﬁjar el alcance del producto a construir. Pero si se utilizan
me´todos de desarrollo iterativos, en especial los me´todos a´giles [7,26], la seleccio´n
de requisitos es una tarea ba´sica que se retoma a inicio de cada iteracio´n; en este
punto, sin opcio´n a cambio durante la ejecucio´n de la iteracio´n, se ﬁjan los
requisitos funcionales que se abordan en ese ciclo a´gil. Por lo tanto la seleccio´n
de requisitos adquiere una mayor relevancia dentro de todo el ciclo de desarrollo
de software, ya que esta´ presente al principio de cada iteracio´n. Este problema es
un proceso de toma de decisiones que utiliza conocimiento experto; el modelado e
incorporacio´n de este conocimiento a una herramienta CARE supone un avance
importante en el desarrollo de software en general. El hecho de poder hacer
cambios fa´cilmente en InSCo-Requisite es una oportunidad excepcional de poner
en marcha la integracio´n de la Ingenier´ıa de los Requisitos (InRe) con las te´cnicas
de IA, haciendo que ambas disciplinas mantengan su independencia [25].
3. Formalizacio´n del problema de seleccio´n de requisitos
Extrapolando el vocabulario me´dico, la seleccio´n de un conjunto de requisitos,
se puede llamar triaje de requisitos [11], y se deﬁne como: el proceso de determinar
que requisitos debe satisfacer un producto software segu´n los recursos y el tiempo
disponible. El software, debido a su naturaleza lo´gica es un complejo producto
industrial, y suele venir deﬁnido por un gran nu´mero de requisitos que lo caracte-
rizan y que en la mayor´ıa de los casos no pueden completarse dentro de las
restricciones deﬁnidas por tiempo y recursos, y que, por tanto, deben limitarse
de alguna manera [8]. La solucio´n es priorizar estos requisitos candidatos y
seleccionarlos segu´n los recursos disponibles. Debido al alto nu´mero de posibles
soluciones, este problema se ha formulado y resuelto empleando te´cnicas de
bu´squeda [5,6,24,13,15,18,28,27]
A continuacio´n proponemos la formulacio´n completa de este problema ya
que, tal como se muestra en la ﬁgura 1, sera´ el punto de conexio´n entre las
te´cnicas de bu´squeda y las herramientas CARE. InSCo-Requisite trasformara´ el
modelo de los requisitos que guarda en su base de datos en una representacio´n
que puedan manejar los algoritmos de bu´squeda, y a su vez, estos algoritmos
como salida, marcara´n los requisitos que formara´n parte de su solucio´n.
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Sea R = {r1, r2, . . . , rn} el conjunto de requisitos propuestos por un conjunto
de clientes C = {c1, c2, . . . , cm}. Los clientes tienen asignado un peso wi que
mide su importancia dentro del proyecto. Cada requisito rj ∈ R tienen asociado
un esfuerzo de desarrollo que representa los recursos necesarios para incluir ese
requisito en el producto software ﬁnal, E = {e1, e2, . . . , en}.
Cada rj ∈ R puede ser sugerido por ma´s de un cliente y cada cliente ci
asigna un valor vij al requisito que representa la importancia que para e´l tiene la
inclusio´n de ese requisito. Es decir, el valor representa la importancia del requisito
rj para el cliente ci. Estos valores forman una matrizm×n. La satisfaccio´n global,
sj , o el valor an˜adido de la inclusio´n del requisito rj en el producto software, se
puede calcular como la suma ponderada de los valores de importancia para cada
cliente, sj =
∑m
i wivij . Mayores valores de vij , implican una mayor prioridad de
ese requisito para el cliente ci. Un valor cero representa que ese cliente no toma
en consideracio´n ese requisito.
Habitualmente los requisitos esta´n interrelacionados o presentan dependen-
cias, que hacen que tengan que abordase unos antes que otros o que sean
excluyentes. Las interacciones entre los requisitos representan restricciones al
problema y se agrupan en dos tipos: dependencias funcionales o estructurales que
representan relaciones sema´nticas que no pueden ser ignoradas ni relegadas a un
tratamiento posterior en ningu´n caso, y dependencias por recursos consumidos,
que suponen reajustar los valores de esfuerzo o satisfaccio´n por la presencia
conjunta o no de dos o ma´s requisitos durante el proceso de seleccio´n. Aunando
las dos grandes aproximaciones a la deﬁnicio´n de las dependencias funcionales
[9,4] podemos deﬁnirlas como:
Implicacio´n. (ri implica rj). El requisito ri no puede ser seleccionado si el
requisito rj no ha sido implementado previamente.
Combinacio´n. (ri acoplado-con rj). El requisito ri no puede ser incluido
separadamente del rj .
Exclusio´n. (ri excluye-a rj). El requisito ri no puede incluirse junto al requisito
rj .
De esta forma el objetivo del problema sera´ encontrar el subconjunto de
requisitos Rˆ de entre todos los subconjuntos de R, Rˆ ∈ ℘(R), que sea la mejor
solucio´n. La calidad de la solucio´n se mide respecto a uno o varios objetivos
utilizando una funcio´n de evaluacio´n previamente ﬁjada. Generalmente, en el
dominio del problema de la seleccio´n de requisitos, se persigue construir Rˆ de
forma que satisfaga en la mayor medida las peticiones de los clientes dentro de
las limitaciones ofrecidas por los recursos del proyecto y las interacciones entre
los requisitos. En te´rminos de la formulacio´n realizada para el problema esto lo
conseguimos maximizando la satisfaccio´n y dentro de los l´ımites de esfuerzo. La
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donde j representa al requisito rj . Siendo B el l´ımite de esfuerzo. Formalmente,
maximize sat(Rˆ)
subject to eﬀ(Rˆ) ≤ B (2)
4. Solucio´n basada en metaheur´ısticas
Las te´cnicas de optimizacio´n y metaheur´ısticas han sido ampliamente aplica-
das en numerosas a´reas de la ingenier´ıa y como no podr´ıa ser de otra forma la
ingenier´ıa del software es una de ellas. Esta sinergia esta´ siendo explotada por
una corriente de investigacio´n conocida como Ingenier´ıa del Software Basada
en Bu´squeda (Search Based Software Engineering) [19]. En concreto en relacio´n
con la especiﬁcacio´n y los requisitos nos encontramos con un gran nu´mero de
trabajos que se centran el problema de la seleccio´n de los requisitos para la
siguiente versio´n del software (Next Release Problem, NRP [5]). Un resumen de
las ma´s signiﬁcativas se muestra en la tabla 1
Tabla 1. Trabajos que solucionan NRP
Con interacciones Sin interacciones
Recocido simulado Bagnall et al. [5] Baker et al. [6], del Sagrado et al. [24]
Alg. Voraz (Greedy) Bagnall et al. [5] Baker et al. [6]
GRASP del Sagrado et al. [23]
GA Greer & Ruhe [18] del Sagrado et al. [24]
NSGA-II Zhang & Harman [27] Durillo et al. [13], Finkelstein et al.
[15], Zhang et al. [28]
MOCell Durillo et al. [13]
ACS del Sagrado et al. [23] del Sagrado et al. [24]
Las te´cnicas metaheur´ısticas utilizadas para resolver NRP son muy diversas.
Bagnall et al. [5] utilizo´ en su resolucio´n el ascenso de colinas, una implementacio´n
de algoritmos voraces y la te´cnica del recocido simulado. El trabajo de Baker et
al. [6] demostro´ la aplicabilidad de estas te´cnicas en casos reales mejorando la
efectividad de los expertos. Greer y Ruhe [18], abordaron el problema como un
problema de planiﬁcacio´n, asignando los requisitos a incrementos, considerando
las valoraciones de los clientes y las limitaciones de recursos. Como base para la
optimizacio´n se utilizo´ un algoritmo gene´tico. Del Sagrado et al. [24] adaptaron
un sistema de colonia de hormigas a NRP, comparando sus soluciones con un
algoritmo gene´tico y el recocido simulado. NRP tambie´n ha sido tratado como un
problema multiobjetivo, aplicando te´cnicas como NSGA−II, MoCell [28,13,15].
So´lo algunos de estos trabajos han tratado las interacciones entre los requisitos
[5,18,27,23]. Bagnall et al. [5] so´lo tiene en cuenta las dependencias de impliacio´n
y selecciona clientes, con todas sus propuestas, no selecciona requisitos. Greer
y Ruhe [18] deﬁnen incrementos utilizando las interacciones de implicacio´n y
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combinacio´n. Un estudio de co´mo afectan las dependencias a los algoritmos
gene´ticos aparece en [27]. El primer trabajo en donde se presento´ una representa-
cio´n explicita de los requisitos mediante un grafo de interacciones es [23].
Una metaheuristica ofrece un estrategia para el disen˜o de heur´ısticas que
den solucio´n a un problema de optimizacio´n. Una de las principales ventajas
es que permiten obtener soluciones cercanas a las o´ptimas empleando tiempos
de ejecucio´n razonables, gracias principalmente a una exploracio´n ma´s eﬁciente
del espacio de bu´squeda. La aplicacio´n de una te´cnica metaheur´ıstica necesita,
adema´s de la representacio´n del problema ya descrita, la deﬁnicio´n de la estrategia
de bu´squeda de la solucio´n, espec´ıﬁca para cada te´cnica.
En este trabajo hemos seleccionado tres te´cnicas para resolver NRP: greedy
randomized adaptive search procedure (GRASP), algoritmos gene´ticos y un
sistema de colonia de hormigas (ACS), mostrando su adaptacio´n al problema
y una breve comparativa de los resultados que ofrecen sobre dos conjuntos de
datos.
GRASP [14], aplica un esquema iterativo, primero construye una solucio´n
voraz aleatoria que se mejora con bu´squeda local. Se construye una lista de
elementos ordenados en base a una funcio´n voraz y se realiza una seleccio´n
aleatoria. La lista se asegura de cumplir las restricciones del problema en cuanto






La bu´squeda local intenta mejorar la solucio´n actual buscando en el vecindario.
As´ı, cosiderando las restricciones del problema, intenta sustituir cada requisito
por otro que mejore la funcio´n de evaluacio´n de la solucio´n, sat(R′). El algoritmo
acaba cuando se han explorado todos los requisitos de la solucio´n.
Un algoritmo gene´tico emula la evolucio´n natural de una poblacio´n o conjunto
de individuos [17]. Durante una generacio´n cada nueva poblacio´n se construye
aplicando operadores de seleccio´n, cruce y mutacio´n sobre los individuos. Los
individuos representan posibles soluciones, es decir, un conjunto de requisitos
que satisfacen NRP. Los mejores individuos son los que tienen ma´s posibilidades
de ser elegidos como padres. As´ı un individuo Rk ∈ ℘(R), de la poblacio´n actual





La optimizacio´n por colonia de hormigas (Ant Colony Optimization, ACO)
es una te´cnica de bu´squeda que emula el comportamiento de las hormigas cuando
busca el camino ma´s corto desde su hormiguero hasta la comida [12]. Este
proceso natural utiliza una sustancia qu´ımica llamada feromona que segregan
las hormigas conforme avanzan. Al seleccionar un camino una hormiga adopta
un comportamiento probabil´ıstico. En cada encrucijada, tiende a seleccionar el
camino que tiene ma´s feromona, si la cantidad de esta sustancia no es suﬁciente
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para hacer una eleccio´n se hace de forma aleatoria. Conforme pasa el tiempo,
los caminos ma´s frecuentados tendra´n una mayor concentracio´n de feromona.
Los pasos de la ejecucio´n de este tipo de algoritmos son:
Inicializacio´n del rastro de feromona. Representado por una matriz que
recoge la cantidad de feromona inicial que se actualizara´ durante la ejecucio´n
del algoritmo.
Seleccio´n aleatoria del punto de inicio de cada hormiga.
En cada etapa la hormiga localiza los nodos visibles, en funcio´n de las
restricciones del problema, y elige uno combinando la informacio´n heur´ıstica
y la feromona.
Actualizacio´n de la matriz de feromona de la mejor solucio´n. La feromona
de un camino (arco) del nodo i al nodo j se denota τij .
Cuando se construye la solucio´n de la hormiga k, la regla utilizada para







β ], if q ≤ q0,
u, otherwise.
(5)
donde q es un valor aleatorio entre [0, 1], y q0 ∈ [0, 1], con (q ≤ q0) es un
para´metro que controla el balanceo entre intensiﬁcacio´n y diversiﬁcacio´n en el
algoritmo, buscando la mejor cobertura del espacio de bu´squeda. La probabilidad










, if j ∈ Nki ,
0, otherwise.
(6)
siendo la informacio´n heur´ıstica una media de productividad ηkij = μ(sj/ej( con
μ un valor de normalizacio´n y Nki el conjunto de nodos visibles para la hormiga
k segu´n las restricciones del problema. La mejor solucio´n encontrada por las
hormigas, Rˆ, actualiza el rastro de feromona de acuerdo con:






y ρ ∈ [0, 1] la tasa de evaporacio´n de la feromona,
Estos algoritmos han sido probados empleando dos conjuntos de datos, el
primero de 20 requisitos y 5 clientes con B = 25, usado por primera vez en
[6] y que ha sido ampliamente utilizado para evaluar este tipo soluciones al
problema de seleccio´n de requisitos [27,13,23], y un segundo conjunto de datos
sinte´tico de 100 requisitos, 5 clientes y con B = 20. Sobre cada algoritmo se
han realizado 100 ejecuciones independientes y sus resultados se muestran en las
tablas. Comprobamos que en todos los casos se obtiene el mayor esfuerzo, y que
todos los algoritmos alcanza un en algu´n caso el valor ma´ximo de satisfaccio´n.
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Figura 2. Resultados de las metaherur´ısticas
Las variaciones del algoritmo gene´tico y la colonia de hormigas, indican no se ha
obtenido la convergencia deseada en algunos casos, (en especial en el conjunto
de datos de mayor nu´mero de requisitos), pero como conclusio´n general de
la experimentacio´n se comprueba que con los tres me´todos metaheur´ısticos se
pueden obtener soluciones va´lidas para los ingenieros del software.
5. Seleccio´n de requisitos en InSCo-Requisite
En este y otros trabajos se ha mostrado de forma experimental la validez de
las te´cnicas metaheur´ısticas en la solucio´n del problema de seleccio´n de requisitos.
Sin embargo la validez de estas te´cnicas esta´ ligada a su utilizacio´n real insertadas
en herramientas necesarias para el desarrollador de software y facilitan el trabajo
cotidiano de estos profesionales tal como puso de maniﬁesto Ian Sommerville en
las sesiones invitadas del primer simposio internacional SBSE [22]. El valor real
de estos enfoques es combinar la inteligencia computacional con la experiencia de
los expertos, en este caso ingenieros del software, para obtener mejores resultados
del que obtendr´ıan so´lo los expertos. Es decir, GRASP, algoritmos gene´ticos y
ACS, tienen que embeberse dentro de las herramientas software empleadas en el
proyecto.
InSCo-Requisite facilita la obtencio´n de los requisitos de los clientes [21] en
una serie de proyectos. En cada proyecto participan un conjunto de clientes
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dados previamente de alta en el sistema; al asignarlos a un proyecto se les ﬁja
un peso wj , que puede variar entre proyectos, dependiendo de la importancia de
ese usuario en cada proyecto concreto.
Esta aplicacio´n web ofrece un conjunto de plantillas que permiten deﬁnir
requisitos funcionales, no funcionales y de informacio´n, estos u´ltimos son aquellos
relativos a los datos manejados por el software a construir. Estos tres tipos
de requisitos son los de ma´s bajo nivel, ya que InSCo-Requisite mantiene una
estructura jera´rquica que permite manejar diversos niveles de abstraccio´n. As´ı,
se representan de forma separada los objetivos, relacionados con el nivel de
negocio que se reﬁnan hasta llegar a requisitos funcionales, y lo mismo con los
conceptos del dominio y los requisitos de informacio´n. Los requisitos funcionales
se describen empleando escenarios y es en este nivel donde todos los usuarios
pueden optar por asignar un valor que representa la importancia de este requisito
desde su punto de vista, vij .
Figura 3. Interfaz de InSCo-Requisite
InSCo-Requisite trasforma la base de datos de requisitos en una representa-
cio´n manejable por los algoritmos de bu´squeda. A partir de aqu´ı se lanzan los
algoritmos metaheur´ısticos, bien con los para´metros por defecto o con los que el
usuario ajuste (como el nu´mero de hormigas, taman˜o de la poblacio´n o peso de
la bu´squeda local en GRASP).
Los requisitos seleccionados por el algoritmo se muestran al usuario incluyendo
informacio´n sobre los recursos totales consumidos y la satisfaccio´n. Adema´s tal
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como muestra la ﬁgura 3 los hiperenlaces permiten moverse entre la lista de
requisitos seleccionados para facilitar la decisio´n ﬁnal del experto.
6. Conclusiones
Dentro del a´mbito de la ingenier´ıa de requisitos se han deﬁnido y utilizado
tres algoritmos de metaheur´ısticos de bu´squeda, que se han incorporado dentro
de una herramienta de deﬁnicio´n y modelado de requisitos. Esta funcionalidad
de InSCo-Requisite permite a los desarrolladores obtener de entre los requisitos
candidatos obtenidos de los clientes la lista de aquellos que cumplen con los
criterios deﬁnidos en el problema de bu´squeda.
Los resultados experimentales sobre dos problemas tipo, permiten aﬁrmar
que GRAPS, los algoritmos gene´ticos y ACS son metaheur´ısticas aplicables al
problema con las adaptaciones y funciones de evaluacio´n deﬁnidas. Por otra
parte, la puesta en valor de los algoritmos dentro de InSCo-Requisite, pone
en pra´ctica una arquitectura que facilita las mejoras en paralelo, tanto en las
te´cnicas de IA como de las te´cnicas de modelado y gestio´n de requisitos.
Como trabajo futuro planteamos la mejora de las te´cnicas metaheur´ısticas,
incorporando una visio´n multiobjetivo del problema y la mejora en la integracio´n
con el resto de etapas del desarrollo de un proyecto software as´ı como con otras
herramientas software similares.
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