Abstract. The present article discusses the connection between exactly-solvable Schrödinger equations and the Liouville transformation. This transformation yields a large class of exactly-solvable potentials, which includes the relatively recently introduced potentials of Natanzon and Ginocchio. As well, this class is shown to contain two new families of exactly solvable potentials.
Introduction
The present article examines the class of exactly-solvable Schrödinger equations that can be obtained from equations of the form P (z)φ zz + Q(z)φ z + Rφ = 0,
where P (z) and Q(z) are second and first degree polynomials, and R is a constant. The motivation for starting with differential equations of type (1) is that their solutions can be explicitly given in terms of the well understood hypergeometric functions of type 1 F 1 , 2 F 0 , and 2 F 1 . A one-dimensional, second-order operator with real coefficients can always be transformed into a self-adjoint form by an appropriate non-unitary gauge transformation, i.e. conjugation by a multiplication operator. The idea is to multiply equation (1) by some function (henceforth called the multiplier), and then to gauge transform it into self-adjoint form. The resulting equation will be exactly-solvable; the solutions will be hypergeometric functions multiplied by the gauge factor. In order for the end result to be of use, the multiplier must satisfy an all important constraint: the resulting potential, call it U , must have a spectral parameter. In other words, one must be able to vary the parameters of equation (1) in such a way that U changes by an additive constant. Thus, one is faced with the following question: which multipliers lead to potentials with a spectral parameter? The multipliers that do so, will be called admissible.
The admissible multipliers can be easily determined by including an extra step in the above transformation procedure. Rather than performing a multiplication, and then a gauge transformation, step 1 should be a gauge transformation, step 2 a multiplication, and step 3 another gauge transformation. The first gauge transformation should take equation (1) into self-adjoint form. The potentials of the Schrödinger equations obtained after step 1 will be called primary potentials. The potentials obtained at the end of step 3 will be called derived potentials. Thus, steps 2 and 3 serve to transform one Schrödinger equation into another. This operation, i.e. the composition of steps 2 and 3, is called a Liouville transformation [11] . If f is the multiplier, and U is the parameterized, primary potential, then the derived potential turns out to be f U plus a certain parameter-free term. The determination of the admissible multipliers hinges on the fact that for a given parameterized U, one can easily determine those f for which f U possesses a spectral parameter.
The primary potentials (see Table 1 ) correspond to some of the earliest known examples of exactly-solvable Schrödinger equations [8] [13] . A number of other wellknown exactly-solvable potentials, like the Coulomb, the Eckart [3] , and ManningRosen [7] potentials, can be derived from one of the primary potentials via the Liouville transformation. The original derivations of these potentials used multipliers, but did not treat such a step as an explicit transformation. The connection to the Liouville transformation was noted in [2] , but that article did not seem to recognize the issue of multiplier admissibility, and did not present any new exactly-solvable potentials.
An essential difficulty that may have delayed a more systematic investigation of the derived potentials stems from the relation of the algebraic variable, z, to the the physical coordinate of the transformed Schrödinger equation. Section 4 will demonstrate that an admissible multiplier for equation (1) is of the form P (z)/A(z) where A(z) is an arbitrary second-degree polynomial. Hence, the physical coordinate of the derived potential is given by
Now, one can calculate this antiderivative explicitly, but the inverse, i.e. z as a function of r cannot, in general, be given in closed form. Thus, one cannot explicitly give the derived potential as a function of r, but must continue to rely on the non-physical z coordinate. This inability to work in the physical coordinate seems have delayed the introduction of more general derived potentials. Such potentials finally appeared in the literature in articles by Natanzon [9] [10] and Ginocchio [5] , both of whom presented exactly-solvable potentials that could not be explicitly given as functions of the physical coordinate. Natanzon's efforts are especially noteworthy because he classified the derived potentials corresponding to the cases P (z) = z(1−z) and P (z) = z i.e. the cases where (1) is the hypergeometric and confluent hypergeometric equation, respectively. However, Natanzon's work did not discuss the relation of the Liouville transformation to the derived potential, but rather proceeded directly from a formula for the derived potential. With equation (1) as the starting point the present article presents a systematic treatment of admissible multipliers and the corresponding derived potentials. The resulting list of exactly-solvable potentials contains several new examples. The organization of the paper is as follows. Section 2 describes the primary potentials. Section 3 deals with the Liouville transformation. Section 4 is devoted to the issue of admissible multipliers. Section 5 describes the derived potentials. Section 6 contains some concluding remarks.
The primary potentials
Let H denote the second order operator featured in the left-hand side of equation (1) . Upon treating P (z) as the sole component of a contravariant metric tensor on a 1-dimensional Riemannian manifold, one can express H in an invariant fashion as
Thus, using e σ as a change of gauge one can relate H to an exactly-solvable Schrödinger operator:
where
The zero-functions of this Schrödinger operator are of the form e σ φ, where φ is a zerofunction of H.
Ostensibly, the class of the above described potentials depends on 5 parameters, with 3 parameters coming from P (z) and 2 from Q(z). However, 2 of these degrees of freedom are redundant, in the sense that one obtains the same potentials with different values of the parameters. The reason is that the collection of operators described by (1) is invariant with respect to an affine change of the z coordinate, z → az + b; while the potential as a function of the physical coordinate, r, is invariant under an arbitrary change of coordinates. Using an affine change of coordinates one can reduce P (z) to one of five canonical forms: The corresponding potentials have the form S(z)/P (z) where the numerator is a second degree polynomial determined by P (z), Q(z) and R according to equation (3) . The five canonical forms, the formula for the corresponding physical variable, and the name of the potential are summarized in Table 1 . These five families 
of potentials will be referred to as the primary potentials, and will serve as the input to the Liouville transformation. The output will be referred to as the derived potentials.
The Liouville transformation
The present section examines in greater detail the Liouville transformation mentioned in the introduction. Let g ij be the metric tensor on an n-dimensional Riemannian manifold. Per the usual convention ∆ and ∇ denote the Laplacian and the gradient operators, respectively. The starting ingredients of a Liouville transformation are a Schrödinger operator, and f , a positive, real-valued function. Setĝ ij = f g ij . The end-result of the transformation will be a new Schrödinger operator, ∆ − U , where ∆ is the Laplacian corresponding toĝ ij . The Liouville transformation is described, in a coordinate free fashion, by the following theorem. 
Proof: A straight-forward calculation shows that
Hence,
From here, a calculation that rexpresses ∆ in terms of ∆ will yield (5).
Specializing to the case n = 1, let P (z) denote the the sole component of a metric tensor, i.e. g 11 . Given a potential, U(z), and a multiplier, f (z), the formula for the transformed potential is given by specializing equation (5):
On a one dimensional manifold one can always switch to a canonical distance coordinate. Let
denote the canonical coordinates associated with g 11 , andĝ 11 respectively. These canonical coordinates can be used to succinctly re-express equation (7) as
where the bracketed expressions denotes the well known Schwarzian derivative ofr with respect to r and vice versa [16] :
The connection between the one-dimensional Liouville transformation, the Schwarzian derivative, and Schrödinger equations is nothing new. It was noted in [2] and is closely related to the classical theorem of Schwarz that gives the solution of the inhomogeneous Schwarzian equation as a ratio of two solutions of a related Schrödinger equation (see Theorem 6.28 of [12] ).
Admissible multipliers
As was mentioned in the introduction, performing the Liouville transformation with an arbitrary multiplier is problematic, because the resulting potential will not, in general, possess a spectral parameter. But what exactly is meant by the term "spectral parameter"? A function,
where z is considered as the independent variable, and the alphas as parameters, will be said to possess a spectral parameter if one can write
where the betas are functions of the alphas. If such betas do exist, then β 1 will be called a spectral parameter of U. Of course, if U possesses a spectral parameter, a choice of such is far from unique. Indeed for any function γ(β 2 , . . . , β k ), one can set
and write 
Proof: Suppose that U possesses a spectral parameter. It is always possible to find a vector field
Conversely suppose that a vector field D exists such that D(U) = 1. One can always straighten D by taking new coordinates β 1 , . . . , β k in alpha space such that D = ∂/∂β 1 . In these new coordinates one has ∂U/∂β 1 = 1, and therefore U − β 1 does not depend on β 1 .
For a fixed potential, U(z; α 1 , . . . , α k ), a function f (z) will be called an admissible multiplier if the transformed potential, U (z; α 1 , . . . , α k ), given by the formula (5) possesses a spectral parameter.
In and of itself Proposition 4.1 is not of great help in classifying admissible multipliers. However, the situation improves considerably if one can separate the parameters in the potential. 
where U 1 (z), . . . , U k (z) are linearly independent functions, and α 1 . . . α k are scalar parameters. Let f (z) be a multiplier function, and let U be the potential obtained via the Liouville transformation. Then, U possesses a spectral parameter if and only if f (z) is of the form
where a 1 , . . . , a k are constants.
Proof: Since U and f U differ by a function of z it is enough to show that f U possesses a spectral parameter if and only if f is of the form given in equation (8) . By Proposition 4.1, f U has a spectral parameter if and only if there exist functions A 1 , . . . , A k dependent only on the alpha parameters such that
Clearly (9) will be true if A i = a i , i = 1 . . . k, and if f (z) is of the form given in equation (8) .
Conversely, if (9) holds, then A 1 U 1 + . . . A k U k is independent of the alphas. Since U 1 (z), . . . , U k (z) are linearly independent, A 1 , . . . , A k must be constants, and therefore f (z) must be of the form given in equation (8) .
The primary potentials described in Section 2 are of the form
where P (z) is a polynomial of degree 2 or less, and α 2 , α 1 , α 0 are parameters. Since one can separate the parameters, Proposition 4.2 applies to yield the following.
Theorem 4.3. If one fixes P (z), and considers α 2 , α 1 , α 0 as parameters, then an admissible multiplier must be of the form P (z)/A(z), where the denominator is an arbitrary polynomial of degree two or less.
The derived potentials
The present section is devoted to a description of the derived potentials obtained by applying the Liouville transformation with multiplier P (z)/A(z) (c.f. Theorem 4.3) to an operator of the form
where P (z), S(z) and A(z) are polynomials of degree two or less. Writing
and using (7) the derived potential is seen to be
where f is the multiplier P/A, and D P and D A are the discriminants of the respective polynomials.
At first glance the derived potentials seem to depend on 7 parameters: 3 parameters each from S(z) and A(z), and 2 parameters from P (z) (one can assume without loss of generality that P is monic), less one for the spectral parameter. Some of these parameters are redundant. One should note that the collection of derived potentials is invariant under a change of distance scale. Such a transformation of a potential corresponds to a Liouville transformation with a constant multiplier, i.e. starting with a potential U(r) one obtains the potential k 2 U(kr). It makes little sense to list potentials that differ only by such a transformation; in this way one can ignore one potential parameter.
Furthermore, the collection of derived operators is stable with respect to affine changes of the z-coordinate. Thus, one may without loss of generality assume that P (z) is one of the five canonical forms give in Table 1 . Another consequence is that the derived potentials effectively depend on no more than 4 parameters. Singular potentials will not be considered here. An examination of formula (11) shows that in order for U to be non-singular, the z-domain of the derived potential must not contain any roots of A(z). This constraint greatly reduces the possible choices of A(z).
The physical, distance coordinate, r, of the derived potentials is given by
In all cases, one can explicitly calculate the above anti-derivative. The inverse, i.e. z as a function of r cannot in general be specified explicitly. Some information about the inverse is available. First, one can always take the domain of z(r) to be all values r; this is a consequence of the fact that one excluded the cases where A(z) has roots in the domain of z. One can calculate power series and asymptotic expansions for z(r) and use these as the basis for a numerical approximation. The graphs of derived potential curves that are given below were generated using this approach. The remainder of the discussion will focus on the derived potentials corresponding to cases 1 and 5 of Table 1 . As was mentioned in the introduction, the derived potentials corresponding to cases 2 and 4 have already been discussed in the work of Natanzon. The primary potentials of cases 2 and 3 can related by a Liouville transformation: starting with the former potential one uses z as a multiplier, and then changes coordinates to ζ = 1/z. This transformation corresponds to the to the well known identity (see chapter 6.6 of [4] ):
where Ψ is the confluent hypergeometric function of the second kind. The upshot of all this is that case 3 yields exactly the same derived potentials as case 2.
The discussion of the two remaining cases will begin with the corresponding primary equations. These are equations of type (1) specialized to the particular choice of P (z), and given in terms of conveniently chosen parameters. These primary parameters will be denoted using greek letters. The solutions of the primary equations can be given in terms of hypergeometric functions, and have a natural dependence on the primary parameters. A choice of A(z) yields a parameterized derived potential. The potential parameters -these will be denoted using lower case latin letters -and the energy parameter, E, are related to the primary parameters by second-order equations. It is important to note that for fixed potential parameters, and a fixed value of E one must solve these second-order equations in order to obtain the corresponding values of the primary parameters.
In the subsequent discussion Φ and Ψ will denote the confluent hypergeometric functions of the first and second kind, and F will denote the usual hypergeometric function. For the source of this notation, as well as the various properties of these functions the reader is referred to [4] . Case 1. P (z) = 1. Primary equation: φ zz − 2ω(z − β)φ z − 4αω φ = 0 Primary solutions:
Up to a constant multiplier, the operator ∂ zz is invariant under an affine change of the z-coordinate. One can use this residual symmetry to reduce A(z) to one of five forms:
In order to obtain a non-singular potential, A(z) must not have real roots. Hence, it is sufficient to consider the case A(z) = z 2 + 1. The corresponding potential effectively depends on only 2 parameters. Distance 1-form and physical variable:
The resulting 2-parameter family of potentials are characterized by the presence of two wells separated by a barrier -see Figure 1 . The parameter a controls the degree of asymmetry; if a = 0, the potential is symmetric about r = 0. The parameter b controls the height of the central barrier. As b increases the wells become smaller; if in addition a = 0, then they disappear altogether. As b decreases the two wells merge into one. Eigenfunctions:
Bound states: A bound state occurs when −2α ∈ N, and when ω > 0. This directly implies that there are infinitely many bound states if a = 0 or if b < 0; and that there are no bound states, otherwise.
Scattering.
The scattering states occur when E > 0. Correspondingly, ω = iω, and α = An asymptotically free eigenfunction, call it ψ f , can be given explicitly in terms of the confluent hypergeometric function of the second kind:
From the well-known asymptotic formula (see chapter 6.13 of [4] )
and from (12) it follows that
as r → ±∞. Thus, asymptotically ψ f represents an almost free particle traveling toward the center. The discontinuity in the direction of motion is caused by the fact that Ψ(z) is not regular at z = 0. The extra terms in the asymptotic phase appear because of the slow rate -on the order of , depending respectively on whether a is zero or not -at which the potential falls off toward zero.
From the relation between confluent hypergeometric functions of the first and second kind (see chapter 6.7 of [4] ) one obtains
, c 1 = (−ω)
It immediately follows that 1 2
where the reflection and transmission coefficients are given by
The above equation is related to the usual hypergeometric equation,
by a linear change of parameters, and a complex-linear change of coordinates:
Primary solutions:
To obtain non-singular potentials one must take A(z) without any real roots. The resulting family of derived potential depends of 4 parameters. A treatment of the most general potential, i.e. one depending all 4 parameters would be unduly long, and not particularly illuminating. Thus, the focus here will on a more manageable 3 parameter subclass, namely the derived potentials that correspond to A(z) = z 2 + a 2 . Distance 1-form and physical variable:
These potentials fall off exponentially toward zero for large r. Setting ρ = 1 2 one obtains potentials that coincide with a certain subclass of Natanzon (case 4) potentials. The correspondence is given by the following change of variables,
and at the level of solutions to the respective primary equations is described by the following quadratic transformation of the hypergeometric function (see chapter 2.11 of [4] ):
The generic shape is that of two spikes for a > 1, and two wells for 0 < a < 1; when a = 1 one recovers the primary potentials. The parameter b controls the height/depth of the central spike/well, while c is the skew parameter that controls the degree of asymmetry in the potential. The case a > 1 results in the more interesting potential shapes, and thus will be the focus of the remaining discussion. Consider the symmetric potentials (c = 0) for a fixed value of a > 1. The number of extrema in the potential curve depends on the value of b. There are 3 critical values of b where the number of extrema changes:
At these critical values of b some of the extrema merge, and one obtains some distinguished potential shapes; these shapes are shown in Figure 2 (a).
At the value b = (−a 2 + 9 − 9a −2 )/4 the potential (without the energy parameter) takes the form
One can show that z = r/a + O(r 3 ) near r = 0, and hence the first 3 r-derivatives of the potential vanish. As a consequence, one obtains a well with a very flat bottom. The potential also possesses two local maxima; these correspond to spike-like barriers on either side of the well. The variation of a in this type of potential shape is shown in Figure 2 . For c = 0 one can obtain similarly distinguished potentials whenever b attains a critical value where the potential extrema merge. There is no exact formula for these critical values of b; they must be solved for numerically. The resulting asymmetric potentials and their symmetric counterparts are shown in Figure 3 . Eigenfunctions:
Bound states: An examination of relations (16) will show that in order to obtain a potential with real coefficients, δ must either be real or imaginary; and either σ − must be real, while the other must be imaginary. Note that the following transformation of the parameters is a symmetry of the derived potentials:
The transformation δ → −δ is also a potential symmetry. The presence of these two symmetries means that without loss of generality one can assume that σ is real, that ℜ(ρ) = 1 2 , and that δ is either positive, or positive imaginary. With these assumption in place, ψ 2 is the complex conjugate of ψ 1 , and the latter is square integrable if and only if δ > 0 and σ + δ ∈ −N. After a bit of calculation one can show that this criterion implies that for fixed a, b, c, the bound states are indexed by natural numbers, N = −(σ + δ) such that
In particular, if c = 0 (the symmetric potentials) then there will be no bound states
, then the number of bound states is equal to the largest integer smaller than
The scattering states occur when E > 0, and hence without loss of generality δ is positive imaginary. For reasons detailed above, σ will be assumed to be real, while ℜ(ρ) will be assumed to be 1/2. To compute the reflection and transmission coefficients it will be useful to introduce two more solutions of the primary equation:
As per the formula in (17), let ψ 3 and ψ 4 denote the corresponding eigenfunctions of the derived operator. The usefulness of ψ 3 and ψ 4 is that they represent asymptotically free particles traveling, respectively, towards and away from origin:
Relations between the regular eigenfunctions, ψ 1 , ψ 2 , and the irregular ones, ψ 3 , ψ 4 are given by (see chapter 2.9 of [4] ):
where the ± in the second equation corresponds to the sign of z, and where
It follows that
where elementary calculations will show that
Concluding remarks
The late 80's saw a revival of interest in exactly-solvable, one-dimensional Schrödinger equations. The starting point this time was a differential equation of type (1), but where P , Q, and R are polynomials of degree 4,3, and 2, respectively. Certain choices of such polynomials result in an equation with only a finite number of explicitly calculable eigenfunctions. As a consequence, corresponding Schrödinger equations ended up being called quasi-exactly solvable. [15] [6].
In [14] Shifman proposed expanding the class of quasi-exactly solvable potentials using a procedure that is equivalent to the Liouville transformation. In the process, he correctly pointed out the essential difficulty: the determination of admissible multipliers. There was additional work in this direction in [1] , but the classification of admissible multipliers for quasi-exactly solvable equations remains unfinished. It is the present author's belief that the techniques introduced here will lead to such a classification. As was shown in Section 4, it becomes feasible to determine admissible multipliers if the potential can be separated in terms of the parameters. This property holds for the primary potentials considered here; it also holds for the class of quasi-exactly solvable potentials (see the lists in [15] and [6] ). Therefore, an analogue of Theorem 4.3 will yield the desired classification.
As well, the application of the Liouville transformation to 2-dimensional systems seems particularly promising. An examination of equations (4), (5), (6) shows that the case n = 2 is distinguished by the fact that multiplication of the Laplacian results in a self-adjoint operator, and as a consequence the transformed potential is simply a multiple of the original one. The challenge therefore is to choose a suitable class of exactlysolvable, or quasi-exactly solvable two-dimensional systems, and then to determine the admissible multipliers. It remains to be seen what new exactly-solvable, two-dimensional Schrödinger equations can be obtained by such an approach. 
