Abstract. We introduce a notion of full level structure for the group scheme (µp × µp) /Z , and show that scheme of full level structures is flat over Z.
1. Introduction 1.1. The problem. Let G be a finite, locally free group scheme over a scheme S, and suppose that over the locus S[1/p] where p is invertible, G × S S[1/p] iś etale-locally isomorphic to the constant group scheme (Z/p r Z) g . We are interested in finding a closed subscheme of Hom S ((Z/p r Z) g , G), which we will call the scheme of full homomorphisms. We will denote this scheme by
The scheme of full homomorphisms should satisfy the following two key properties: 1) There is an equality 
2) Hom
full S ((Z/p r Z) g , G) is flat over S.
The motivation for this problem comes from the study of integral models of Shimura varieties. If X is a Shimura variety over Q p with a universal abelian variety A of dimension g, then there are interesting covers
of X. If X is an integral model for X, and A is an extension of A to X, then the problem of defining Hom
is the same as finding a flat model for the cover X(p r ).
Previous results.
The most basic case is when G = µ p r . In this case Hom S (Z/p r Z, µ p r ) = µ p r (S), and Hom full S (Z/p r Z, µ p r ) should be the "scheme of generators". The condition for a section to be a generator is that it satisfy the cyclotomic polynomial.
Oort and Tate [O-T] gave a classification of group schemes of order p (that is, the case when g = r = 1). In modern terminology, they give an explicit description of the stack of finite flat group schemes of order p and of the universal group scheme over it. Using this description, at least over Z p , it is possible to define the "scheme of generators" (see Theorem 3.3 .1] and the paragraph following it). Oort and Tate's work was used by Section V.2, pg. 103] in their study of integral models of modular curves with Γ 1 (p)-level structure -that is, the moduli space of elliptic curves with a point of order p.
More generally, when G is embedded in a curve C over S, there is a definition of full homomorphism, based on ideas of Drinfeld [Dr] . If h ∈ Hom S ((Z/p r Z) g , G) denotes the universal homomorphism, then the scheme Hom
is cut out by the equation
of Cartier divisors in C. When G has order p, this definition coincides with the Oort-Tate definition [H-R, Remark 3.3.2]. Drinfeld's definition was used by Katz and Mazur [K-M] to give a very satisfying theory of integral models of modular curves with arbitrary level structure. More recently, it was used by Harris and Taylor [H-T] to study certain special unitary Shimura varieties in the course of their proof of the local Langlands correspondence for GL n .
If G is not embedded in a curve, then this definition fails: points on G cannot be interpreted as Cartier divisors. Katz and Mazur [K-M, Section 1.13] introduced a notion of ×-homomorphism of finite flat schemes over S. They show that the scheme Hom
of ×-homomorphisms agrees with Drinfeld's notion when G is embedded in a curve. They suggest that ×-homomorphisms may be useful for studying moduli of abelian varieties of higher dimension [K-M, Introduction, pg. xiii]. However, Section A.2] prove that, even for the group scheme G = (µ p × µ p ) /Z (p) the scheme of ×-homomorphisms is not flat over the base. This deficiency was also remarked upon by Pappas [P, Page 45] in his study of level structures for Hilbert modular varieties.
1.3. Result. We study the group scheme G = (µ p × µ p ) /Z , and give a definition of Hom
Our main result is then the following.
Our definition of Hom full Z is given is Section 2. It does not use Katz and Mazur's notion of "full set of sections" or "×-homomorphism", but it can be related to their notion as follows. Let h ∈ Hom Z ((Z/pZ) 2 , µ p × µ p ) denote the universal homomorphism. Let Hom
2 , µ p × µ p ) be the closed subscheme cut out by the conditions that both h and its Cartier dual h ∨ are ×-homomorphisms in the sense of Katz-Mazur.
Theorem 1.2. There is an equality
Remark 1.3. For more general group schemes, we the definition using Cartier duality will not give a flat model. For example, if
where E is a supersingular elliptic curve, the KM + D-type level structures will not be flat.
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Full homomorphisms
In this section we give our definition of Hom
It is based on the description of GL 2 (F p ) as the set of matrices with linearly independent columns -with two main changes. The first is in the definition of linearly independent. Vectors in a vector space are called linearly independent if any non-trivial linear combination is non-zero. We instead require that any non-trivial linear combination is primitive, in a certain sense.
The second difference is that, for matrices, one of the miracles of linear algebra is that the rows are linearly independent if and only if the columns are linearly independent. In our case, this will not be so, and we have to require that both the rows and columns are linearly independent.
2.1. Primitive vectors. We define the notion of a primitive vector in µ p × µ p . Morally, an element of µ p × µ p is primitive if at least one of the coordinates satisfies the cyclotomic polynomial. More precisely, if
denotes the coordinate ring of µ p × µ p , then we define the primitive vectors
as the closed subscheme cut out by the ideal generated by Φ p (x)Φ p (y), where Φ p (X) = 1 + X + . . . X p−1 . Just as the subscheme of primitive roots of unity is stable under the automorphisms of µ p , the following lemma shows that (µ p × µ p )
Prim is stable under the automorphisms of µ p × µ p .
Proof. It suffices to show that the ideal Φ p (x)Φ p (y)B is stable under the action of GL 2 (F p ) on B. In terms of the basis
is identified with the non-zero vectors.
Linear independence.
We say that a pair of elements of µ p × µ p are linearly independent if any non-trivial linear combination is primitive.
Definition 2.2. The subscheme Hom
is the scheme cut out by the conditions that the rows and columns of the universal homomorphism are linearly independent.
In order to make this definition explicit, we first introduce some notation. Let A be the coordinate ring of
We write the universal homomorphism as
Let I ⊂ A be the ideal generated by
Proof. Indeed, the image of Hom
will be the set of matrices whose rows and columns are linearly independent.
2.3. Group actions. In our proof of Theorem 1.1, we will make use of some group actions on A.
2 ), and a left action of GL 2 (F p ) = Aut(µ p × µ p ), and these two actions commute. This implies that on A there is a left action of GL 2 (F p ) = Aut((Z/pZ)
2 ), and a right action of GL 2 (F p ) = Aut(µ p ×µ p ), and these two actions commute.
There is an involution on A that relates the two actions. Namely, the isomorphism of Cartier duality
(where (−) ∨ denotes the Cartier dual) induces an involution ι on A. In coordinates, it fixes S and V and it switches T and U -in other words, ι is the transpose operator. For γ ∈ GL 2 (F p ) and f ∈ A, we have ι(γ.f ) = ι(f ).γ t , where γ t is the transpose of γ.
Flatness
In this section, we prove Theorem 1.1. First notice that we are reduced to proving that the scheme Hom p) . Indeed, by Proposition 2.3, we see that Hom
Retaining the notation of the previous section, we are reduced to proving that 3.1. Column and row generators. To find a lower bound for the dimension of I, we will choose nice generators for I and show that there are small intersections between the ideals generated by subsets of these generators. We let s, t, u, v denote the images in A of S − 1, T − 1, U − 1, V − 1 ∈ A. So we have
with equality if and only if
We single out certain elements of I that we will call the column generators, that are the images of some of the generators
In particular, the ideal generated by
A can be labeled by classes of (a, b) in P 1 (Z/pZ). We choose the set {(1, 0), (1, 1), . . . , (1, p − 1), (0, 1)} of representatives for P 1 (Z/pZ), and consider the resulting elements of I. That is, for i = 0, 1, . . . , p − 1, we let
Note that, since Φ p (X + 1) ≡ X p−1 mod p, we have c 0 = (su) p−1 . We also let
We call the set C = {c 0 A, c 1 A, . . . , c p A} the set of the column generators. For J ⊂ {0, . . . , p}, we let C(J) = i∈J c i A. For J = {0, . . . , p}, we let C = C(J).
Notice that the elements c 0 and c have particularly simple form. The crucial argument in the proof of Theorem 1.1 will rely on this simple form. In order to reduce to considering only these two simple elements, we will make frequent use of the actions of GL 2 (F p ) on A. We record some nice properties of the column generators under the actions of GL 2 (F p ) on A.
Lemma 3.2. Consider the actions of GL 2 (F p ) on A as in Section 2.3.
(1) For i ∈ {0, . . . , p}, the group Aut(µ p × µ p ) stabilizes c i A.
(2) The group Aut((Z/pZ) 2 ) acts triply transitively on the set C. Proof. Statement (1) follows from Lemma 2.1. Statement (2) follows from the fact that GL 2 acts triply transitively on P 1 .
To see statement (3), let γ = 1 0 1 1 ∈ Aut((Z/pZ) 2 ). Then γ acts on A by
Then it is clear that c i .γ = c i+1 . This proves the first part of (3). To see that γ acts trivially on cA, we note that there is a Aut((Z/pZ) 2 )-equivariant isomorphism
given by a → ac. From the formula c = (tv) p−1 we see that Ann A (c) = tA + vA. It is then clear from (*) that Ann A (c) is stable under the action of γ, and so γ acts on A/Ann A (c). But T = V = 1 in A/Ann A (c), so we see from (*) that γ acts trivially on A/Ann A (c), and hence on cA.
We also have row generators coming from the generators
by interchanging T and U , we define r i = ι(c i ) for i = 0, . . . , p, where ι is the involution on A defined in Section 2.3. We also define r = r p , and R = {r 0 A, . . . , r p A}. For J ⊂ {0, . . . , p}, we let R(J) = i∈J r i A. For J = {0, . . . , p}, we let R = R(J).
The following lemma is an immediate consequence of Lemma 3.2 and the relation of the two GL 2 (F p ) actions discussed in Section 2.3. (1) For i ∈ {0, . . . , p}, the group Aut((Z/pZ) 2 ) stabilizes r i A. 3.2. The proof of flatness. We have seen in Lemma 3.1 that the proof of Theorem 1.1 is reduced to counting the dimension of I. In fact, we do more: we count the dimensions of ideals generated by just some of the column and row generators. The main result is a set of formulas for the dimension of ideals generated by column and row elements. In the statement of the theorem, we use the binomial coefficients
where n and k are integers and k ≥ 1.
Theorem 3.4. Let J ⊂ {0, . . . , p+1} and let k = #J. The dimension of the vector spaces C(J), R(J), C + R(J), and C(J) + R depend only on k and not on J. We have the explicit formulas:
Before proceeding with the proof of this theorem, we record some corollaries.
Corollary 3.5. For any subset J ⊂ {0, . . . , p+1} with #J = p, we have C+R(J) = C(J) + R = I, and
Proof. We have dim Fp (C + R(J)) = dim Fp (C(J) + R) = p 3 + p 2 − p by the theorem. But C + R(J), C(J) + R ⊂ I by definition, and dim Fp (I) ≤ p 3 + p 2 − p by Lemma 3.1, so the corollary follows.
By Lemma 3.1, this corollary proves Theorem 1.1. The following is also now immediate.
Corollary 3.6. If J ⊂ {0, . . . , p + 1} with #J < p, then C + R(J), C(J) + R I. In particular, C = I and R = I.
The proof of Theorem 3.4 relies on the following proposition.
Proposition 3.7. Let J ⊂ {0, . . . p + 1} be a proper subset, and let k = #J + 1. Let i ∈ {0, . . . p + 1} be some element not in J. Then
Proof of Theorem 3.4 assuming Proposition 3.7.
We first prove that the inequalities in proposition are equalities. Let σ, τ be any permutations of the set {0, . . . , p+ 1}. Then there is an associated increasing filtration
Proposition 3.7 then gives lower bounds on the dimensions of the graded pieces of the filtration F • :
In particular, we see that, for i = 1, . . . p, we have
and for i = p + 1, we have
We obtain the inequality
On the other hand, since C + R ⊂ I, we have dim Fp (C + R) ≤ p 3 + p 2 − p by Lemma 3.1. It follows that dim Fp (C + R) = p 3 + p 2 − p, and that the inequality (*) is an equality. Since (*) was obtained as the sum of the inequalities in Proposition 3.7, it follows that those inequalities are equalities. The dimension formulas for C(J) and C + R(J) then follow by truncating the filtration F • and using the identity
The formulas for R(J) and C(J) + R follow by applying the involution ι from Section 2.3, since ι :
3.3. Key argument. We now turn to the proof of Proposition 3.7. For this, we need to compute intersections of ideals. Intersections of ideals in A can be quite complicated to compute in general. However, using the actions of GL 2 (F p ), we will see that it is enough to compute some intersections with the principal ideals cA and rA.
As in the proof of Lemma 3.2, there are canonical isomorphisms A/Ann A (c) ≃ cA, and A/Ann A (r) ≃ rA.
Let A (s,u) and A (s,t) be the smallest subrings of A containing s and u and s and t, respectively, and let m (s,u) and m (s,t) denote their respective maximal ideals. Let
, and let m B be its maximal ideal. We have isomorphisms of local rings (
Since Ann A (c) = tA + vA and Ann A (r) = uA + vA, we see that the composite maps A (s,u) → A/Ann A (c), and A (s,t) → A/Ann A (r) are isomorphisms. In particular, for any ideal I ⊂ A (s,u) of A (s,u) , the subset cI ⊂ A is an ideal of A. Similarly, for any ideal I ⊂ A (s,t) , the subset rI ⊂ A is an ideal.
Proposition 3.8. Let k be an integer with
Proof of Proposition 3.7 assuming Proposition 3.8. For the proof of Proposition 3.7 we may assume that i = p. Indeed, using Lemma 3.2 we see that we can use the Aut((Z/pZ)
2 )-action to move c i to c, and using Lemma 3.3 we see that we can use the Aut(µ p × µ p )-action to move r i to r without changing C.
We have
and so Proposition 3.7 (1) follows from Proposition 3.8 (1), since it is clear that dim Fp (cm
for 1 ≤ k ≤ p. Similarly, Proposition 3.7 (2) follows from Proposition 3.8 (2), since
The next lemma is key point of the argument.
Key Lemma. Let I ⊂ A be an ideal, and suppose that
for some integer m. Then
, we see that f = ac for a unique element a ∈ A (s,u) . We will show that a ∈ m m−1 (s,u) . For this, we will use the following fact about the ring B. From the lemma, we see that it suffices to show that, for any z ∈ m (s,u) , we have za ∈ m m (s,u) . Let z ∈ m (s,u) be arbitrary. Since zf = zac, we are reduced to showing that zf ∈ cm m (s,u) . Now write f = g + h, with g ∈ I and h ∈ c 0 A. As m (s,u) ⊂ Ann A (c 0 A), we have zf = zg. Since zf ∈ cA and zg ∈ I, we have zf = zg ∈ I ∩ cA. Then, by assumption zf ∈ cm m (s,u) . This completes the proof. We can also switch the roles of u and t by applying the involution ι from Section 2.3 to the Key Lemma.
Corollary 3.10. Let I ⊂ A be an ideal, and suppose that
We can now prove Proposition 3.8.
Proof of Proposition 3.8. For both parts, the proof is by induction on k.
Base case (1): We first assume k = 1. Without loss of generality, we may assume J = {0}. Indeed, by Lemma 3.2 (3), the lower triangular unipotent of Aut ((Z/pZ) 2 ) acts transitively on {c 0 , . . . , c p−1 } and acts trivially on cA (and hence stabilizes the submodule cm 2p−2 (s,u) ).
For J = {0} we have
As this is the unique minimal ideal of A, it is clearly contained in cm 2p−2 (s,u) . This proves the base case.
Inductive step (1): We now assume the proposition is proved for k and prove it for k +1. As above, we may assume J = J ′ ∪{0} where #J ′ = k. Indeed, if 0 ∈ J, then we may act by the lower triangular unipotent, which stabilizes cm (s,u) . (s,u) , and so (s,u) by the Key Lemma. This completes the proof of (1). Base case (2): We first assume k = 1. As above, we reduce to the case J = {0}: by Lemma 3.3 (3), the upper triangular unipotent in Aut(µ p × µ p ) acts transitively on {r 0 , . . . , r p−1 } and trivially on rA, and hence stabilizes rm p−1 (s,t) ; moreover, by Lemma 3.2 (1), it stabilizes C.
The induction hypothesis gives
To show (C + r 0 A) ∩ rA ⊂ rm p−1 (s,t) , we first note that i − 1 has no constant term. We now have s,t) , as can be seen by computing in the standard basis, as in the proof of Lemma 3.9. This proves the base case for (2).
Inductive step (2): We now assume the proposition is proved for k and prove it for k + 1. As above, we may assume J = J ′ ∪ {0} where #J ′ = k. Indeed, if 0 ∈ J, then we may act we may act by the lower triangular unipotent, which stabilizes rm
by the induction hypothesis, and so
by Corollary 3.10 of the Key Lemma. This completes the proof of (2).
Comparison with Drinfeld-Katz-Mazur Level Structures
In this section, we compare our notion to full homomorphism to the one used by Katz and Mazur. 4.1. Full set of sections and ×-homomorphism. We recall the notions of full set of sections and ×-homomorphism, following [K-M, Section 1.8, pg. 32]. Let S be a scheme, and let Z /S be a finite flat scheme of finite presentation of rank N . This implies that, for any Spec(R) → S, we have Z R := Z × S Spec(R) = Spec(B) where B is an R-algebra that is locally free of rank N as an R-module. In particular, for f ∈ End R (B) (for example f ∈ B), we can consider det R (f ) ∈ R. Now let Z ′ /S be a finite flat scheme of finite presentation of rank N and let φ : Z ′ → Z. We say that φ is a ×-homomorphism if for any Spec(R) → S and any f ∈ H 0 (O ZR ) , we have an equality in R[T ]
(4.1) det(T − f ) = det(T − φ * (f )).
The set of ×-homomorphisms from Z ′ to Z is denoted by Hom × S (Z ′ , Z). It is a closed subscheme of the S-scheme Hom S (Z ′ , Z). If Z ′ isétale (and so Z ′ ∼ = N i=1 S), then giving a φ : Z ′ → Z is equivalent to giving P 1 , . . . , P N ∈ Z(S); in this case, if φ is a ×-homomorphism, we say that P 1 , . . . , P N ∈ Z(S) is a full set of sections.
Note that if φ is an isomorphism, then it is a ×-homomorphism. Note also that the composition of two ×-homomorphisms is a ×-homomorphism. If Z ′ and Z aré etale, then φ : Z ′ → Z is a ×-homomorphism if and only if it is an isomorphism [K-M, Lemma 1.8.3, pg. 33].
4.2. Deficiencies. The notion of full set of sections is well-behaved when the scheme Z is embedded in a curve C. In this case, a set of sections P i is full if and only if it gives an equality of Cartier divisors [P i is flat over Z (p) .
We see that the notion of ×-homomorphism does not respect Cartier duality. This leads us to the following definition. 
