We consider formulas which, in addition to the symbols in the vocabulary, may use two designated symbols ≺ and + that must be interpreted as a linear order and its associated addition. Such a formula is called addition-invariant if, for each fixed interpretation of the initial vocabulary, its result is independent of the particular interpretation of ≺ and +.
Introduction
The model checking problem consists in testing whether a relational structure satisfies a property expressed in a logical formalism. It is a central problem in many areas of computer science such as databases or automated verification. In order to perform model checking in an automated way, the structure must be stored on the disk, and this induces a linear order on it. The logical formalism could then make use of this linear order, typically for looping through all the elements of the structure. A desirable property, however, is that the result should only depend on the structure itself and not on the linear order that is specific to its current representation on the disk. This is known as the data independence principle in the database context or as closure under isomorphisms of the logical formalism.
In this paper, we call this property order-invariance, denoted "≺-inv-". A logical formalism ℒ, with a designated binary symbol "≺" for accessing an extra linear order, is said to be order-invariant if, over any structure, its output is independent on the actual extra linear order. Two typical, celebrated examples are ≺-inv-LFP, which captures all properties computable in PTime, and ≺-inv-PFP, which captures all properties computable in PSpace [8, 19] , whereas the least fixed-point logic LFP and the partial fixedpoint logic PFP themselves are known to be too weak for capturing all of PTime and PSpace.
This shows that access to an arbitrary linear order increases expressiveness when one deals with powerful logics that can express recursive operators. What about weaker logics, such as first-order logic (FO)? A famous example due to Gurevich (see Theorem 5.3 in [9] ) shows that ≺-inv-FO is more expressive than FO. But still, ≺-inv-FO is actually not very expressive. It can express only local queries [7] . Furthermore, it lacks arithmetic: while LFP is able to define addition and multiplication from the order, this is no longer the case for FO.
This paper deals with a setting, where the FO-formulas not only have access to an arbitrary extra linear order, but also to the addition and multiplication induced by this order. As for order-invariance, the result should be independent on the extra linear order. When only addition is used, we write "+-inv-" while, when both addition and multiplication are used, we write "(+, * )-inv-". Note that the least fixed-point formalism of ≺-inv-LFP is strong enough to define arithmetic, thus ≺-inv-LFP is equivalent to (+, * )-inv-LFP.
For weaker logics such as monadic least-fixed point logic MLFP or monadic second-order logic MSO, however, the presence of extra arithmetic enables the logics to express interesting properties that they could not do with just the extra linear order. For instance, on strings, ≺-inv-MSO and ≺-inv-MLFP both capture the regular languages and are no more expressive than MSO and MLFP. But +-inv-MLFP can define all properties in DLIN (i.e., computable by a deterministic linear time random access machine), while +-inv-MSO captures the linear time hierarchy LinH [12, 15] .
What about the first-order case? Notice that, unlike for MLFP and MSO, multiplication is no longer definable from addition, and hence we need to distinguish between +-inv-FO and (+, * )-inv-FO. Apart from the fact that all properties expressible in +-inv-FO or (+, * )-inv-FO belong to uniform AC 0 , not much is known about these two formalisms. As a step towards understanding their expressive power, we propose to investigate simple structures. We mainly consider strings, as structures of finite labeled graphs whose edges form a single directed path, and transitive strings, as the corresponding structures in which also the transitive closure of the edge relation is present. The simplest structures we consider are finite colored sets.
Main results. We start our study by showing that the regular languages that can be defined in +-inv-FO are exactly those definable in FO with extra predicates for testing the length of the string modulo some fixed number. As an intermediate result of independent interest, we obtain a decidable characterization for definability in this later logic. See Theorem 3.12, Theorem 3.15, and Theorem 3.16.
We then wonder whether all languages definable in +-inv-FO are regular. We show that every language definable in +-inv-FO that is bounded or commutative or deterministic context-free is regular (cf., Theorem 4.1, Theorem 5.1, and Theorem 5.4). Here, a language L is called bounded if there exists a number n and strings w 1 , . . . , w n such that L ⊆ w * 1 w * 2 ⋅ ⋅ ⋅ w * n (cf. [6] ). A language L is called commutative if for any string u ∈ L, any permutation of the letters of u is also a string in L. A language L is called deterministic context-free if it is recognized by a deterministic pushdown-automaton.
As an immediate consequence of the result on commutative languages and our characterization of regular languages definable in +-inv-FO, we obtain a characterization of the colored sets definable in +-inv-FO: Over the class of finite colored sets, every +-inv-FO-sentence is logically equivalent to an FO-sentence with extra predicates for testing the cardinality of the underlying structure's universe modulo some fixed number (cf. Corollary 5.3).
We conclude with an example of a context-free (and nonregular) language that is definable in (+, * )-inv-FO, but for which we could not settle whether it is definable in +-inv-FO or not. We conjecture, however, that it is not definable in +-inv-FO and, moreover, that all languages definable in +-inv-FO are regular.
Related work. Besides the references already cited above, we further note that ≺-inv-FO(+1) was studied over words and trees in [1] , where it was shown to have the same expressive power as FO(+1). Note that ≺-inv-FO(+1) is simpler than +-inv-FO(+1); it is immediate from the definition that ≺-inv-FO(+1) defines only regular languages.
Structure of the paper.
We start with the necessary notations and definitions in Section 2. In Section 3 we characterize the regular languages definable in +-inv-FO. Section 4 shows that bounded languages definable in +-inv-FO(<) are regular. Section 5 deals with commutative languages, deterministic context-free languages, and colored sets. Due to space limitations, many technical details of the proofs are deferred to the full version of this paper.
Preliminaries
Basic notation. ℤ denotes the set of integers. ℕ = {0, 1, 2, ...} and ℕ ⩾1 = ℕ ∖ {0} denote the set of natural numbers and of positive natural numbers, respectively. For n ∈ ℕ ⩾1 , we write [n] to denote the set {0, ... , n−1}. For i, j ∈ ℕ and q ∈ ℕ ⩾1 , we write i ≡ j [q] to indicate that i is congruent to j modulo q. If S is a finite subset of ℕ ⩾1 , we write lcm S to denote the least common multiple of the elements in S.
Strings and transitive strings. We fix a finite alphabet Σ. We let be the signature that consists of a unary relation symbol P a for each letter a ∈ Σ. In this paper, a string over Σ is a finite relational structure over the signature = ∪ {E }, containing unary predicates P a for all a ∈ Σ, partitioning the elements of the universe, and one binary predicate E that is interpreted as a graph whose edges form a single directed path. A transitive string over Σ is a finite relational structure over the signature ′ that extends with a binary predicate E + interpreted as the transitive closure of E . Hence, each element of Σ * can be viewed either as a transitive string or as a string, depending on whether we can compare any two of its positions or only successive positions.
Given a string (or a transitive string) w , we denote its length (i.e., the cardinality of its universe) by |w |.
Logics. We denote by FO(=), FO(+1), and FO(<) the first-order logics over , , and ′ respectively. The semantics of their formulas are defined in the natural way (where we assume that equality "=" can be used in atomic formulas). Each closed formula defines a language L which is the set of all strings w ∈ Σ * that, when seen as a logical structure, satisfy .
We will consider strings with an extra built-in linear order ≺ together with the associated arithmetic, and logics that can make use of this extra arithmetic in an orderinvariant way. This is formalized as follows.
Let
) be the extension of (resp. ′ or ) with a binary predicate ≺ and a ternary predicate +. We denote the corresponding first-order logics on these extensions of , ′ , and by FO(+1, ≺, +), and FO(<, ≺, +), and FO(=, ≺, +).
A [+]-expansion of a string w is a structure over [+] which interprets the predicates of as in w and interprets ≺ as a linear order, and + as the addition induced by ≺. I.e., a + b = c holds true on a string w whose universe is linearly ordered by ≺ iffâ +b =ĉ, wherex denotes the index of the element x in the linear order ≺ (here we adopt the convention that the smallest element w.r.t. ≺ has index 0). It is important to not confuse the linear order ≺ with the transitive closure of E : they might not be identical! For example, the formula 1,2 , expressing that the length of a string is odd, can be chosen as follows:
(recall that we adopt the convention that the smallest element w.r.t. ≺ has index 0).
A sentence of FO(+1, ≺, +) is said to be additioninvariant if for any string w and any two [+]-expansions w 1 and w 2 of w we have w 1 |= iff w 2 |= . We write +-inv-FO(+1) to denote the class of all additioninvariant FO(+1, ≺, +)-formulas. If is a sentence in +-inv-FO(+1), we write w |= to indicate that for some (respectively, every) [+]-expansion w 1 of w we have w 1 |= . The classes +-inv-FO(<) and +-inv-FO(=) are defined in the analogous way.
Note that Example 2.1 shows that +-inv-FO(=) can test the length of a string modulo some constant.
The goal of this paper is to understand the expressive power of these logics. Note that, as defined, their syntax is not necessarily recursive, as testing whether a formula of FO(+1, ≺) is order-invariant is undecidable [1] . Whether they have an equivalent effective syntax is an interesting open problem. In Section 5 we show that this is the case for +-inv-FO(=).
We start by investigating the regular languages definable in +-inv-FO(<), +-inv-FO(+1), and +-inv-FO(=) in Section 3. Then we move to bounded languages in Section 4 and to commutative languages and deterministic contextfree languages in Section 5.
In our proofs, we will sometimes also refer to the logic FO(<, +), consisting of all first-order formulas of signature ′ ∪ {+}. When evaluating such a formula on a transitive string, the symbol + is interpreted with the particular addition relation that fits to the natural linear order < on the positions of the string.
Regular languages and addition-invariance
The goal of this section is to characterize the regular languages definable in +-inv-FO(<), +-inv-FO(+1), and +-inv-FO(=). We start with the most expressive of the three, +-inv-FO(<), and we follow the methodology of [1] .
Using an Ehrenfeucht-Fraïssé game argument, we show in Section 3.1 that regular languages definable in +-inv-FO(<) have particular closure properties. Then, using an algebraic argument, we show in Section 3.2 that the regular languages satisfying these closure properties are exactly those definable in FO(<, lm), where lm provides predicates for testing the total length of the string modulo some fixed number (see Section 3.2 for the precise definition). As these predicates are expressible in +-inv-FO(<) (cf., Example 2.1), we conclude that the languages definable in FO(<, lm) are exactly the regular languages definable in +-inv-FO(<) (see Theorem 3.12) .
Using similar arguments, we also obtain (in Section 3.3) characterizations of the regular languages definable in +-inv-FO(+1) and +-inv-FO(=) by the logics FO(+1, lm) and FO(=, lm).
Closure properties of +-inv-FO(<)
Given a language L, its syntactic congruence = L is defined for strings x and y by
Recall that L is regular iff its syntactic congruence has finite index (see e.g. [17] ). Hence, for every regular language L there is a natural number , depending only on L, such that for all strings x, the string x is idempotent.
We say that L is closed under modulo transfers if for all x, y , z ∈ Σ * we have:
The next theorem provides a closure property of regular languages definable in +-inv-FO(<); the rest of Section 3.1 is devoted to the proof of this theorem.
Theorem 3.1. Let L be a regular language definable in +-inv-FO(<). Then L is closed under modulo transfers.
Proof. For the sake of a contradiction, assume that L is a regular language that is not closed under modulo transfers. Then there exist strings x, y , z such that |x| = |z| but x xyz ∕ = L x yzz . By symmetry, we can assume that there exist strings u, v such that ux xyz v ∈ L but ux yzz v ∕ ∈ L. By the definition of we have for all
From Σ we construct the finite alphabetΣ := Σ ∪ {(a, x) | a ∈ Σ} ∪ {(a, z) | a ∈ Σ}. Letx andz be the strings constructed from x and z by tagging the letters with the appropriate symbol ofΣ. I.e.,x is obtained from x by replacing every letter a of x with the letter (a, x). Analogously,z is obtained from z.
In the following, for w ∈Σ * we write |w |x (and |w |z ) to denote the number of occurrences of the stringx (andz) in w . We consider the languages (2) and the assumption that L is definable in +-inv-FO(<), we obtain:
Proof of Claim 3.2. Recall that, by assumption, L is definable in +-inv-FO(<). We will use this formula, along with a suitable FO(<, +) interpretation, to obtain an FO(<,
The FO(<, +) interpretation is constructed in such a way that, when given a string w ∈ uyvx (xz |zz)
* , it defines a string w
This FO(<, +) interpretation replaces letters inx andz by the corresponding letters in x and z. Furthermore, it consists of two formulas Succ and Ord , each with two free variables. When evaluated in w , the formulas Succ and Ord define the following successor relation and its associated transitive closure:
First, there come all the positions in u (in the order in which they appear in w ). Then, there come all positions that belong to one of the substringsx, in the order in which they appear in w (this is doable in FO because we use labels inΣ). Afterwards, there come all positions that belong to y , in the order in which they appear in w . Then, there come all positions that belong to one of the substringsz, in the order in which they appear in w (again, this is doable in FO since we use labels inΣ). Finally, there come all positions that belong to v , in the order in which they appear in w .
From a word w ∈ uyvx (xz |zz) * , this construction produces a word w ′ of the form ux i yz j v with i = |w |x
Thus, by equation (2) we obtain:
Now recall that, by assumption, L is definable by a +-inv-FO(<)-sentence L . We modify this sentence according to the FO(<, +) interpretation that defines w ′ in w . I.e., we replace every occurrence of the symbols E and E + (for the successor and the natural linear order on the positions of the string) with the formulas Succ and Ord . Thereby, we obtain an FO(<, +)-sentence that is satisfied by w iff w ′ |= L (note that this is the place where additioninvariance of L is essential). In particular, separates L 1 from L 2 . Thus, the proof of Claim 3.2 is complete.
The desired contradiction for finishing the proof of Theorem 3.1 now immediately follows from Claim 3.2 and the next proposition. Proposition 3.3. Let x, y , z, u, v be strings with |x| = |z| ⩾ 1, and letx,z be obtained from x, z as above. Fix an arbitrary ⩾ 2, and let L 1 , L 2 be chosen as above. Then, no formula of
Proof. The proof of the proposition is a consequence of the following technical lemma that is based on an EhrenfeuchtFraïssé game argument. In the statement below, w ≈ + k w ′ indicates that the strings w and w ′ satisfy the same sentences of FO(<, +) of quantifier rank ⩽ k. It has an Ehrenfeucht-Fraïssé game counterpart requiring the existence of a winning strategy for the duplicator in the corresponding k-round game [9] . Similarly, we define w ≈ < k w ′ when only sentences of FO(<) are considered.
Before proving Lemma 3.4, let's see why it implies the proposition. Assume for the sake of a contradiction that there is a formula separating L 1 from L 2 . Let k be its quantifier rank, and let d, d
Furthermore, since i 0 , ... , i d ∕ = 0, we have |w |x , |w |z ⩾ . Therefore, w ∈ L 1 . Similarly, by Item 3, we have |w
. But due to Item 1, either w and w ′ both satisfy , or neither of them satisfies . Hence, cannot separate L 1 from L 2 .
Proof of Lemma 3.4. The proof is essentially an Ehrenfeucht-Fraïssé game argument, the difficulty being to exhibit a winning strategy in the presence of addition. In order to do so, we use the following generalization of a result by Lynch [10] , which was proved in [16] and which allows us to reduce the existence of a winning strategy in a game with addition to the existence of a winning strategy in another game, where addition is not present. ℕ there is a number r = r (m, h, k ′ ) ∈ ℕ and an infinite set
, for all j ⩾ 1, such that the following is true for all ℓ 1 , ℓ 2 ∈ ℕ ⩾1 :
We then choose d and
The existence of such d and d
′ is guaranteed using a standard game argument on transitive strings (cf., [9] ). By Proposition 3.5 we have
A standard first-order interpretation then transforms the structures of equation (3) into the strings desired for Item 1 of the lemma. The interpretation assigns a label to each number i with 0 ⩽ i < (where is the minimum element in P that's not in P 1 , resp. P 2 ), using the following rules:
1. if i < h, then it uses the label of the (i+1) st position in uyvx (this is definable in FO, since h and uyvx are fixed)
, and position i − j is not in P, then it uses the label of the (j+1) st position ofxz, (this is definable in FO, since h, m 1 , andxz are fixed and + is available in the structures of equation (3)) 3. if i ⩾ h, i ≡ j [m 1 ], 0 ⩽ j < m 1 , and position i − j is in P, then it uses the label of the (j+1) st position of zz.
Let k 0 be the quantifier rank of the FO interpretation that establishes this translation of (ℤ, <, +, P, P 1 ) and (ℤ, <, +, P, P 2 ) into the corresponding strings w 1 and w 2 . Note that w 1 and w 2 are of the form stated in Item 1 of Lemma 3.4. Furthermore, equation (3) implies that
This concludes the proof of Lemma 3.4, of Proposition 3.3, and of Theorem 3.1.
Characterization of FO(<, lm)
We show in this section that closure under modulo transfers corresponds to definability in FO(<, lm), where FO(<, lm) is the logic extending FO(<) with predicates lm(i, q) (for all i, q ∈ ℕ), that hold true in a structure iff the size of its universe is equal to i modulo q. Theorem 3.6. Let L be a regular language. Then L is definable in FO(<, lm) iff L is closed under modulo transfers.
The "only if" direction of Theorem 3.6 follows for instance from Theorem 3.1, as languages definable in FO(<, lm) are also definable in +-inv-FO(<) by Example 2.1. Proving the "if" direction requires more work; the remainder of Section 3.2 is devoted to the proof.
We will make use of the following straightforward observation: Claim 3.7. A language is definable in FO(<, lm) iff it is a finite union of languages of the form S ∩ Z q i , where S is definable in FO(<) (i.e., S is a starfree regular language, cf. [11] ), i and q are natural numbers, and Z q i is the set of all strings of length i modulo q.
As a further ingredient, we use the following consequence of closure under modulo transfers.
Proposition 3.8. Let L be a regular language that is closed under modulo transfers. There exists q ∈ ℕ ⩾1 such that for all k ∈ ℕ ⩾1 , and all strings v 1 , ... , v k and x 1 , ... , x k+1 over Σ we have: If 1 , ⋅ ⋅ ⋅ , k are natural numbers such that
then we have
The proof is by induction on k and makes use of Bézout's identity. Details will be given in the full paper.
Let L be a regular language closed under modulo transfers. Let q be the number given by Proposition 3.8. For 0 ⩽ i < q, let L i be the restriction of L to strings of length i modulo q. Notice that because of (4), both sides of (5) have the same length modulo q. Hence, (5) remains true after replacing = L with = L i . We show that L i is definable in FO(<, lm). This will conclude the proof, as L = ∪ i L i . Our goal is to show that L i = M ∩ Z q i for some counterfree regular language M. By Theorem 3.9 below, this implies that M is definable in FO(<) and therefore L i is definable in FO(<, lm).
Let A be a minimal deterministic automaton, and let A be its transition function. A counter for A is a string u and a set P = {p 0 , ... , p k−1 }, with k ⩾ 2, of states such that A (p i , u) = p i+1 modulo k . A string u is a counter if it forms a counter with some set P. We will use the following wellknown result.
Theorem 3.9 ([11]).
A regular language L is definable in FO(<) iff its minimal deterministic automaton does not have any counter.
Note that if u = v v is a counter, then v is also a counter. Similarly, if u = u 1 u 2 is a counter, then its cyclic shift u 2 u 1 is also a counter. A counter u is prime if u is not of the form v v for any v . The size of a counter u is the length of u. A simple pumping argument shows that if A has a counter u, then it has a counter of size bounded by a number N that depends only on A. It thus suffices to consider prime counters of size < N.
Let A be the minimal deterministic automaton for L i . Let C be the set of prime counters of A of size < N. I.e., C is a set of pairs (u, P) where u ∈ Σ * , |u| < N, and P is a set of states of A of size ⩾ 2, satisfying the condition of prime counters. We keep in C only one counter per cyclic shift of u. Let C S be the set of strings that are counters occurring in C , and let k be the maximal length of such strings. Notice that because A is deterministic, if (u, P) ∈ C and (u, P ′ ) ∈ C , then P ∩ P ′ = ∅. We construct an automaton B such that the minimal deterministic finite automaton equivalent to B has no counter, and L i = ℒ(B) ∩ Z q i , where ℒ(B) denotes the language accepted by B. This will conclude the proof of Theorem 3.6.
The automaton B essentially simulates A. On top of that, it remembers in its states the last k previous letters read. It also has one counter per element of C S that counts up to ⋅q. The transition table of B is given by the following rules, where c u is the current value of the counter for u, and v is the string of the last k letters read, including the currently read letter a:
1. For all u in C S such that v does not end with a cyclic shift of u, B sets the counter c u to 0.
If v = v
′ u, u ∈ C S , and c u < ⋅q, then B simulates A and increases the counter c u by 1.
′ u, u ∈ C S , c u = ⋅q, and the simulation of A on the current letter gives a state p ∈ P such that (u, P) ∈ C , then B non-deterministically selects a state of P. Note that this is the only case where B does not simply simulate A.
In all other cases, B simply simulates A.
From the construction of B we immediately obtain: Lemma 3.10. A string w is accepted by B iff it can be decomposed as w = w 1 ⋅ ⋅ ⋅ w n , for some n ⩾ 1, such that
is a suffix of w i , for each i < n, and
Note that the case n = 1 implies that every word accepted by A is accepted by B, i.e., L i ⊆ ℒ(B).
It turns out that B has the desired properties: 
We can therefore apply Proposition 3.8 and obtain that w 1 w 2 ⋅ ⋅ ⋅ w n is accepted by A, as desired.
The proof of part (b) makes use of Proposition 3.8 and Lemma 3.10, along with a careful analysis of the (potential) counters of A and the minimal deterministic automaton equivalent to B. Details can be found in the full paper.
This completes the proof of Theorem 3.6. Classical techniques now imply that, given an automaton for L, it is decidable whether L is closed under modulo transfers: Using the pumping lemma, one shows that all quantified strings can be assumed to be short. Then, a brute force analysis yields the decision algorithm.
Hence, Theorem 3.6 provides an effective test for definability in FO(<, lm), a result of independent interest. As an immediate consequence of Theorem 3.1 and Theorem 3.6, we obtain an effective syntax and a complete characterization of the regular languages definable in +-inv-FO(<): Theorem 3.12. A regular language is definable in +-inv-FO(<) iff it is definable in FO(<, lm). Furthermore, given an automaton for a regular language L, it is decidable whether L is definable in FO(<, lm).
+-inv-FO(+1) and +-inv-FO(=)
A characterization of the regular languages definable in +-inv-FO(+1) can be obtained in the same way, using an additional closure property taken from [17] . A regular language L is closed under swaps if ∀e, f , x, y , z ∈ Σ * such that e, f are idempotent we have: e x f y e z f = L e z f y e x f .
The proof of the following theorem is done as for Theorem 3.1, using an Ehrenfeucht-Fraïssé game argument that will be given in the full paper.
Theorem 3.13. Let L be a regular language definable in +-inv-FO(+1). Then L is closed under swaps.
As for Theorem 3.6, we can show the following:
Theorem 3.14. Let L be a regular language. Then L is definable in FO(+1, lm) iff L is closed under modulo transfers and under swaps.
In summary, we have:
A regular language is definable in +-inv-FO(+1) iff it is definable in FO(+1, lm). Furthermore, given an automaton for a regular language L, it is decidable whether L is definable in FO(+1, lm).
By further requiring commutativity of the language, we obtain similar results for +-inv-FO(=). Theorem 3.16. A regular language is definable in +-inv-FO(=) iff it is definable in FO(=, lm) iff it is commutative and closed under modulo transfers. Furthermore, given an automaton for a regular language L, it is decidable whether L is definable in FO(=, lm).
Bounded languages
A language L ⊆ Σ * is called bounded if there exists an n ∈ ℕ ⩾1 and n strings w 1 , ... , w n ∈ Σ * such that L ⊆ w * 1 w * 2 ⋅ ⋅ ⋅ w * n . Bounded languages received quite some attention in the literature, cf. e.g. [3, 6, 5, 14, 2] . This section's main result is: Theorem 4.1. Every bounded language definable in +-inv-FO(<) is regular.
Due to space limitations, we prove Theorem 4.1 only for the special case where |w 1 | = ⋅ ⋅ ⋅ = |w n |; the proof of the general version will be given in the full paper. More precisely, we here give the proof of the following Proposition 4.2. The proof of this proposition contains already all the ingredients necessary for proving Theorem 4.1.
The remainder of Section 4 is devoted to the proof of Proposition 4.2.
For n ∈ ℕ ⩾1 and 1 , ... , n+1 , w 1 , ... , w n ∈ Σ * we write and w to denote the tuples ( 1 , ... , n+1 ) and (w 1 , ... , w n ).
By M w we denote the language 1 w * 1 2 w * 2 ⋅ ⋅ ⋅ n w * n n+1 . For proving Proposition 4.2, it is convenient to identify a vector x = (x 1 , ... , x n ) ∈ ℕ n with the string 1 w
n be the set of vectors associated with the words of L.
It turns out that for languages L ⊆ M w definable in +-inv-FO(<), S w (L) is semi-linear in the following sense:
A set S ⊆ ℕ n is called linear if there exist a number t ∈ ℕ and vectors v 0 , ... , v t ∈ ℕ n such that
A set S ⊆ ℕ n is called semi-linear if S is empty or S is a finite union of linear sets. A set S ⊆ ℕ n is called first-order definable in (ℕ, <, +) if there is a FO (<, +)-formula (y 1 , . .. , y n ) such that S = {(x 1 , ... , x n ) ∈ ℕ n : (ℕ, <, +) |= (x 1 , ... , x n )}.
Theorem 4.3 ([4]).
A set S ⊆ ℕ n is first-order definable in (ℕ, <, +) if and only if it is semi-linear.
Using Theorem 4.3 along with a standard FO interpretation, it is easy to prove the following (in fact, the lemma is true not only for +-inv-FO(<), but even for FO(<, +)):
It is easy to see that there are non-regular languages such that the associated set of vectors is semi-linear. Hence, in order to derive regularity, we need to show that the set of vectors associated with a language definable in +-inv-FO(<) has a special property.
For this, we use Ginsburg and Spanier's characterization [6] of regular bounded languages by subsets of ℕ n that we call semi-diced here 2 : A set S ⊆ ℕ n is called diced if there exist a number t ∈ ℕ, an arbitrary vector v 0 ∈ ℕ n , and vectors v 1 , ... , v t ∈ ℕ n each of which has exactly one non-zero component, such that S = v 0 +ℕv 1 +⋅ ⋅ ⋅+ℕv t . S is called semi-diced if S is empty or S is a finite union of diced sets. In [6] it was shown that a bounded language is regular iff its associated set of vectors is semi-diced. From this, we obtain:
For proving Proposition 4.2, it therefore suffices to show that for a language definable in +-inv-FO(<), the associated set is semi-diced. This is our goal throughout the remainder of Section 4. For achieving this goal, we give in Section 4.1 characterizations for semi-linear sets and semi-diced sets. Based on these characterizations, in Section 4.2 we use a game argument to show that for every +-inv-FO(<)-definable bounded language L, the semilinear set S w (L) is actually semi-diced.
Semi-linear sets and semi-diced sets
For x ∈ ℤ n let ||x|| := ∑ n i=1 |x i |. For K ⩾ 0, we write N K (x) to denote the K -neighborhood of x, i.e., N K (x) := {y ∈ ℤ n : ||x − y || ⩽ K }. 2 Ginsburg and Spanier did not assign a particular name to these sets For S ⊆ ℕ n , x, y ∈ ℕ n , and K ∈ ℕ we say that N K (x) and N K (y ) are identical with respect to S if for all z ∈ ℤ n with ||z|| ⩽ K we have x + z ∈ S ⇐⇒ y + z ∈ S.
We believe that the next lemma, which essentially says that any semi-linear set is ultimately periodic, is known to researchers in the area of algebra and number theory. Note, however, that Muchnik [13] gave a characterization of semilinear sets based on a similar closure property that differs with the one stated in the lemma in the fact that it does not include the universal quantification over j (it is assuming j = 1). As this extra quantification will be important for us, and since we are not aware of a reference that contains a proof of the closure property as stated below, a proof will be included in the full paper.
Lemma 4.6. For every semi-linear set S ⊆ ℕ n there exists a finite set U ⊆ ℕ n ∖ {0} such that ∀K ∈ ℕ, ∃ℓ ∈ ℕ such that the following is true: ∀x ∈ ℕ n with ||x|| ⩾ ℓ, ∃u ∈ U such that ∀j ∈ ℕ, N K (x) and N K (x +j⋅u) are identical with respect to S. Lemma 4.6 will be our starting point for showing that the set of vectors associated with a language definable in +-inv-FO(<) is semi-diced. The second ingredient is a characterization of semi-diced sets analogous to the one given in [13] for semi-linear sets. A section of a set S ⊆ ℕ n is any set of the form S i,ℓ := {x = (x 1 , ... , x n ) ∈ S : x i = ℓ}, where i ∈ {1, ... , n} and ℓ ∈ ℕ. Theorem 4.7. A set S ⊆ ℕ n is semi-diced iff the following is true: (a) every section of S is semi-diced, and (b) there exists a finite set V ⊆ ℕ n ∖ {0} such that every element in V has exactly one non-zero coordinate and ∀K ∈ ℕ, ∃ℓ ∈ ℕ such that the following is true: ∀x ∈ ℕ n with ||x|| ⩾ ℓ, ∃v ∈ V such that N K (x) and N K (x + v ) are identical with respect to S.
The proof of the "only if" direction is straightforward. The proof of the "if" direction is more elaborate. It proceeds by induction on |V |; details will be given in the full paper.
Proof of Proposition 4.2
Fix a language L ⊆ M w that is definable in +-inv-FO(<). Let S ⊆ ℕ n be S w (L). By Theorem 4.5 it suffices to show that S is semi-diced. By Theorem 4.7 it suffices to show that S has the properties (a) and (b) stated in Theorem 4.7. The most difficult part is to show property (b). Property (a) then follows essentially by induction on n. The induction argument will be given in the full paper. We sketch here the proof for property (b).
By Lemma 4.4, S is semi-linear. Let U be the finite set given by Lemma 4.6 for S.
For any vector u = (u 1 , ... , u n ), we let supp(u) := {i ∈ {1, ... , n} : u i ∕ = 0} be the support of u. We choose V := { ||u|| ⋅ e i : u ∈ U and i ∈ supp(u) }, (7) where e i is the unit vector of ℕ n which has a 1 in its i-th component and 0s in all other components. Clearly, V is a finite subset of ℕ n , and every element in V has exactly one non-zero coordinate. We need to show that V has the desired property formulated in Theorem 4.7.
Let K 0 := max{||v || : v ∈ V }. Now let K ∈ ℕ be an arbitrary number. LetK := K + K 0 . Choose ℓ to be the number obtained from Lemma 4.6 for the numberK .
Now let x ∈ ℕ n be an arbitrary vector with ||x|| ⩾ ℓ. By Lemma 4.6 we obtain an u ∈ U such that for all j ∈ ℕ, NK (x) and NK (x + ju) are identical with respect to S.
If |supp(u)| = 1, then u ∈ V , and by choosing v := u and j := 1 we obtain that N K (x) and N K (x +v ) are identical with respect to S, and we are done.
For the remainder of this proof we consider the case that |supp(u)| ⩾ 2. In order to simplify the presentation, we assume that supp(u) = {1, 2} (the general case is based on the same ideas and will be presented in the full paper). We choose v := ||u|| ⋅ e 1 . By (7) we have v ∈ V . Our goal is to prove that N K (x) and N K (x+v ) are identical with respect to S. To this end, let us fix an arbitrary z ∈ ℤ n with ||z|| ⩽ K . We need to show that x + z ∈ S ⇐⇒ x + v + z ∈ S. This is a consequence of the following claim.
Before proving this claim, let us point out how to use the claim for showing that x + z ∈ S ⇐⇒ x + v + z ∈ S.
Let J be chosen according to Claim 4.8. We know that NK (x), NK (x +Ju), and NK (x +(J+1)u) are identical with respect to S. Furthermore, ||z|| ⩽ K and ||v || ⩽ K 0 , thus ||z + v || ⩽ K + K 0 =K . Therefore,
In summary, we obtain that N K (x) and N K (x + v ) are identical with respect to S. Therefore, in order to finish the proof of Proposition 4.2, it suffices to prove Claim 4.8. This is, where the game argument comes in.
Proof of Claim 4.8. We make use of a result similar to Proposition 3.5, in order to reduce the existence of a winning strategy in a game with addition to the existence of a winning strategy in another game, where addition is not present. ℕ there is a number r = r (m, h, k ′ ) ∈ ℕ and an infinite set
, for all j ⩾ 1, such that the following is true for
and 1 w
Letting k 2 be the quantifier rank of the formula Ord and choosing k ′ large enough such that k ′ − k 1 − k 2 is bigger than the quantifier rank of the +-inv-FO(<)-formula that defines L, we obtain that y V ∈ S iff y W ∈ S. This concludes the proof of Claim 4.8. The missing details can be found in the full paper.
5 Commutative languages, colored sets, and deterministic context-free languages
Commutative languages. Recall that we call a language L commutative if for any string u ∈ L, any permutation of the letters of u is in L. As an easy consequence of Theorem 4.1, we obtain:
Theorem 5.1. Every commutative language definable in +-inv-FO(<) is regular.
Proof. For a string w = w 1 w 2 ⋅ ⋅ ⋅ w ℓ of length ℓ ∈ ℕ and a permutation of {1, ... , ℓ}, be write w to denote the string w (1) w (2) ⋅ ⋅ ⋅ w (ℓ) . The commutative closure c(L) of a language L ⊆ Σ * consists of the strings w for all w ∈ L and all permutations of {1, ... , |w |}. We use the following result by Ginsburg and Spanier [6] , where n ∈ ℕ ⩾1 and 1 , ... , n are pairwise distinct letters: Colored sets. A colored set over Σ is a finite relational structure over the signature = {P a : a ∈ Σ}, such that the predicates P a form a partition of the structure's universe. By combining Theorem 5.1 and Theorem 3.16, we immediately obtain the following. DCFL. By using similar Ehrenfeucht-Fraïssé game arguments as in Section 3.1 and 4.2, along with particular pumping properties of deterministic context-free languages exposed by Valiant in [18] , we obtain the following (see the full paper for proof details).
Theorem 5.4. Every deterministic context-free language definable in +-inv-FO(<) is regular.
Discussion
The first main result of this paper is a characterization of the regular languages definable in +-inv-FO(<) (resp. +-inv-FO(+1)) by the logic FO(<, lm) (resp. FO(+1, lm)). We also show that a language is definable in +-inv-FO(=) iff it is definable in FO(=, lm).
We conjecture that +-inv-FO(<) can only define regular languages. If this conjecture were true, our first main result would completely characterize the languages definable in +-inv-FO(<) and +-inv-FO(+1).
As a step towards proving this conjecture, our second main result shows that any language definable in +-inv-FO(<) that is also bounded, commutative, or deterministic context-free, is actually regular, and therefore definable in FO(<, lm).
Note that if we also have access to multiplication and define (+, * )-inv-FO in the obvious way, this formalism can express non-regular languages (e.g., the language of all strings whose length is a prime number).
As a challenge towards proving or disproving our conjecture, we conclude with the following example of a non-regular, context-free language, that is definable in (+, * )-inv-FO(<) as well as in FO(<, +), but for which we do not know whether or not it is definable in +-inv-FO(<).
For n, i ∈ ℕ we denote by bin n (i) (resp., bin n (i)) the {0, 1}-string w of length n representing the binary encoding of i, starting with the least significant bit (resp., starting with the most significant bit). Let L be the language of strings of the form bin n (0)#bin n (1)#bin n (2)#bin n (3)# ⋅ ⋅ ⋅ #bin n (2 n −1),
For instance, L contains the string 000#001#010#011#001#101#011#111.
LetL be the complement of L. We then have (details will be given in the full paper):
Proposition 6.1.L is context-free and definable in (+, * )-inv-FO(<) and in FO(<, +).
