Pseudo-time regularization for PDE with solution-dependent diffusion by Pollock, Sara
PSEUDO-TIME REGULARIZATION FOR PDE WITH SOLUTION-DEPENDENT
DIFFUSION
SARA POLLOCK
ABSTRACT. This work unifies pseudo-time and inexact regularization techniques for nonmono-
tone classes of partial differential equations, into a regularized pseudo-time framework. Con-
vergence of the residual at the predicted rate is investigated through the idea of controlling the
linearization error, and regularization parameters are defined following this analysis, then assem-
bled in an adaptive algorithm. The main innovations of this paper include the introduction of a
Picard-like regularization term scaled by its cancellation effect on the linearization error to sta-
bilize the Newton-like iteration; an updated analysis of the regularization parameters in terms of
minimizing an appropriate quantity; and, strategies to accelerate the algorithm into the asymp-
totic regime. Numerical experiments demonstrate the method on an anisotropic diffusion problem
where the Jacobian is not continuously differentiable, and a model problem with steep gradients
and a thin diffusion layer.
1. INTRODUCTION
This paper is concerned with the finite element approximation to second order quasilinear
elliptic equations in divergence form,
−div(κ(u)∇u) = f, in Ω (1.1)
u = 0, on ∂Ω, (1.2)
for polygonal doman Ω ⊂ R2. Nonlinear diffusion problems are ubiquitous throughout science
and engineering applications, appearing in applications such as heat conduction, groundwater
flow, diffusion of contaminants and flow in porous media [5, 8, 15, 19]. Here, the nonlinear dif-
fusion coefficient κ(u) may be thought of as a scalar quantity, or in the more general anisotropic
case as a matrix coefficient with entries κij(u), j = 1, 2, where (1.1) has the expansion
−
n∑
i,j=1
∂
∂xj
(
κij(u)
∂
∂xj
u
)
= f, in Ω, (1.3)
with the ellipticity condition: For some η > 0
2∑
i,j=1
κij(s)ξiξj ≥ η
2∑
i=1
ξ2i , (1.4)
for any s ∈ R, and all ξ = (ξ1, ξ2) ∈ R2.
As remarked in [19], while (1.1) for scalar-valued κ(u) may be solved by the Kirchhoff trans-
form (see, e.g., [8]), this technique does not carry over to the anisotropic case, or to lower order
solution-dependent terms. The nonlinear diffusion problem (1.1) is generally in the class of non-
monotone problems; that is
∫
Ω {(κ(v)∇v − κ(w)∇w) · ∇(v − w)} > 0, is not guaranteed to
hold for each u, v is the solution space, e.g., u, v ∈ H10 (Ω). While convergence and optimal-
ity of finite element methods for monotone classes of quasilinear problems have been recently
investigated in [3, 17], and the references therein, nonmonotone classes of problems are less un-
derstood. In particular, convergence results rely on sufficiently fine global mesh conditions, and
sufficiently close initial guesses to assume convergence of Newton-iterations to solve the discrete
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2 S. POLLOCK
nonlinear problem [4, 11, 18, 21]. Other recent work [14] includes this problem class in an adap-
tive framework of incomplete linear and nonlinear solves, but with the implicit assumption that
the sequence of solution iterates is convergent to the solution. As described in previous work by
the author in [25, 26, 27], the Newton iterations cannot realistically be assumed to converge, and
are often observed to diverge, especially for problems of the form (1.1) which may contain steep
gradients and thin internal layers in the solution-dependent diffusion coefficient κ(u). The in-
terest in the current investigation is to develop a regularized adaptive method and understand the
residual convergence of the discrete nonlinear problem without these assumptions. It is of partic-
ular interest to allow a solution process to start on a coarse mesh which is refined adaptively, to
uncover an efficient and accurate discretization. Future work will directly address convergence
of the discrete solution to the weak solution of (1.1).
The weak form of (1.1)-(1.2) is given by: Find u ∈ U such that
B(u;u, v) =
∫
Ω
fv, for all v ∈ V, (1.5)
for solution space U and test space V , with
B(u;u, v) =
∫
Ω
κ(u)∇u · ∇v. (1.6)
Based on the analysis of [12, 19, 29], the following set of conditions in addition to the uniform
ellipticity (1.4) is sufficient to assure existence and uniqueness of the weak solution u ∈ H10 (Ω)
of (1.5).
Assumption 1.1. Assume the data satisfy the following boundedness and Lipschitz conditions.
(1) Boundedness of the diffusion coefficient
ess sup s∈Rκij(s) ≤ Cκ, i, j = 1, 2. (1.7)
(2) Boundedness of the source: f ∈ L2(Ω) satisfies
ess sup x∈Ωf(x) ≤ Cf . (1.8)
(3) Lipschitz continuity of the diffusion coefficient
|κij(s)− κij(t)| ≤ ωκ|s− t|, j = 1, 2, for all s, t ∈ R. (1.9)
For scalar-valued κ, the above should be interpreted with κ11 = κ22 = κ, and κ12 = κ21 = 0.
A finite dimensional, or discrete problem corresponding to (1.6), is given by: Find u ∈ Uk
such that
B(u;u, v) =
∫
Ω
fv, for all v ∈ Vk ⊂ V, (1.10)
where Uk ⊂ U and Vk ⊂ V are finite dimensional subspaces of the solution and test spaces. For
the remainder of this paper, U and V are assumed subsets of H10 (Ω). The trial and test spaces
Uk = Vk, now referred to as Vk, are taken as the C0 continuous Pp finite element spaces of
polynomials of degree p over each mesh element, corresponding to nested mesh partitions, Tk,
which are conforming in the sense of [6].
In the current discussion, a Newton-like method is applied so solve the discrete nonlinear equa-
tions induced by (1.10). The advantages of a Newton-like approach include fast convergence in
the asymptotic regime, and the mesh-independence principle, as in for instance [10]. To under-
stand the convergence of sequence of linear equations used to approximate the solution of the
discrete nonlinear problem, we require some control of the Jacobian. For this reason, the follow-
ing conditions on the problem data are considered, in addition to those for well-posedness of the
PDE, namely, the ellipticity condition (1.4) and Assumption 1.1.
Assumption 1.2 (Assumptions on the problem data). The following assumptions are made on
the diffusion coefficient κ′(u), componentwise, κ′ij(u), j = 1, 2.
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(1) κ′ is bounded. In particular
‖κ′(s)ξ‖ ≤ CB‖ξ‖ for all s ∈ R and ξ ∈ R2. (1.11)
(2) κ′ satisfies the Lipschitz condition
|κ′ij(s)− κ′ij(t)| ≤ ωB|s− t|, j = 1, 2, for all s, t ∈ R. (1.12)
Remark 1.3 (Standard problem classes). The two existing convergence results for adaptive meth-
ods for nonmonotone problems of the form (1.1) are developed in [21] using continuous Galerkin,
in particular linear elements; and, [4] using discontinuous Galerkin methods.
The results of [21] are adapted from the analysis of uniform methods in [5]. Their approach
assumes W 1,p, p > 2 regularity of the solution u, and bounded κ(s), κ′(s) and κ′′(s) for all
s ∈ R. The results of [4] are adapted from the analysis of uniform methods in [18], based on the
results of [11]. For these results, it is assumed that the solution u ∈ H2(Ω) ∩W 1,∞(Ω), and
κ(s) is twice continuously differentiable with bounded κ(s), κ′(s) and κ′′(s) for all s ∈ R.
Both frameworks explicitly assume a uniformly small initial meshsize and either implicitly or
explicitly assume the convergence of the iterative method used to solve the discrete nonlinear
system on each refinement.
The following notation is used throughout the paper. Where not otherwise specified, the norm
‖·‖ denotes the L2 norm. The integral
∫
Ω uv is sometimes denoted (u , v); and, 〈z, w〉 denotes a
Euclidean product between vectors z and w.
The remainder of the paper is structured as follows. Section 2 describes a framework for
pseudo-time regularization, exploiting the quasi-linear structure of (1.5), and specifies the regu-
larized system under inexact assembly. Section 3 derives the expansion of the latest residual in
terms of the previous residual, exposing the regularization and linearization error terms. Section
4 suggests a set of regularization parameter updates based on the representation of Section 3, to-
gether with an adaptive algorithm. Finally, Section 5 demonstrates the ideas with some numerical
experiments.
2. REGULARIZED FORMULATION
The regularization framework is next described. First, an error decomposition is discussed to
separate out the contributions to the error in each iterate; that is, each solution to a linearized
problem used to approximate the solution to (1.5). The contributions to the error include those
induced from added regularization, linearization, early termination of the iterations, inexact as-
sembly, and discretization.
Then, in Section 2.2, a pseudo-time regularized iteration is described and fit into this frame-
work. First, the pseudo-time regularization is introduced in a general sense, then the regularized
iteration is derived from a linearization of the abstract formulation of the discrete problem (1.10).
Section 2.3, then introduces notation for the inexact assembly of the discrete problem, leading
to the regularized iteration in matrix form. The steps are separated out in this presentation to
emphasize the relation between the practical inexactly assembled equation that is actually solved
computationally, and the abstract formulation of the problem that is thought of on the PDE level.
2.1. Error decomposition. The goal of the numerical method, finite element or otherwise, is
to approximate the PDE solution; in this case, the solution to (1.5). The error may be under-
stood by breaking it into components describing the discretization error, quadrature error, and
so-called linearization or nonlinear iteration error. In the following notation, u represents the (or
a) solution to (1.5); and uE,∗k denotes the solution to the discrete nonlinear problem on the k
th
refinement of the initial mesh partition, under exact assembly. Neither u nor uE,∗k are generally
computable quantities. The iterate u∗k is the solution up to some set tolerance of the discrete
problem using a numerical and potentially inexact assembly procedure; u∗k may or may not be
computable. In terms of the inexactly assembled problem, uk is the terminal iterate, potentially
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before convergence to tolerance, and unk is the n
th iterate on the kth refinement.
u− unk = (u− uE,∗k ) + (uE,∗k − u∗k) + (u∗k − uk) + (uk − unk). (2.1)
The frameworks developed in [4, 21] show convergence to zero of the first term of (2.1), for a
restricted class of problems of the type (1.1) (see Remark 1.3), under the assumptions of a suf-
ficiently small meshsize. These asymptotic results motivate the current work, by demonstrating
the approximation properties of a finite element solution to the PDE solution; however, the goal
now is to develop a computational framework for which uE,∗k → u still holds, and by which uE,∗k
can be approximated by a computable sequence.
To that end, a regularized iteration is introduced starting on the initial, presumably coarse,
mesh. The expansion of the error incorporating the introduced regularization breaks the last
term of (2.1) into two new terms. Let uSk be the terminal iterate of the regularized problem
on refinement k. For ease of notation, the indices on S are suppressed, however it should be
understood that uSk is subject to regularization Sk; and likewise, on iteration n of refinement k,
the iterate uS,nk is subject to regularization S
n
k .
u− uS,nk = (u− uE,∗k ) + (uE,∗k − u∗k) + (u∗k − uk) + (uk − uSk ) + (uSk − uS,nk ). (2.2)
The regularization addressed in this paper can be broken into two parts: a Jacobian regularization
and a residual regularization term. Then the regularized Newton-like iteration described in the
following sections can be written in terms of a standard Newton iteration for this problem with
Jacobian J = J(u) and residual r = r(u), Jw = r, u← u+ w, by
(J + SJ)w = r + Sres, u← u+ w. (2.3)
Denoting S = SJ + Sres, eliminating the regularization from the iteration can be described as
sending S → 0.
Control of the last term of (2.2), (uSk − uS,nk ) requires assumptions on the PDE, for instance
Assumption 1.2, as well as assumptions on the regularization; essentially, the sequence of regu-
larized linear problems must be sufficiently stable.
Due to the regularization structure (2.3), control of the fourth term (uk − uSk ) is established
by S → 0 for all k ≥ K0, for some iteration K0. If the problem (1.5) is sufficiently well-posed,
then the regularized iteration should limit and indeed revert to a standard Newton-iteration on
each refinement after some level K0. This type of result is detailed for a similar regularized
Newton-like method in [27]. It is noted however that sending Sres → 0 restores consistency of
the iteration. If a problem features a potentially indefinite or badly conditioned Jacobian in the
vicinity of a solution, it may be beneficial not to send SJ to zero, rather to keep some background
level of Jacobian regularization that does not interfere with the convergence of the iteration.
The third term of (2.2) is the difference between the terminal iterate and one converged to tol-
erance. This term is zero for k larger than someK1, whereK1 may be close and potentially equal
to K0, under a suitable residual-reduction condition for terminating the nonlinear iterations on
each refinement level k. In the early stages of the solution process however, the nonlinear iteration
may be stopped far from convergence, and the difference (u∗k − uk) may be non-negligible.
The second term of (2.2) describes the error induced by inexact integration. With the potential
of a highly oscillatory diffusion coefficient in (1.1), this error term is not automatically assumed to
be small as it is in [4, 21] and the references therein, where the assumption of a sufficiently small
global meshsize can control the level of accuracy. Generally, information can be lost both by the
averaging of integration against basis functions, and by the secondary averaging of approximate
integration by quadrature. Finally, the first term u − uE,∗k constitutes the discretization error, the
difference between a solution to (1.5) and the solution of the exactly assembled discrete nonlinear
problem on refinement k. The analysis of these first two terms, determining convergence of the
error, is beyond the scope of this paper, which analyzes efficient convergence of the residual. The
conditions under which u∗k converges to u for k greater than someK2 will be discussed elsewhere.
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Remark 2.1 (Inexact linear solves). Solving the linear equations by an iterative method yields
yet another term in the expansion. For linear iteration l, the error between the PDE solution u
and iteration l, of regularized linear solve n, on mesh refinement k, may be decomposed into
u− (unk)l = (u− uE,∗k ) + (uE,∗k − u∗k) + (u∗k − uk) + (uk − uSk ) + (uSk − uS,nk )
+ (uS,nk − (uS,nk )l). (2.4)
The last error term is not addressed in the current paper, and the linear systems are assumed
solved exactly. It is noted however that incomplete linear solves can be exploited for both their
regularization properties and efficiency, and this topic is worth investigation.
2.2. Regularized abstract formulation. The regularized linear equations compatible with er-
ror decomposition (2.2) are now derived through a pseudo-time discretization framework with
respect to the abstract discrete problem (1.10). The pseudo-time framework developed in for
instance [2, 7, 22], the book [9], and the references therein, suggests to stabilize the solution of
the elliptic equation F (u) = 0, introduce the pseudo-time dependence to u, and solve ∂u/∂t +
F (u) = 0. To allow a preconditioned or more general regularized framework, the discrete non-
linear pseudo-time regularized problem is: Find u ∈ Vk ⊂ V such that
φ(u˙, v) +B(u;u, v) =
∫
Ω
fv, for all v ∈ Vk, (2.5)
where u˙ = ∂u/∂t. Here, it is assumed that the bilinear form φ(· , · ) is continuous with respect
to the native norm V , in this case taken to be the H1 norm.
φ(w, v) ≤ Cφ‖w‖1‖v‖1. (2.6)
The continuity assures φ(u˙, ·) decays to zero as u˙→ 0 indicating a steady state solution. Rather
that coercive, φ is assumed semi-definite
φ(w,w) ≥ 0. (2.7)
This allows for a more general regularization, as used in [25, 26], in which a cutoff function is
used to only allow the regularization to act on select degrees of freedom. Upon matrix assembly,
the role of φ can be viewed as improving the condition of the approximate Jacobian, and it should
be chosen with this in mind. In the numerical experiments of Section 5, two different choices
of φ are illustrated. The first sets φ(w, v) = ((1 + |κ′(z)|)∇w,∇v), for z the initial solution
iterate on each refinement, thus adding more regularization locally to control steeper gradients
in the diffusion. The second uses φ(w, v) = (∇w,∇v), the standard Laplacian preconditioner,
adding a uniform level of diffusion to stabilize the Jacobian. The regularization functional is left
in general form for the remainder of the analysis to emphasize that these are two of many choices.
A generalization of the Newmark time integration strategy [24], exploiting the structure of the
quasilinear equation (1.1) is now introduced to discretize (2.5) in pseudo-time
φ((∆tn)−1wn, v) = −γ˜00B(un;un, v)− γ˜10B(un+1, un, v)− γ˜01B(un, un+1, v) + (f, v),
(2.8)
where (f, v) =
∫
Ω fv, and w
n = un+1 − un. Linearizing the second term on the right, and
rewriting the third to isolate the dependence on wn yields
φ((∆tn)−1wn, v) = −γ˜00B(un;un, v)− γ˜10
(
B(un, un, v) +B′1(u
n;un, v)(wn)
)
− γ˜01 (B(un, un, v) +B(un, wn, v)) + (f, v), (2.9)
where B′1(u; z, v)(w) :=
d
dsB(u + sw; z, v)
∣∣
s=0
, the Gateaux derivative in the first argument of
B, in the direction w. Rearranging (2.9) so that all terms involving the update step wn appear on
the left, and rescaling by γ˜ := γ˜00 + γ˜10 + γ˜01, yields
αnφ(wn, v) + γ10B
′
1(u
n;un, v)(w) + γ01B(u
n;wn, v) = −B(un;un, v) + δ(f, v), (2.10)
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with the four regularization coefficients given by
αn = 1/(∆tn · γ˜), γ10 = γ˜10/γ˜, γ01 = γ˜01/γ˜, and δ = 1/γ˜. (2.11)
The coefficient αn is then the rescaled reciprocal of the pseudo-time step, and αn → 0, corre-
sponds to ∆tn →∞. It is remarked that γ10 = γ01 corresponds to the method discussed in [26],
where this parameter is taken greater than one to introduce an increase in numerical dissipation,
or controlled damping, into the iteration. Further, γ01 = 1 = γ10 corresponds to an implicit,
or backward Euler discretization of (2.5); while γ01 = 0 = γ10, corresponds to an explicit, or
forward Euler discretization of (2.5). And finally, γ01 = 1 and γ10 = 0 leads to a Picard iteration.
It is also recognized that δ = 1 yields a consistent pseudo-time discretization.
2.3. Inexact assembly. Both the finite dimensional equation (1.10), and the pseudo-time regular-
ized (2.5), are abstract equations rather than computable systems. To clarify which quantities are
assumed computationally available, the following notation is introduced to describe the discrete
system induced inexact assembly, e.g by quadrature, which may be assumed inexact for nonpoly-
nomial integrands. Let V be a discrete space, here a finite element space, with ndof degrees of
freedom, spanned by the basis functions {ϕj}ndofj=1 . Supposing u, v, w, z ∈ V , each function has
an exact expansion as a linear combination of basis functions; in particular w =
∑ndof
j=1 wjϕ
j,
with w the vector of coefficients wj , j = 1, . . . , ndof . Let A(u; z) be an inexact assembly of
B(u; z, ϕj), j = 1, . . . , ndof , with an error introduced by inexact integration, e.g., quadrature er-
ror. The source vector fQ is formed by the inexact integral of source function f against each basis
function ϕj . The matrix assembly of the regularization φ(w,ϕj) is denoted R. Let AQ represent
the inexact assembly operator. The assembled systems under AQ are denoted as follows.
A(u; z) := AQ
{
(B(u; z, ϕj)
}ndof
j=1
, (2.12)
A′1(u; z)w := AQ
{
d
dt
B(u+ tw; z, ϕj)
∣∣
t=0
}ndof
j=1
, (2.13)
A′2(u)w := AQ
{
d
dt
B(u; z + tw, ϕj)
∣∣
t=0
}ndof
j=1
= A(u,w), (2.14)
Rw := AE
{
φ(w,ϕj)
}ndof
j=1
, (2.15)
fQ := AQ
{∫
fϕj
}ndof
j=1
. (2.16)
The following commuting diagram holds for the discrete assembly procedure given by (2.12)-
(2.13), with u, v, w, z ∈ V . That is, the inexact assembly operator AQ commutes with the
Gateaux derivative of the first argument of B(· , · , · ).
B(u; z, v) AQ−−−−−−−−−→ A(u; z)
∂u
y ∂u
y
B′1(u; z, v)(w) AQ−−−−−−−−−→ A
′
1(u; z)w, (2.17)
This justifies the use of Taylor’s theorem in the error representation of the residual in Section 3.
In general, the Gateaux derivative commutes with projection-type discretizations; see for exam-
ple [20]. This includes assembly under inexact integration, assuming the integral approximation
over each element T falls in the general form
∫
T φ ≈
∑nQT
i=1 φ(xi)ρi, for nQT points xi in the
interior of element T , and weights ρi.
2.4. Regularized matrix equations. Processing the linear pseudo-time regularized equation
(2.10) with the inexact assembly given by (2.12)-(2.16), yields the coefficients of the update
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step w as the solution to a linear system of equations.{
αnR+ γ10A
′
1(u
n;un) + γ01A
′
2(u
n)
}
wn = δfQ −A(un;un), (2.18)
which may be written as
Mnwn =
1
γ10
rn, with (2.19)
Mn =
1
γ10
αnR+A′1(u
n;un) + (1 + σn01)A
′
2(u
n), σ01 =
γ01
γ10
− 1, (2.20)
rn = δfQ −A(un;un), (2.21)
with the update un+1 = un + wn.
With respect to (2.3), the formal representation of the regularization structure, the Jacobian
part SJ , and the residual part Sres, of the regularization are given by
SJ = αR+ (γ10 − 1)A′1(un;un) + (γ01 − 1)A′2(un), and (2.22)
Sres = (δ − 1)fQ. (2.23)
Consistency is restored by sending regularization parameter δ → 1. Asymptotic efficiency is
restored by sending α → 0, γ10 → 1 and γ01 → 1, although this asymptotic efficiency may
be at least partially sacrificed for stability, even into the asymptotic regime, where the iterations
converge to tolerance. This balance is understood in the next section where the residual repre-
sentation exposes the error contributions from regularization and linearization. So long as the
regularization effectively controls the linearization error without increasing the norm of the resid-
ual, it is viewed as beneficial.
3. RESIDUAL REPRESENTATION OF THE MATRIX EQUATION
The residual representation follows the standard method of applying Taylor’s theorem to ex-
pand the (n + 1)th residual about the nth residual, justified by the commuting diagram (2.17).
This exposes the separate terms from the introduced regularization error and the intrinsic lin-
earization error. The linearization error is bounded by a Lipschitz assumption on the problem
data (1.12), although approaches with more general assumptions such as a majorant condition
have also been developed for Newton iterations [16], and would be interesting to investigate in
the present context. Unlike previous presentations by the author [25, 26, 27], here the structure of
the quasilinear problem is exploited to separate the linear and nonlinear dependencies on the latest
iterate un. A choice of regularization parameters in then introduced in the context of minimizing
an appropriate quantity to control the linearization error.
3.1. Residual representation under inexact integration. Expanding the residual rn+1 about
rn yields
rn+1 = δfQ −A(un+1;un+1)
= δfQ −A(un+1;un)−A(un+1;wn)
= rn −A′1(un;un)wn −A(un;wn)−K1 −K2, (3.1)
with
K1 :=
∫ 1
0
{
A′1(u
n + twn;un)−A′1(un;un)
}
wn dt
= A(un+1;un)−A(un;un)−A′1(un;un)wn, (3.2)
K2 :=
∫ 1
0
A′1(u
n + twn;wn)wn dt = A(un+1;wn)−A(un;wn). (3.3)
Solving (2.19) for A′1(un;un)wn yields
−A′1(un;un)wn =
1
γ10
αnRwn +
γ01
γ10
A(un;wn)− 1
γ10
rn + Fe, (3.4)
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where the floating-point arithmetic error Fe is introduced from the solution of the linear system
for coefficients wn. Applying (3.4) to (3.1) yields
rn+1 =
(
1− 1
γ10
)
rn +
1
γ10
αnRwn + σ01A(u
n;wn) + Le(un) + Fe. (3.5)
HereK1 describes the dominant term in the linearization error, andK2 the secondary term, whose
linear component is wn. The total linearization error is defined as
Le(un) := −(A(un+1;un+1)−A(un;un+1)−A′1(un;un+1)wn) = −K1 −K2, (3.6)
which agrees with the definition of the one-step linearization error given in [27]. The convergence
of the residual then follows from control over the linearization error, assuming the floating point
error is sufficiently negligible. A remark about this terms follows.
Remark 3.1 (Floating-point error). The last term in (3.5), Fe, denotes the floating point error,
which cannot be controlled by the linearization, but neither can it be entirely ignored. It can
be estimated, for instance by the difference between two evaluations of the linearization error
Le(un), one by (3.6), and the other by isolating Le(un) + Fe in (3.5). In the preasymptotic and
coarse mesh regimes, where the iterate un is sufficiently far from the solution, the floating point
error, observed in the numerical experiments in Section 5 remains on the order of 10−10 to 10−12.
However approaching the asymptotic regime as ‖wn‖ approaches 10−5 or 10−6, the linearization
error is no longer observed to be O(‖w‖2), even where analytically it should be. In this regime
the linearization error is ‖Le(un)‖ = O(‖wn‖), due to the pollution from the floating-point error.
In terms of practical impact on a computational method such as the one described here, Fe limits
the regime where the convergence rate can be accurately detected. This is immaterial, so long
as detecting that convergence rate is no longer necessary once, for instance, εT ‖rn‖ = O(Fe),
where εT is a set tolerance.
The control of the right-hand side linearization error Le(un) is left to the choice of regulariza-
tion terms α, γ10, σ01 and δ. It is remarked that Le(un) does not necessarily need to be second
order with respect to wn for convergence of the method: it only needs to be small enough not to
interfere with the convergence rate.
Local convergence theory for Newton-like methods describes the convergence of the iterates in
a neighborhood near the solution, and is addressed for regularized pseudo-time algorithms by the
author in previous work [25, 26, 27], based in part on the analysis of [2, 7, 22] and [9]. In practice,
however, the predicted convergence of rate of iteration (2.19)-(2.21) is often oberved from the
first few iterations without a particularly good initial guess. Here the goal is to characterize the
convergence rate when the iterate un is not sufficiently close to the solution u∗ of A(u;u) = fQ.
Lemma 3.2 (Convergence rate far from the solution). Consider iteration (2.18) applied to the
problem A(u;u) = fQ. Assume the regularization parameters, αn and σn01, satisfy the following
properties.
αn · 1
γ10
‖Rwn‖ ≤ εT
2
‖rn‖, (3.7)
‖σn01A(un;wn) + Le(un) + Fe‖ ≤ ‖Le(un) + Fe‖. (3.8)
Then
‖rn+1‖ ≤
(
1− 1
γ10
)
‖rn‖+ εT
2
+ ‖Le(un) + Fe‖. (3.9)
Moreover, if it holds that
‖Le(un) + Fe‖
‖rn‖ <
εT
2
, (3.10)
then the iteration (2.18) converges within tolerance εT of the predicted rate (1− 1/γ10).
Proof. The bound (3.9) follows directly from applying hypotheses (3.7) and (3.8) to the residual
representation (3.5). 
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Ultimately, residual convergence at the predicted rate comes down to whether the linearization
error Le(un) can be controlled. The following discussion investigates when this is computation-
ally reasonable. Based on Assumption 1.2 on the problem data κ′, there exist positive constants
ωA and CA with
‖(A′1(un + twn;un)−A′1(un;un))wn‖ ≤ t ωA‖wn‖‖wn‖, t > 0 (3.11)
‖A′1(un;wn;wn)‖ ≤ CA‖wn‖‖wn‖. (3.12)
Applying (3.11)-(3.12) to the linearization error given by (3.6), one obtains
‖Le(un)‖ ≤
∥∥∥∥∫ 1
0
(A′1(u
n + twn;un)−A′1(un;un))wn dt
∥∥∥∥+ ∥∥∥∥∫ 1
0
A′1(u
n + twn;wn)wn dt
∥∥∥∥
≤
(ωA
2
‖wn‖+ CA‖wn‖
)
‖wn‖. (3.13)
Then from iteration (2.19)
‖Le(un)‖
‖rn‖ ≤
1
γ10
(ωA
2
+ CA
)
‖wn‖ ‖w
n‖
‖Mnwn‖ . (3.14)
While estimate (3.14) is true, and it illustrates the role of γ10 as a damping parameter, it may
greatly overestimate the linearization error and is not useful as a predictor of when (3.10) will
hold.
The source of the overestimate in this context is allowing for the maximum Lipschitz constant
and bound on κ′ to be achieved uniformly over the domain. Standard adaptive finite element
methods are known to perform well with relatively few local high contrast heterogeneities or sin-
gularities, but are not necessarily appropriate for globally high contrast domains or coefficients,
so it makes sense to understand how local high contrast can effect the convergence. Writing
Le(un) in terms of the inexact assembly operator AQ
Le(un) = −
∫ 1
t=0
AQ
{∫
Ω
(κ′(un + twn)− κ′(un))wn∇un · ∇ϕj
}ndof
j=1
dt
−
∫ 1
t=0
AQ
{∫
Ω
κ′(un + twn)wn∇wn · ∇ϕj
}ndof
j=1
dt. (3.15)
Freezing the analysis about the iterate un, expression (3.15) suggests partitioning Ω into Ωn,
where milder bounds than ωA and CA are realized, and ΩCn = Ω \ {Ωn}, where these bounds are
locally attained. Rewriting (3.15) in terms of a partition Ω = Ωn ∪ ΩCn
‖Le(un)‖ ≤ ‖Le1(un)‖+ ‖Le2(un)‖, (3.16)
with
Le1(un) = −
∫ 1
t=0
AQ
{∫
Ωn
(κ′(un + twn)− κ′(un))wn∇un · ∇ϕj
}ndof
j=1
dt
−
∫ 1
t=0
AQ
{∫
Ωn
κ′(un + twn)wn∇wn · ∇ϕj
}ndof
j=1
dt, and (3.17)
Le2(un) = −
∫ 1
t=0
AQ
{∫
ΩCn
(κ′(un + twn)− κ′(un))wn∇un · ∇ϕj
}ndof
j=1
dt
−
∫ 1
t=0
AQ
{∫
ΩCn
κ′(un + twn)wn∇wn · ∇ϕj
}ndof
j=1
dt. (3.18)
From the data Assumption 1.2 and the decomposition (3.16)-(3.18), for each partition of the
domain into Ωn and ΩCn there is a smallest constant Kn(Ωn) ≤ (ωA/2 + CA) with
‖Le1(un)‖ ≤ meas(Ωn) ·Kn‖wn‖‖wn‖, and (3.19)
‖Le2(un)‖ ≤ meas(ΩCn ) ·KA‖wn‖‖wn‖, (3.20)
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where KA ≤ ωA/2 + CA. With this structure in place, it follows that the condition (3.10) holds
if there is a partition Ωn for which
1
γ10
(
meas(Ωn) ·Kn + meas(ΩCn ) ·KA
) ‖wn‖ ‖wn‖‖Mnwn‖ ≤ ε2 , (3.21)
for a given ε.
The ratio ‖wn‖/‖Mnwn‖ = ‖(Mn)−1rn‖/‖rn‖ is related to the condition of the approximate
Jacobian Mn given by (2.20), and is explicitly dependent on the parameters γ10, σ01 and α, as
well as implicitly dependent upon δ. A large parameter γ10 can clearly control the scale of the
linearization error at the start of the adaptive algorithm, and if the steep gradients are bounded
away from zero, a small scaling parameter δ can control (meas(Ωn) · Kn + meas(ΩCn ) · KA).
However, to attain convergence of the residual with γ10 = 1, in some computationally available
neighborhood of the solution u∗ to A(u, u) = fQ, the measure of the set on which a large
Lipschitz constant and bound on the first derivative of κ is realized must be relatively small.
Otherwise, ‖w‖ may need to be small enough that it is computationally infeasible to find the
basin of attraction.
A choice of regularization parameters is next described with respect to the numerically assem-
bled iteration (2.19). In particular, the parameter σ01 guiding the Picard-like regularization is
based on the condition (3.8); and, the Tikhonov-like regularization scaled by α is based on the
condition (3.7), from Lemma (3.2).
4. REGULARIZATION PARAMETER UPDATES
A set of regularization parameters α, γ10, γ01, and δ is now presented, along with a discussion
of their properties. The definition of γ10 is consistent with γ given in [27], as is the definition of
δ. A different definition of the parameter α is given here, than in [25, 26, 27], and the parameter
γ01 has not been previously introduced. It is noted, however, that γ01 effectively adds diffusion
to the linearized system by adding a Picard-like term to the Newton-like iteration. In [26], the
parameter σ adds a frozen Newton-like iteration to stabilize the approximate Jacobian, essentially
preventing small eigennvalues from changing sign at each step. The new parameter γ01 performs
a similar role, but is more amenable to analysis, and appears to perform better in numerical
experiments.
4.1. Update of numerical dissipation, γ10. The first order regularization error is controlled by
the numerical dissipation parameter, i.e., the Newmark parameter, γ10. The definition used here
is recalled from [27], Definition 4.3; and framed in the context of an L2 minimization as follows.
Rewriting (3.5) by moving the residual terms involving rn to the left-hand side and taking the L2
norm of both sides of the resulting equation∥∥∥∥(rn+1 − rn) + 1γ10 rn
∥∥∥∥ = ∥∥∥∥ 1γ10αnRwn + σ01A(un;wn) + Le(un) + Fe
∥∥∥∥ .
An updated value of γ10 is chosen to minimize the norm on the left, namely
1
γ˜10
= argmin ν∈R‖(rn+1 − rn) + νrn‖ =
〈rn, rn − rn+1〉
‖rn‖2
=
〈rn, A(un+1;un+1)−A(un;un)〉
‖rn‖2 .
The update of γ10 is then defined by
γ˜10 :=
‖rn‖2
〈rn, rn − rn+1〉 , and γ10 ← max {q · γ˜10, 1} , (4.1)
for a user-set parameter q, with 0 < q < 1.
The purpose of introducing the parameter q is to enforce monotonicity of the sequence of
parameters {γn10} to one at a given rate. As shown in [27], if γ10 is updated when the residual
reduction satisfies the following condition, then there is a critical value γMONO, after which γ10
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is assured to reduce at a linear rate. Those results are included in the following more general
lemma, which features a condition on the direction cosine of consecutive residuals to determine
predictable reduction of γ10.
Let γn10,k be the value of γ10, on iteration n of refinement k. For simplicity of notation, γ
n
10,k
will be denoted as γn10. For the update (4.1) to remain bounded under the conditions that follow,
the parameters γMAX, the maximum allowed value of γ10, and εT , the rate tolerance used to
determine whether γ10 should be updated, are now introduced to satisfy the following condition.
Condition 4.1. The adaptively-set regularization parameter γn10, and the user-set parameters
γMAX and εT must satisfy the relation
γn10 ≤ γMAX <
1
εT
. (4.2)
The next condition, which is the same as Condition (2) of Criteria (4) in [27], gives a necessary
criterion for update of γ10 in order to establish the monotonicity result below.
Condition 4.2 (Condition for the update of γ10). Given a rate tolerance εT satisfying Condition
4.1, the ratio of consecutive residual norms must satisfy∣∣∣∣‖rn+1‖‖rn‖ −
(
1− 1
γn10
)∣∣∣∣ < εT . (4.3)
Then, the following result on the monotonicity of the update holds. This next lemma general-
izes the result Corollary 4.7 of [27], which establishes the decrease in γ10, as updated by (4.1) for
γ10 small enough with respect to parameters εT and q. For practical purposes, however, one may
want to start the computation with a larger value. The following result characterizes the decrease
γ10 based on the direction cosine of consecutive residuals, where the direction cosine is given by
cos(r, s) =
〈r, s〉
‖r‖‖s‖ , r, s ∈ R
n.
Lemma 4.3 (Preasymptotic decrease of γ10). Given a fixed parameter 0 < q < 1, a number
q < q¯ ≤ 1, and a rate tolerance εT > 0 satisfying Condition 4.1, if γn+110 is computed by (4.1),
specifically
γn+110 = max
{
1 , q · ‖r
n‖2
〈rn, rn − rn+1]〉
}
, (4.4)
upon satisfaction of Condition 4.2, then
γn+110 < qγ
n
10, or γ
n+1
10 = 1, (4.5)
whenever
cos(rn, rn+1) <
γn10 − q/q
γn10(1 + εT )− 1
. (4.6)
This includes the previous result of Corollary 4.7 in [27], as the right-hand side of (4.6) satisfies
γn10 − q/q
γn10(1 + εT )− 1
≥ 1, for γn10 ≤ γMONO(q) :=
1
εT
(
1− q
q
)
. (4.7)
Proof. Rewriting the update (4.4) in terms of the direction cosine
γ̂10 := q · ‖r
n‖2
‖rn‖2 − 〈rn, rn+1〉 = q ·
1
1− cos(rn, rn+1)‖rn+1‖‖rn‖
(4.8)
Applying Condition 4.2, the denominator on the right-hand side of (4.8) satisfies the inequality
1
γn10
− εT ≤ 1− | cos(rn, rn+1)|
(
1− 1
γn10
+ εT
)
< 1− cos(rn, rn+1)‖r
n+1‖
‖rn‖ ,
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yielding, for cos(rn, rn+1) > 0
γ̂10 <
q
1− cos(rn, rn+1)(1− 1/γn10 + εT )
. (4.9)
Applying (4.9) to bound the desired inequality γ̂ ≤ q¯γn10, and solving for cos(rn, rn+1) yields
the result (4.5) on satisfaction of (4.6). For cos(rn, rn+1) ≤ 0, the result is clear directly from
(4.8). 
Applying the bound from the update condition (4.3) however yields an overly pessimistic view
of when the update will decrease, and the sufficient condition for decrease of γ10 given by (4.6)
has been observed in practice to hold only where the less general (4.7) also holds, for q = 1.
This is because as the iterations are converging, cos(rn, rn+1) is generally close to one. The
following corollary gives a reliable predictor involving minimal computation, of when an update
will decrease.
Corollary 4.4. On the hypotheses of Lemma 4.3, namely, given a fixed parameter 0 < q < 1, a
number q < q ≤ 1, and a rate tolerance εT > 0 satisfying Condition 4.1, if γn+110 is computed by
(4.4), upon satisfaction of Condition 4.2, then
γn+110 < qγ
n
10, or γ
n+1
10 = 1, (4.10)
whenever
ε˘ <
1
γn10
(
1− q
q
)
, for ε˘ :=
‖rn+1‖
‖rn‖ −
(
1− 1
γn10
)
. (4.11)
The proof follows similarly to Lemma 4.3, with ε˘ taking the place of εT .
Proof. From (4.4) and ε˘ given by (4.11)
γ̂10 =
q
1− cos(rn, rn+1)(1− 1/γn10 + ε˘)
. (4.12)
Solving for cos(rn, rn+1) to satisfy (4.10) yields the equality, c.f., (4.6)
cos(rn, rn+1) =
γn10 − q/q
γn10(1 + ε˘)− 1
, (4.13)
which is assured to hold whenever the right-hand side of (4.13) is greater than one, from which
the sufficient condition (4.11), for the result (4.10), follows. 
This yields a reliable predictor requiring minimal computation to check if a given update of
γ10 can be assured to decrease the parameter. Such a condition can be enforced if the sequence
of parameters is required to decreease monotonically.
4.2. Picard-like regularization, σ01. Referring to the inexact iteration given by (2.19) - (2.21),
a strict Newton-like iteration prescribes γ01 = 1 = γ10, i.e., σ10 = 0 while a strict Picard-like
iteration prescribes γ01 = 1 and γ10 = 0. From the current generalized standpoint, σ01 controls
the additional diffusion-like term A(un;wn), which is proposed here to balance the linearization
error Le(un), given by (3.6), stabilizing the iteration by adding diffusion to the system.
As seen in the residual representation (3.5), the computation of the linearization error up to the
contribution from the floating-point error Fe, can be accomplished by subtracting the remaining
terms to the other side of the equation. This is viewed as preferable to the computation of Le(un)
directly by the definition (3.6), as it requires only matrix-vector multiplications, and in particular
does not require the assembly of the term A′1(un;un+1)wn.
Minimizing the L2 of the sum of the Picard-like regularization and linearization error based
on the latest information, to determine a new value for σ01 yields
σ˜ = argmin ‖σA(un+1;wn) + Le(un)‖ (4.14)
= −〈L
e(un), A(un+1;wn)〉
‖A(un+1;wn)‖2 .
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Up to pollution by floating-point errorFe, and allowing only positive contributions from σ10, i.e.,
applying this regularization only when it adds to, not subtracts from, diffusion to the system
σn+101 = max
0 ,
〈
−rn+1 + (1− 1γ10 )rn + α
n
γ10
Rwn + σn01A(u
n+1;wn), A(un+1;wn)
〉
‖A(un+1;wn)‖2
 .
(4.15)
Then the Picard-like regularization is given by
γn01 = γ10(1 + σ
n
01). (4.16)
This definition given by (4.15)-(4.16) uses the information from the latest iterate to add problem-
dependent diffusion to have the greatest cancellation effect on the linearization error.
4.3. Tikhonov-like regularization, αn. The parameter αn which scales the regularization term
φ(w, v) is seen to come from the inverse of the pseduo-time step, as in (2.10). However, as
discussed in [25, 26], this parameter is also seen to scale the analogous regularization term
found by applying a Tikhonov-type regularization to the linearized system [13]. In the cur-
rent numerical experiments, as well as previous ones by the author, the regularization term
φ(w, v) :=
∫
Ω β(x, u)∇w · ∇v, where β may be as simple as the identity, or it may be a cutoff
function computed once on each mesh refinement, or a function of u0, the initial iterate on each
refinement. While β could be chosen as function of u and updated on each iteration, this would
increase assembly costs which can already be high compared to the solve-time in the preasymp-
totic regime. The experiments in Section 5 show β = 1 + |κ′(u0k)|, on refinement k, in the first
example; and, β = 1 in the second example. The is as opposed to the Picard-like regularization
controlled by σn01 which adds diffusion scaled by the latest κ(u
n) on each iteration. The proposed
parameter is scaled by γ10/‖Rwn‖, and is guided by the contribution of the remaining second
order terms, so long as it does not interfere with the convergence rate.
α0 = ‖r0‖, (4.17)
αn+1 =
γ10
‖Rwn‖ ·min
{∥∥∥∥rn+1 − (1− 1γ10
)
rn − 1
γ10
αnRwn
∥∥∥∥ , εT2 ‖rn+1‖
}
, n ≥ 1.
(4.18)
This is in contrast to the scaling of the Tikhonov term proposed in [25, 26, 27], which is guided
by the norm of the residual. The new definition chooses a generally smaller term for αn, so as
not to interfere with the convergence rate farther from the solution, i.e., in the preasymptotic
and coarse mesh regimes. The plots of the terminal α and α‖Rw‖ on each refinement for the
examples in Section 5 highlight the importance of normalizing α against ‖Rwn‖ to control the
contribution from this regularization. It is noted as well that applying (4.17) and (4.18) selects
a larger regularization parameter on the first iteration of each refinement, which stabilizes the
correction from the interpolation of the previous solution onto the finer mesh.
4.4. Inexact scaling regularization, δ. The scaling parameter δ is adjusted after the last iteration
on each refinement. After the iteration completes on refinement k, let the final iterate uk be
indexed by un+1. Then rearranging terms in (2.18), the residual rn satisfies
−rn = αnRwn + γ10(A′1(un;un) +A′2(un))wn + σnγ10A(un;wn). (4.19)
Define now a new quantity rL to satisfy
−rL = αnRwn + γ10(A(un+1;un+1)−A(un;un)) + σnγ10A(un;wn) +A(un;un), (4.20)
where the Jacobian terms of (4.19) have been replaced by the differenceA(un+1;un+1)−A(un;un),
which they approximate. Then the difference between (4.20) and (4.19), is given by
−(rL − rn) = γ10 Le(un). (4.21)
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The number δ˜ is now set so that δ˜ −A(un;un) approximates rL. In particular
δ˜ = argmin ‖δ˜fQ −A(un;un)− rL‖ = argmin ‖(δ˜ − δk)fQ + γ10 Le(un)‖, (4.22)
where the last equality follows by (4.21) and (2.21). Up to floating point error, this may be
computed by
δ˜ =
〈fQ, αnRwn + γ10(A(un+1;un+1)−A(un;un)) + σnγ10A(un, wn) +A(un;un)〉
‖fQ‖2 .
(4.23)
Then, for a user set parameter 0 < qk < 1 as in (4.1), δk+1 is set by
δk+1 = max
{
1
qk
δ˜ , 1
}
. (4.24)
This update then satisfies the property that δk = 1 for all k ≥ K for some finite K, as shown
in [27]. In particular, (4.22), demonstrates that δ˜ = δk, if the linearization at un is exact. In this
case δk+1 = q−1k δk. The adjustment in δ is seen to systematically reduce the residual regular-
ization Sres, while maintaining sensitivity to the component of the linearization error along the
direction of the source.
The parameter qk may be taken as the constant q used in (4.4), the computation of γ10, or may
be updated to increase the parameter δ more aggressively when γ10 has been updated more often
or is sufficiently close to one. For instance
qk = min{qP , q(1+1/γ10)}, (4.25)
where P is the number of updates of γ10 on refinement k.
4.5. Regularized adaptive algorithm. The regularized adaptive algorithm of [27] effectively
traversed the coarse mesh and preasymptotic regimes starting from a coarse mesh where the
solution-dependent coefficients of (1.5) were unresolved. The described method was demon-
strated to uncover the internal layers and arrive at the asymptotic phase of Newton iterations for
the well-resolved problem. The method was not uniformly efficient, however, especially for large
values of the numerical dissipation parameter. In particular, the method was allowed to continue
to iterate while converging at the predicted rate until the norm of the residual dropped sufficiently
below the level of the previous residual. This resulted in longer computational times in the coarse
mesh regime, where the linear problems to solve are significantly smaller than in the asymptotic
regime, but the linear convergence rate may be very slow. To remedy this situation, the current al-
gorithm is accelerated by splitting it into three phases, roughly corresponding to the coarse mesh,
preasymptotic and asymptotic phases.
A modified strategy to update the numerical dissipation and exit the iterations in the first phase
allows significantly faster progression to the second phase, roughly correlated to the preasymp-
totic regime A modified parameter-update in the second phase leads to faster progression to third
phase, correlated to the asymptotic regime; and, prevents stalling of the final parameter updates
due to pollution from the floating-point error.
The first phase, γ10 > γMONO, exits early upon update of γ10, and does not require residual
reduction. The second phase, γMONO ≥ γ10 > 1, corresponds to the preasymptotic phase. The
updates of γ10 are guaranteed to be monotonically decreasing in this phase as developed in [27].
The third or final stage corresponds to the asymptotic phase of the algorithm where the iterations
converge quadratically as is standard for Newton methods once the solution iterate has entered
the basin of convergence.
4.5.1. User-set parameters. The following user-set parameters are used in the adaptive algo-
rithm. The first three, γMAX, the maximum value of γ10; εT , the rate-tolerance; and q, the re-
duction factor used in the parameter update (4.1) for the update of γ10, can be consolidated into
two. From (4.3), and as discussed in [27], convergence of the residual under this regularization
structure requires εT < 1/γMAX, so it is natural to define εT = q/γMAX. Then setting 0 < q < 1
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and γMAX > 1 defines both εT and γMONO = γMAX(1/q − 1), from (4.7), for which the update
guarantees monotonic decrease of γ10 whenever γ10 < γMONO, in accordance with Lemma 4.3.
The two remaining parameters are standard for iterative methods. The tolerance for the residual
denoted tol used to exit iterations in the asymptotic regime is set to a constant value: tol = 10−7
in the current results. The maximum number of iterations allowed itmax is set to a default of 20
iterations, but modified in the preasymptotic phase where γ10 > 1, to allow residual reduction
with iterations converging at the accepted rate 1− 1/(2 γ10), by
itmax = 1 + ceil(log‖rk−1‖ − log‖r0‖)/ log((1− 1/(2 γ10)), (4.26)
where rk−1 denotes the terminal residual on refinement k − 1, r0 denotes the initial residual on
refinement k, and ceil(·) denotes the ceiling function.
4.5.2. Incomplete solves: exiting the iterations. One of the key features of the regularized method
is the early-exit of the nonlinear iterations in the pre-asymptotic and coarse mesh regimes. The
exit is governed by observed convergence of the iterations at the predicted rate. This shows
the linearization error is low enough to extrapolate stability of the approximate Jacobian at the
current iterate. As such, the interpolation of that iterate onto the refined mesh is suitable for a
starting guess fo the next nonlinear solve. In contrast to the methods of [26, 27], the first exit-
condition allows exit from the iterations on the conditions for updating γ10, in the initial phase
where γ10 > γMONO. In particular, residual reduction is only enforced once γ10 is small enough
to assure decrease towards one on every update.
Criteria 4.5 (Exit criteria). Let βn+1 = ‖rn+1‖/‖rn‖. The nonlinear iterations are terminated
on iteration n of level k on satisfaction of one of the following sets of conditions.
(1) The first set of conditions accelerates the algorithm through the coarse mesh regime.
γ10 > γMONO, (4.27)
|βn − βn−1| ≤ εT , (4.28)∣∣∣∣βn − (1− 1γ10
)∣∣∣∣ < εT , (4.29)
n > 2. (4.30)
(2) The second set of conditions feature sufficient reduction of the residual, a relaxed conver-
gence rate tolerance, and a stability criterion. This set of conditions allows for successful
exit of the iterations in the preasymptotic regime.
‖rn+1‖ < ‖rn‖, (4.31)
‖rn‖ ≤ min{‖r0‖, ‖rk−1‖}, (4.32)
β <
(
1− 1
2γ10
)
, (4.33)
|βn−1 − βn| ≤ εT
2
. (4.34)
(3) The third condition allows successful exit in the asymptotic regime: the iterations have
converged to tolerance.
‖rn+1‖ ≤ tol. (4.35)
(4) The fourth exit condition detects failure of the iterations to converge: either sufficient
increase of the residual, or reaching the maximum number of iterations.
β > 1 +
1
γ10
, or n > itmax. (4.36)
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4.5.3. Regularization update conditions. In agreement with (4.3), the numerical dissipation pa-
rameter γ10 is updated on satisfaction of
γn10 > 1, (4.28)− (4.29), and γn10 = γn−210 . (4.37)
The last condition requires the parameter γ10 is updated at most every three iterations, allowing
the iterations to stabilize and the comparison of convergence rates over three iterations to be
meaningful.
The scaling parameter δ is updated after the terminal iteration on satisfaction of
δk < 1, and Conditions (1), (2) or (3) of Criteria 4.5. (4.38)
The parameter updates, exit criteria and adaptive mesh refinement are summarized in the follow-
ing regularized adaptive algorithm.
Algorithm 4.6 (Algorithm using the inexact iteration (2.19)). Set the parameters q and γMAX.
Start with initial u0, γ0, δ0 and σ00 = 0. On partition Tk, k = 0, 1, 2, . . .
1) Compute regularization matrix Rk.
2) Set r0 = δfQ −A(u0;u0), and set α0 = ‖r0‖. Set σ0k = σk−1, k ≥ 1.
3) While Exit criteria 4.5 are not met on iteration n− 1 :
(i) Solve (2.19) for wn.
(ii) Update un+1 = un + wn, and rn+1 = δQfk −A(un+1;un+1).
(iii) If the conditions 4.37 are satisfied, update γn+110 by (4.4).
(iv) Set σn01 by to (4.15), and set α
n by to (4.18).
4) If Condition 4.38 is satisfied, update δk+1 for partition Tk+1 according to (4.23)-(4.24),
with qk set by (4.25).
5) Compute the error indicators to determine the next mesh refinement.
The numerical results in the following section are computed using standard a posteriori residual-
based error indicators, as in for instance [28]. For the nonlinear anisotropic problem (1.3) the local
indicator for element T ∈ Tk with hT the element diameter is given by
ζ2T (v) = ζ
2
Tk(v, T ) := hT ‖JT (v)‖2L2(∂T ) (4.39)
η2T (v) = η
2
Tk(v, T ) := h
2
T
∥∥∥∥∥∥
n∑
i,j=1
∂
∂xj
(
κij(v)
∂
∂xj
v
)
+ f
∥∥∥∥∥∥
2
L2(T )
+ ζ2T (v), (4.40)
JT (v) := J∑ni,j=1 κij(v) ∂∂xj v · niK∂T , with jump JφK∂T := limt→0 φ(x+ tn)− φ(x− tn),
where n = (n1, n2) is the appropriate outward normal defined on ∂T . The error estimator on
partition Tk is given by the l2 sum of indicators η2Tk =
∑
T∈Tk η
2
T .
5. NUMERICAL RESULTS
Two numerical examples illustrate instances where different terms in the regularization are
active to stabilize the iterations. The first example demonstrates Algorithm 4.6 on a problem
where κ′(s) is Lipschitz but not uniformly differentiable. In particular, it has a corner at s = 1/2.
This model problem shows an anisotropic shift in solution-dependent diffusion, and features steep
gradients in the diffusion coefficient. The approximate Jacobian requires continued regularization
from both the Picard-like term controlled by σ01, and the Tikhonov-like term, scaled by α. In the
second example, the regularization is driven by γ10 and δ in the preasymptotic phase while a thin
internal layer in the diffusion is uncovered. For this problem, the regularization has diminished
importance in the asymptotic regime, whereas computing a sequence of iterates that enter the
asymptotic regime strongly depends on the regularization.
The simulations were performed with a Python implementation of the FEniCS library [23],
with the parameter computations, specifically where sparse matrix-vector products are necessary,
computed with the PETSc backends [1]. Running the simulations on an 4GHz Intel Core i7 iMac,
PSEUDO-TIME REGULARIZATION METHODS 17
FIGURE 1. Terminal solution iterates from Example 5.1. Left: solution iterate with
γ10 = 5 on level 10 with 237 dof. Center: solution iterate with γ10 = 3 on level 20 with
1332 dof. Right: solution iterate with γ10 = 1 on level 30 with 9613 dof.
FIGURE 2. Adpative meshes from Example 5.1. Left: mesh on adaptive level 10 with
237 dof. Center: mesh on adaptive level 20 with 1332 dof. Right: mesh on adaptive
level 30 with 9613 dof.
the first example runs to full residual convergence in less than 150 sec., on refinement level 33;
and the second in under 20 sec., on refinement level 36.
In both examples the initial iterate u00 = 0, and thereafter u
0
k is interpolated from uk−1, the
terminal iterate on refinement k− 1, onto the refined mesh partition of level k. The initial scaling
parameter δ = 1/γMAX, and γMAX is specified in each example. Both examples use the regu-
larization reduction factor q = 0.865. Each simulation is discretized with linear Lagrange basis
elements and was started with a uniform initial mesh partition of 144 elements.
Example 5.1 (Anisotropic diffusion). Consider the anisotropic diffusion equation on Ω = (0, 1)×
(0, 1)
−div(κ(u)∇u) = f(x, y) in Ω, u = 0 on ∂Ω, (5.1)
with
κ(u) =
(
κ11(u) 0
0 κ22(u)
)
,
κjj(u) = k + tanh((1/εj)(u− a)2 sign(u− a)), j = 1, 2, (5.2)
with the parameters a = 0.5, ε1 = 4× 10−4, ε2 = 4× 10−2, and k = 2. The discontinuity in κ′
at u = 1/2 separates this problem from the classes of Remark 1.3 where asymptotic convergence
is known, assuming a fine enough mesh. The source function f is given by
f(x, y) = 2(1− x)(1− y)(e6x2 − 1)(e6y2 − 1). (5.3)
The initial regularization parameter γ10 is set as γMAX = 5 and the regularization function
φ(w, v) = (1 + κ′(u0k)∇w,∇v).
Figure 1 shows snapshots of the computed iterates on refinements 10, 20 and 30, with respec-
tively 237, 1332 and 9313, degrees of freedom (dof), illustrating the progress from the preasymp-
totic into the asymptotic regimes. Figure 2 shows the corresponding adaptive meshes. The solu-
tion plots and meshes illustrate how the mesh is refined for both the boundary layer on either side
of the origin; and, for the steep gradients in the diffusion coefficient. In this anisotropic case, the
gradients are orders of magnitude steeper in the x- direction than the y- direction. In particular,
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FIGURE 3. Left: regularization parameters γ10, γ01 and δ. Right: regularization param-
eter α, norm of regularization α‖Rw‖, and the norm of the terminal residual ‖rk‖, for
Example 5.1, with nonlinear iterations running to tolerance tol = 10−7.
κ′11 has a Lipschitz constant of approximately 2500, while κ′22 has a Lipschitz constant of ap-
proximately 25. It is observed that the meshes refine more in the vicinity of the steeper gradients;
and, the mesh partition remains relatively coarse over large areas of the domain.
Figure 3 shows the terminal value of the regularization parameters γ10, γ01, δ and α, on each
level. For this example the plot on the left shows the scaling parameter δ → 1, rapidly, indicating
accuracy of the Jacobian terms on the coarse mesh. The numerical dissipation parameter γ10
hovers at its maximum value for the first sequence of updates, then decays steadily to one, as
the updates converge to within tolerance given in (4.11) of Corollary 4.4. Decrease of γ10 as in
Lemma 4.3 is not relevant as for γMAX = 5 and q = 0.865 in this example, γMONO given by (4.7)
yields γMONO < 1. The Picard-like regularization γ01, shows a few spikes above it’s baseline level
close to γ10, and indeed remains active into the asymptotic regime, showing that the additional
numerical diffusion maintains some cancellation properties against the linearization error. It was
also observed numerically if this parameter were suppressed, that is σ01 = 0 meaning γ01 = γ10,
the iterates tended to diverge after level 30.
The plot on the right side of Figure 3 shows the terminal value of the Tikhonov-like parameter
α together with the norm of the scaled regularization term α‖Rwn‖, and terminal residual ‖rk‖ on
each refinement level k. Here it is seen that due to the scaling of α by γ10/‖Rwn‖, the parameter
α does not go to zero, however the definition (4.18) keeps the level of contributed regularization
below the norm of the residual. Indeed, the plot of α diverges from the plot of α‖Rwn‖ as
γ → 1 and ‖Rwn‖ decreases into the asymptotic regime. It is remarked however, that the initial
α0k = ‖r0k‖ on each refinement, then α decreases with the residual over each iteration. Without
maintaining this low level of regularization into the asymptotic regime, the iterations were again
observed to diverge.
The second example illustrates the updated regularization parameters on the model problem
shown in previous work by the author [25, 26, 27]. In contrast to Example 5.1, here the parameters
γ10 and δ play a dominant role in the regularization, while σ01 and α are less significant into the
asymptotic regime.
Example 5.2 (Diffusion with thin layers). Consider the quasilinear diffusion equation on Ω =
(0, 1)× (0, 1)
−div(κ(u)∇u) = f(x, y) in Ω, u = 0 on ∂Ω, (5.4)
with
κ(u) = k +
1
ε+ (u− a)2 , (5.5)
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FIGURE 4. Terminal solution iterates from Example 5.2. Left: solution iterate with
γ10 = 11 on level 25 with 1511 dof. Center: solution iterate with γ10 = 5 on level 30
with 3062 dof. Right: solution iterate with γ10 = 1 on level 40 with 21678 dof.
FIGURE 5. Adpative meshes from Example 5.2. Left: mesh on adaptive level 25 with
1511 dof. Center: mesh on adaptive level 30 with 3062 dof. Right: mesh on adaptive
level 40 with 21768 dof.
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FIGURE 6. Left: regularization parameters γ10, γ01 and δ. Center: regularization pa-
rameter α, the norm of the regularization α‖Rw‖, and the norm of the terminal residual
‖rk‖. Right: H1 error, |u − uk|1; L2 error, |u − uk|0; and, error estimator ηk, against
n
−1/2
dof , degrees of freedom, for Example 5.2, with nonlinear iterations running to toler-
ance tol = 10−7.
with the parameters a = 1/2, ε = 10−5, and k = 1. The source function f is chosen so the exact
solution u(x, y) = sin(pix) sin(piy). This problem, featuring a bounded second derivative and
high regularity of the solution, fits into both problem classes mentioned in Remark 1.3.
The initial regularization parameter γ10 is set as γMAX = (
√
3/2)ε−1/2, the approximate ratio
of κ′(s¯)/κ(s¯), where s¯ = argmax (κ′(s)). The regularization function φ(w, v) = (∇w,∇v), the
standard Laplacian preconditioner.
Figure 4 shows snapshots of the solution progression through the preasymptotic and into the
asymptotic regime. The snapshot on the left, from level 25 with 1511 dof, and the snapshot in the
center, from level 30, with 3062 dof, show the effect of δ  1: the source function is scaled down
so the solution iterates are held beneath the strong diffusion layer at u = 1/2, until the diffusion
in the vicinity of the ultimately thin layer is sufficiently resolved. Then, as δ → 1, the full strength
source pushes the solution iterates through the diffusion layer, resulting in the asymptotic iterate
on the right of Figure 4, on level 40 with 21678 dof. The corresponding meshes in Figure 5
illustrate the mesh refinement focused in the vicinity of the steep gradients of the diffusion layer.
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The first two plots of Figure 6 shows the terminal values of each regularization parameter
γ10, γ01, δ and α on each refinement level. On the left, it is seen as γ10 progresses from γMAX
of approximately 250 down to 1, the initial relationship δ = 1/γ10 is roughly maintained. From
this plot it is also apparent that the regularization parameter σ01 plays only a minor role in the
stabilization of the Jacobian, and γ01 ≈ γ10 throughout the simulation.
Figure 6 in the center, shows the terminal value of α, which scales the Tikhonov-like regular-
ization term, plotted together with the full norm of the Tikhonov-like term α‖Rwn‖, and the final
residual on each iteration ‖rk‖. The effect of scaling α against the norm of Rwn is seen to be
small in the preasymptotic regime where ‖Rwn‖ = O(1). This scaling is however of increasing
importance into the asymptotic phase, to reduce this regularization to the order of the residual
norm, for fast convergence.
After refinement level 28, as γ10 < γMONO = 96, given by Lemma 4.3, the residual decrease
exit criteria, (4.31)-(4.32) of Condition (2), Critia 4.5, is enforced, resulting in the rapid decrease
of the residual over the next several refinements, seen in Figure 6 on the right. Finally, it is noted
in the plot on the right of Figure 6, that upon entering the asymptotic regime with the residual
solving to tolerance at each iteration, the H1 error reduces at the rate n−1/2dof , the expected rate for
the corresponding linear problem.
6. CONCLUSION
This paper describes a framework for pseudo-time regularization, applied to a generally non-
monotone class of quasilinear partial differential equations. The regularization, which is designed
to exploit the quasilinear structure of the equation, is first derived from the discrete problem at
the PDE level. The regularized linear algebraic system is then specified under inexact assembly.
The residual representation of the assembled system then reveals the errors induced from regu-
larization, linearization and floating-point arithmetic; and, allows insight into how regularization
can control the linearization error. An updated set of regularization parameters is presented, then
applied to an adaptive algorithm to approximate the solution of quasilinear PDE of nonmonotone
type. The method is demonstrated on two problems, the first of which features an anisotropic dif-
fusion coefficient that is not twice differentiable. The second demonstrates recovering a known
solution from a model problem with a thin diffusion layer. The results suggest theoretical con-
vergence of the error without a sufficiently-fine mesh condition or a second derivative on the
solution-dependent diffusion coefficient should be possible.
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