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Introduction
Let V be a finite-dimensional complex vector space, and let G ⊂ SL(V )
be a finite subgroup. The quotient variety X = V/G is usually singular.
If dimV = 2, then there exists a canonical smooth projective resolution
π : Y → X of the singular variety X. This resolution is crepant, which
in this case means that the manifold Y has trivial canonical bundle (we
recall the precise definition in Definition 1.2). The fiber π−1(0) ⊂ Y over
the singular point 0 ∈ X = V/G is a rational curve, whose components are
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numbered by the non-trivial conjugacy classes in the finite group G. The
homology classes of these components freely generate the homology group
H2(Y,Q). All the other homology groups of the manifold Y are trivial
(except for H0(Y,Q) ∼= Q).
This situation has been described by J. McKay in [McK]. It is known as
the McKay correspondence.
In higher dimensions the picture splits into two parts. One can consider
two separate questions.
1. When does the quotient X = V/G admit a smooth crepant resolution
Y → X?
2. Assuming there exists a smooth crepant resolution Y → X, what can
one say about the homology space H q(Y,Q)?
In the case dimV = 3, the first question has been solved independently
by several people (for the references see [IR]). In this case no additional
conditions are necessary. Every quotient X = V/G of the 3-dimensional
vector space V = C3 by a finite subgroup G ⊂ SL(V ) admits a smooth
crepant resolution Y → X.
The second question has been considered by Y. Ito and M. Reid in their
paper [IR]. For dimV = 3, they proved the same result that holds for
dimV = 2: the total homology space H q(Y,Q) of any smooth crepant res-
olution Y → X of the quotient X = V/G has a natural basis numbered by
the conjugacy classes in the group G ⊂ SL(V ). They called this the McKay
correspondence in dimension 3.
Roughly speaking, the proof goes as follows. There are two non-trivial
homology groups, namely, H2(Y,Q) and H4(Y,Q). Ito and Reid consider
them separately. The picture for H2(Y,Q) is similar to the classical case
dimV = 2: the group H2(Y,Q) has a natural basis given by the fundamental
classes of the components of the exceptional divisor E ⊂ Y . Ito and Reid
use the theory of valuations to identify the set of these components with a
subset of the conjugacy classes in G (the set of so-called junior conjugacy
classes). Then they apply Poincare duality, and identify the rest of the
conjugacy classes with elements in a basis of H4(Y,Q).
Additionally, [IR] contains some discussion of the general case dimV > 3.
In particular, the construction for H2(Y,Q) generalizes straightforwardly.
Unfortunately, in higher dimensions this is not enough to describe the total
homology space H q(Y,Q).
The discussion in [IR] has been clarified and further generalized by Reid
in [R2] (we also refer the reader to this paper for a comprehensive bibliogra-
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phy and the history of the question, which dates back both to [McK] and to
the physical paper [DHVW]). Reid considered the quotient V/G of an arbi-
trary vector space V by a finite subgroup G ⊂ SL(V ). He assumed that V/G
admits a smooth crepant resolution Y → X. In this situation, he proposed
two versions of the generalized McKay correspondence – a homological and
a cohomological one. He also suggested a hypothetical construction for each
of these correspondences. Philosophically, the main “homological” claim is
the same as for dimV = 2 and dimV = 3.
Conjecture 0.1. Let X = V/G be quotient of a complex vector space V by
a finite subgroup G ⊂ SL(V ). Assume given a smooth crepant resolution
Y → X.
Then the homology space H q(Y,Q) admits a “natural” basis numbered by
conjugacy classes of elements g ∈ G.
As Reid himself put it, his conjecture should be regarded as “a pointer
towards the truth rather than the truth itself”. In particular, the precise
meaning of the word “natural” is not known. The only known compatibility
condition the good McKay correspondence must satisfy is that the degree
of the homology class associated to the conjugacy class of an element g ∈
G ⊂ SL(V ) must coincide with the so-called age of the element g (age is a
canonical integer associated to every automorphism g ∈ SL(V ) of a vector
space V ; we recall the definition in Subsection 2.2).
There is a lot of experimental evidence which supports this conjecture,
and there are some specific pairs 〈V,G〉 for which such a natural basis has
been constructed. Moreover, one can check the validity of the conjecture
by suspending the quest for a basis in the homology, and asking instead,
whether the dimensions of the homology groups are correct. This has been
proved recently by V. Batyrev ([Ba]). Another proof, based on ideas of M.
Kontsevich, has been given by J. Denef and F. Loeser ([DL]).
However, if one asks for an actual basis in the homology groups, then our
knowledge is much more limited. Aside from the case dimV = 3 solved in
[IR], the only known situation where there is some sort of a general approach
is the case of the abelian group G. Here one can use the methods of toric
geometry with some success. In particular, the dimensions of homology
groups have been known for a long time ([BD]). There has also been much
progress on the question of the existence of smooth crepant resolutions; for
this we refer the reader to the paper [DHZ].
In this paper, we impose a different assumption on the pair 〈V,G〉.
Namely, we assume that the vector space V is equipped with a non-dege-
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nerate symplectic form, and that the finite subgroup G ⊂ Sp(V ) ⊂ SL(V )
preserves not only the volume form in V , but also the symplectic form.
This is suggested by the analogy between quotient singularities V/G by
finite subgroups G ⊂ SL(V ) and the compact Calabi-Yau manifolds, that
is, complex manifolds X with trivial canonical bundle KX . The quotients
V/G by subgroups G ⊂ Sp(V ) are analogous to compact complex manifolds
which are not only Calabi-Yau, but also hyperka¨hler. Just as the theory of
hyperka¨hler manifolds is in many respects different from the general theory
of Calabi-Yau manifolds, one expects that symplectic quotient singularities
V/G have many interesting special properties and deserve a closer study.
Such a study has been proposed and initiated recently by A. Beauville in
his paper [B].
Independently, in a recent paper [V] M. Verbitsky has studied which
of the symplectic quotient singularities X = V/G admit a smooth crepant
resolution. He obtained a strong necessary condition on the subgroup G ⊂
Sp(V ).
Here we consider the symplectic quotient singularities from the point
of view of the homological McKay correspondence. One expects significant
simplifications due to the following fact: every smooth crepant resolution
π : Y → X of a symplectic quotient singularity X = V/G is semismall
([K, Proposition 4.4]). This means that for every irreducible algebraic cycle
Z ⊂ Y we have
codimπ(Z) ≤ 2 codimZ.
Using this fact and some simple features of the geometry of the quotient
X = V/G, one can show that
• there is only a finite number of irreducible cycles Z ⊂ Y for which we
have the equality, codim π(Z) = 2 codimZ, and
• the fundamental classes of these “maximal” cycles provide a natural
basis in the total homology space H q(Y,Q).
One hopes then to apply the valuation-theoretic methods of [IR] to these
maximal cycles, and obtain the homological McKay correspondence not only
for H2(Y,Q), but for the total homology space H q(Y,Q).
We have found out that this program indeed works, and in a very
straightforward way. Thus, for symplectic vector spaces, the homological
McKay correspondence proposed in [R2] is not just a pointer to the truth,
4
but the whole truth. The construction described by Reid in [R2] works beau-
tifully and gives the desired basis in the homology space H q(Y,Q). This is
the subject of the present paper.
The paper is organized in the following way.
• The key element in the Ito-Reid construction is the technique of val-
uations. This seems to be a standard approach in modern birational
geometry, but we haven’t been able to find a convenient reference.
Since all the facts we need are really quite simple, we have given a
brief general overview of valuations in Section 1. For the complete
proofs see e.g. [Bou]. There is also a good overview in [IR].
• In Section 2 we introduce the vector space V and the finite groupG and
describe, following Reid [R2], [R1], the so-called monomial valuations
of the quotient variety X = V/G. At this point we are able to state
our main result in the precise form (Conjecture 2.8).
• In Section 3 we recall certain facts from [K] on the geometry of an
arbitrary smooth crepant resolution Y → X. After that, we introduce
maximal cycles in the resolution Y , and we prove that maximal cycles
in Y are in one-to-one correspondence with the conjugacy classes in
the finite group G.
• Finally, in the purely topological Section 4 we prove that holomogy
classes of maximal cycles in Y form a basis in the homology space
H q(Y,Q).
A rough outline of the proof. We would like now to give a rough outline
of the proof of our main theorem, freely using the terminology of the paper
[R2]. This is completely independent from the rest of the paper. The reader
unfamiliar with [R2] is advised to skip the rest of the introduction and turn
to the main body of the paper, where we give all the necessary definitions.
First of all, everything in the paper works over an arbitrary algebraically
closed field k of characteristic char k = 0. However, as noted in [IR], the
natural formulation of the homological McKay correspondence would replace
conjugacy classes of elements g ∈ G with conjugacy classes of maps µr → G,
where µr ⊂ K
∗ is the cyclic group of roots of unity of order r (r runs over
all orders of elements in G). We have adopted this point of view, which
indeed makes some proofs easier, and some formulas become more natural.
The reader who is mostly interested in varieties over the complex numbers,
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k = C, may simply replace everywhere a homomorphism g : µr → G with
the image g(ε) ∈ G of the canonical generator ε = exp
(
2pi
√−1
r
)
∈ µr.
Now, the homological McKay correspondence that we prove works in the
following way.
(A) Conjugacy classes of maps g : µr → G ⇐⇒
(B) Valuations of the function field K(X) = K(Y ) ⇐⇒
(C) Maximal cycles Z ⊂ Y in the resolution Y → X = V/G ⇐⇒
(D) A basis in the homology space H q(Y,Q).
The precise definition of a maximal cycle is Definition 3.3. As we have
noted earlier, due to the semi-smallness of the resolution Y → X, the corre-
spondence between (C) and (D) becomes a simple topological fact from the
theory of perverse sheaves. We explain this in Section 4.
To pass from (A) to (B), one takes, as suggested in [R2], the so-called
monomial valuation vg associated to a (conjugacy class of) a map g : µr →
G. This construction is probably well-known, although we haven’t been able
to find a convenient reference, and describe it from scratch in Section 2. In
the process, we prove a certain technical property of monomial valuations,
Lemma 2.2. This lemma is quite simple, but very important for the rest of
the paper. We do not know whether it is a new result.
To pass from (B) to (C), one takes the center δ(v) ∈ Y of the monomial
valuation v = vg, and the Zariski closure Zg = δ(v) ⊂ Y . Again, this
is suggested in [R2]. Reid indicates that in the general case this is not
enough, and one also has to do some “mysterious cookery”. However, none
is needed in the symplectic case G ⊂ Sp(V ). Moreover, the monomial
valuation vg simply coincides with the Zg-adic valuation of the function
field K(Y ) = K(X) (Proposition 3.5).
The correspondence (C)⇒ (B)⇒ (A) uses the ramification theory. This
is the technique used in [IR] (but for some reason it is not even mentioned in
the overview given in [R2]). To pass from a cycle Z ⊂ Y to a map g : µr → G,
one takes the Z-adic valuation v = vZ of the function field K(Y ) = K(X)
and considers the Galois extension K(V )/K(X) with Galois group G. The
number r is the ramification index of the extension K(V )/K(X) in the
valuation v, and the cyclic subgroup g(µr) ⊂ G is the associated inertia
subgroup.
This construction is the subject of Section 3. The main result is Propo-
sition 3.6, which claims that the correspondence (C)⇒ (B)⇒ (A) is indeed
inverse to the correspondence (A)⇒ (B)⇒ (C) constructed by Reid.
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1 Valuations: a brief overview
1.1 Generalities. Fix once and for all a base field k which is algebraically
closed and of characteristic char k = 0. Throughout the paper, we will only
consider fields K that contain k and such that the extension K/k is of finite
degree of transcendence deg trK/k <∞.
Let K be such an extension. By a (discrete ultrametric) valuation v of
the field K we understand a surjective map v : K∗ → Z which satisfies
v(xy) = v(x) + v(y),(V1)
v(x+ y) ≥ min(v(x), v(y)).(V2)
for every x, y ∈ K. Moreover, we assume that v(x) = 0 for every constant
x ∈ k ⊂ K.
Every valuation v of a field K induces a topology on K. We denote by
Kv the completion of the field K with respect to this topology. The ring
of integers Ov ⊂ Kv associated to the valuation v consists of 0 ∈ K and all
elements x ∈ Kv such that v(x) ≥ 0. The ring Ov is a regular local ring of
dimension 1. The maximal ideal mv ⊂ Ov is generated by an element u ∈ Ov
with v(u) = 1 called the uniformizing element. The quotient kv = Ov/mv is
a field, it is called the residue field of the valuation v. The spectrum SpecOv
is a smooth curve with two points: the generic point SpecKv and the special
point Speckv.
The module Ω1(Ov/k) of Ka¨hler differentials is a free Ov-module of
rank n = deg trK/k, so that one can consider the modules Ωi(Ov/k) =
Λi(Ω1(Ov/k)) of i-forms on SpecOv for every i ≥ 1. Define a decreasing
filtration F
q
on Ωi(Ov/k) by
F pΩi(Ov/k) =


Ωi(Ov/k), p = 0,
mv · Ω
i(Ov/k) + Ω
i−1(Ov/k) ∧ du ⊂ Ωi(Ov/k), p = 1,
m
p−1
v · F 1Ωi(Ov/k), p ≥ 2,
and set
v(α) = max
{
p|α ∈ F pΩi(Ov/k)
}
(1.1)
for every i-form α ∈ Ωi(Ov/k). This extends the valuation v : K
∗ → Z to a
function v : Ωi(Ov/k) \ {0} → Z defined for every i ≥ 0. We have
v(fα) = v(f) + v(α), f ∈ Ov, α ∈ Ω
q
(Ov/k),
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so that the function v extends even further to a function v : Ω
q
(Kv/k) =
Ω
q
(Ov/k) ⊗Ov Kv → Z. By restriction, we obtain a function v : Ω
q
(K/k) \
{0} → Z. This function satisfies the inequalities
v(α ∧ β) ≥ v(α) + v(β), α, β ∈ Ω
q
(Ov/k)
v(α+ β) ≥ min(v(α), v(β)) α, β ∈ Ω
q
(Ov/k)
v(df) ≥ v(f), f ∈ Ov,
where d : Ov → Ω
1(Ov/k) is the de Rham differential.
1.2 Valuations of algebraic varieties. If X is an irreducible algebraic
variety, then valuations of X are by definition valuations of the fieldK(X) of
rational functions on X. Thus the set of valuations is a birational invariant
of the variety X.
A valuation v of an irreducible algebraic variety X induces a map
ηv : SpecKv → X.
If this map extends to a map ηv : SpecOv → X, then the point δ(v) =
ηv(Spec kv) ∈ X is called the center of the valuation X, and we say that the
valuation v has a center.
By the valuative criterion of properness, every valuation v of a proper
irreducible algebraic variety X has a center. However, the following situation
will be more important for us. Assume given irreducible algebraic varieties
X, X˜ , not necessarily proper, and a proper dominant map π : X˜ → X
which is generically one-to-one. Then π is a birational isomorphism, so that
valuations of X and X˜ are the same. We note that if a valuation v has a
center δ(v) ∈ X in X, then it also has a center δ˜(v) ∈ X˜ in X˜, and we have
δ˜(v) ∈ π−1(δ(v)) ⊂ X˜. This again follows from the valuative criterion.
We also note that if the variety X = SpecO is affine, then a valuation
v of the variety X has a center if and only if v(f) ≥ 0 for every algebraic
function f ∈ O on X. In this case the center δ(v) ∈ X is the generic point
of the closed subvariety Z ⊂ X defined by the prime ideal
Iv = {f ∈ O|v(f) > 0} ⊂ O.
Assume from now on that the variety X is normal. Then X is non-singular
in codimension 1. For every irreducible divisor Z ⊂ X, codimZ = 1, the
local ring of functions on X near the generic point z ∈ Z of the divisor Z
is a discrete valuation ring. We denote the corresponding valuation of the
variety X by vZ . For any valuation v of X with center at z, the associated
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map SpecOv → X is an open embedding into the formal neighborhood of
Z = z ⊂ X. Therefore Ov ∼= OvZ , and the valuation v must coincide with
vZ .
More generally, let z ∈ X be an arbitrary scheme point in an irreducible
algebraic variety X, and let Z = z ⊂ X be the Zariski closure of the point
x. Even if codimZ ≥ 2, one can still define the valuation vZ by blowing up
Z ⊂ X and taking VZ to be the valuation vE associated to the exceptional
divisor in the blow-up. The valuation vZ is called the Z-adic valuation of
the variety X. The Z-adic valuation is obviously centered at δ(vZ) = z ∈ X.
1.3 Discrepancy. Assume now that the irreducible algebraic variety X is
normal and has Gorenstein singularities, that is, the canonical bundleKU of
the non-singular part U ⊂ X extends to a line bundle KX on the whole X,
and the extended bundle KX is locally trivial. In this situation, there is an
important invariant of centered valuations of X called the discrepancy. To
define it, assume given a valuation v of the variety X with center δ(v) ∈ X
and choose a form ω ∈ Ωn(K/k) of top degree at the generic point SpecK ⊂
X which defines a trivialization of the canonical bundle KX near the point
δ(v) ∈ X.
Definition 1.1. The discrepancy of the valuation v in the variety X is the
number
disc(v,X) = v(η∗vω)− 1.
Here v is the valuation extended to the module Ωn(Kv/k) of forms of
top degree as in (1.1), and ηv : SpecOv → X is the map associated to the
centered valuation v, so that η∗vω is an n-form ω ∈ Ω
n(Kv/k) on the generic
point SpecKv ⊂ SpecOv of the curve SpecOv. When there is no danger of
confusion, we will write disc(v) instead of disc(v,X).
The number disc(v) does not depend on the choice of trivialization ω.
Indeed, any two trivializations ω1, ω2 differ by a local function f on X near
the point δ(v) ∈ X which does not vanish at δ(v) ∈ X. Therefore v(f) = 0
and v(ω1) = v(ω2). A valuation v of the variety X with disc v = 0 is called
crepant.
For the valuation v = vZ associated to a divisor Z ⊂ X, codimZ = 1, the
map ηv is an open embedding. Therefore π
∗ω is a generator of the module
Ωn(Ov/k) of top degre forms on SpecOv . Thus every divisorial valuation
vZ is crepant, disc(vZ) = 0.
This can be generalized to the situation when the variety X is smooth
near the generic point z of an irreducible subvariety Z ⊂ X of arbitrary
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codimension. The discrepancy of the Z-adic valuation vZ is easy to compute
by the adjunctions formula for the blowup X˜ → X of X at Z ⊂ X. It equals
disc(vZ) = codimZ − 1.(1.2)
In fact, as we shall see in Corollary 2.3, this is the smallest possible discrep-
ancy for a valuation with center at z.
It is important to remember that the discrepancy disc(v) = disc(v,X) is
not birationally invariant. In general, it depends not only on the valuation
v, but on the birational model X. An exception to this rule is the following
situation.
Definition 1.2. A dominant, generically one-to-one map π : Y → X is
called crepant if for every local trivialization ω of the canonical bundle KX
the pullback π∗ω is a local trivialization of the canonical bundle KY .
For every proper crepant map Y → X, every valuation v which centered
at a point δ(v) ⊂ X also has a center on Y , and we have disc(v,X) =
disc(v, Y ).
1.4 Galois extensions. Assume given a finite Galois extension K1/K
with Galois group G. For every valuation v of the fields K, the tensor
product K1 ⊗K Kv splits as the sum
K1 ⊗K Kv =
∏
Kvi ,(1.3)
where Kvi are completions of the field K1 with respect to certain valuations
vi. Each of the valuations vi satisfies
vi(x) = rv(x), x ∈ K ⊂ K1,(1.4)
where r is a positive integer, the same for every vi. This integer is called the
ramification index of the valuation v in the Galois extension K1/K. If we
extend the valuation v to differential forms, as in (1.1), then the equation
(1.4) holds for every i-form α ∈ Ωi(K/k) ⊂ Ωi(K1/k).
The valuations vi are the only valuations of the field K which satisfy
(1.4). The Galois group G acts transitively on the set of all the vi. Fix for
convenience one of these valuations, say v1. The stabilizer G1 ⊂ G of the
valuation v1 is called the decomposition subgroup of the valuation v. Each
of the completed fields Kvi is a Galois extension of the field Kv with Galois
group conjugate to G1 ⊂ G.
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One also distinguishes a smaller inertia subgroup I ⊂ G0 ⊂ G in the
Galois group G which by definition consists of elements that preserve the
valuation v1 and act trivially of the residue field kv1 = Ov1/mv1 . Since all
the fields are of characteristic 0, the inertia subgroup I ⊂ G is a cyclic group.
Its order is the ramification index r. Moreover, the action on the Zariski
cotangent space mv1/m
2
v1
(1-dimensional over the residue field kv1) identifies
I with the subgroup µr ⊂ k
∗
v1
of roots of unity in the field kv1 . Since the
base field k is algebraically closed, all the roots of unity actually lie in the
subgroup k∗ ⊂ kv1 , so that the subgroup I = µr also lies in the subgroup
k∗ ⊂ kv1 .
To sum up, every valuation v defines a ramification index r ∈ Z, r ≥ 1, a
decomposition subgroup G1 ⊂ G and an inertia homomorphism g : µr → G.
Both G1 ⊂ G and g : µr → G are defined up to a conjugation within G (this
corresponds to a choice of the valuation v1 in the decomposition (1.3)).
Since every valuation is multiplicative, we see that the inertia subgroup
I = g(µr) ⊂ G acts on the k-th power m
k
v1
/mk+1v1 by the k-th power of the
fundamental character χ : µr → k
∗. For future use, we will rephrase this in
the following way.
Lemma 1.3. Every eigenvector x ∈ Kv1 of the inertia group I = g(µr) ⊂ G
satisfies
g(a)(x) = χ(a)v1(x)x,
where a ∈ µr is an arbitrary element in the group µr of r-th roots of unity,
and χ : µr → k
∗ is the canonical embedding. 
2 Monomial valuations
2.1 General monomial valuations. Let V be a vector space over the
base field k of dimension dimV = n. Assume given an algebraic action of
the multiplicative group k∗ on the vector space V . Consider the eigenspace
decomposition
V =
⊕
i
Vi(2.1)
with respect to the k∗-action, and let ai ∈ Z be the associated weights, so
that we have
λ · v = λ−aiv, v ∈ Vi, λ ∈ k∗.
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Every function f ∈ O in the polynomial ring O = k[V ] of algebraic functions
on V has a weight decomposition
f =
∑
fi, fi ∈ K, i ∈ Z,
where fi satisfy λ · fi = λ
ifi for every λ ∈ k
∗.
Let K = K(V ) be the field of rational functions on V . Assume that
the action map k∗ → GL(V ) is injective or, equivalently, that the largest
common divisor of the numbers ai ∈ Z equals 1. Then for every number
p ∈ Z there exists a rational function f ∈ K of weight p.
Definition 2.1. The monomial valuation v : K∗ → Z of the variety V
associated to a k∗-action on the vector space V is defined by
v(f) = min{i ∈ Z|fi 6= 0} f ∈ O,
v(f/g) = v(f)− v(g) f, g ∈ O.
(2.2)
This is indeed a valuation: the map v : K∗ → Z is surjective, and it obvi-
ously satisfies the conditions (V1)-(V2). The residue field kv for the mono-
mial valuation v coincides with the field K(V )k
∗
⊂ K(V ) of k∗-invariant
functions in K(V ).
The monomial valuation v has a center δ(v) ∈ V if and only if all the
numbers ai are non-negative, ai ≥ 0. Assume from now on that this is the
case. Say that the monomial valuation is positive if the numbers the ai are
strictly positive, ai ≥ 1. Then the center δ(v) ∈ v is the closed point 0 ∈ V ,
and we have v(f) ≥ 1 if and only if a polynomial f ∈ O has no constant
term.
Extend the monomial valuation v to differential forms Ωi(K/k) as in
(1.1). The k∗-action also extends to the spaces Ωi(V/k) of forms on V , and
(2.2) holds for the forms as well as for the functions. This makes it easy to
compute the discrepancy disc(v, V ). Indeed, the top form ω ∈ Ωn(V/k) on V
given by the determinant is an eigenvector for the k∗-action with eigenvalue
a =
∑
i
ai dimVi,
and the discrepancy by definition equals disc(v) = a − 1. The simplest
possible positive monomial valuation is obtained by taking V = V1 and a1 =
1. This is the adic valuation centered at the point 0 ∈ v. Its discrepancy,
just as it should be, is equal to n− 1.
The monomial valuations enjoy the following extremal property.
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Lemma 2.2. Assume given a valuation w of the variety V with center at
0 ∈ V , and assume that for a certain positive monomial valuation v we have
w(f) ≥ v(f)
for every linear function f ∈ V ∗ ⊂ O on V .
(i) The discrepancy satisfies disc(w) ≥ disc(v).
(ii) If we have disc(w) = disc(v), then the valuations w and v coincide,
w = v.
Proof. It is convenient to split each of the subspaces Vi ⊂ V in (2.1) into a
sum of one-dimensional subspaces, so that we have a basis vi of the vector
space V , a collection of integers ai, and for every i we have
λ · vi = λ
−aivi, λ ∈ k∗.
Let xi be the dual basis of the vector space V
∗ of linear functions on V .
To prove (i), note that the differential form ω = dx1 ∧ · · · ∧ dxn is a
trivialization of the canonical bundleKV and an eigenvector of the k
∗-action,
with weight
disc(v) =
∑
ai − 1.
Therefore we indeed have
disc(w) = w(ω)− 1 ≥
∑
w(dxi)− 1 ≥
∑
w(xi)− 1
≥
∑
v(xi)− 1 =
∑
ai − 1 = disc(v).
To prove (ii), it suffices to prove that for every algebraic function f ∈ O
on V we have w(f) = v(f). First we prove that w(f) ≥ v(f). Indeed, by
assumption w(xi) ≥ v(xi) for all linear functions xi. Therefore w(f) ≥ v(f)
for every monomial f = xi1 · · · xip ∈ O. An arbitrary algebraic function f is
a sum
f =
∑
fp
of monomials fp. Since all monomials are eigenvectors of the k
∗-action, we
have
v(f) = min(v(fp)),
and w(f) ≥ v(f).
To prove the equality, proceed by induction on the degree of the polyno-
mial f ∈ O. We know that v(f) = w(f) = 0 for every constant f ∈ k ⊂ O.
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Assume that v(f) = w(f) for all polynomials f ∈ O of degree less than p,
and let f be a polynomial of degree p. If f has non-zero constant term, then
v(f) = w(f) = 0. Therefore we can assume that f has zero constant term,
so that w(f) ≥ v(f) ≥ 1. Note that in this case v(f) = v(df). We have
df =
∑
fidxi
for some fi ∈ O, and
v(df) = min(v(fidxi)) = min(v(fi) + v(dxi)) = min(v(fi) + ai).
Choose one of the fi for which the minimum is attained, say, f1. Since each
of fi is a polynomial of degree less than p, we have w(f1) = v(f1) by the
inductive assumption. The form dx1 ∧ · · · ∧ dxn trivializes the canonical
bundle KV , so that we have
v(f1dx1 ∧ · · · ∧ dxn) = v(f1) + disc(v) + 1 = w(f1) + disc(w) + 1
= w(f1dx1 ∧ · · · ∧ dxn).
But since f1dx1∧· · ·∧dxn = df ∧dx2∧· · ·∧dxn, the right hand side satisfies
w(f1dx1 ∧ · · · ∧ dxn) ≥ w(df) + w(dx2) + . . .+ w(dxn)
≥ w(f) + w(x2) + . . .+ w(xn),
while the left hand side is equal to
v(f1dx1 ∧ · · · ∧ dxn) = v(f1) + v(x1) + . . .+ v(xn)
= v(f1dx1) + v(x2) + . . .+ v(xn)
= v(df) + v(x2) + . . .+ v(xn)
= v(f) + v(x2) + . . .+ v(xn).
We conclude that
w(f) + w(x2) + . . . + w(xn) ≤ v(f) + v(x2) + . . .+ v(xn).
Since we know that w(xi) ≥ v(xi) for every i, this yields w(f) ≤ v(f), which
in turn yields w(f) = v(f). This establishes the induction step and finishes
the proof. 
Corollary 2.3. Assume that a valuation v of an irreducible algebraic va-
riety X has a center δ(v) ∈ X, and that X is smooth near the point δ(v).
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Let Z = δ(v) ⊂ X be the Zariski closure of the point δ(v) ∈ X. Then the
discrepancy satisfies
disc(v,X) ≥ codim(Z)− 1,
and the equality holds if and only if v = vZ coincides with the Z-adic valu-
ation.
Proof. Let V = TδvX be the tangent space. Since the question is local on
X, we can replace X with the vector space V , and δ(v) with 0 ∈ V . The
Z-adic valuation vZ is monomial, has discrepancy codim(Z) − 1, and for
every linear function x on V we have v(x) ≥ 1 = vZ(x). 
If a monomial valuation v is not positive, so that one of the numbers ai
is equal to 0, then it is no longer true that v is centered at 0 ∈ V . However,
v still has a center δ(v) ∈ V . This is the generic point of the subspace
V0 ⊂ V of k
∗-invariant vectors. Replacing the base field k with the field
K(V0) of rational functions on V0, we immediately generalize Lemma 2.2 to
all valuations w of V with center at δ(v) ∈ V and such that w(f) ≥ v(f) for
every linear function f ∈ V ∗ ⊂ O on V .
2.2 Actions of a cyclic group. Let now V be an n-dimensional vector
space over the field k, let r ∈ Z, r ≥ 2 be an integer, and let µr ⊂ k
∗
be the cyclic group of roots of unity of order r. Assume given an injective
homomorphism g : µr →֒ GL(V ). The homomorphism g canonically extends
to a k∗-action on V in the following way. Let
V =
⊕
Vi
be the eigenspace decomposition of the vector space V , so that µr act on
Vi ⊂ V by the (−ai)-th power χ
−ai of the fundamental character χ : µr →
k∗. Choose the integers ai so that 0 ≤ ai < r, and let
λ · v = λ−aiv, λ ∈ k∗, v ∈ Vi.
Since g : µr →֒ GL(V ) is injective, the largest common denominator of the
numbers ai is equal to 1. Therefore we obtain a monomial valuation v of
the field K = K(V ), which we denote by v = vg. For every polynomial
f ∈ O = k[V ∗] which is an eigenvector of the group µr, the valuation vg
satisfies
g(x) · f = χ(x)vg(f)f, x ∈ µr.
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Let X = V/µr be the quotient of the vector space V by the µr action, and
let K0 = K
µr be the field of rational functions on X. By restriction, we
obtain a map vg : K
∗
0 → Z. This map is a surjection onto rZ ⊂ Z. Therefore
the quotient vg/r is a well-defined valuation of the field K0.
If the cyclic group g(µr) ⊂ SL(V ) ⊂ GL(V ) preserves the determi-
nant, then the quotient X = V/µr has Gorenstein singularities. Indeed,
the canonical bundle KX is trivial. The determinant form ω ∈ Ω
n(V/k)
is µr-invariant and descends to a trivialization of the bundle KX . In this
case it makes sense to speak of the discrepancy of the valuation vg/r of the
quotient variety X. By definition, it equals
disc
(vg
r
,X
)
=
vg
r
(ω)− 1 =
1
r
(disc(vg, V ) + 1)− 1 =
∑ ai
r
dimVi − 1.
(2.3)
The number
age(g) =
∑ ai
r
dimVi
is called the age of the homomorphism g : µr → SL(V ). The age is a positive
integer, age g ∈ Z, age(g) ≥ 1.
2.3 Symplectic actions of an arbitrary finite group. More generally,
assume that a finite group G acts on the vector space V , the map G →
GL(V ) is injective, and we are given an injective homomorphism g : µr →֒ G.
By restriction, we obtain a µr-action on the vector space V . As in the last
subsection, denote the associated monomial valuation of V by vg.
Consider the quotient X = V/G and the field of rational functions K0 =
K(X) = KG. As in the case µr = G, we would like to define a valuation of
the variety X associated to the monomial valuation vg. By restriction, we
obtain a map K∗0 → Z, which is a surjection on a subgroup rgZ ⊂ Z, where
rg is a certain integer. The quotient v0 = vg/rg is a well-defined valuation
of the field K0 ⊂ K.
The extension K/K0 is Galois with the Galois group G. Since vg extends
the valuation v0 to the field K, the ramification index of the extension K/K0
is equal to rg, and we have the inertia homomorphism I : µrg → G.
Lemma 2.4. The subgroup g(µr) ⊂ G lies in the inertia subgroup I(µrg ) ⊂
G. Thus the ramification index rg must be a multiple of the integer r.
Proof. By definition of the monomial valuation v = vg, the subgroup g(µr) ⊂
G preserves the valuation v : K(V )∗ → Z. Therefore g(µr) ⊂ G1 lies in the
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decomposition subgroup G1 ⊂ G. To prove that g(µr) ⊂ I(µrg ) lies in the
inertia subgroup I(µrg ) ⊂ G1, we have to prove that g(µr) acts trivially on
the residue field kv.
But the residue field coincides with the subfield K(V )k
∗
⊂ K(V ) of k∗-
invariant rational function. By definition of the monomial valuation, this
k∗-action on V extends the action of the subgroup µr ⊂ k∗. Therefore every
k∗-invariant function is also g(µr)-invariant. 
In general, it might happen that rg 6= r. We show that if G ∈ Sp(V )
preserves a symplectic form on V (the case that we study in this paper),
this never happens.
Lemma 2.5. If V ∼= V ∗ as representations of the group G, then the rami-
fication index rg coincides with the integer r.
Proof. Since the inertia group I(µrg ) ⊂ G is commutative, and g(µr) ⊂
I(µrg ), the eigenspace decomposition
V =
⊕
Vi
with respect to µr is invariant under I(µrg). Therefore each of the spaces
Vi is generated by eigenvectors of the I(µrg )-action.
Let v ∈ Vi be such an eigenvector. Applying Lemma 1.3 to linear func-
tions on V , we see that for any element a ∈ µrg we have
I(a) · v = χ(a)−aiv.
This number ai does not depend on the choice of the eigenvector v ∈ Vi.
Since Vi is generated by these eigenvectors, the group I(µrg) acts on every
vector v ∈ Vi by the same character χ
−ai .
We see that all the non-zero weights ai of the I(µrg)-action on the vector
space V lie in the interval (0, r). Therefore the non-zero weights of the dual
action on V ∗ lie in the interval (rg− r, r). But by assumption V ∼= V ∗. This
is possible only if rg = r. 
Since the symplectic group Sp(V ) ⊂ SL(V ) preserves the determinant,
for every finite subgroup G ⊂ Sp(V ) the quotient X = V/G has Gorenstein
singularities. As in (2.3), the discrepancy of the monomial valuation vg/r is
equal to
disc
(vg
r
,X
)
= age(g)− 1.
In our situation G ⊂ Sp(V ) this number is very easy to compute.
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Lemma 2.6. Assume that V ∼= V ∗ as representations of the group G. The
age age g of an arbitrary homomorphism g : µr → G equals
age g =
1
2
codimV0,
where V0 = V
g ⊂ V is the subspaces of vectors invariant under g(µr) ⊂ G.
Proof. Let ai be the full set of weights of the µr-action on V induced by
g : µr → G, so that a0 = 0, 0 < ai < r for i > 0 and
age(g) =
1
r
∑
ai dimVi.
Since V ∼= V ∗, the multiplicity dimVi of every non-zero weight ai coincides
with the multiplicity of the weight r − ai. Therefore
2 age g =
1
r
∑
i>0
ai dimVi +
1
r
∑
i>0
(r − ai) dimVi =
1
r
∑
i>0
(ai + (r − ai)) dimVi
=
∑
i>0
dimVi = codimV0. 
Remark. We note that in the general situation G ⊂ SL(V ) both Lemma 2.5
and Lemma 2.6 are false. The latter is not surprising. Indeed, in the lan-
guage of McKay correspondence developed in [R2], Lemma 2.6 corresponds
to the fact that any smooth crepant resolution Y → X = V/G is semismall.
This is usually false unless G ⊂ Sp(V ).
However, the failure of Lemma 2.5 is rather alarming. The simplest
example of this failure is the case when V = C4, and G = µ4 ∼= Z/4Z acts
on each C ⊂ V by the fundamental character χ. If one takes the natural
embedding g : µ2 → µ4 = G, then rg = 4 and r = 2.
Fortunately, this is also the simplest case when the quotient V/G admits
no smooth crepant resolution (see [IN]). One can conjecture that Lemma 2.5
holds whenever a smooth crepant resolution Y → X = V/G does exist. This
can be formulated in the following purely algebraic way.
Conjecture 2.7. Assume that the quotient X = V/G of a vector space V
by a finite subgroup G ⊂ SL(V ) admits a smooth crepant resolution Y → X.
Then for every cyclic subgroup g(µr) ⊂ G, there exists a G-invariant
rational function f ∈ K(V ) on V which has weight 1 with respect to the
induced g(µr)-action. In other words, we have
g(a) · f = χ(a)f
for every element a ∈ µr.
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2.4 Reid’s conjecture. We are now in a position to give the precise
formulation of the conjecture from the paper [R2] which we will prove.
Let V be a vector space, and let G ⊂ SL(V ) be a finite subgroup.
Consider the quotient X = V/G. Assume given a proper smooth crepant
resolution π : Y → X.
Since the quotient X = V/G and the resolution Y are not compact,
it is convenient to work with the Borel-Moore homology groups Hc
q
(Y,Z)
instead of the ordinary holomogy groups H q(Y,Q). These are by definition
the relative homology groups
Hc
q
(Y,Q) = H q
(
Y˜ , pt;Q
)
of the one-point compactification Y˜ modulo the infinite point pt ∈ Y˜ . The
Borel-Moore homology is dual to the cohomology with compact support.
The advantage over the ordinary homology is the following: every algebraic
cycle Z ⊂ Y has a well-defined fundamental class cl(Z) ∈ Hc
q
(Y,Q).
For every homomorphism g : µr → G, consider the monomial valuation
vg/rg of the quotient variety X. Since Y → x is proper, the valuation vg/rg
has a center δ(vg/rg) ∈ Y . Denote by Zg = δ(vr/rg) ⊂ Y the Zariski closure
of this center. Note that for two homomorphisms g1 : µr1 → G, g2 : µr2 → G
we have Zg1 = Zg2 if and only if r1 = r2 and the homomorphisms g1, g2 :
µr1 → G are conjugate by an element of G.
Conjecture 2.8. The fundamental classes cl(Zg) of the algebraic cycles
Zg ⊂ Y form a basis of the homology Q-vector space H
c
q
(Y,Q). Moreover,
for every g : µr → G, we have age(g) = codim(Zg).
This formulation makes sense for an arbitrary subgroup G ⊂ SL(V ), but
we shall prove it only for G ⊂ Sp(V ). Whether this is the correct statement
for the general situation G ⊂ SL(V ), we do not know.
3 Crepant resolutions
3.1 Topology of crepant resolutions. Let V be a finite-dimensional
vector space equipped with an action of a finite group G ⊂ V . Let X = V/G
be the quotient variety. Assume given a smooth proper crepant resolution
π : Y → X.
The vector space V is naturally stratified by subspaces V H ⊂ V of H-
invariant vectors for various subgroups H ⊂ G (some strata may coincide,
since we might have V H1 = V H2 ⊂ V for different subgroups H1,H2 ⊂ G).
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This stratification induces a stratification XH of the quotient variety X =
V/G. For each subgroup H ⊂ G, the complement
XoH = XH \
⋃
XH1 XH
XH1
is a smooth locally closed subvariety XoH ⊂ X. For an arbitrary cyclic
group homomorphism g : µr → G, we will denote by Xg ⊂ X the stratum
corresponding to the subgroup g(µr) ⊂ G.
Let YH = π
−1(XH) ⊂ Y be the associated stratification of the resolution
Y . We recall the following general property of smooth crepant resolutions
of symplectic quotient singularities.
Proposition 3.1 ([K, Proposition 4.4]). For every stratum XH ⊂ X,
the map π : YH → XH is a locally trivial fibration in e´tale topology over the
open dense subset XoH ⊂ XH , and we have
codim(YH) ≥
1
2
codim(XH).
In particular, the resolution π : Y → X is semismall for the stratification
XH . 
Remark 3.2. The statement of [K, Proposition 4.4] uses a slightly different
description of the stratification on X which does not mention explicitly the
subgroups H ⊂ G. Nevertheless, it is very easy to check that this is the
same stratification.
We will need the following corollary of Proposition 3.1.
Definition 3.3. An irreducible closed subvariety Z ⊂ Y is called a maximal
cycle if
codim(Z) =
1
2
codim(π(Z)).
Corollary 3.4. Every maximal cycle Z ⊂ Y is an irreducible component of
a certain stratum YH ⊂ Y .
Proof. Let XoH ⊂ X be the stratum which contains the generic point of the
closed subvariety π(Z) ⊂ X. Since Z is irreducible, we have Z ⊂ YH ⊂ Y .
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Therefore the dimension dim(Z/π(Z)) of the generic fiber of the projection
π : Z → π(Z) satisfies
dim(Z/π(Z)) ≤ dim(YH/XH) ≤
1
2
codim(XH).
Since π(Z) ⊂ XH , we have codim(π(Z)) ≥ codim(XH) and
codim(Z) = codim(π(Z))− dim(Z/π(Z)) ≥ codim(π(Z)) −
1
2
codim(XH)
≥ codim(π(Z))−
1
2
codim(π(Z)) =
1
2
codim(π(Z)).
Sine the cycle Z ⊂ Y is maximal, all the inequalities are in fact equalities.
Therefore π(Z) = XH ⊂ X, and Z ⊂ YH is an irreducible component of
maximal possible dimension. 
Our proof of Conjecture 2.8 in the symplectic case splits into three steps.
1. We prove that for every g : µr → G, the subvariety Zg ⊂ Y is a
maximal cycle.
2. We prove that every maximal cycle Z ⊂ Y coincides with Zg for some
homomorphism g : µr → G.
3. We prove that the homology group Hc
q
(Y,Q) is a Q-vector space gen-
erated by the classes of the maximal cycles Zg.
Steps 1 and 2 are the subject of next two subsections. Step 3 is purely
topological, and we deal with it in the next section.
3.2 From monomial valuations to maximal cycles. Let g : µr → G
be the embedding of a cyclic subgroup µr ⊂ g. Consider the associated
monomial valuation vg/r of the quotient variety X. The valuation vg/r has
a center δ(vg/r,X) ∈ X in X, which coincides with the generic point of the
stratum Xg ⊂ X.
Let Zg ⊂ Y be the Zariski closure of the center δ(vg/r, Y ) ⊂ Y of
the valuation vG/r in Y . Since π(δ(vg/r, Y )) = δ(vg/r,X), we see that
π(Zg) = Xg ⊂ X.
Proposition 3.5. The subvariety Zg ⊂ Y is a maximal cycle of codimen-
sion codimZg = age(g). Moreover, the valuation vg/r of the variety Y
coincides with the Zg-adic valuation.
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Proof. Let v = vg/r. Since π : Y → X is crepant, the discrepancy disc(v) =
disc(v,X) = disc(v, Y ) is the same for X and for Y . By Lemma 2.6 it equals
disc(v) = age(g) − 1 =
1
2
codimXg − 1.
On the other hand, by Corollary 2.3 we have
disc(v) ≥ codim(Zg)− 1.
Therefore 2 codim(Zg) ≤ codimXg. Applying Proposition 3.1, we conclude
that
codim(Zg) =
1
2
codim(Xg).
Thus Zg ⊂ Y is a maximal cycle. Moreover, we have disc(v) = codim(Zg)−1,
and v coincides with the Zg-adic valuation by the second claim of Corol-
lary 2.3. 
3.3 From maximal cycles to monomial valuations. Assume given a
maximal cycle Z ⊂ Y with generic point z ⊂ Y . The closureXZ ⊂ π(z) ⊂ X
is a certain stratum in the variety X = V/G. Denote by v = vZ the Z-adic
valuation of the field K(X) = K(Y ). Since the resolution Y is smooth and
crepant, we have
disc(v,X) = disc(v, Y ) = codim(Z)− 1 =
1
2
codimXz − 1.
Let r ∈ Z be the ramification index of the Galois extensionK(V )/K(X), and
let g : µr → G be the inertia homomorphism. Consider the decomposition
V =
⊕
i≥0
Vi
of the vector space V with respect to the induced µr-action, and let
V ∗ =
⊕
i≥0
V ∗i
be the dual decomposition of the space V ∗ of linear functions on V . Let
ai be the weight of the subspace Vi ⊂ V , a0 = 0, 0 < ai < r for i ≥ 1.
Consider the monomial valuation vg of V associated to the homomorphism
g : µr → G.
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Extends the valuation v to a valuation v0 of the variety V so that v0 = rv
on K(X) ⊂ K(V ). The discrepancy disc(v0) equals
disc(v0) = r(disc(v) + 1)− 1.
Moreover, by Lemma 1.3 we have
v0(x) = vg(x) = ai mod (r)
for every linear function x ∈ V ∗i . Since v0(x) ≥ 0, this implies that v0(x) ≥
vg(x). By the definition of the monomial valuation, we must have
v0(x) ≥ vg(x)(3.1)
for an arbitrary linear function x ∈ V ∗.
Proposition 3.6. The Z-adic valuation v = vZ of the variety Y coincides
with the monomial valuation vg/r.
Proof. Let VZ ⊂ V be the subspace associated to the stratum XZ = π(Z) ⊂
X. We begin by proving that VZ coincides with the subspace V0 = V
g ⊂ V
of g(µr)-invariant vectors in V .
The generic point of the subspace VZ ⊂ V is the center δ(v0) of the
valuation v0 of the variety V . By definition the inertia subgroup acts trivially
on the residue field of the valuation v0. Therefore VZ ⊂ V0.
Choose a complement V ′ ⊂ V0 to VZ ⊂ V0. Consider the decomposition
V = VZ ⊕ V
′ ⊕
⊕
i≥1
Vi,
and define a monomial valuation v′ by assigning weight 0 to VZ ⊂ V , weight
r to V ′ ⊂ V and weight ai to Vi, i ≥ 1.
By Lemma 1.3, for every linear function x ∈ V ∗ which is an eigenvector
of the µr-action we have
v0(x) = v
′(x) mod (r)
Moreover, if a linear function x ∈ V ∗ vanishes on VZ ⊂ V , we have v0(x) ≥ 1.
Since v0(x) = 0 mod (r), this implies v0(x) ≥ r. Therefore for every linear
function x ∈ V ∗ we have
v0(x) ≥ v
′(x).
By Lemma 2.2 this implies that
disc(v0) ≥ disc(v
′).
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But
disc(v0) = r(disc(v) + 1)− 1 =
r
2
codimVZ − 1,
while by Lemma 2.6
disc(v′) =
r
2
codimV0 + r dimV
′ − 1 =
r
2
codimVZ +
r
2
codimV ′ − 1.
Therefore dimV ′ = 0, and we indeed have VZ = V0.
Moreover, disc(v0) = disc(v). Since V
′ = 0, the valuation v′ = vg coin-
cides with the monomial valuation associated to the inertia homomorphism
g : µr → G. Applying Lemma 2.2 (ii), we conclude that v0 = v
′ = vg and
v = v0/r = vg/r. 
As a corollary, we see that the stratum XZ = π(Zg) ⊂ X coincides with
the stratum Xg ⊂ X associated to the homomorphism g : µr → G.
4 Homology of a crepant resolution
Let V , G, X and Y be as in the last section. To finish the proof of Con-
jecture 2.8, it remains to do the third and last step, namely, to prove the
following statement.
Proposition 4.1. The homology group Hc
q
(Y,Q) is a Q-vector space gen-
erated by classes of maximal cycles Z ⊂ Y .
First we list the necessary topological properties of the quotient variety
X = V/G. Recall (see page 19) that the variety X is naturally stratified
by closed subvarieties XH ⊂ X, numbered by the subgroups H ⊂ G. The
stratum XH = η(V
H) ⊂ X is the image of the subspace V H ⊂ V of H-in-
variant vectors under the quotient map η : V → X.
Lemma 4.2.
(i) Every perverse sheaf of Q-vector spaces on X which is smooth along
all the open strata XoH ⊂ X is a direct sum of Goersky-MacPherson
sheaves supported on strata XH ⊂ X.
(ii) For every Goresky-MacPherson perverse sheaf K supported on a stra-
tum XH ⊂ X, the shifted complex K[− dimXH ] is an ordinary sheaf
on X.
(iii) We have H ic(XH ,K) = 0 unless i = dimXH .
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Proof. Since the vector space V is symplectic, every stratumXH = η(V
H) ⊂
X is even-dimensional. This implies (i).
Let H ⊂ G be an arbitrary subgroup, and let V H ⊂ V be the subspace
of H-invariant vectors in V . Denote by G0 = Stab(V
H)/Cent(V H) the
quotient of the subgroup Stab(V H) ⊂ G of element g ∈ G which preverve
the subspace V H ⊂ V by the subgroup Cent(V H) ⊂ Stab(V H) of elements
g ∈ Stab(V H) which act as identity on V H ⊂ V . Then the stratum XH ⊂ X
is in fact the quotient of the subspace V H ⊂ V by the group G0. Since all
the smaller strata XH′ ⊂ XH are of codimension ≥ 2, this implies that the
fundamental group of the open smooth part XoH ⊂ XH coincides with the
group G0. Therefore every Goresky-MacPherson sheaf K supported on XH
is a direct summand of the sheaf ηH∗QH , where QH is the constant perverse
sheaf on V H , and ηH : V
H → XH is the quotient map.
Thus it suffices to prove (ii) and (iii) for the perverse sheaf K = η∗QH .
Equivalently, it suffices to prove both statements for the sheaf QH itself,
with X replaced by V and XH replaced by V
H . In this setting (ii) and (iii)
are obvious. 
We can now begin the proof of Proposition 4.1.
Lemma 4.3. Let n = dimX. For every k ≥ 0 we have
Hn+kc (Y,Q) =
⊕
XH
H2kc (XH , R
n−kπ∗Q),
where the sum is taken over all the strata XH ⊂ X with dimXH = k. (In
particular, Hpc (X,Q) = 0 for p < n.)
Proof. Since the resolution π : Y → X is semismall and locally trivial over
the open strata XoH ⊂ X, the direct image
R
q
π∗Q[n]
of the constant perverse cheaf Q[n] on Y is a perverse sheaf on X smooth
along the open strata XoH ⊂ X. By Lemma 4.2 (i) (alternatively, by the
Decomposition Theorem), we have a direct sum decomposition
R
q
π∗Q =
⊕
H
KH [dimXH − dimX],
where KH is a certain Goresky-MacPherson perverse sheaf supported on the
stratum XH ⊂ X. By Lemma 4.2 (ii), this implies that
R
q
π∗Q =
⊕
k
Rkπ∗Q
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in the derived category of complexes with constructible cohomology on X.
Therefore the Leray spectral sequence for the map π : Y → X degenerates,
and we have
Hpc (Y,Q) =
⊕
k
Hp−kc (X,R
kπ∗Q).
Moreover, we have
Rkπ∗Q =
⊕
XH
KH [k − n],
where the sum is taken over all the strata XH ∈ X with dimXH = n − k.
By Lemma 4.2 (iii), this implies that
Hp−kc (X,R
kπ∗Q) =
⊕
dimXH=n−k
Hp−kc (XH ,KH [k − n])
vanishes unless p− k = 2(n − k), which yields the claim of the lemma. 
To finish the proof of Proposition 4.1, it suffices to prove the following.
Lemma 4.4. For every stratum XH ⊂ X of dimension dimXH = k, the
subspace
H2kc (XH , R
n−kπ∗Q) ⊂ Hn+kc (Y,Q)
is freely generated by classes of maximal cycles Z ⊂ Y which dominate
XH ⊂ X.
Proof. Consider the preimage YH = π
−1(XH) ⊂ Y . By proper base change,
we can replace the map π : Y → X with the restriction π : YH → X. We
begin by proving that
H ic(XH , R
jπ∗Q) = 0(4.1)
unless either j = n− k, or i+ j < n+ k − 1.
Indeed, for every j > n− k the sheaf Rjπ∗Q is supported on the strata
XH′ ⊂ XH of dimension dimXH′ = n − j < k. Lemma 4.2 (iii) yields (4.1)
unless i = 2(n − j) and i+ j = 2n − j = n + dimXH′ . Since all the strata
are even-dimensional, this implies i+ j < n+ k − 1.
On the other hand, if j < n− k, then the sheaf Rjπ∗Q vanishes unless j
is even, which forces j < n− k − 1. But dimXH = k, so that we have (4.1)
unless i ≤ 2k. Together this again yields i+ j < n+ k − 1.
We conclude that the Leray spectral sequence for the map π : YH → XH
degenerates for Hn+kc , and we have
H2kc (XH , R
n−kπ∗Q) = Hn+kc (YH ,Q).
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Since 2 dimYH ≤ n + k, this group is generated by cohomology classes of
those irreducible components Z ⊂ YH of the variety YH for which we have
the equality 2 dimZ = n + k. These are precisely the maximal cycles in Y
dominating XH ⊂ X. 
This proves Proposition 4.1 and finishes the proof of Conjecture 2.8 in
the symplectic case.
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