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The natural extension of MacLane’s combinatorial approach to planar im- 
beddings is seen to yield a combinatorial formulation of imbedding of a graph 
in a pseudosurface. This leads to a combinatorially defined parameter for all 
graphs, called the imbedding index. A generalization of the Heaword inequahty 
is then proved for this parameter. 
0. INTRODUCTION 
Throughout this paper r = (V, E) denotes a graph (no loops or multiple 
edges) with vertex set V and edge set E, S denotes a surface (a connected 
compact two dimensional real manifold), and P a pseudosurface (a surface 
with a finite number of finite sets of points identified). The symbols x(r), 
x(S) and x(P) denote the chromatic number of the graph r, the surface S, and 
the pseudosurface P, while c(r), E(S), and e(P) denotes their Euler charac- 
teristics. For an orientable surface S, v(S) denotes its genus and 7(r) denotes 
the genus of the graph I’. For graphs, v,,(r) denotes the vertex number, 
Q(F) the edge number, and V-~(P) the number of components. Finally p(r) 
will denote the average valence (over all vertices of r) and r(r) will denote 
the girth of r (r(r) = co if I’ is a forest). 
In 1937, MacLane [4] gave a purely combinatorial characterization of 
planar graphs. His result may be stated as follows: 
THEOREM 0.1. A graph I’ is planar if and only if there exists a list of 
cycles 2, ,..., Z,,, of rso that: 
(i) each edge of I’belongs to at most two of the Zi; 
(ii) the cycles in the fist span the cycle space of r. 
It is the purpose of this paper to extend MacLane’s characterization to non 
planar graphs. In Section 1, we consider the natural extension of MacLane’s 
combinatorial definition of planarity (the delection of condition (ii) above). 
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This yields a new parameter for graphs (a measure of how close condition 
(ii) is to being satisfied) which we call the imbedding index and denote by 
L(T). We then show that L(T) corresponds to a minimal pseudo imbedding 
of l7 Specifically L(T) = 2 - E(P) where P is a pseudo-surface of largest 
Euler characteristic among those pseudosurfaces in which .F can be imbedded. 
In the second section we proved generalization of Heawood’s inequality [1] 
involving the imbedding index. 
The author would like to thank both Mark Watkins and Arthur White 
whose comments and observations have resulted in many improvements in 
this presentation. 
1. THE IMBEDDING INDEX 
By a cycle in a graph r, we shall mean the set of edges of a circuit of r or 
the union of the edge sets of a collection of edge disjoint circuits. We denote 
the collection of all cycles of I’ along with @ by b(r). If B(A) is the collec- 
tion of all subsets of the set A and if + denotes Boolean sum or symmetric 
difference of subsets, then (Y(A), +} is a vector space of dimension / A / over 
the field (0, l}. It is not difficult to show that for every graph r, .3(r) is a sub- 
space of {P(E), +}. We call 3(r) the cycle space of r, it is sometimes called 
the circuit matroid of r. Defining 8 : E --+ .P( V) by assigning to each edge its 
set of endpoints and then extending a by linearity to all of 9(E), one easily 
sees that 3(r) = ker a. It follows easily that 
dim@‘(r)) = vl(r) - vo(r) + v-l(r). (1.1) 
By a cycle cover of a graph r, we shall mean a list of cycles 2, ,..., 2, of r 
so that each edge of r belongs to at most two of the 2, . Let vz(Z, ,..., Z,) 
denote 1 plus the dimension of the supspace (Z, ,..., Z,) spanned by {Z, ,..., 
Z,>. Let L(Z~ ,..., Z,) denote the dimension of the quotient space %“(r>/ 
G, ,-*., Z,). It follows at once that 
@I ,***, zmj = i + v-l(r) - uom + ulm - yz(zl ,..., a. (1.2) 
We let L(r) and vz(r) denote respectively the minimum of b(Z1 ,..., Z,) and 
the maximum of Q(Z, ,..., Z,) over all cycle covers of r. The parameter 
L(r) is called the imbedding index of I’ and we have 
&(r) = i + v-l(r) - dr) + 49 - G>, and (1.3) 
0 < L(r) < c(Z, ,..., Z,), where Z, ,..., Z, is any cycle cover of I? (1.4) 
To understand the motivation behind L(r), consider a graph I’ which has 
a 2-cell imbedding in some surface S. Let Fl ,..., F, be the faces of this 
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imbedding and for each face Fi let Zi be the set of edges which occurs in its 
boundary exactly once. It is easy to see that Zi is a cycle for all i, and that 
Z r ,..., Z, is a cycle cover of r. If S is the sphere then Z, ,..., Z,,, span 9(P). 
In this case b(Z1 ,..., Z,) = 0 and by (1.4), L(F) = 0. In fact MacLane’s 
theorem may be restated: 
THEOREM 1.5. I’ is planar if and only if L(F) = 0. 
If the surface S above is the projective plane, we will have L(Z~ ,..., Z,) = 1. 
The equivalence class of the cycles of circuits not homotopic to zero will be 
the only non-zero vector in 9(r>/(Z, ,..., Z,). In general h(Z1 ,..., Z,) will 
be the dimension of the fundamental group of the surface S. 
One natural conjecture about L(F) is that it is the minimum of the dimen- 
sions of the fundamental groups of all surfaces in which J’ can be imbedded. 
Unfortunately this conjecture is false. The correct conjecture is that L(T) is 
the minimum of the dimensions of the fundamental groups of all pseudo- 
surfaces in which r can be imbedded. The proof of this conjecture is the main 
result of this section. 
Let S be any surface and let X1 ,.. ., X, be a collection of disjoint finite sets. 
The object P obtained by identifying the points within each set is called a 
pseudosurface. Note, every surface is a pseudosurface. Recently there have 
been many papers on the imbedding of a graph in a pseudosurface. For a 
survey of the subject see Kainen [2] or White [7]. 
The points x, ,..., xP obtained by identifying the points within the sets 
x 1 ,‘.., X, are called the singular points of P. An imbedding of a graph r in a 
pseudosurface P is a homeomorphism of a topological representation of r 
into P so that each singular point of P is the image of some vertex of I’. If we 
have a two-cell imbedding of a connected graph l’ in the pseudo-surface P, 
we may compute the Euler characteristic of P by the formula 
4p> = m - dr> + dr), (1.6) 
where the imbedding has m faces. The pseudocharacteristic of a graph r is 
the Euler characteristic of the pseudosurface with largest Euler characteristic 
in which r can be imbedded. We denote the pseudocharacteristic of I’ by 
~*(r>, and we clearly have E*(r) > E(r) which yields for all graphs 
2 - e(r) ~2 - E(r) <g). 
We formulate our main result as follows: 
(1.7) 
THEOREM 1.8. For all graphs, L(r) = 2 - E*(r). 
Let r be any graph and let P be a pseudosurface such that r can be 
imbedded in P and E*(r) = E(P). Consider an imbedding of r in P. If I’ is 
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not connected we may insert edges on P between vertices on different com- 
ponents of r in such a way as to produce a connected graph r’. Clearly 
E*(P) = E*(F). Since as each edge is added the parameter vel is decreased 
by 1 and q is increased by 1, we have from (1.3) that L(P) = L(F). We may 
therefore assume that r is connected. The proof of Youngs [8] that minimal 
imbeddings of connected graphs in orientable surfaces are twocell im- 
beddings can be adopted for pseudosurfaces, hence our imbedding is a two 
cell imbedding. 
Let Fl ,..., I;,,, be the faces of this imbedding and for each face Ft let Zi be 
the set of edges which occurs in the boundary of Fi exactly once. It is easy to 
see that Zi is a cycle for all i and that Z, ,..., 2, is a cycle cover for r. Further- 
more Z, + Zz + 0.. + Z, = o is the only relation among these cycles. To 
see this, assume Zi, + Zd, + *** + Zi, = ia. The union of the faces Fi, ,..., Fi, 
would then form a pseudosurface in its own right, and this “sub” pseudo- 
surface would be connected to the rest of P only by singular points. P would 
therefore have to be constructed from the disjoint union of more than one 
surface, contracy to the definition of pseudosurface. We conclude then that 
the dimension of (Z, ,..., Z,) = m - 1, i.e., that Q.(Z, ,..., Z,) = m. 
Combining this with (1.2), (1.6), and the fact that Y-~(F) = 1, yields: c(P) = 
2 - l(Zl )...) Z,). Finally since E*(F) = e(P) and L(T) < b(Z1 ,..., Z,), 
L(r) < 2 - E*(r). (1.9) 
Let r be any graph, as above we may attach edges to r in such a way as to 
produce a connected graph with the same imbedding index and pseudo- 
characteristic as r. We assume therefore that r is connected. Let Zi ,..., Z’ 
be a cycle cover so that vg(Z; ,..., Zk,) = v,(r). We proceed to alter thy; 
cycle cover so that we may “fill in” the cycles to get an imbedding for I’. 
Our first step is to insist that no additional cycles can be added to the list, 
i.e., we simply incorporate any such cycles to get Z; ,..., Zh,. 
4r) = 4~; ,..., z,) d 4z; ,..., z:,) G ~40 
Thus Y,(Z; ,..., Zb,) = @). Our second step is to insist that each cycle in 
the list is elementary, i.e., the edge set of an elementary circuit. If Z; is not 
elementary, then Zl = ZJ1 + **a + Zt where each Zi”, is elementary and 
where Zij n Z:k = o for each j # k. Replacing each such 2: by Zi: ,..., Z:b 
in the list yields a new cycle cover Z, ,..., Z, for r. Clearly v,(Z, ,..., Z,) > 
4z; ,-.., Zk,> and as above it follows that va(Z, ,..., Z,) = v,(r). 
For each i = l,..., n let DC be a disk with its boundary identified with the 
circuit corresponding to the cycle Zi . Let C, be a topological realization of 
r. Construct the cell complex C, by identifying the boundary of each Di 
with the corresponding circuit in C, . 
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First we note that each edge of r lies in either 0 or 2 of the Zi . This follows 
from the fact that the set of edges which belong to exactly one of the Zi is 
z1t z, + **a + Z, and hence a circuit which would have been included in 
step one above. Thus the sub cell complex C, of C, consisting of the union 
of the Di is locally a surface except perhaps at points corresponding to 
vertices of I’. Furthermore at such a point there is a neighborhood in C, 
consisting of a finite number of disks identified at point. Thus C, consists of a 
finite number of pseudosurfaces PI ,..., PI, any two of which have a finite 
number of common points. By a suitable reindexing of Z, ,..., Z,, and D, ,..., 
D, we may assume that Dli,..., Dh, are the faces of Pi . One easily sees that 
Zli + *.* + Zk = o is the only relation among ZIi,..., Z& In fact the set 
obtained by choosing for each i, any mi - 1 cycles from ZIi,..., Z& is a basis 
for the space spanned by all of the cycles. We conclude that 
Vs(r)=n-k+ 1. (1.10) 
Returning to C, , let F be the set of edges of r not contained in any Zi, 
i.e., corresponding to 1-simplexes in C, but not C, . By virtue of step one at 
the beginning of this proof F contains no cycles i.e., the subgraph of r 
induced by F is a forest. Let Tl, T, ,..., T, be the subcomplexes of C, cor- 
responding to the trees in this forest. Thus C, is the connected cell complex 
consisting of PI ,..., Pk , Tl ,..., Ts, where any two of these subcomplexes 
can have at most a finite number of points (corresponding to vertices of r) in 
common. 
Each Tj has a point in common with some Pi . We choose one face Dh at 
the common vertex of Pi and Tj and imbed Ti in Dh . We carry this out for 
each of the trees and thereby produce the complex C, which now consists of 
P 1 ,a*., P, with perhaps some further points identified. Since C4 is connected 
PI has a point x in common with some other Pi . Let D,l and Dil be cells on 
P, and Pi respectively which contain x on their boundaries. Let D be a disk 
with two points on its boundary identified. This piece of surface has as 
boundary two circles joined at a point. Now delete the interiors of Dll and 
Dil and identify their boundaries with the boundary of D. This process 
replaces the two pseudo-surfaces PI and P, by a single pseudosurface (see 
Fig. 1). Repeating this k - I times we finally get r imbedded in a pseudo- 
FIGURE 1 
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surface P. Note that at each step one face was lost, thus P has n - (k - 1) = 
vz(I’) faces (see (1.10) above). 
Thus c*(r) 3 e(P) = v,(r) - Q(T) + q,(r) and 2 - E*(T) < L(T), which 
when combined with (1.9) proves Theorem 1.8. 
Since the sphere is the only pseudosurface with Euler characteristic 2, 
MacLane’s theorem as stated in Theorem 1.5 is a corollary of Theorem 1.8. 
Proposition 1.11 below also follows from Theorem 1.8 and standard topo- 
logical arguments. However, the point of Theorem 1.8 is to develop the 
theory of imbedding for graphs in pseudosurfaces entirely combinatorially 
via the imbedding index. Hence, we give a direct proof of this next result. 
PROPOSITION 1. Il. 1j-n is a subgraph of I’, then c(A) f L(T). 
Any subgraph of r may be obtained by deleting first some edges of r and 
then some isolated vertices. Hence, we need only consider the case where rl 
is obtained from r by deleting a single edge or a single isolated vertex. 
If rl is obtained by deleting an isolated vertex or an isthmus, we note that 
-%‘(A) = z(r) and that (1 and r have the same cycle covers. Hence, in this 
case @I) = L(r). 
Assume then that (1 is obtained from r by deleting an edge e which lies on 
some circuit. It is not difficult to see from (1.1) that 
dim %“(A) = dim s”(r) - 1. (1.12) 
Now let 2, ,..., 2, be a cycle cover of r such that v,(Z, ,..., 2,) = r+(r). By 
including the cycle Z, + ... + Z, if it is not zero, we may assume that 
every edge of r belongs to 0 or 2 of the cycles in the list. If e belongs to none 
of the cycles in the list, Z, ,..., Z, is a cycle cover for fl and V,(A) 3 vz(r). If 
e belongs to two of the cycles in the list say Z,-, and Z, , then Z, ,..., Z,-, , 
(Z,-, + Z,) is a cycle cover for (1 and y&l) > v,(r) - 1. In either case we 
have v,(A) > vz(r) - 1 which when combined with (1.12), (1.1) and (1.3) 
yields Ql) < L(r). 
A short proof of MacLane’s Theorem 1.5 based on Proposition 1.11 and 
Kuratowski’s theorem was given by O’Neil [5]. It goes as follows: first show 
that if rl is any graph homeomorphic with K1 or K3,3 then ~((1) > 0, then 
apply Kuratowski’s theorem [3] and 1.11 to get that if r is not planar 
L(r) > 0. The converse is of course trivial. 
2. A GENERALIZATION OF HEAWOOD'S INEQUALITY 
In this generalization we replace the genus of a graph by its imbedding 
index and we bring the girth (which is bounded from below by 3 in the usual 
proofs) into play. Let G(j) = 2j/(j - 2) for each j > 2 and define G(co) 
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as lim,,, G(j) = 2. For k any non-negative integer and j any integer 
greater than 2, or 00, we define: 
i 
[ 
G(j) + 1 + (G”(j) - 6G(j) + 1 + 4G(j)k)1/2 
Wj, k> = 2 
1, for k > 2, 
{G(j)) for k=O,l, 
where [x] is the greatest integer such that [x] < x and {x} is the least integer 
such that {x} > x. 
We will prove: 
THEOREM 2.1. For any graph C x(r) < ff(y(l’l I. 
We start by proving a series of lemmas. 
LEMMA 2.2. H(j, k) is non-increasing in j and non-decreasing in k. 
Since G(j) > 0 for all j > 2, H(j, k) is clearly non-decreasing in k for 
k 3 2. For all k, H(j, k) is non-decreasing in G(j), and since G(j) is a de- 
creasing function H(j, k) is non-increasing ini. Finally for all j, 
W, 2) = [GCj) + 11 3 {G(j)) = H(j, 1) = H(j, 0). 
LEMMA 2.3. For any graph T, p(r) < H(y(.ZJ, L(T)). 
Let Z, ,..., Z, be a cycle cover for I’so that v2(Z, ,..., Z,) = v,(r) and that 
every edge of I’belongs to 0 or 2 of the cycles. Thus Z, + a-. + Z, = o and 
m > v,(r). By (1.3), we have, dropping the argument r: 
1=v1- v. + v-~ + 1 - v$ > v1 - v0 - m + 2. 
We also have that my < 2v, , and we may deduce 
L-2 >+vl-ve,. (2.4) 
If L < 2, we may use pvO = 2v, to eliminate v,, from (2.4). Thus 
A> 
P 
,L+%. 
G(Y) 1 
If L = 0 or I, then p < G(y) < {G(y)) = H(y, L); if L = 2, then p = G(y) < 
[G(Y) + 11 = HY, 2). 
We assume then that L 3 3. Again using pvO = 2v, we may eliminate v1 
from (2.4) to get 
p < G(y) (1 + +). (2.5) 
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Define the function f(x) = G(y)(l + (c - 2)/x) for all real x > 0. Since f 
is a decreasing function there exists a least positive integer ho such that 
f(k,, + 1) < h, . We assert that p < h, . If v,, < h, then p < v0 < h, ; while 
if v,>h, then v,>h,,+l and by (2.5)p<f(v,,)<f(h,+l)<h,. It 
remains to show that h, = H(y, L). 
By definition, h, is the smallest positive integer satisfying 
ho > G(y) + G(;)$; 2, 
0 
or equivalently 
ho2 - (G(y) - 1) h, - G(~)(L - 1) > 0. 
Thus h, is the least integer greater than the largest root of the quadratic 
equation 
x2 - (G(y) - 1) x - G(r)+ - 1) = 0. 
In other words h, = [x0 + 11, where 
G(Y) - 1 + ((G(Y) - 1Y + x 4GW(c - 1)Y2 
0 
= 
2 
The lemma follows at once. 
The next result is well known, but its proof is included for completeness. 
LEMMA 2.6. Iffor every subgraph A of r, p(A) -=c k then x(r) < k. 
We prove this by induction on vo(F). Assume that p(A) < k for all sub- 
graphs (1 of r and that the lemma is valid for all graphs 0 with ~~(0) < vo(I’). 
Since p(r) < k there exists a vertex of r with valence less than k. Let 0 be 
the subgraph obtained by deleting this vertex. Clearly p(fl) < k for all 
subgraphs (1 of 0 and v,(O) < vo(F). Hence, 0 has a k-coloring. Clearly this 
k-coloring extends to k-coloring of r. 
We may now prove Theorem 2.1. Let r be given and let/l be any subgraph 
of r. By Lemma 2.3, &I) < H(y(rl), ~((1)). Clearly &‘l) 2 r(r) and by 
1.11, +l) < L(r). Combining all these inequalities with Lemma 2.2, we have 
d4 < mm m) f or all subgraphs A of r. The theorem follows by 
Lemma 2.6. 
By Theorem 1.8, (1.7), Lemma 2.2, and the fact that y(r) > 3 we have 
xm c [ 
7 + (1 + 24qy 7 + (49 - 24qrjy2 = 
2 1 [ 2 I (see Kainen [2]); 
xv-3 G [ 
7 + (49 - 24c(r)y/2 
2 1 (see Ringel [6]); 
(2.7) 
(2.8) 
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x(r) G [ 
7 + (1 + 4g71UYz 
2 - 1 (see Heawood [l]); (2.9) 
all holding when I’ is nonplanar. 
While, as in the case of E*(T), E(T), and v(F), it may be difficult to prove 
that &(I’) has a certain value, it is in general rather easy to produce a cycle 
cover 2, ,..., Z, with v~(Z, ,..., Z,) very near if not equal to v,(F). Hence, the 
following inequality may well be a practical upper bound for nonplanar r. 
xm G [ 7 + (1 + 24b(Z, - zw2 2 1 for any cycle cOver z 1 )...) z, of r. 
(2.10) 
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