For the multiple-input multiple-output (MIMO) uplink employing high-order quadrature amplitude modulation (QAM) signaling and with nonlinear high power amplifiers (HPAs) at mobile users' transmitters, the existing multiuser detection methods can no longer be applied. We propose a novel nonlinear multiuser detection scheme for the nonlinear MIMO uplink. Specifically, we adopt an effective B-spline parameterization of the nonlinear transmit HPAs and derive an efficient and accurate algorithm to identify the nonlinear MIMO uplink channel, including the nonlinear B-spline model of the nonlinear transmit HPAs and the estimate of the linear MIMO channel matrix. Moreover, as the direct result of this nonlinear MIMO channel identification, the B-spline inverse model of nonlinear transmit HPAs can readily be identified. The nonlinear multiuser detection can be effectively implemented by the zeroforcing linear detection based on the estimated linear MIMO channel and followed by compensating the nonlinear distortion of the nonlinear transmit HPAs based on the estimated B-spline inverse model. An extensive simulation investigation is performed to demonstrate the effectiveness of our proposed nonlinear multiuser detection scheme for nonlinear MIMO uplink with high-order QAM signaling. Index Terms-Multi-input multi-output (MIMO), uplink, multiuser detection, nonlinear high power amplifier, nonlinear MIMO channel, complex-valued B-spline neural network.
increases the cellular network user capacity. Most of the existing MIMO system designs assume the linear MIMO channel [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] , and this assumption is valid when the high power amplifier (HPA) at transmitter operates within its linear dynamic range. In the current and future wireless systems, high-order quadrature amplitude modulation (QAM) signaling [26] is increasingly adopted to support high-throughput applications. The high-order QAM signaling achieves high bandwidth efficiency but leads to high peak-to-average power ratio (PAPR) of the resulting transmit signal. Since practical HPAs exhibit nonlinear saturation characteristics [27] [28] [29] [30] [31] , the high PAPR signal may drive the HPA at transmitter into the nonlinear saturation region, and consequently the assumption of the linear MIMO channel model no longer holds.
A classical way of avoiding the nonlinearity of the transmitter HPA is to apply output back-off (OBO). By lowering the average transmit power sufficiently away from the saturation power level of the HPA, hopefully the peak transmitted signal may still fall in the near-linear operating region of the HPA. For high-order QAM signals, however, OBO must be very severe to be effective. But such a large OBO will dramatically reduce the efficiency of the HPA, and more importantly it may not meet the required link power budget, especially for the mobile users (MUs) at cell edge. For downlink, an effective approach to compensate for the nonlinear distortions of HPA is to implement a digital predistorter at the base station (BS) transmitter, and various predistorter techniques have been developed [32] [33] [34] [35] [36] [37] [38] . Implementing the predistorter is very practical and attractive for the downlink, because the BS has the sufficient hardware and software capacities to accommodate the hardware and computational requirements for implementing digital predistorter. In uplink, however, the predistorter option is not viable because it is extremely difficult for a pocket-size handset to absorb the required hardware and computational complexity. Consequently, the BS receiver must deal with the nonlinear distortions of the transmitter HPA.
With the nonlinear HPAs at MUs' transmitters, the uplink channel is a nonlinear MIMO Hammerstein system with the received signals further impaired by the channel additive white Gaussian noise (AWGN). Nonlinear multiuser detection is extremely challenging, and very few works have tackled this difficult task. In the studies [39] [40] [41] , the MIMO Volterra model is employed to identify the MIMO Hammerstein communication channel. The Volterra model is cumbersome as it contains a very large number of model parameters. Hence it requires a huge number of training pilots and imposes heavy computational burden. Furthermore, the estimation algorithm of [39] [40] [41] requires a very large number of iterations to converge. Even after acquiring the MIMO Volterra channel 0090-6778 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. model, the real task of multiuser detection remains to be resolved. In [39] , it is suggested that the maximum likelihood (ML) detection is applied. However, with such a large MIMO Volterra channel model and the high-order QAM signaling, the optimal ML detector is computationally prohibitive. No practical low-complexity nonlinear multiuser detection is provided in [39] [40] [41] for high-order QAM signaling. More strangely, the studies [39] [40] [41] also consider the phase shift keying (PSK) signaling. The PAPR of PSK is unity. Therefore, the practical HPAs [27] [28] [29] [30] [31] do not cause amplitude distortion and the phase shift of the HPA's output is constant for all the PSK symbols. Effectively, the MIMO channel is always linear for PSK. To the best knowledge of the authors, no work to date has addressed the problem of multiuser detection for nonlinear MIMO uplink with high-order QAM signaling. Against the above background, in this paper, we develop a new and effective approach for multiuser detection of the nonlinear MIMO uplink with high-order QAM signaling. Our novel contributions are summarized as follows.
• We adopt the B-spline neural networks [42] [43] [44] [45] to provide an optimal and efficient model for the MUs' HPAs, which yields an effective parameterization of the nonlinear block of the MIMO Hammerstein channel, as well as to provide the inversion model of the MUs' HPAs, which is essential in multiuser detection. • Before we proceed to our method, we emphasize that the proposed nonlinear multiuser detection approach for nonlinear MIMO uplink with high-order QAM signaling is not a simple extension of our previous works of nonlinear equalization for single-input single-output (SISO) Hammerstein channels [46] [47] [48] [49] [50] . Parameterization of the MIMO Hammerstein channel is much more challenging than that for the SISO Hammerstein channel. Moreover, the efficient identification algorithm developed for the SISO Hammerstein channel [46] [47] [48] [49] [50] cannot be applied to the case of MIMO Hammerstein channels. The parameterization and identification derived in this paper for MIMO Hammerstein channels are entirely new. More specifically, we need to derive a unique nonlinear MIMO channel parameterization capable of resolving the ordering and scaling ambiguities between the linear MIMO channel matrix and the multiple nonlinear transmitters. Furthermore, the single-loop two-stage alternating least squares (ALS) algorithm of [46] [47] [48] [49] [50] cannot be applied to this nonlinear MIMO channel model, and we have to develop a new two-loop three-stage ALS (TL-3S-ALS) algorithm for the identification task.
II. NONLINEAR MIMO SYSTEM MODEL
As illustrated in Fig. 1 , we consider the standard single-carrier MIMO uplink where the BS is equipped with the L antennas to support M single-antenna MUs using the same resource block. The data symbol of the mth MU at sample k is denoted by x m (k) which takes the value from the U -QAM constellation
where 2d is the minimum distance between symbol points. In the equivalent baseband discrete-time domain, the transmitted signal of the mth MU is given by
where Ψ(·) represents the nonlinear HPA at an MU's transmitter. The solid state power amplifier [30] , [31] is typically employed, and the nonlinearity Ψ(·) of this type of HPA is defined by the HPA's amplitude response A(r) and phase response Υ(r), given respectively by
where r denotes the amplitude of the input to the HPA, g a is the small signal's gain, β a is the smoothness factor and A sat is the saturation level, while the parameters of the phase response, α φ , β φ , q 1 and q 2 , are adjusted to match the specific amplifier's characteristics [30] , [31] . The operating status of the HPA is specified by the OBO, which is defined as the ratio of the maximum output power P max of the HPA to the average output power P aop of the HPA output signal, given by
The smaller OBO is, the more the HPA is operating into the nonlinear saturation region. The received signal vector y(k) = y 1 (k) · · · y L (k) T ∈ C L at the BS is given by the well-known equivalent baseband discrete-time MIMO model
where w(k) = w 1 (k) · · · w M (k) T ∈ C M is the transmitted signal vector of the M MUs, and n(k)= n 1 (k) · · · n L (k) T ∈ C L is the AWGN vector with the zero mean vector and the covariance matrix E n(k)n H (k) = 2σ 2 n I L , while the MIMO channel matrix H ∈ C L×M whose (l, m)th element h l,m denotes the coefficient of the channel linking the mth MU to the lth antenna of the BS. Clearly, parameterization of the nonlinear MIMO model (6) and (2) is not unique. Specifically, any proper scaling and ordering of the two components (6) and (2) will lead to the same MIMO output y(k). This will cause serious problems for the identification task.
In order to develop efficient identification algorithm, we need to derive a unique parameterization of the linear MIMO channel matrix and the M nonlinear transmitters. Reexpress (6) equivalently as
. . .
According to (7) , we can parametrise the linear MIMO channel matrix H in (6) equivalently as
where for notational simplicity, we still denote this equivalent linear MIMO channel matrix as H, and we can also express the nonlinear transmitters w(k) by
with
The entries of the MIMO channel matrix H in (6) are generally independent random variables following the complex Gaussian distribution with zero mean and variance of 0.5 per dimension, i.e., h l,m ∼ CN(0, 1), 1 ≤ l ≤ L, 1 ≤ m ≤ M . Since H is multiplicative with the model of the nonlinear HPAs, there are infinitely many pairs of the parameterization for H and the HPAs' model, and they are all equivalent. In fact, all the parameterizations HUU * w are equivalent, where U ∈ C M×M is any unitary matrix. Moreover, for any particular given U * w, we also have infinitely many pairs of the parameterization. We choose the particular parameterization for H given in (8) and for the HPAs' model given in (9) . The 'equivalent' MIMO channel matrix (8) corresponds to divide the mth column of the orignal MIMO channel matrix H in (6) by h 1,m for 1 ≤ m ≤ M , and the 'equivalent' HPAs' model (9) with ζ 1 = 1 corresponds to absorb h 1,1 into the orignal HPA nonlinearity Ψ(·), which for notational convenience is still denoted as Ψ(·), with ζ m = h 1,m /h 1,1 for 2 ≤ m ≤ M . This parameterization is essential for the identification algorithm to attain an efficient and unique estimate of the true MIMO Hammerstein channel.
If the MIMO channel matrix H is available at the BS, the ZF detection of w(k) is given by
where
to the BS, the data detection is readily achieved with
However, both H and ζ m Ψ −1 (·) for 1 ≤ m ≤ M are unknown to the BS. The main contribution of this paper is for the first time to develop a practical and efficient means of implementing this multiuser detection for nonlinear MIMO uplink with high-order QAM signaling.
III. THE PROPOSED MULTIUSER DETECTION SCHEME
As shown previously, multiuser detection for nonlinear MIMO uplink requires the knowledge of the MIMO channel matrix H as well as the inverse mappings of all the MUs' nonlinear HPAs, which are unknown to the BS. Note that during the training, the BS only has the training data {y(k), x(k)} K k=1 . But the BS does not have w(k) and it cannot use the standard least squares (LS) method to estimate H. We will extend the B-spline neural network approach of [45] [46] [47] [48] [49] [50] to develop a new method of estimating H as well as ζ m Ψ(·) and ζ m Ψ −1 (·), 1 ≤ m ≤ M .
A. B-Spline Neural Network Parameterization
We use a complex-valued B-spline neural network to model the nonlinear HPA (9) . According to the physics of real-life HPA, the nonlinearity Ψ(·) satisfies the following conditions. 1) Ψ(·) is a one to one mapping, i.e., it is an invertible and continuous function. 2) x R and x I are upper and lower bounded by some finite and known real values, where x = x R + jx I denotes the input to the HPA Ψ(·). Furthermore, the distributions of x R and x I are identical.
Based on property 2), we have U min < x s < U max , where U min and U max are known finite real values, while x s ∈ R represents either x R or x I . To model a nonlinearity in the univariate dimension of x s , we use a univariate B-spline model with piecewise polynomial degree of P o and N s basis functions. This univariate B-spline neural network is parametrized by the knot sequence specified by
At each end, there are P o − 1 external knots that are outside the input region U min , U max and one boundary knot. As a result, the number of internal knots is given by
Given the set of predetermined knots (12) , the set of N s Bspline basis functions are formed using the De Boor recursion [42] , yielding for
as well as for l = 1, · · · , N s + P o − p and p = 1, · · · , P o ,
The polynomial degree P o = 3 or 4 is often sufficient for modeling the nonlinearities encountered in most practical applications. The number of B-spline basis functions N s should be sufficiently large to provide accurate approximation capability but not too large as to cause overfitting and to impose unnecessary computational complexity. Specifically, N s = 6 to 10 is usually sufficient for accurately modeling in the finite and known interval U min , U max . The two boundary knots are obviously related to the known values U min and U max , respectively. The N s + 1 − P o internal knots may be uniformly spaced in the interval U min , U max . Note that there exist no data for x s < U min and x s > U max in identification but it is desired that the B-spline model has certain extrapolating capability outside the interval U min , U max . The external knots may be set empirically to give the B-spline model a required extrapolation capability. In fact, since no data appears outside U min , U max , the exact choice of these external knots does not really matter, in terms of modeling accuracy. Also note that for QAM signals, the distribution of x s is naturally symmetric and, therefore, the knot sequence should be chosen to be symmetric too.
Using the tensor product between the two sets of univariate B-spline basis functions [43] , B 
where N B = N R N I . The task of identifying the nonlinearity Ψ(·) is turned into one of estimating the parameter vector θ. Remark 2: A traditional way of modeling a nonlinearity in the univariate dimension of x s ∈ R is to use a univariate polynomial model with the polynomial degree P o , which has P o + 1 basis functions given by
Thus, the tensor-product polynomial model for modeling the complex-valued nonlinearity Ψ has (P o + 1) 2 basis functions for any given input x ∈ C, and the complexity of the polynomial model is on the order of O (P o + 1) 2 . Although the complex-valued B-spline model (15) has N 2 s basis functions, where N s = N R = N I , no more than P o + 1 2 of them are nonzero for any given x ∈ C. Therefore, the complexity of the B-spline model (15) is also on the order of O (P o + 1) 2 . The details of this B-spline model's complexity can be found in [45] [46] [47] [48] [49] [50] . The biggest advantage of using the B-spline model, rather than the polynomial model, is however that B-spline basis functions are optimally stable bases and they have the maximum numerical robustness [51] [52] [53] . This optimal robustness property of the B-spline model is due to the convexity of its model bases, i.e., they are all positive and sum to one. To illustrate this optimality of the B-spline model in comparison with the polynomial model, consider the univariate nonlinearity that can be represented by the polynomial model of degree P o exactly as
as well as by the following B-spline model exactly as
Because of the noisy training data, the estimated model coefficients are perturbed from their true values to a i = a i +ε i for the polynomial model, and to b i = b i + ε i for the B-spline model. Assume that all the estimation noises ε i are bounded by |ε i | < ε max . The upper bound of |y s − y s | for the B-spline model is given by
This upper bound of the B-spline model output perturbation only depends on the upper bound of the perturbation noise, and it does not depend on the input value x s , the number of basis functions N s or the polynomial degree P o . Hence, the B-spline model enjoys the maximum numerical robustness. By contrast, the upper bound of |y s − y s | for the polynomial model is given by
The upper bound of the polynomial model output perturbation depends not only on the upper bound of the perturbation noise but also on the input value x s and the polynomial degree P o . The higher the polynomial degree P o , the more serious the polynomial model may be perturbed. A simple example can be found in [45] , [48] , [49] which demonstrates clearly the excellent numerical stability of the B-spline model over the polynomial model. Furthermore, in our previous works for nonlinear equalization of SISO Hammerstein channels [46] [47] [48] [49] [50] , the B-spline parameterization approach clearly outperforms the polynomial parameterization approach. Therefore, in our application to nonlinear multiuser detection for MIMO Hammerstein channels, we will only consider the B-spline parameterization approach.
B. Identification of Nonlinear MIMO Uplink Model
The identification of the nonlinear MIMO uplink involves estimating the parameter vectors θ and ζ = ζ 1 ζ 2 · · · ζ M T ,
where ζ 1 = 1, of the M complex-valued B-spline neural networks that represent the M nonlinear HPAs as well as the MIMO channel matrix H, where h 1,m = 1 for 1 ≤ m ≤ M , based on a block of K training data, {x(k), y(k)} K k=1 . The outputs y l (k) of our nonlinear model for modeling the desired outputs y l (k) for 1 ≤ l ≤ L can be expressed by
Observe that the parameters to be estimated enter the model in the nonlinear triple product form of h l,m ζ m θ r,i . Fixing one set of parameters, e.g., h l,m , the model is still nonlinear in the other two sets of parameters. Therefore, the single-loop two-stage ALS estimation procedure of [45] [46] [47] [48] [49] [50] cannot be extended to this case, because this single-loop two-stage ALS estimator only works for the model with bilinear parameters. We propose a new TL-3S-ALS procedure to estimate θ and ζ as well as H. Benefiting from our unique parameterization of the nonlinear MIMO uplink, this TL-3S-ALS algorithm guarantees to obtain a unique estimate of the nonlinear MIMO uplink model.
which can be expressed as
where N ∈ C L×K is the corresponding channel AWGN matrix and the regression matrix Q ∈ C M×K is given by
in which
Observe that Q is nonlinear in ζ m θ r,i , which is the reason why the algorithm of [45] [46] [47] [48] [49] [50] cannot be applied. On the other hand, the desired output vectors y l ∈ C K for 1 ≤ l ≤ L can be expressed as
where n l ∈ C K is the corresponding channel AWGN vector, and the regression matrix P l ∈ C K×NB is given by
with φ (l)
while the regression matrix S l ∈ C K×M is given by
Hence we have
or y = P θ + n = Sζ + n. (33) Observe that we can express the model as linear in H but the corresponding regression matrix is bilinear in θ and ζ. On the other hand, if we express the model as linear in θ, the resulting regression matrix is bilinear in H and ζ. Similarly, when we express the model as linear in ζ, the regression matrix is bilinear in H and θ. We propose the following TL-3S-ALS procedure to jointly estimate H, θ and ζ.
Initialization. Replacing w m (k) with x m (k) in (25), we have the 'LS' estimate of H, denoted as H [0] , given by
where X ∈ C M×K is the 'regression matrix' given by
Each column of H [0] is then divided by its first-row element, namely,
Also initialize ζ [0] with ζ 
where λ is a very small regularization parameter, e.g., λ = 10 −6 . a.2) Set θ to θ [ι in S and denote the resultant regression matrix as S [ι . Then the LS estimate of ζ is readily be given by
Then normalize ζ [ι with
At the end of stage a), we have θ [τ ] = θ [ιmax and ζ [τ ] = ζ [ιmax .
b) Estimating the MIMO channel matrix. Set θ = θ [τ ] and ζ = ζ [τ ] in Q and denote the resultant regression matrix as Q [τ ] . The LS estimate of H is given by
which is followed by the following operation
Remark 3: Observe that this identification procedure involves the two loops: the outer loop of a) and b) as well as the inner loop of a.1) and a.2), with the three stages of alternating 'LS' estimation: (37) , (38) and (40) . The maximum number of the outer-loop iterations τ max = 1 or 2 is sufficient. This is because the initial LS estimate H [0] of (34) is an 'unbiased' estimate of H scaled by the HPAs' complex-valued gain. Therefore, the 'normalized' H [0] of (36) is an accurate estimate of H in (8) . Thus, τ max = 1 is in fact sufficient. Given an accurate estimate of H, the inner loop a) of the two-stage ALS estimator converges to the unique estimates of θ and ζ very fast, owing to the unique parameterization of the HPAs and the closed-form LS estimates of (37) and (38) . In fact, the maximum number of the inner iterations ι max = 2 to 4 is sufficient.
C. Identification of Inverse Nonlinear Mappings of HPAs
As shown in Section II, to implementing the multiuser detection for the nonlinear MIMO uplink, we also requires the inverse mappings of the M HPAs defined by
We utilise another complex-valued B-spline neural network to model Φ m (·). Define the two knots sequences similar to (11) for the real and imaginary parts of w m , respectively. Similar to (14) , we construct the inverting B-spline neural network 1 (13) and (14), while
is the parameter vector of this inverting B-spline neural network. Thus, the task of inverting the nonlinear HPA ζ m Ψ( ) becomes one of estimating α (m) .
To estimate α (m) requires the input-output training data w m (k), x m (k) K k=1 but w m (k) is unobserved and therefore unavailable for this modeling. Following the same approach of [45] [46] [47] [48] [49] [50] , the pseudo training data w m (k), x m (k) K k=1 are constructed as a byproduct of the nonlinear MIMO channel identification. Specifically, given the estimated HPA's nonlinearity ζ m Ψ(·), we calculate w m (k) = ζ m Ψ x m (k) to substitute for w m (k) as the training input. This allows us to estimate the inverting model Φ m (·) based on the LS method.
However, the training input w m (k) is highly noisy and this may introduce potentially serious bias in the estimate.
Over the pseudo training data set w m (k), x m (k) K k=1 , we form the regression matrix B m ∈ R K×NB
and the desired output vector
Then the closed-form LS estimate α (m) is readily given by
Remark 4: A tensor-product polynomial model, having a polynomial degree of P o in each dimension, can also be utilized to estimate ζ m Ψ −1 (·), based on the same LS identification procedure developed here. It is well-known that since the input w m (k) is noisy, the LS estimate (47) is generally biased. Thus, the maximum robustness property of the B-spline model as discussed in Remark 2 is particularly helpful in minimizing this bias. Consequently, the B-spline based approach yields significantly better performance than the polynomial based approach, and this has been confirmed in our previous studies for nonlinear equalization of SISO Hammerstein channels [46] [47] [48] [49] [50] . For this reason, we will only consider the B-spline inversion in our application to nonlinear multiuser detection for nonlinear MIMO uplink.
IV. SIMULATION STUDY

A. Simulation System Set Up
The BS is equipped with L = 4 antennas to support M = 3 single-antenna MUs. The 64-QAM signaling is employed, and the HPA deployed in an MU's transmitter is described by (3) and (4) . The parameters of this nonlinear HPA are set to those of the NEC GaAs power amplifier adopted in the recent wireless standards [30] , [31] , which are g a = 19, β a = 0.81, A sat = 1.4; α φ = −48000,
Since we have L receive antennas and M users, the MIMO system's average signal-to-noise ratio (SNR) is defined as
is the average power of the mth MU's transmit signal. The number of training samples is set to K = 1000. We also repeat the identification with K = 500, and the results obtained are practically identical to those obtained with K = 1000. The number of B-spline basis functions is chosen to be N R = N I = 8 and the polynomial degree is set to P o = 4. The empirically determined knot sequences covering the HPA's operating range are listed in Table I . Referring to Fig. 2 , owing to the symmetric distribution of x R and x I , the knot sequences for x R and x I are identical. Also observe that how the internal knots are placed within the input signal range. Similarly, the knot sequences for w R and w I are identical, and they are chosen according to the range of the HPA output. The number of outer iterations for the TL-3S-ALS estimator is set to τ max = 2, and its inner iteration number is set to ι max = 2.
B. Estimation Results
First, we consider the true MIMO channel matrix H as given in Table II . The HPAs' OBO is 3 dB and the system's average SNR is 25 dB. The B-spline based identification and detection scheme presented in Section III is applied to this nonlinear MIMO uplink. The results are obtained over 100 identification experiments and the estimation results are presented as average estimate with standard deviation.
The estimated MIMO channel matrix H by the B-spline based estimator is also listed in Table II , where it can be seen that H is a very accurate unbiased estimate of the true MIMO channel matrix H with very small estimation error standard deviations. Fig. 3 compares the B-spline estimated HPA nonlinearity ζ m Ψ(·) averaged over 100 identification runs with the true HPA's nonlinearity ζ m Ψ(·), where ζ m = 1 for 1 ≤ m ≤ 3. Observe that the amplitude response of ζ m Ψ(·) closely matches the true HPA's amplitude response, and the estimation error of the phase response of ζ m Ψ(·) is no more than 0.01 radian. The combined responses of the HPA's true nonlinearity and its estimated inversions obtained by the proposed B-spline inverting scheme are illustrated in Fig. 4 , where it can be seen that the combined response of the true HPA's nonlinearity ζ m Ψ(·) and its BS inversion estimate on the estimated MIMO channel matrix H obtained in a typical identification run is illustrated in Fig. 5 . As expected, the scaling of w(k) is the scaling of x(k) 'amplifying' by the HPAs' gains. By passing w m (k) through the estimated B-spline inversion ζ m Ψ −1 (·) to compensate for the nonlinear distortion of the transmitter HPA, for 1 ≤ m ≤ 3, the detected MUs' data are obtained, which are shown in Fig. 6 . By comparing Fig. 6 with Fig. 2 , it can be seen that the correct 64-QAM constellation is restored. The existing multiuser detection schemes for MIMO are typically based on a linear estimation of the MIMO channel, which can no longer work for nonlinear MIMO uplink.
To demonstrate this, we also implement the linear ZF multiuser detection for this MIMO Hammerstein channel. Specifically, we first estimate the 'equivalent' linear MIMO channel matrix H [0] using the LS estimate of (34). This estimated linear MIMO channel matrix H [0] obtained over 100 identification runs is also listed in Table II . Then the linear ZF multiuser detection of x(k) is carried out by
The linear ZF detection of x(k) so obtained with H [0] identified at a typical identification run is depicted in Fig. 7 . By comparing Fig. 7 with Fig. 2 , it is clear that although the scaling of x(k) is correctly recovered, the correct 64-QAM constellation is not restored, which is hardly surprising because the nonlinear distortion of the MUs' transmit HPAs is not compensated. Interestingly, it can be seen that within a complex-value scaling, Fig. 5 and Fig. 7 are very similar. This is because the linear LS estimate H [0] of (34) may be considered as an 'unbiased' estimate of the MIMO channel matrix H scaled by the MUs' transmit HPAs' complex-valued gains, although its estimation accuracy is rather poor. To see this, in Table II with our B-spline approach based estimate H, it can readily be seen that with only one or two iterations, the estimation accuracy of the latter is significantly better than that of the former. Specifically, the estimation error standard deviations of H are around five times smaller than those of the initial H [0] . This clearly demonstrates the estimation efficiency of our proposed TL-3S-ALS estimator.
C. Bit Error Rate Performance
Next we randomly generate the MIMO channel matrix H by drawing its entries h l,m for 1 ≤ l ≤ L and 1 ≤ m ≤ M according to the distribution CN (0, 1). Given each true MIMO channel realization H, for each given OBO value and each given average SNR value, we first apply our proposed TL-3S-ALS algorithm to provide the MIMO channel matrix estimate H, the BS estimates ζ m Ψ(·) of the transmitters' HPAs and their BS inversions Φ(·) for 1 ≤ m ≤ 3 in the training phase. The obtained H and Φ(·) for 1 ≤ m ≤ 3 are used for multiuser detection in the data transmission. For each channel realization, 10 8 64-QAM data symbol vectors are transmitted, and the bit error rate (BER) of each user is calculated. Obviously, for different channel realizations, the achievable BERs of the three users are different.
The average BER performance over 50 channel realizations obtained by our proposed B-spline based nonlinear multiuser detection scheme and the linear ZF multiuser detection scheme, respectively, are compared in Fig. 8 , given the two OBO values of 3 dB and 5 dB. Obviously the large the OBO, the less severe the nonlinear distortion of the MUs' transmit HPAs, and hence the better the achievable BER performance. Observe from Fig. 8 that even under the OBO of 5 dB, the classical linear ZF multiuser detection scheme exhibits a high BER floor at the BER level of 10 −2 because it cannot compensate for the nonlinear distortion of the MUs' transmit HPAs. By contrast, our proposed B-spline based nonlinear multiuser detection scheme can effectively compensate for both the linear interference of the MIMO channel and the nonlinear distortion of the MUs' transmit HPAs. Consequently, it dramatically enhances the achievable BER performance, as can be clearly seen from Fig. 8 .
We also repeat all the simulations with P o = 5 and N R = N I = 10, and the results obtained are very similar to those reported here for P o = 4 and N R = N I = 8.
V. CONCLUSIONS
We have proposed a novel nonlinear multiuser detection scheme based on B-spline neural networks for the nonlinear MIMO uplink employing spectral efficient high-order QAM signaling and with nonlinear HPAs at mobile users' transmitters. By adopting a B-spline parameterization of the MUs' nonlinear HPAs, we have derived an efficient TL-3S-ALS estimator to identify this MIMO Hammerstein channel, including the MIMO channel matrix and the nonlinear mappings of the MUs' nonlinear HPAs. It has been demonstrated that this TL-3S-ALS estimator guarantees to converge very fast to the unbiased estimates of both the MIMO channel matrix and the MUs' nonlinear transmitter mappings with high estimation accuracy. Furthermore, as the direct byproduct of this nonlinear MIMO channel identification, we have also obtained the B-spline inverse mappings of the MUs' nonlinear HPAs. This has allowed us to implement an effective nonlinear multiuser detection scheme by using the ZF detection based on the identified MIMO channel matrix followed by compensating for the nonlinear distortion of the MUs' transmit HPAs with the obtained B-spline inverse mappings. A simulation investigation has been carried out to valid the effectiveness of this B-spline based nonlinear multiuser detection scheme.
This paper is the first to develop a practical and efficient multiuser detection scheme for nonlinear narrowband MIMO systems. Our future work will exploit how to extend the current scheme to space-time equalization of nonlinear frequencyselective MIMO systems.
