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RÉSUMÉ 
Ce travail est inspiré en partie par un théorème de M. Haiman (M. Haiman 2002, voir 
[17]). Ce théorème affirme que le plus petit sous-espace vectoriel de C[x1 , ... , xnJ, fermé 
par dérivations ô~; , et fermé par des opérateurs de « polarisation », Ep = L,j=1 YJ ff:P, et 
qui contient le déterminant de Vandermonde ~n(x1 , .. . , Xn) = Tii>j(xi - Xj), coïdcide 
avec le S n-module Dn des polynômes harmoniques diagonaux du groupe symétrique S n. 
Dans cette thèse, on étend cette construction de deux façons. D'abord en considérant des 
modules de « polarisation généralisés » en faisant intervenir des polynômes à f, ensembles 
de n variables, c'est-à-dire, des polynômes en les variables xu, .. . , X1n, ... , xei, ... , Xen· 
Puis en considérant d 'autres « genres » pour ces espaces que le déterminant de Van-
dermonde. Dans tous les cas, on s'intéresse à la décomposition en somme directe de 
modules irréductibles des modules considérés. 
Plus précisément, nos modules de polarisation généralisés sont engendrés par des fa-
milles S n-stables de polynômes homogènes. Il s'avère alors que ces modules sont en fait 
des représentations du produit direct S n x GLe(C) , avec l'action de GLe(C) apparais-
sant à cause de la polarisation. Leur décomposition en irréductibles se décrit via leur 
caractéristique de Frobenius graduée. Celle-ci s'exprime comme une somme de produits 
de polynômes/ fonctions de Schur sµ( q )s>.(w ), où sµ( q ) est un polynôme de Schur en 
les variables q = ( q1, ... , qe) et À est un partage de n. 
Pour les modules considérés, notre objectif est de calculer explicitement la caractéris-
tique de Frobenius graduée de ces modules : 
L L b>. ,µ sµ( q )s>.(w ), (1) 
>.1-n µ 
en donnant des formules précises pour les entiers b>. ,µ- Ces coefficients b>. ,µ sont les 
multiplicités des sous-modules irréductibles sous l'action de S n x GLe(C). On peut 
donc aussi, interpréter la formule (1) comme une description du caractère gradué comme 
<Sn x GLe(C)-module. Un théorème de F. Bergeron (voir [4]) montre que les coefficients 
b>. ,µ sont indépendants de t Autrement dit, f, n'intervient dans l'expression (1) que dans 
le nombre de variables apparaissant dans sµ( q ). De plus, il est montré dans [4] queµ a 
au plus n parts. Ceci nous permettra d 'obtenir une expression pour (1) qui est valable 
pour tout f, si on sait la calculer pour f, ::::; n. 
On donne des résultats explicites dans le cas où la famille génératrice S n-stable (à 
laquelle est appliqué le processus de polarisation) est constituée : 
XVI 
1. 
2. 
3. 
4. 
5. 
6. 
D'un seul polynôme <S n-invariant, en particulier les polynômeti t;ymétriques ho-
mogènes p~, Pd et ed, pour tout d 2: 1 (voir théorème 2.2.1). 
du polynôme symétrique monomial mc2,1d-2) (voir la conjecture 2.4.5). 
du polynôme symétrique hd (voir la table 2.4). 
d 'un seul polynôme symétrique homogène de degré 2 ou 3 (voir théorème 2.2.2 
et théorème 2.2.3) , 
d 'un seul polynôme symétrique homogène de degré 4 ou 5 (voir les tables 2.2 et 
2.3) , 
d'une seule des familles homogènes et <Sn-stables suivantes : 
A := { x~j 1 1 :S j :S n}, B := { x~i - x~j 1 1 :S i < j :S n} et 
C := { TijEA X1j 1 A Ç [n], IAI = d} (voir la section 2.4) . 
7. d 'une seule des familles homogènes et 6 n-stables suivantes : 
Ti := { x~t · · · x~~ 1 a1 +···+an = 2}, T3 := { x~t · · · x~~ 1 a1 +···+an = 3}. (voir 
les problèmes ouverts 2.4.9 et 2.4.10). 
On s'intéresse aussi à une classification complète des modules de polarisation engendrés 
par une famille constituée d 'un seul polynôme symétrique homogène à n variables, en 
termes de la caractéristique de Frobenius graduée de ces modules . Notre classification 
est complètement déterminée lorsque le degré est plus petit ou égal à 3 (théorèmes 2.2.2 
et 2.2.3) , et nécessite de considérer une notion de n-exception (voir la section 2.2). 
Pour les degrés 4 et 5, on propose des formules qui semblent indépendantes de f, et qui 
semblent donner une classification complète (voir les tables 2.2 et 2.3) . 
Mots clés : Combinatoire algébrique, représentations des groupes, les polynômes symé-
triques, les polynômes diagonalement symétriques, caractérist ique de Frobenius graduée, 
opérateurs de polarisation, série de Hilbert. 
Il TRODUCTIO 
Ce travail s'inscrit dans la lignée des travaux de M. Haiman (voir [14]) sur la conjecture 
de l'opérateur (devenue théorème depuis) (voir [17]). Celle-ci affirme que le plus petit es-
pace vectori 1 fermé par dérivations, et fermé par l'action des opérateurs de polarisation 
Ep := L J=l Yjf?, et contenant le déterminant de Vandermonde ~n(x), coïncide avec 
J 
l'espace 'Dn des polynômes harmoniques diagonaux. Autrement di t , l'espace 'Dn est en-
gendré par le déterminant de Vandermonde comme module sur l'algèbre des opérateurs 
<C [ a~1 , .•. , a~n, E 1, .. . , En- l J . L'espace 'Dn est formé par tous les polynômes f , en les 
variables x1, .. . , Xn, y1, ... , Yn, qui sont annulés par les opérateurs différ ntiels somme 
de puissances Ph,k := L J=l ~ ~. En 2002, M. Haiman a démontré ce th ' orème en 
t J 
utilisant des techniques de géométrie algébrique (voir [17]) . 
On généralise d 'abord le contexte du théorème de l'opérateur au contexte des polynômes 
à/!, ensembles de n variables, c'est-à-dire des polynômes en les variables X = (xij), avec 
1 ~ i ~ /!, et 1 ~ j ~ n. L'action diagonale du groupe <Sn sur les polynômes à /!, 
ensembles de n variables est définie par permutation des colonnes (on remplace chaque 
variable Xij par xia(j)). On dit qu 'une famille F de polynômes est <Sn-stable si elle est 
fermée par cette action diagonale du groupe <Sn. Étant donnée une famille <Sn-stable 
F de polynômes homogènes, on défini t le module de polarisation engendré par la 
famille F comme le plus petit espace vectoriel fermé par dérivations a:ij , fermé par des 
opérateurs de polarisation Elpk) = L,1n=l Xij aa; , et qui cont ient la famille F. Cet espace 
' xk j 
est dénoté M F. L'action du groupe symétrique <Sn sur les polynômes fait de MF un 
<Sn-module. 
En particulier , on considère le cas où F est réduit à l'orbite d'un seul polynôme f et 
on dénote par M f le module obtenu en posant F = { O" · f 1 O" E <Sn}, où O" • f est le 
polynôme obtenu en appliquant l'action diagonale du groupe <Sn. 
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Des cas particuliers de cette construction correspondent à certains espaces importants 
en combinatoire (voir [8])et géométrie algébrique (voir [14, 13 , 17]). Par exemple, lorsque 
R = 1 (1 ensemble den variables x := x1, ... , Xn) et f est le déterminant de Vander-
monde 6 n(x) = I1i>j(xi -Xj), on obtient l'espace classique des polynômes harmoniques 
du groupe symétrique 1-ln· En effet, on peut démontrer que l'ensemble des polynômes 
annulés par tous les opérateurs différent iels I:,j=1 axj, pour 1 :::; k :::; n, ( axj dénote 
la k-ième dérivée partielle par rapport à XJ) coïncide avec l'espace engendré par le po-
lynôme 6 n(x) et toutes ses dérivées partielles, autrement dit, Ml.l.n = 1-ln pour R = 1 
(voir [8, 3]). Il est remarquable que la dimension de cet espace est n ! (voir [18]). Lorsque 
R = 2, toujours avec f = t.n(x ), on obtient l'espace Dn des polynômes harmoniques 
diagonaux. La dimension de cet espace est (n + 1r-1 . On peut montrer (mais cela 
est beaucoup plus délicat (voir [17])) que cet espace est formé de tous les polynômes 
en les variables x = x1, ... , Xn et y = Y1 , ... , Yn, qui sont annulés par tous les opéra-
teurs différentiels L J= l ax;iayj' avec 1 :S h + k :S n. L'espace des polynômes harmo-
niques diagonaux trivariés D~3) est l'espace vectoriel des polynômes en les variables : 
x = X1, ... , Xn, y = Y1, ... , Yn et z = z1, ... , Zn, qui sont annulés par les opérateurs 
L J=l 8xi 8yj 8zj, avec 1 :S r + s + t :S n (voir [8]). M. Haiman a conjecturé que D~3) 
coïncide avec Ml.l.n pour e = 3 (voir [14]). Il a aussi conjecturée que la dimension de 
cet espace est 2n(n + l )n-2 , (voir [14] p.36.). Pour n'importe quel R ~ 1 F. Bergeron 
a étendu cette conjecture au cas des espaces des polynômes harmoniques diagonaux 
trivariés « supérieurs» 1{~), dont la dimension est (r + l )n(rn + 1r-2 (voir [8]). Il a 
aussi étendu la conjecture de Haiman concernant l 'identification de l'espace D~e) des 
polynômes harmoniques diagonaux multivariés avec le module de polarisation engendré 
par 6 n(x) au cas R > 3. 
La fermeture par des opérnteurs de polarisation généralisés Ei(;J des modules M F im-
plique, en particulier , la fermeture par les opérateurs Ei,k = L J=l Xij a~k~ (lorsque 
p = 1). Ceci est équivalent au fait que M F est un GLe(C)-module (voir [24] p.83). L'ac-
tion du groupe linéaire GLe(<C) commute avec l'action diagonale du groupe symétrique 
6 n (en tant que des actions sur M F) et ceci implique qu 'on peut considérer les espaces 
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M F comme étant des représentations du produit direct <Sn x GLe(C). 
L'objectif principal de ce travail est d'étudier la décomposition en modules irréductibles 
sous l'action du groupe <Sn x GLe(C) des modules de polarisation M F. Pour ce faire, 
on décrit la caractéristique de Frobenius graduée des espaces M F (voir 2.1). Celle-ci 
prend la forme : 
M F(q , w) = L L b>.,µ sµ(q )s>.(w ), (2) 
>.f-n µ 
où b>. ,µ E N, q = q1, . .. , qe, w = w 1, w2 .. . , les partages µ sont tels que f.(µ) :S n 
(voir F. Bergeron [4]). Les fonctions de Schur sµ(q ) correspondent aux caractères des 
représentations irréductibles du groupe G Le(lK) , tandis que, les fonctions de Schur s >. ( w) 
codent les caractères de représentations irréductibles du groupe symétrique <Sn. Les 
nombres naturels b>.,µ sont donc les multiplicités des modules irréductible· pour l'action 
de <Sn x G Le (JK) (voir les formules 1.42 et 1.43) . 
Un deuxième objectif de cette thèse est d'étudier les modules de polari ation M f qui 
sont engendrés par un polynôme symétrique homogène f donné. Pour ce faire, on utilise 
la caractéristique de Frobenius graduée pour classifier ces modules selon leur décom-
positions en irréductibles. On démontre des formules pour cette caractéristique d 'une 
façon globale et uniforme, c'est-à-dire, ces formules sont toutes valides pour n'import 
quel f. ~ 1 et sont décrites en fonction den (n est le nombre de variables du polynôme 
f). 
Le chapit re 1 peut être sauté par le lecteur qui 'y connaît , sauf peut être pour ce qui est 
des notations, pour passer directement au chapitre 2 (voir la section 1.9). Ce chapitre 
est divisé en trois parties : 
1. Notions d'algèbre et combinatoire, notre contexte R~e) . 
2. Rappel sur les polynômes symétriques, pléthysme et polynômes diagonalement 
symétriques. 
3. Rappel sur les représentations irréductibles du groupe <Sn et les représentations 
polynomiales irréductibles de GLe(C) , caractères, la caractéristique de Frobenius 
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d 'un 6 n-module et la caractéristique de Frobenius graduée et son expression 
comme une somme des produits des fonctions de Schur. 
Dans la première part ie de ce chapitre, on présente des not ions de base de combinatoire 
et d 'algèbre concernant les part ies 2 et 3. Parmi ces notions considérées on retrouve 
celles de : partages, partages restreints, partages vectoriels, l'espace R n des polynômes 
à n variables (gradué dans N par le degré total), l'espace Re des polynômes à .e, variables 
(gradué dans Ne), l'espace R~) des polynômes à .e, ensembles den variables : Xii, . . . , xœ, 
1 ::; i::; .e., gradué par le multidegré dans Ne, le groupe symétrique 6 n. L'espace R~e) est 
le contexte (ensemble référentiel) des modules de polarisation généralisés. On fini cette 
part ie en calculant la série de Hilbert de R~) en tant qu 'espace vectoriel gradué avec le 
mult idegré. 
La deuxième partie du chapitre 1, cont ient un rappel bref de la théorie classique des 
fonctions symétriques (voir [26 , 11 , 24]) et diagonalement symétriques (voir [23 , 25]) . 
Le but de cette partie est de préparer les outils nécessaires pour décrire, à les caractères 
de représentations irréductibles du groupe symétrique 6 n et de repr , sentations polynô-
miales irréductibles du groupe linéaire général GLe(<C) (par exemple, les fonctions de 
Schur, les fonctions complètes homogènes, le pléthysme, etc.) et rappeler les polynômes 
diagonalement symétriques qui serviront pour expliquer la construction des bases ho-
mogènes des modules de polarisation engendrés par un polynôme symétrique homogène 
donné. On rappelle les bases classiques pour les fonctions symétriques et diagonalement 
symétriques. En part iculier, on souligne que ces fonctions diagonalement symétriques 
sont obtenues par polarisations à partir des fonctions symétriques usuelles (voir 2.1). 
Le pléthysme de fonctions symmétriques est rappelé en détail (voir [28]) . Cette notion 
du pléthysme est très efficace pour expliquer la forme de la caractéristique de Frobenius 
graduée des sous-modules (en t ant que 6 n x GLe(C)-module) de l'espace R~e) . 
La troisième part ie du chapit re 1 présente une synthèse de résultats connus autour de la 
théorie de la représentation du groupe 6 n et des représentations polynomiales du groupe 
GL(V ), ainsi que des liens entre ces deux théories (voir [26 , 11 , 24]) . Cette synthèse est 
nécessaire à la mise en place des nouveaux résultats, et conjectures sur la caractéristique 
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de Frobenius graduée des modules de polarisation au deuxième chapitre. Notre premier 
exemple fondamental est l'action diagonale du groupe symétrique <Sn sur l'espace ~e) . 
Le second est l'action du groupe linéaire GLe(IK) sur R~e) . Ces deux actions commutent 
et font de l'espace R~e) un <Sn x GLe(IK)-module. On décrit les modules irréductibles pour 
<Sn x G Lg(IK) et on rappelle que ses caractères irréductibles sont de la formesµ,( q )s;_ (w). 
Le but de cette part ie est de rappeler que la caractéristique graduée de Frobenius d 'un 
sous-espace homogène V de R~e) prend la forme de la formule (2). 
On démontre le résultat classique (voir [28] p.442) qui affirme que la série de Hilbert de 
V est égal au GLe(IK)-caractère de V. On rappelle qu 'à partir de la caractéristique de 
Frobenius graduée de V on obtient la série de Hilbert de V. 
Le chapitre deux contient l'essentiel de nos contributions. On commence par rappe-
ler le processus de polarisation introduit par H. Weyl et Von Herrn S. Aronhold (voir 
[29 , 24]). On introduit ensuite, les notions de fermeture par dérivation D (V) et 
fermeture par polarisation E(V) d 'un sous-espace homogène V de R~e) . On dé-
montre que les opérations de fermeture par polarisation et dérivation commutent, c.-à-d. 
D (E(V)) = E(D (V)). Pour chaque ensemble F de polynômes homogènes <Sn-stable on 
note par IK[F] le sous-espace engendré par F . On introduit l'objet d 'étude de ce tra-
vail : les modules de polarisation engendrés par un ensemble de polynôm s homogènes 
F comme étant l'espace M F := E (D (IK[F])). Le fait que F est <Sn-stable implique 
que M F est un <Sn-module. La fermeture par des opérateurs de polarisation généralisés 
implique que M F est GLe(C)-stable. Le but de ce chapitre est d 'amorcer l'étude de la 
classification complète des modules de polarisation engendrés par des polynômes symé-
triques homogènes, selon leur décomposition en somme directe de modules irréduct ibles 
pour l'action du produit direct <Sn x GLe(C). Tel qu 'on explique au chapitre 1, on peut 
calculer cette caractéristique sous la forme (2). Bien entendu, les coefficients b .>- ,µ, E N 
expriment les mult iplicités des modules irréductibles du groupe <Sn x GLe(C). On ob-
tient des formules explicites pour (2) lorsque f est un des polynômes symétriques p~ , Pd 
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et ed. Plus précisément , on a les théorèmes principaux suivants (voir théorème 2.2. 1) : 
M ,i(q , w) = (~ sj(q)) sn(w ). 
M.,(q, w) = (~ Sj(q)) Sn(w ) + (~ Sj (q)) Sn-1,1(w) 
M .,(q, w) = l~ (~ Sj(q)) Sn-i,i (w ). 
On donne une classification complète des modules de polarisation engendrés par poly-
nômes symétriques homogènes de degré deux et trois. En particulier , si f = a ·m2+b·m1,1 
à n variables, on montre que 
(1 + s1(q ) + s2(q )) · sn(w ) si b = 2a, 
(1 + s1(q ) + s2(q )) · sn(w ) + s1(q ) · Sn-1,1(w ) sinon. 
Pour le degré est 3, on introduit la not ion de n-exception. P lus explicitement , notons 
par IR [ ~ , .. . , /t,, LJ=l Xj fxJ] le sous-espace réel engendré par les n premières déri-
vées part ielles, /L, ... , -/1-, de f et le polynôme 'i:,Jn_ 1 Xj~882 . On dit qu 'un polynôme Xl Xn - xj 
symét rique homogène de degré 3 à n 2:: 2 variables x1, x2, .. . , Xn est une n-exception si 
Pour le cas, deg(.f) = 3, on démont re que si f n'est pas un multiple scalaire de py alors 
la dimension minimale de ce sous-espace est exactement n (voir théorème 2.2.4) : 
Ainsi, donc, la dimension pert inente ne peut prendre que les valeurs n ou n + 1. 
Supposons que f =a· m3 + b · m2,1 + c · m1,1,1, alors f est n-except ion, si et seulement 
si on a soit : 
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1. 3a(2b + (n - 2)c) = 2(n - l )b2 , pour n 2 3, ou, 
2. b = 0 ou b = 3a, pour n = 2. 
Les n-exceptions apparaissent aussi lorsque le degré est supérieur à trois. En fait, on 
croit que, en général le polynôme P2Pf- 2 de degré d 2 3 est un ( d + 1 )-exception. Cette 
affirmation a été vérifiée jusqu 'à d = 10. 
Pour degré 3 la classification est donc divisée en trois cas possibles : 
1. Si f = k ·Pr (pour certain k E IR) alors, 
2. Si f est une n-except ion a lors, 
3. Sinon 
M J(q, w) = (1 +s1(q)+ 2 s2(q) + s3(q )) · sn(w ) + (s1(q) + s2(q) ) · Sn-1,1(w). 
[Cette page a été laissée intentionnellement blanche] 
CHAPITRE I 
RAPPELS, NOTATIO S ET PRÉLIMINAIRES 
On va d 'abord rappeler rapidement les notations et certaines formules classiques sur les 
partages qui serviront pour rappeler la forme de la caractéristique d Frobenius graduée 
de R~) (souvent ce sont celles de [4 , 26]). On établit notre espace référentiel l'anneau 
R~e) des polynômes à f, ensemble de n variables et on calcule sa s ' rie de Hilbert. On 
fait un bref rappel sur l'espace gradué A des polynômes symétriques en décrivant les 
bases classiques de A, de même pour le cas d 'un nombre fini de variables, l'espace An. On 
calcule la série de Hilbert de ces espaces. La notion de pléthysme est expliquée en détail. 
Ensui te, on rappel brevièment, l'espace multi-gradué A (e) des polynômes diagonalement 
symétriques et on donne les bases classiques de A (e), le cas de 1 'espace A~e) des polynômes 
diagonalement symétriques à n colonnes. On rappelle la description des représentations 
irréductibles de <Sn, les représentations polynomiales irréductibles de GLe(C) ainsi que 
ses caractères (rappelez que celles-ci indexées par des partages). Ceci nous permet de 
rappeler la forme des caractères irréductibles d 'un <Sn x GLe(C)-module. 
Le but de ce chapitre est de rappeler les notions et résultats classiques nécessaires ainsi 
que des notations, pour décrire en détail la caractéristique de Frobenius d 'un <Sn-module 
gradué V. Plus précisément , ét ant donné un sous-espace homogène V de R~) sur lequel 
on considère deux actions de groupe, la première, l'action diagonale du groupe <Sn, et 
la deuxième l'action du groupe GLe(C ). Ces deux actions commutent et font de V une 
représentation du groupe <Sn x GLe(C) . Ceci nous donne tous les éléments nécessaires 
pour comprendre que la caractérist ique de Frobenius prend la forme de la formule (2) . 
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Pour le lecteur on rappelle que cette forme est la suivante : 
V(q , w) = L L.:)À,µsµ( q )sÀ(w ), 
Àf--n µ 
dont les coefficients bÀ ,µ donnent les multiplicités des 6 n x GLe(C)-modules irréductibles 
de la décomposition de V. En particulier, on rappelle comme obtenir la série de Hilbert 
de V (GLe-caractère) à partir de la caractéristique graduée de Frobenius. 
1.1 Partages 
On commence avec la notion de partage d 'un entier positif pour passer en suite aux par-
tages vectoriels. Un partage À est une suite finie (À1, Àz, ... , Àk) d 'entiers strictement 
positifs ordonnés de façon décroissante, c'est-à-dire, ,\1 ::::: À2 ::::: · · · ::::: Àk ::::: 1. Chacun 
de termes Ài d'un partage À est une part du partage. La longueur f( ,\) d'un partage 
À est le nombre de parts de À. Le poids IÀ I d'un partage À est la somme des parts de 
À , c'est-à-dire, IÀI = À1 + Àz + · · · + Àket on écrit À f- n. Si le poids d'un partage À est 
n, on dit que À est un partage de n, en d'autres mots, un partage d 'un entier positif 
n ;:: 1 est une représentation den comme une somme d 'entiers strictement positifs où 
l'ordre des termes de la somme n'est pas pris en considération. 
Par exemple,µ= (4, 2, 2, 2, 1) est un partage de longueur R(µ) = 5, de poids lµI = 11 , 
on écrit µ f- 11. 
Pour chaque entier positif n, Par(n) dénote l'ensemble de tous les partages de poids 
n, et donc: 
Par(O) = {0}, 
Par(l) = {1} , 
Par(2) = {2, 11} , · 
Par(3) = {3,21, 111}, 
Par(4) = {4,31 , 22, 211 , 1111} , 
Par(5) = {5, 41, 32, 311, 221, 2111, 11111} , 
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Par(6) = {6 , 51 , 42 , 411 , 33, 321 , 3111 , 222, 2211 , 21111 , llllll}, 
Par(7) = {7, 61 , 52,511 ,43 , 421 , 4111 , 331 , 322, 3211 , 31111, 2221 , 22111 , 211111 , lllllll} . 
Souvent , on écrit aussi un partage À = (>-1 , À2, ... , Àk ) sous la forme : 
où Ci := 1 {j : Àj = i} I · Pour chaque partage À de n on utilise la notation suivante : 
n 
ZÀ := Il i ci Ci!= 1c1 . C1 ! . 2c2 . c2! ... n Cn . Cn !. 
i=l 
Par exemple, pour À = (5 , 4, 4, 3, 3, 3, 2, 1, 1), on écrit aussi À = 122133 4 2 51, et : 
Z ).. = 12 · 2! · 21 · 1! · 33 · 3! · 42 · 2! · 51 ·1! = 2 · 2 · 27 · 6 · 16 · 2 · 5 = 103680. 
Soit n un entier positif, on note par p(n) le nombre de partages den , c'est-à-dire, la 
cardinalité de l'ensemble Par(n). Donc, p(O) = 1, p(l) = 1, p(2) = 2, p(5 ) = 7, p(6) = 11 , 
p(7) = 15. Pour plus de détails sur l'énumération de partages , voir ([1 , 9]) . Ici on se 
concentre en rappeler une certaine formule pour énumérer les partages restreints, car 
on aura besoin de sa généralisation au cas vectoriel. 
Partages restreints 
Tout au cours de cette thèse on utilise la notation : Z pour l'ensemble des entiers, 
N := {x E Z: x ~ O}, f:::I+ := {x E Z: x > O} , et . Soit n E f:::I+ et µ 1,µ2, .. . , µk une 
suite d 'entiers strictement posit ifs. Le nombre de solutions b1, b2, . .. , bk de l'équation 
biµ1 + · · · + bkµk = n dans f:::I+ est donné par le coefficient de qn dans la série génératrice 
suivante (voir [6]) : 
k 1 
.z= l 1µ 1 + ·+ bkµ k = Il .. 
1- qµ , 
(b1 ,. . .,bk)ENk i= l 
(1.1) 
En suivant l'approche de [9] p.127, on considère les formules suivantes : Soit Run anneau 
commutatif. 
Lernrne 1.1.1. Soient A et B deux ensembles finis. Si f : A x B ----+ R une application 
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et 9l : A ---t B une relation binaire. Alors : 
II 
xEA {yEB: (x,y)E<.R} 
J (x, y)= L II f(x, F(x)). 
F:A--tB xE A 
(x ,F(x))E9l 
(1.2) 
où la somme porte sur toutes les applications F de l'ensemble A vers l'ensemble B telles 
que (x , F (x)) E 9l pour tout x E A . 
Pour n E N, on note Nn l'ensemble des vecteurs à n coordonnées dans N. Les 
matrices de format ex n à co efficients naturels sont dénotées comme Nexn. Aussi, 
est usuelle la notation [n] : = { 1, 2, ... , n}. On utilise le lemme 1.1.1 pour démontrer la 
formule du lemme suivant qui sera utile au chapitre 3. (voir [9]) : 
Lemme 1.1.2. Soit n E N+ et µ = (µ 1 , µ 2 , . . . , µ k) une suite d 'entiers strictement 
positifs. Le nombre de matrices B = (bij) E Nexk qui satisfont l'équation Bµt = d , 
c'est-à-dire, les équations suivantes : 
est donné par le coefficient de qd = qf 1 qg2 • • • qffe dans la série génératrice suivante : 
(1.3) 
Démonstration. En utilisant la formule (1.2) on obtient : 
(
OO ) II L qfjS 
(i ,j)E[e] X [k] S=Ü 
'"' II µ j B(i,j) ~ qi 
B:[e] X [k]--tN (i,j)E[e] X [k] 
D 
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Les coefficients des multiensembles 
On rappelle ici que les coefficients de multiensemble ( ( ~ )) sont définis comme suit : 
Ils comptent le nombre de sous-multiensembles de cardinalité r d'un multiensemble à n 
éléments. Le nombre de monômes x~1 · · · x~n dans C[x1 , .. . , xn] de degré d est donné 
par ((~)). 
1.2 Polynômes à n variables 
Soient lK un corps commutatif de caractéristique zéro, et x = (x1 , x2, ... , Xn) une suite 
de variables commutatives et indépendantes . Il est usuel de dénoter par JK [x] l 'anneau des 
polynômes à n variables x = x1, x2, ... , Xn et à coefficients dans JK, mai nous le dénotons 
· 'D S · - ( ) ~in ' · t a 1 ~ a . _ a l a2 an aussi '"n· I a - a1 , a2 , .. . , an E 1'1 , on ecn x pour e monome x .- x 1 x2 ... Xn . 
Le degré deg (xa) de xa est la somme, lai := a1 +a2+· ··+an, x 0 := 1, et xaxb := xa+b. 
Un polynôme f(x) dans Rn est une somme de support fini : 
f(x) = L faxa , 
a ENn 
avec les fa E lK. 
Par définition, l'ensemble des monômes xb , où b E Nn, est une base linéaire de R n 
comme espace vectoriel sur lK. Pour chaque entier positif d la composante homogène 
de degré d de R n est le sous-espace vectoriel R n,d de R n engendré par les monômes 
de degré d : 
Rn,d := lK[xa : lai= d]. 
L'ensemble Bn,d ·- {xa lai = d} forme donc une base linéaire de R n,d· Il s'ensuit 
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facilement que la dimension de R n,d est 
Un polynôme f(x) E R n est dit homogène de degré ksi f (tx ) = tk f(x). Autrement 
dit , f( x ) est homogène de degré d si et seulement si (voir [18] p.54.) : 
Clairement , on a 
(t Xi a: ) (f (x)) = d · j (x). 
i= l i 
R n= ffi R n,d, 
dEN 
On résume ceci en disant que R n est gradué par le degré total. 
(1.4) 
Remarque 1.2.1. On dénote par R e l'anneau des polynômes en les variables x1, ... , xe 
à coefficients dans OC., mais on a la convention que R e est mult i-gradué (gradué dans 
Ne), c'est-à-dire, le degré d'un monôme est donné par : 
Dans ce cas on a : 
R e = E9 R e,d, 
d ENf 
où la composante homogène de mult i-degré d est définie comme 
Évidemment dim (Re,d) = 1, pour tout vecteur d E Ne. 
1.3 Polynômes à .€, ensembles de n variables 
Soit .€, > 0 un entier. On rappelle qu 'un OC-espace vectoriel V est dit Ne-gradué (multi-
gradué) si on a une décomposition en somme directe : 
(1.5) 
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où dim(Vd) < oo pour tout d E Ne . Les sous-espaces Vd sont les composantes homogènes 
de degré d de V. La série de Hilbert associée à V est : 
V(q ) = L dim(Vd ) qd . 
d EW 
où qd = qt1qg2 • · · q~r pour chaque vecteur d = (d1, d2, .. . , dr) E Ne. Autrement dit, si 
Best une base homogène de V , c'est-à-dire que 
avec Bd une base de Vd , on a que la série de Hilbert s'exprime aus i comme : 
V(q ) = Lqdeg (g)_ 
gEB 
où on écrit deg(g) = d si g E Vd . 
Descript ion de 1 'anneau ~) 
Considérons une matrice de variables indépendantes et commutatives X := (Xij) de 
format e X n. Pour chaque entier positif i tel que 1 ::; i ::; e (une ligne de la matrice X )' 
on dit que les variables Xi l , Xi2, ... , Xin forment le i-ième ensemble de variables. On 
écrit : 
~~: ) 
Xen 
On note par X j la j -ième colonne de la matrice X , pour 1 :::=; j :::=; n . On note par Nexn 
l'ensemble des matrices de de format e X n. Nous ut ilisons la même convention pour 
toute matrice A E Nexn. On pose ~e) = IK[X] = IK[xij ], c'est-à-dire, R~e) c'est l'anneau 
de polynômes à coefficients dans IK en la matrice des variables X . On peut, donc définir 
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les monômes dans R~ comme suit : 
e 
X A j · - IJ aij j .- xij ' ainsi que 
i= l i,j 
Alors, on écrira les polynômes f (X ) E R~) comme une expression de la forme : 
f(X) = L fAXA 
AENexn 
à support fini , c'est-à-dire, la cardinalité de l'ensemble de matrices {A E Nexnlf A=/= O} 
est finie. Autrement dit , l 'ense~nble des monômes x 8 où B E Nexn est une base linéaire 
de R~) comme espace vectoriel sur JK. R~) est un JK-espace vectoriel gradué sur Ne 
par le vecteur multi-degré. Pour un monôme de R~), on a : 
Pour un polynôme quelconque j (X) = L f AXA dans R~) son multi-degré est 
AENexn 
donné par la fonction deg: ~) --+Ne défi.nié comme suit : 
deg(f(X)) :=maxgrlex {deg(X A): f A =/=O} . 
où maxgrlex est l 'ordre lexicographique gradué. Le multi-degré a aussi les propriétés 
suivantes : 
deg (f (X) + g(X)) :S: maxgrlex { deg (f (X)), deg(g(X))} , 
deg (f(X)g(X)) = deg(f (X)) + deg(g(X)). 
Soit Q la matrice diagonale suivante : 
Q= (~ ~ ~ 1 
0 0 qe 
Un polynôme f(X) E R~e) est dit homogène de multi-degré d s'il satisfait la candi-
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tion suivante : 
f (QX ) = qd f (X ). 
où q = (q1, ... , qe), d = (d1, . . . , de) , qd = qt 1 • . • qt e. On remarque qu 'un polynôme 
f (X ) E R~) est homogène de mult i-degré d = (d1, d2, ... , de) si et seulement si l 'ident ité 
suivante est satisfaite : 
n Bf L Xij Bx ·. (X ) = d i · f (X ~ , pour tout i tel que 1 :Si ::; .e,, 
j=l iJ 
En d 'aut res mots, si f (X ) E R~) est un polynôme homogène de multi-degré d = 
(d1, d2 ... , de). Pour chaque i , avec 1 :S i :S .e., on note par E i ,i l'opérateur linéaire 
E i ,i : ~) ----7 ~e) satisfait l'ident ité suivante : 
c'est-à-dire, on a : 
Pour chaque vecteur d E Ne on défini t composante homogène de multi-degré d 
R~~ comme le sous-espace de R~e) engendré par t ous les monômes dans R~e) de degré 
d. Pour chaque vecteur d E Ne on considère la projection 7rd : R~e) ----7 R (e)d donnée 
n , 
par: 
si deg (xA) = d, 
sinon. 
Tout polynôme f (X ) E R~e) de multi-degré d E Ne s'écrit de manière unique comme 
une somme finie de polynômes homogènes comme suit : 
f (X ) = 9a (X ), 
où 9a(X ) := 'lfa (f (X )) c'est la part ie homogène de multi-degré a du polynôme f(X). 
On a donc, la décomposit ion en somme directe : 
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Pour chaque vecteur d E Ne, la composante homogène n~~~ de multi-degré d admet 
comme base linéaire le sous-ensemble : 
Supposons que d = (di, d2 , ... , de), on sait que la condition deg (X A) = d implique que 
pour chaque i tel que 1 :Si :S R on a L,j=1 aij =di· On sait que le nombre de solut ions 
dans N de l'équat ion LJ=l aij = di est ((~)) et donc, le nombre de monômes dans n~e) 
de mult i-degré d est donné par : 
l{xA: deg (xA) = ct }I = ((2)) ((:)) .. . ((2)), 
Ainsi, la dimension de la composante homogène n~e~ de multi-degré d est : 
, 
dim ( n~~) = ((2)) ((: )) · · · ((2)) , 
La dimension du sous-espace de n~l de polynômes de degré total plus petit ou égal à 
k est: 
Alors, la série d e Hilbert de l'espace vectoriel Ne-gradué n~e) est donnée par : 
n~l(q, t ) := L dim ( n~~~) t ldlqd 
dENe 
L e ((2)) ((:)) ... (( 2 )) td1+d2+·+ deqf1qg2 ... qt e 
(d1 ,d2, .. .,de)EN 
= (~o ((;,)) (tq,)") (~o ((;,)  (tq,)'' ) · · · (Eo ((;,)) (tq,)'') 
1 1 1 
1 9  
D o n c ,  o n  o b t i e n t  ( v o i r  [ 1 4 ]  p . 2 2 . )  
e  1  
R~e)(q , t )  = I l  ( 1 - q i t ) n .  
i = l  
( 1 . 6 )  
L e  g r o u p e  s y m é t r i q u e  < S n  
C o m m e  c ' e s t  s o u v e n t  l e  c a s ,  o n  n o t e  p a r  S n  l e  g r o u p e  s y m é t r i q u e  d e  d e g r é  n ,  
c ' e s t - à - d i r e ,  l e  g r o u p e  d e s  b i j e c t i o n s  c r  :  [ n ]  - - - - +  [ n ] ,  a v e c  l a  c o m p o s i t i o n  d e  fonction~. 
U n  é l é m e n t  d e  S n  e s t  a p p e l é  u n e  p e r m u t a t i o n  d e n .  L e  t y p e  c y c l i q u e  d e  c r  E  S n  e s t  
l e  p a r t a g e  d e  n  
> . ( c r )  : =  1  c 1 ( a ) 2 c 2 ( a )  . . .  n C n ( a )  
)  
( 1 . 7 )  
o ù  q ( c r )  : = n o m b r e  d e  c y c l e s  d e  t a i l l e  i  d a n s  l a  d é c o m p o s i t i o n  e n  c y c l e s  d i s j o i n t s  d e  c r .  
R a p p e l o n s  q u e  d e u x  p e r m u t a t i o n s  s o n t  c o n j u g é e s ,  i . e .  : : J e  E  S n  t e l  q u e  e c r e -
1  
=  T '  s i  e t  
s e u l e m e n t  s i  e l l e s  o n t  l e  m ê m e  t y p e  c y c l i q u e ,  > . ( c r )  =  À ( T ) .  L e  s i g n e  d ' u n e  p e r m u t a t i o n  
c r  E  S n  e s t  d é f i n i  p a r  s i g n ( C T )  : =  ( - l ) l { ( i , j ) :  i < j ,  a ( i ) > a ( j ) } I .  
1 . 4  R a p p e l  s u r  l e s  p o l y n ô m e s  s y m é t r i q u e s  e t  l e  p l é t h y s m e  
S o i t  f u n  p o l y n ô m e  d a n s  R n  e t  c r  u n e  p e r m u t a t i o n  d e  S n ·  O n  d i t  q u e  f  e s t  s y m é t r i q u e  
s i  e t  s e u l e m e n t  s i  :  
( c r ·  f ) ( x )  : =  f  ( x a ( l ) >  ·  ·  · ,  X a ( n ) )  =  f ( x ) .  
p o u r  t o u t e  p e r m u t a t i o n  c r  E  S n .  C o m m e  d a n s  [ 2 2 ]  o n  d é s i g n e  p a r  A n  l ' a n n e a u  d e s  
p o l y n ô m e s  s y m é t r i q u e s  à  n  v a r i a b l e s .  U n  a r g u m e n t  d e  l i m i t e  i n d u c t i v e  ( v o i r  [ 2 2 ] )  
m o n t r e  q u ' o n  p e u t  t r a v a i l l e r  a v e c  u n  n o m b r e  d é n o m b r a b l e  d e  v a r i a b l e s .  E n  f a i t  c e l a  
s i m p l i f i e  b e a u c o u p  l e s  m a n i p u l a t i o n s  e t  c a l c u l s .  O n  é c r i t  p l u t ô t  A  p o u r  l ' a n n e a u  d e s  
«  p o l y n ô m e s  »  s y m é t r i q u e s  ( f o n c t i o n s  s y m é t r i q u e s )  e n  c e t  i n f i n i t é  d e  v a r i a b l e s  w  =  
w 1 ,  w 2 ,  w 2 ,  . . . .  L ' a n n e a u  A  e s t  g r a d u é  p a r  l e  d e g r é  :  
A : =  E B A ( d ) ,  
d E N  
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et une base de A( d) la composante homogène de degré d est donnée par les poly nôm es 
symétriques monomiaux mÀ(w ) avec À variant dans les partages de d. Pour récu-
pérer le cas à n variables, il suffit de spécialiser en x = x1, x2, ... , Xn, 0, 0, 0, . ... Alors, 
on obtient la fonction symétrique monomiale mÀ(w) correspondante au partage 
À := (À1 , . .. , Àk) est défi.nie comme suit : 
où la somme porte sur tous les choix possibles de k indices distincts (i1, i2, . . . , ik) · On 
écrira 
Exemple 1.4 .1. 
m2,1(w) = L wfwj , 
ii'j 
m3,3(w) = L wfw], 
i<j 
m1,1,1(w ) = L WiWjWk, 
i <j < k 
m2,i ,1(w) = 
if=j, i#, j <k 
m9,1,4(w ) = L 
1{i,j,k}1 =3 
2 
WiWjWk· 
R e marque 1.4 .1. Soit x = (x1, x2, . .. , xn)· Si µ est un partage, dont le nombre de 
termes f(µ) > n alors, mµ(x) = O. 
À partir des fonctions symétriques monomiales, on peut définir les fonctions symétriques 
suivantes : 
La fonction symétrique somme de puissances k-ièmes Pk(w) est donnée par : 
Pk(w) := m(k)(w ) = L wf. 
i ~ l 
La fonction symétrique élémentaire ek ( w) est donnée par : 
ek(w) := m(ik)(w) = L Wi 1 · · · W ik . 
i1 <- ·-<ik 
La fonction symétrique complète homogène hk(w) est donnée par : 
µ 1- k 
Plus généralement, pour À= (À1, ... , Àk) un partage on a : 
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Pour chaque d E N, les ensembles suivants sont des bases linéaires de l 'espace vectoriel 
A(d) : 
{m.x(w): À f- d}, {P.x(w): .\ f- d}, {h.x(w): À f- d} et {e.x(w): À f- d}. 
Autrement dit , les polynômes symétriques él 'mentaires ei(w) génèr nt comme JK-
algèbre à l'espace A 
(1.8) 
Pour plus de détails , voir [28]. 
Rappelez que le conjugé X d 'un partage À est le partage X := ( À~, À;, ... ) où À~ est 
le nombre de parts de À dont la valeur est au moins i, c'est-à-dire, À~= l{j : Àj 2: i}I . 
Observons que si À= (À1, À2 , ... , À r) alors f.( X) = À1 et r = f.( À) =À~. 
Les bases dans le cas d 'un nombre fini de variables 
Si on spécialise à n variables x = (x1, x2, ... , Xn); on obtient le sous-anneau An de R n 
défini par la formule : 
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où An,d := lK [m>. (x ) : À f- d, R(À) :S: n] . Chacun des ensembles suivants est une base de 
l'espace vectoriel An,d , 
{p>.(x ) : À rd, R(,\1) :Sn}, {e>.(x ) : À r d, R(,\') :Sn} , {h>.(x ) : À rd, R(,\') :Sn} . 
Observons que par Théorèm e de N ewt on on sait que pour tout n : 
pour plus de détails, voir [3 , 28] . 
Notation pléthystique 
Soit z = z1, z2, z3, . . . une suite infinie (dénombrable) de variables . Le pléthysm e 
consiste à interpréter les fonct ions symétriques comme opérateurs sur le corps JK( z) 
(le corps de fonctions rationnelles dans les variables z = z1, z2, z3, ... ) avec les règles de 
calcul suivantes (voir [28]) : 
Pour f , g dans A, a, b E IK et A, B E IK(z) on a: 
l. Pk [A(z)] := Pk [A(z1, z2, z3, . . . )] = A(zt, z~, z~, . . . ). 
2. (af + bg)[A(z)] = a f[A(z)] + bg[A(z)] . 
3. (Jg)[A(z)] = J [A(z)]g[A(z)]. 
4. Pk[A(z) + B(z)] = pk[A(z)] + Pk[B(z)]. 
5. Pk[A(z)B (z)] = Pk[A(z)]Pk[B (z)] . 
6. Pk[zi] = zf. 
Si R(z, w) E IK(z , w) alors, on utilise la règle suivante : 
Pk [R(z, w)] := Pk [R(z1, z2, z3, . . . , w1, w2, W3, .. . ) ] := R(zt, z~, z~, . . . , wt, wt w~, .. . ). 
Observons que la composit ion de fonctions symétriques f [g(w)] comme opérateurs cor-
respond au pléthysme suivant : 
Pk [Pn(w)] = Pkn(w ). 
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En effet , on peut vérifier l'identité ci-haut comme suit : 
Pk [Pn(z)J = Pk [zr + z'2 + z3 + · · ·] = (z~r + (z~r + ( z~r + · · · 
kn+ kn + kn+ () 
= Z1 Z2 Z3 ... = Pkn Z . 
De même, on a 
ceci implique 
Pn [Pk(z )] = Pk[Pn(z )]. (1.10) 
En général, pour n 'importe quelle fonction symétrique J (w ) telle que f (w ) = L À aÀpÀ(w ) 
on définit la substit ut ion pléthystique comme suit : 
f [R(z)] := L aÀpÀ[R(z )] . 
À 
En utilisant la définition ci-haut on peut vérifier une importante propriété du pléthysme : 
Pk [R(z)] = R [pk(z)] , 
c'est-à-dire, 
R [ z~ + z~ + z~ · · · J = R( z~ , z~ , z~ , . .. ) . (1.11) 
Vérifions l'ident ité (1.11), pour ce faire, on remarque d 'abord que pour tout partage À 
on a que 
(1.12) 
En effet , si À = (À1, . . . , Àr) alors l'ident ité (1.10) nous donne: 
PÀ [Pk(z)J = PÀ1 [Pk(z)J · .. PÀr [Pk(z)J = Pk [PÀ1 (z)J .. · Pk[PÀr(z )J = Pk [PÀ 1 (z) .. · PÀr(z)J 
= Pk [pÀ(z)]. 
maintenant, supposons que R(z ) =LÀ cÀpÀ(z ), alors l'identité 1.12 nous donne 
R[Pk(z )] = L cÀpÀ [pk(z)] = L CÀPk [pÀ(z)] = Pk [L cÀpÀ(z )] = Pk [R(z)]. 
À À À 
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Remarque 1.4.2. On utilisera les pléthysmes suivants : 
Pk [z] := Pk[p1(z)] = Pk(z ), 
Pk[zw] '~ Pk[P1(z)p1(w)] ~ Pk [,~, z;w;] ~ i~l zfwj ~ Pk(z )pk(w ). 
Pk [i>Vq] ~p, [v1 (w) 1 ~q] ~p, l.~f.1~0 w; qi l = '"""" wf qkj = Pk(w l. ~ l -q i>l ">0 
- , ]_ 
Le pléthysme hn [-
1
-] l-q 
Il est bien connu la formule suivante : 
nous donne: 
[ 1] 1 [1] hn -- = -P>. --1 - q L Z>. 1 - q , 
>.1-n 
e(>. ) 
Sachant que P>.(w ) = II P>.; (w ), alors on a : 
i=l 
1 e(>. ) 1 e(>.) 1 
P>. [I-=-] = II P>.; [~J = II 1 - µ ; , 
q i=l qi i=l q 
1 1 e(>. ) 1 
hn [ 1 - q] = 2= z >. II 1 - q>.; , 
>.1-n i= l 
Pour tout entier n ~ 1 on a l'identité suivante : 
1 e(>.) 1 n 1 
L Z>. II 1 - q>.; = II 1 - qJ , 
>.1-n i= l j=l 
Pour tout n E fi:!+ on a l 'identité suivante : 
[ 
1 ] n 1 
hn 1 - q = II 1 - qJ . 
J = l 
(1.13) 
(1.14) 
(1.15) 
En effet, 
hn [l~q] = hn[l+q+q2+q3 + .. · ] =hn( l , q, q2 , q3,. .. )= L ql>-1 
Àl-n: e( >. )::;n 
~ ql>- 1 = 1 >.1-n~ ::;n (1- q) (l - q2)(1 - q3) . .. (1 - qn). 
Donc, avec la notation pléthystique on peut écrire : 
Le pléthysme hn [~] 1 - q 
Aussi , en utilisant la formule 1.13 on obtient : 
[ w] Ll [w] hn -- = -P>. --1 - q Z>. 1 - q ' 
>.1-n 
e(>.) 
comme P>.(w) = II P>-J w ), alors on peut écrire: 
i=l 
[ 
w ] 1 e(>. ) P>.; (w ) 1 e( >. ) 1 
hn -- = - = -pÀ W . 1 - q L Z). II 1 - qÀi L Z À ( ) II 1 - q>-i 
>.1-n i= l · >.1-n i=l 
Le pléthysme hn [w IIe -1 -~ 1- q· i= l i 
Similairement, on a les pléthysmes suivants : 
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(1.16) 
(1.17) 
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Fonctions de Schur 
On utilise ici la formule de J acobi-Trudi (voir [3] p.76.) pour définir les fonctions de 
Schur : 
où hk = 0 si k < O. Les fonctions de Schur ont les propriétés suivantes : 
1. Les fonctions de Schur s >. ( w) sont symétriques. 
2. Pour chaque d 2: 0, l'ensemble {s.>,(w ) : À f- d} est une base de la composante 
homogène A ( d) . 
3. Soit x = x1, x2, . .. , Xn, 0, 0, ... , en particulier, pour chaque d 2: 0 l'ensemble 
{ s,,x.(x ) : À f- d, f( À) :::; n} est une base de la composante homogène An,d· 
Donc, l 'ensemble { s,,x.(x ) : .e(À) :::; n} est une base de l'espace An de polynômes 
symétriques en au plus n variables. 
Pour plus de détails , voir [3 , 28, 26]. 
Exemple 1.4.2. Pour n = 3 et À = (2, 1) on a: 
De même, on peut vérifier : 
Exemple 1.4.3. Pour tout k 2: 0 on a que, S(k)(x ) = hk(x ), S(lk)(x ) = ek(x ). 
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Formules de Cauchy 
Comme conséquence de la correspondance de Robinson-Schensted-Knuth (Voir [3]) on 
a les formules de Cauchy suivantes : 
1 1 
'""' S>,(x ) S>.(Y} = '""' - P>.(x) P>.(Y) = II · 0 0 z, l- x·y· 
). ). A i ,j ?_ l t J 
(1.18) 
En d 'autres mots, soient x = x1, x2, x3, . . . et y = y1 , y2 , y3 , ... deux suites infinies de 
variables. Alors, 
(1.19) 
Si À et µ sont deux partages tels que µ Ç À le partage gauche ..\ / µ est un diagramme 
obtenu comme différence d'ensembles des diagrammes de Ferrer D(..\) \ D(µ). Pour plus 
de détails, voir [3]. La règle de Pieri est la formule suivante : 
hk(x) sµ(x ) = L S>,(x ), 
>. 
(1.20) 
où la somme a lieu sur l'ensemble des partages À qui contient µ , tels que..\/µ ne contient 
pas deux cases dans la même colonne, et ..\/ µ contient k cases. Si 0 :::; k :::; l ~ J on a 
comme corollaire de la règle de Pieri la formule suivante : 
Sn(w ) + Sn- 1,1(w ) + Sn-2,2(w ) + · · · + Sn-k,k(w ) = hn-k,k(w ). (1.21) 
Schur positivité et h-positivité 
On dit qu 'une fonction symétrique f(w) est Schur-positive si elle s'écrit comme une 
combinaison linéaire à coefficients dans N de fonctions de Schur s >. ( w ). En symboles, 
f(w) est dite Schur-positive si elle s'écrit sous la forme : 
J(w) = L n>, s>,(w ), avec n>, EN, pour tout À. 
>. 
Aussi, on dit qu'une fonction symétrique J(w) est h-positive, si elle s'écrit comme une 
combinaison linéaire à coefficients dans N de fonctions symétriques homogènes s >. ( w). 
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Le pléthysme des fonctions symétriques qui sont Schur-positives est aussi Schur posi-
tive (voir , [28] p.448]), c'est-à-dire, si f et g sont des combinaisons linéaires, avec de 
coefficients dans N, de fonctions de Schur s >.. ( w ), en symboles, 
f (w ) =La>, S>,(w) , et g(w) = L bµ, S>..(w), où a>, , b>.. EN, 
>.. µ, 
alors, le pléthysme f [g (w)] est aussi un combinaison linéaire avec de coefficients dans 
N de fonctions de Schur. En d 'autres mots, il existe des entiers naturels n >, tels que : 
f [g (w)] = L n >, S>.. (w), où n >, EN. 
>.. 
1.5 Rappel sur les polynômes diagonalement symétriques 
(1.22) 
En suivant [25], on définit les polynômes symétriques de MacMahon ou diagona-
lement symétriques . Soient f (X ) un polynôme dans n~l et rJ E 6 n. La matrice de 
variables X = (xij) est considérée comme la suite de ses colonnes X j, c'est-à-dire : 
On écrira le polynôme f (X ) comme un polynôme dans les colonnes de X , f (X ) 
f (X1, . .. , Xn)· On considère le polynôme rJ · f en posant : 
Le polynôme f (X ) E R~e) est dit diagonalem e nt symétrique si (Œ · f ) (X) = f (X ), 
c'est-à-dire, f (Xo-(1), . . . , X u(n) ) = J (X1, ... , X n)· 
Exemple 1.5.1. Pour /l, = n = 3 on a le polynôme diagonalement symétrique: 
Exemple 1.5.2. Pour /l, = 2 et n = 3 le polynôme, p(X ) := xi 1 x~ 1 + xi2x~2 + xi3 x~3 , 
est diagonalement symétrique. 
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Polynômes diagonalement symétriques de base 
Soit W une matrice de variables à f, lignes. 
( :~~ :~~ :~~ ) W= 
'UJe1 'UJe2 'UJe3 
Soit t = (t1, t2, . .. , te) un vecteur de variables et Wj la colonne j de la matrice W. Pour 
chaque vecteur d = ( d1 , .. . , de) E Ne on écrira td = t~1 t~2 · · · t~e . On définit les fonctions 
diagonalement symétriques suivantes (voir [25]) : 
La somme de puissances diagonalement symétrique Pa(W) est donnée par : 
La fonction diagonalement symétrique élémentaire ed (W) par la série génératrice 
suivante : 
L ed (W) td = IJ (1 + t tj'UJij ) . 
d ENf j:'.::l i=l 
Nous utilisons la deuxième version des fonctions diagonalement symétriques com-
plètes homogènes de MacMahon, à savoir, la fonction hd(W) est donnée par la série 
génératrice suivante : 
Soit k E N+. Pour une matrice A de taille f, x k à coefficients dans N. La fonction 
diagonalement symétrique monomial est donnée par : 
mA (W) = L wi~l ... wi~k) 
i1 , ... ,ik 
où la somme porte sur tous les choix possibles de k indices différents . Soit A E Ne xk 
une matrice, dont les colonnes , sont A1, . .. , Ak· On définit les polynômes diagonalement 
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symétriques suivants : 
Cas d 'un nombre fini de variables 
On a les séries génératrices suivantes 
(1.23) 
(1.24) 
(1.25) 
On utilisera au chapit re 4, la notation des sommes de puissances diagonalement symé-
t riques à n colonnes, pour chaque vecteur d E Ne on écrit : 
n n 
(X ) ._ """""' Xd _ """""' di de Pd . - L.,, j - L.,, x 1j .. . xej" 
j=l j=l 
Les polynômes somme d e puissances diagonales (pour R = 2 lignes et n colonnes) 
sont définies pour chaque couple d 'ent iers (h, k) comme suit : 
n 
Ph ,k(x , y ) := L xfyj, 
j=l 
De même, pour 3 ensembles de n variables x = (xi, ... , xn), y = (y1, .. . , Yn) et 
z = (z1, ... , Zn) on a pour chaque t riple (a, b, c) E N3 les sommes de puissances 
diagonales trivariées : 
n 
Pa,b ,c(x , y , z) := L xjyJzj . 
j = l 
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Les polynômes ef (X ) 
Pour chaque entier i tel que 1 ::; i ::; P on pose e 1 ( x i ) : = e1 ( Xi1, ... , Xin ) = Xi1 + · · · + Xin . 
Soit d = (d,, . . . , de) E Ne on définit le polynôme r d (X ) E ~) par la formule : 
(1.26) 
Le résultat suivant n 'est pas difficile à vérifier : 
Lemme 1.5.1. Pour chaque d E Ne le polynôme ef (X ) est homogèn de mult i-degré 
d et diagonalement symétrique pour tout vecteur d E Ne. 
Les polynômes ei (Y) 
Pour tout sous-ensemble Y Ç {1 , 2, ... , n} on défini t le polynôme ek(Y ) E R n par la 
formule suivante : 
ek(Y ) := L ( II Xb ) , 
{BÇY, IB l=k} bE B 
En part iculier, si IYI = k on a que ek (Y ) = II Xa · Pour k un entier posit if, on 
aEY 
a ek ( {1, 2, ... , n}) = ek(x ) la fonction symét rique élémentaire à n variables x = 
Les polynômes ed (Y) 
Pour chaque sous-ensemble Y de { 1, 2, . .. , n }, on définit le polynôme ed (Y) E R~) par 
la formule suivante : 
ed (Y) := L L II x f (b),b· (1.27) 
{ Bç YI IBl=l<l l} {f:B-+ [eJ I 11- 1(i) l=di ,ViE[eJ } bEB 
En particulier, si Y = [n] := {1 , 2, ... , n}, on utilise l'abus de notat ion 
ed ( {1 , 2, . . . , n}) = ed (X ), 
où X est la matrice de variables Xij avec 1 ::; i ::; f, et 1 ::; j ::; n . 
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1.6 Rappel sur les représentations irréductibles du groupe symétrique 
Rappelons la notion générale de représentation d 'un groupe G. Étant donné un groupe 
G, dont la loi de composition est notée multiplicativement et dont l'élément neutre est 
noté le et un ensemble Y , on peut définir une action de G sur Y par une application 
G x Y -----+ Y , (g , x) f-------t g · x vérifiant les propriétés suivantes : 
(i) g · (h · x) = (gh) · x, pour tout g, h E G, x E Y, 
(ii ) Soit l e l'élément identité de G, l e· x = x, pour tout x E Y. 
Pour tout ensemble Y , on note par Sy le groupe des fonctions bijective de Y vers Y , avec 
la composition de fonctions comme loi de composition interne. On dit autrement que, le 
groupe G agit sur l'ensemble Y s'il existe un homomorphisme de groupes <p: G -----+ Sy. 
L'exemple suivant est utile pour expliquer la définition de l'action diagonale du groupe 
6 n sur les polynômes. Le groupe symétrique 6 n agit (à gauche) sur les suites finies à 
n-coordonnées ( a1, a2, . . . , an) par : 
L'action du groupe symétrique sur R n est définie sur les monômes en utilisant l 'action 
ci-haut , c'est-à-dire, 
voir l'exemple 1.6.l. 
Représentation de groupes 
Soit IK un corps. Le groupe général linéaire de degré n sur le corps IK est noté par 
GLn(IK) est l'ensemble de toutes les matrices de taille n x n inversibles par rapport 
au produit matriciel. Une représentation matricie lle d 'un groupe G est un homo-
morphisme de groupes X : G -----+ GLn(IK). Chaque groupe G a une représentation 
triv iale qui envoie tout élément g dans G vers la matrice (1). Par exemple, pour le 
groupe symétrique 6 n on a une représentation de degré 1 qui est appelée représenta-
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tion signe sign : <Sn ---+ lK donné par la formule : 
sign( () ) = (-l) l{ (i,j) : i<j, a(i)>a(j)}I . 
Une représentation matricielle du groupe symétrique <Sn est donnée par A(Œ) = (ai,j)nxn, 
où: 
[A(Œ)] . = { 1 si Œ~j) = i, 
t ,J 0 smon 
Soit V un espace vectoriel de dimension finie sur le corps IK. On note par GL (V) le 
groupe des transformations linéaires inversibles de V vers V , qui est appelé le 
groupe linéaire de V . Si dimJK (V) = n alors, GLn(IK) est isomorphe à GL(V ) comme 
groupes. 
On dit qu 'un espace vectoriel V est un G-module s'il existe un homomorphisme de 
groupes p : G ---+ GL(V ). Le couple (V, p) est aussi appelé une représentation li-
néaire du groupe G. 
Exemple 1.6.1. Le groupe symétrique <Sn agit (à gauche) sur l'espace vectoriel Rn 
des polynômes à n variables ; par permutation des variables 
(Œ · f) (x1, .. . , Xn) := f (xa(l) > · · · , Xa(n) ) · 
Sig E R~) et Œ E <Sn on définit l'action diagonale du groupe symétrique <Sn sur 
l'espace R~), comme suit : 
En part iculier , on a l'action du groupe GLe(IK) sur l'espace vectoriel R e des polynômes 
à f, variables : 
Exemple 1.6.2. On considère souvent l'action du groupe GLe(IK) sur R~) donnée 
par: 
(f. M) (X) := f(MX) , \:/M E GLe(IK), \:/f E n~), (1. 28) 
3 4  
e  
c ' e s t - à - d i r e ,  o n  a p p l i q u e  l a  t r a n s f o r m a t i o n  X i j  f - - - - t  L  m i k X k j .  
k = l  
U n e  c o n s t r u c t i o n  d e s  r e p r é s e n t a t i o n s  i r r é d u c t i b l e s  d u  g r o u p e  s y m é t r i q u e  6 n  
E n  s u i v a n t  [ 3 ] ,  o n  p r é s e n t e  i c i  u n e  c o n s t r u c t i o n  e x p l i c i t e  d e s  r e p r é s e n t a t i o n s  i r r é d u c t i b l e s  
d u  g r o u p e  s y m é t r i q u e  6 n .  S o i t  D u n  d i a g r a m m e  à  n  c a s e s  ( v o i r  [ 3 ]  p . 1 0 . ) .  O n  r a p p e l l e  
q u ' u n  t a b l e a u  i n j e c t i f  T :  D  - t  [ n ]  e s t  a p p e l é  u n  t a b l e a u  b i j e c t i f  ( v o i r  [ 3 ]  p . 9 8 . ) .  O n  
c o n s i d è r e  l ' a c t i o n  l i n é a i r e  d u  g r o u p e  s y m é t r i q u e  6 n  s u r  l ' e n s e m b l e  d e  t o u s  l e s  t a b l e a u x  
b i j e c t i f s  T :  D  - t  [ n ]  p a r  l a  c o m p o s i t i o n  à  g a u c h e ,  c ' e s t - à - d i r e ,  ( Œ  ·  T ) ( i , j )  =  Œ ( T ( i , j ) ) ,  
p o u r  t o u t  (  i ,  j )  E  D .  O n  é c r i t  i  < T  j  s i  i  a p p a r a i t  d a n s  l a  m ê m e  l i g n e  q u e  j  d a n s  l e  
d i a g r a m m e  D  d u  t a b l e a u  T  m a i s  p l u s  b a s .  P o u r  u n  p a r t a g e  µ  d e  n  o n  c o n s i d è r e  l e s  
p o l y n ô m e s  s u i v a n t s  :  
l : : . T ( x )  : =  I l  ( x i  - X j ) ,  
i < . , . j  
i n d e x é e s  p a r  d e  t a b l e a u x  b i j e c t i f s  T  d e  f o r m e  µ .  O n  a  a u s s i  q u e  :  
l T  ·  l : : . T ( x )  =  l : : . a · T ( x ) ,  
a l o r s ,  o n  i n t r o d u i t  l e  < S n - m o d u l e  5 > .  s u i v a n t  :  
5 > .  : =  l K [ D . T ( x )  1  T  d e  f o r m e > . ] ,  
c ' e s t - à - d i r e ,  5 > .  c ' e s t  l e  < S n - m o d u l e  e n g e n d r é  p a r  l e s  p o l y n ô m e s  l : : . T ( x )  o ù  T  p a r c o u r t  
l ' e n s e m b l e  d e s  t a b l e a u x  b i j e c t i f s  d e  f o r m e  À .  
E x e m p l e  1 . 6 . 3 .  E n  s u i v a n t  l a  d é f i n i t i o n ,  o n  t r o u v e  :  
5 ( n )  = C C ,  
5 ( n - l , l )  =  C C [ x 1  - x 2 ,  X 1  - X 3 ,  ·  ·  · ,  X 1  - X n ] '  
5 ( l n )  =  C C [ Œ  ·  l : : . n ( x )  :  l T  E  6 n ]  ·  
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Propriétés des modules s >-
Soient >. et µ deux partages den. Les <S n-modules s >- ont les propriétés suivantes (voir 
[3] p.100 et p.101.) : 
l. L'ensemble { .ô.T(x ) 1 T tableau standard de forme >.} est une base de s >-. 
2. Les <Sn-modules s >- sont tous irréductibles; 
3. s >- est isomorphe à Sµ si et seulement si À = µ ; 
4. { s >-} >.f--n est un système complet de représentations irréductibles inéquivalentes 
du groupe <Sn· 
Formule des équerres 
Pour À = (>.1, ... , Àk) un partage de n, on utilise f>. pour dénoter le nombre de 
tableaux standard de forme À qui est donnée par la formule dite des équerres : 
Soit À un partage den. Alors, dim (s>-) = f>. (voir [26]). 
1. 7 Rappel sur les représentations polynomiales irréductibles de G L (V) 
Une représentation polynomiale du groupe GLe(IK) est un homomorphisme de 
groupes p : GLe(IK) ----+ GLN(IK) tel que les entrées de la matrice p(M) sont de poly-
nômes dans les entrées de la matrice M. Aussi, comme la composition de polynômes 
est un polynôme (à une seule variable ou à plusieurs variables), alors il est clair que 
la composition de deux représentations polynomiales est une représentation polyno-
miale, c'est-à-dire, si <p : GL(V) ----+ GL (W) et 'l/J : GL(W) ----+ GL(Y) sont deux 
représentations polynomiales alors sa composit ion 'ljJ o <p : GL(V) ----+ GL(Y) est une 
représentation polynomiale du groupe GL(V). 
Le lemme suivant nous servira pour décrire le lien entre la série de Hilbert d'un GLe(IK)-
module gradué coïncide avec son caractère comme GLe(IK)-module. 
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Exemple 1.7.1. L'action linéaire (à droite) du groupe GLe(IK) sur l'espace vecto-
riel RJfl donnée par f(X) f---t J(MX ), pour toute matrice M E GLe(IK), est une 
représentation polynomiale du groupe GLe(IK) . En effet, soit p la représentation p : 
GLe(<C) ----t GL(R~e) ) associe à chaque matrice ME GLe(<C) la transformation linéaire 
p( M) : R~e) ----t R~e) définie par : 
p(M)(f(X)) = f(MX). 
Les monômes X A forment une base de R~e). Il suffit donc de considérer le monôme 
e n 
xA =II II x~F. Ensuite, on calcule le polynôme suivant (voir [9] p.127.) : 
i= l j=l 
(M X )A = rrfr (t mikXkj )% = rrfr ( L a;~'m~I ···m;Jx~j···x;;) 
i=l J=l k=l i= l J=l r E!\le: lr l=aij 
"°"' II aij· m i, 1 ... mi,e X1j ... Xej 
( 
1 Fi (i,j) Fe(i,j) Fi (i,j) Fe(i,j) ) 
L F(. ") ' 
F:[e]x[n]-+Nf (i,j)E[e]x[n] i,J · 
IF (s,t)J =ast 
où F(i ,j) = (F1(i,j), ... , Fe(i,j)). Donc, on voit que les coefficients 'Ys du polynôme 
(MX)A = L 'Ys xs , 
BEf\ll Xn 
sont tous de polynômes dans les entrées mrs de M. Donc; les entrées de la matrice 
associée à la transformation linéaire p(M) sont des polynômes dans les entrées de M. 
Description ' lémentaire des représentations irréductibles du groupe G Le(IK) 
En général si W est un <Sn-module on considère le module W(V) suivant : 
W(V ) := V ®n 0qsn] W , 
on peut bien considérer ce produit tensoriel sur l'anneau C[6 n] car W et V ®n sont 6 n-
modules et donc C[6 n] -modules. Le module W (V) est une représentation du groupe 
général linéaire GL(V) avec l 'action à gauche sur le facteur V ®n du produit tensoriel 
V ®n 0qsn] W. En particulier, si on prend W = SÀ on obtient une représentation du 
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groupe GL(V) donné par l'isomorphisme de GL(V)-modules suivant : 
cette description est due à Schur et Weyl (voir [11]). On ut ilise la notation suivante pour 
le module de Weyl : 
Ces modules de Weyl sont tous des représentations polynomiales irréductibles du groupe 
GL (V) (voir [24, 11]). Comme on trouve, par exemple dans [6], il existe une description 
en termes d 'anneaux de polynômes des représentations §À(IKe). Soit À= (À1, À2 , . .. , Àk) 
un partage den. Pour chaque tableau T : D(À) ----+ [f] de forme À on définit le polynôme 
DT (X) E rjf) par la formule : 
À1-l 
DT(X) := IJ dét (xT(i ,j) ,k). 
j=O 
où 0 ::::; i::::; hj -1 , 0::::; k::::; hj, et hj est l'hauteur de la colonne j. En d 'autres mots, 
pour chaque colonne du tableau T on forme le déterminant suivant : 
( 
Xi1 ,l Xi1 ,2 .. . 
Xi2 1 Xi2 2 .. . 
dét . ' . ' 
. . 
. . 
Xi 8 ,l Xi 8 ,2 
Xi
1
,s ) 
Xi2 ,s 
Xi 8 ,s 
où s = hj et ik = T(k - 1, j). On a donc, que le sous-espace 'DÀ de R~) engendré par 
tous les polynômes DT(X), pour T un tableau de forme À, est isomorphe à §À(IKe) en tant 
que GLe(IK)-module. L'ensemble des polynômes DT , pour T un tableau semi-standard 
de forme À est une base de V À. Pour plus de détails , voir [6] . 
Les modules de Weyl ont les deux propriétés suivantes (voir [11 , 24 , 27]) : 
1. Chaque §À (V) est une représentation polynomiale irréductible du groupe G L (V). 
2. Si À etµ sont de partages den dont le nombre de parts est au plus f alors les re-
présentations polynomiales irréductibles §À (V) et §µ(V) ne sont pas isomorphes. 
En résumé, soit V un <C-espace vectoriel de dimension f, si À est un partage de n en 
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au plus f, parts , alors le module de Weyl §,>-(V) est une représentation polynomiale 
irréductible de GLe(!C) . Par ailleurs, toute représentation polynomiale irréductible de 
GLe(!C) est isomorphe à un unique §,>-(V) (voir [11] p.232 ). 
Caractères 
Soit V un OC-espace vectoriel. Soient u1, u2, ... , Uk de vecteurs dans V. Supposons que 
w E V est une combinaison linéaire de ces vecteurs : 
On utilisera la notation suivante : 
c'est-à-dire, le symbole wlu; représente le coefficient Ài du vecteur Ui lorsqu'on écrit w 
comme combinaison linéaire de vecteurs u1, u2, .. . , Uk · 
On rappelle ici que si T : V --t V est un opérateur linéaire, c'est-à-dire, une transfor-
mation linéaire de V vers V alors, la trace de T est définie par la formule suivante : 
Trace(T ) := L T(v) I · 
vEB v 
Soit p : G----+ GL(V) une représentation du groupe G. Soit B une base de V. Alors on 
définit le caractère X v de p par la fonction X v : G----+ <C définie par : 
Xv (g) := Trace(p(g)) = LP(g)(v) J . 
vE B V 
Pour plus de détails, sur les caractères des représentations voir [26 , 24, 11]. 
Exemple 1. 7.2. Soit G un groupe fini qui agit sur l'ensemble fini S. La valeur du 
caractère de la représentation par permutation IK [S] de G, à l'élément g E G, est le 
nombre de points fixes de l'action de g sur S, c'est-à-dire, 
X nqsi(g) = 1 { x ES : g · x = x} I· (1.29) 
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Pour plus de détails , voir [26] à la page 49. 
Série de Hilbert comme G Le(IK)-caractère 
Le lemme suivant nous permet de voir que la série de Hilbert d 'un sous-espace homogène 
de R~e) coïncide avec son caractère comme GLe(IK)-module (voir la proposit ion A2.3 et 
théorème A2.4, R. Stanley [28] à l'appendice 2 du chapitre 7, p .442) . Voir aussi W. 
Fulton [10] pp.120 au chapitre 8. 
Lemme 1. 7.1. Soit V Ç R~) un sous-espace homogène de R~) . Le GLe(IK)-caractère 
gradué de V coïncide avec la série de Hilbert de V , c'est-à-dire : 
X v(M ) = V(q), (1.30) 
où q = (q1 , q2, ... , qe) sont les valeurs propres de la matrice M. 
D émonstration. Comme V est un sous-espace homogène de R~), alors on a la décom-
position en somme directe : 
où Vd := V n R~e~. Ceci implique qu'il existe une base B de V telle que : 
, . 
où est une base de la composante homogène Vd · Soit X v : GLe(<C)--+ <C le caractère 
de la représentation V alors pour toute matrice inversible M de format P, x P, on a : 
X v(M) := Trace(p(M )), 
où p: GLe(IK) --+ GL(V) est l'homomorphisme correspondant à V qui est définie par : 
p(M )(f (X )) := f (MX ), \:/ f E V, \:/M E GLe(<C). 
Cette dernière représentat ion de GLe(<C) est polynomiale comme on a démontré à 
l'exemple 1.7.1. Les matrices diagonalisables sont denses dans GLe(IK) (voir [2] aux 
4 0  
p a g e s  6 5  e t  3 1 0 ) .  A l o r s ,  c o n s i d é r o n s  d ' a b o r d  u n e  m a t r i c e  d i a g o n a l e  Q  d e  f o r m a t  f ,  x  f ,  
d o n t  l e s  é l é m e n t s  d e  l a  d i a g o n a l e  p r i n c i p a l e  s o n t  q 1 ,  q 2 ,  . . .  ,  qe ,  d o n c ,  p o u r  t o u t  p o l y n ô m e  
h o m o g è n e  f ( X )  d e  m u l t i - d e g r é  d o n  a :  
p ( Q ) ( j ( X ) )  : =  J ( Q X )  =  q d f ( X ) ,  
a l o r s ,  t o u t  p o l y n ô m e  h o m o g è n e  f  ( X )  d e  m u l t i - d e g r é  d  e s t  u n  v e c t e u r  p r o p r e  d e  l a  
t r a n s f o r m a t i o n  l i n é a i r e  p (  Q )  :  V  - - - +  V  a s s o c i é  à  l a  v a l e u r  p r o p r e  q d .  A l o r s ,  p o u r  t o u t e  
m a t r i c e  d i a g o n a l e  Q  o n  a  :  
X v ( Q )  : =  T r a c e ( p ( Q ) )  =  L  g ( Q X ) I  
g ( X ) E B  g ( X )  
L  q d e g  ( g ( X ) )  =  V ( q ) ,  
g ( X ) E B  
c a r  B  e s t  u n e  b a s e  h o m o g è n e  d e  V  a l o r s  p o u r  t o u t  p o l y n ô m e  g ( X )  E  B  e s t  h o m o g è n e ,  
c ' e s t - à - d i r e ,  g ( Q X )  =  q d e g  (
9
( X J )  g ( X ) .  O n  a  d o n c ,  X v ( Q )  =  V ( q ) .  M a i n t e n a n t ,  s o i t  M  
u n e  m a t r i c e  i n v e r s i b l e .  I l  e s t  b i e n  c o n n u  q u ' i l  e x i s t e  u n e  s u i t e  d e  m a t r i c e s  i n v e r s i b l e s  e t  
d i a g o n a l i s a b l e s  A n  t e l l e s  q u e  M  =  l i m  A n  ( v o i r  [ 2 ] ) .  L a  r e p r é s e n t a t i o n  p o l y n o m i a l e  
n - - t o o  
p  :  G L e ( I K )  - - - +  V  e s t  c o n t i n u e ,  c a r  t o u t e s  l e s  e n t r é e s  d e  p ( M )  s o n t  d e s  p o l y n ô m e s  
d a n s  l e s  e n t r é e s  d e  M .  P a r  c e r t a i n s  r é s u l t a t s  c l a s s i q u e s  d i s c u t é s  e n  [ 2 ] ,  o n  s a i t  q u e  
l a  t r a c e  e s t  c o n t i n u e  e t  d o n c ,  l e  c a r a c t è r e  e s t  c o n t i n u  a u s s i .  C h a q u e  m a t r i c e  A n  e s t  
d i a g o n a l i s a b l e  e t  d o n c  p o u r  c h a q u e  n  2 : :  1  i l  e x i s t e  u n e  s u i t e  d e  m a t r i c e s  d i a g o n a l e s  
D n  t e l l e  q u e  A n  =  P ; ;
1  
D n P n .  O n  p e u t  d é f i n i r  D n  c o m m e  l a  m a t r i c e  c a r r é e  d ' o r d r e  f ,  
d o n t  l e s  é l é m e n t s  d e  l a  d i a g o n a l e  p r i n c i p a l e  s o n t  l e s  s u i t e s  q 1 ( n ) ,  q 2 ( n ) ,  . . .  ,  q e ( n ) .  P o s o n s  
q ( n )  =  ( q
1
( n ) , q 2 ( n ) , .  .  . , qe ( n ) ) ,  o ù  q 1 ( n ) , q 2 ( n ) , .  .  . , qe ( n )  s o n t  l e s  v a l e u r s  p r o p r e s  d e  
A n .  A l o r s :  
X v ( M )  =  X v  (  l i m  A n )  
n - - t o o  
=  l i m  X v ( A n )  
n - - t o o  
=  l i m  V  (  q  (  n ) )  
n - - t o o  
= V  (  l i m  q ( n ) )  =  V ( q ) .  
n - - t o o  
O n  s a i t  q u e ,  l i m  q ( n )  =  q ,  c a r  l a  s u i t e  d e  m a t r i c e s  A n  e s t  c o n s t r u i t e  d e  s o r t e  q u e  s i  
n - - t o o  
q
1
,  q
2  
. . .  ,  q e  s o n t  l e s  v a l e u r s  p r o p r e s  d e  M  e t  s i  q
1  
(  n ) ,  q 2  (  n ) ,  . . .  ,  q e  (  n )  s o n t  l e s  v a l e u r s  
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propres de la matrice An alors lim qi ( n) = qi (voir [2]). 
n--+oo 
D 
On a donc, que les caractères irréductibles de la représentation polynômiale de G Le (JK) 
donnée par: 
p(M)(f(X )) := J (MX) , 
sont les fonctions de Schur s >. ( q) indexées par des partages À dont le nombre de parts, 
est au plus t Soit V une représentation du groupe GLe(lK) gradué dans Ne . La série de 
Hilbert de V est une fonction symétrique des variables q = (q1, q2, ... , qe). Soit V Ç R~) . 
Alors la série de Hilbert de V est Schur-posit ive : 
V(q ) = 2.: aµsµ(q) , aµ EN, 
µ 
Caractéristique de Frobenius 
Soit V un <Sn-module. La caractéristique de Frobenius de V est définie comme suit : 
(1.31) 
ou À(O') est le type cyclique de O'. Soit V un <Sn-module. Aussi, on peut écrire sa carac-
téristique de Frobenius V(w ) sous la forme suivante (voir [26] p.167.) : 
V(w ) := L X v(µ) Pµ(w ) ' 
z µf--n µ 
R em arque 1. 7.1. Soit À un partage de n , on utilise la même notation qu'on trouve 
dans [26], on dénote par x>- := Xs >- le caractère du <Sn-module irréductible s >-. 
Exemple 1. 7.3 (voir [26] p.167). La caractéristique de Frobenius du <Sn-module irré-
ductible s>- est la fonction de Schur S>,(w ), c'est-à-dire, s >-(w) = S>,(w). Autrement dit, 
pour tout partage À den on a : 
>- 1 ~ x>- ~ >- P ( w) S (w ) := n! L..,, (O' )p>.(u) (w) = L..,, X (µ)~ = S>,(w ). 
aE6n µf--n µ 
(1.32) 
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On écrit X '\µ) = XÀ(ü) si À(ü) = µ. 
Rappelons certaines formules classiques qui seront ut iles dans notre chapitre 2. Pour 
toute permutation O" E 6 n, on a (voir [26] p.87.) : 
(1.33) 
(1.34) 
Donc, on peut écrire 
(1.35) 
Plus généralement, comme corollaire de la règle de Pieri (voir formule 1.20) on a que la 
valeur du caractère (nombre de points fixes) correspondant à l'action par permutations 
de 6 n sur les sous-ensembles à s élém ents d 'un ensemble à n éléments , c'est-
à-dire, si O" E 6 n et s E N tel que 1 :S s :S ~ . On a l'identité suivante : 
s 
L X (n- j ,j)(ü ) = l{A Ç [n]: ü (A ) = A , JAJ = s} I· 
j=O 
Pour tout ent ier n ~ 2, on a les identités (voir [26]) : 
1 
1 L P >..(a) (w ) = Sn(w ), 
n . 
a E6 n 
1 
n ! L IFix(ü)I P>.. (a)(w) = hn- 1,1(w) = Sn-1,1(w) + sn(w ). 
a E6 n 
Mult iplicités des irréductibles et caractéristique de Frobenius 
(1.36) 
( 1.37) 
(1.38) 
(1.39) 
La caractéristique de Frobenius d 'un S n-module V est Schur-positive, c'est-à-dire, elle 
s'écrit comme une somme à coefficients dans N de fonctions de Schur : 
V(w) = L nÀ sÀ(w ), (1.40) 
Àf-n 
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où n>, E N pour tout partage À de n. Par le théorème de Maschke (voir [26]) le 6 n-
module V se décompose en somme directe de <Sn-sous-modules irréductibles : 
V= ffi n>. S\ avec n>, EN, 
>.f-n 
(1.41) 
et donc, en prenant la caractéristique de Frobenius des deux côtés de 1.41 on obtient la 
formule 1.40. Donc, pour chaque partage À den les coefficients n>, donnent la multiplicité 
de la représentation irréductible s >- dans la décomposition comme somme directe de V , 
en d 'autres mots, si { s >-} >.f-n un système complet de représentations irréductibles de 6 n 
alors, on a l'équivalence suivante : 
si et seulement si V(w ) = L n>, S>,(w ), 
>.f--n 
1.8 Caractéristique de Frobenius multi-grq,dué 
Soit V un <Sn-module multi-gradué dans Ne. Supposons que : 
comme avant on définit la caractéristique de Frobenius de V par les formules 
suivantes : 
où 
V(q, w) := L Vd (w ) qd , 
d EW 
En résumé, on peut écrire comme une seule formule : 
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La structure de 6 n x G Le(lK)-module 
Soit V un sous-espace homogène de R~e). Sur V on a deux actions de groupe : 
1. L'action diagonale (à gauche) de 6 n, 
(J. xA := x~~C l ) .. . x~~(j) ... x~;(n)' \fo E 6 n, 
2. L'action (à droite) de GLe(C), X A · M := (MX )A, \:/ME GLe(C), c'est-à-dire, 
Xij f-----7 :Z:::::~= l m ikXfçj, pour toute matrice M = (mij) E GLe(C). 
Ces deux actions sur V commutent, et on peut donc affirmer que le sous-espace homogène 
V est une représentation du produit direct 6 n x GLe(lK) avec l'action linéaire (à gauche) 
suivante: 
Forme de la caractéristique de Frobenius graduée 
Soit V un 6 n x GLe(lK)-module. Il est bien connu qu 'on peut écrire sa décomposition 
en somme directe de 6 n x GLe(lK)-modules irréductibles comme suit (voir [24] p.159, 
[26] p.43-44,[27] ) : 
on peut écrire donc, 
V = ffi EB C>. ,µ §µ (1Ke) 0 s >., avec C>.,µ E N, 
>J-n µ 
V (q , w) = L L C>.,µ sµ(q )s>.(w ). 
>.f--n µ 
(1.42) 
(1.43) 
où les fonctions de Schur S>.(w ) correspondent à des représentations irréductibles du 
groupe symétrique 6 n t les fonctions de Schur sµ(q ) correspondent aux caractères de 
représentations polynomiales irréductibles du groupe GLe(IK). 
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Multiplicités des <Sn-modules irréductibles dans les composantes homogènes 
Soit V un sous-espace homogène de R~e) alors, on a la décomposition en somme directe 
de <Sn-composantes isotypiques : 
v ~ œ v>. , 
>.1-n 
Chaque composante homogène Vd de V est un <Sn-module et on peut la décomposer 
comme une somme directe de représentations irréductibles du groupe <Sn comme suit : 
vd ~ EB h( d) s >. 
>.1-n 
on peut écrire sa caractéristique de Frobenius comme suit : 
alors, 
comme V= EB vd on a donc, 
d ENi 
Vd(w) = L b>. (d ) S>.(w ), 
>.1-n 
dim(Vd ) = Lb>.(d)J\ 
>.1-n 
et la caractéris tique de Frobenius est comme suit : 
Plus généralement, pour n 'importe quel sous-espace homogène V de R~), on a la dé-
composition en somme directe de composantes isotypiques comme <Sn-module : 
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Dans ce cas, la caractéristique de Frobenius prend la forme suivante : 
V(q , w) = L F,>,(q)sÀ(w ), 
Àr n 
où FÀ(q) est une série à coefficients h (d) dans N. 
Chaque coefficient bÀ(d) nous donne la multiplicité de la représentation irréductible SÀ 
du groupe 6 n dans la composante homogène Vd multi-degré d . Plus précisément , la 
série FÀ ( q) est 
FÀ(q) = L bÀ(d) qd , 
d ENe 
En plus, si on considère la série suivante : 
JÀ. FÀ(q) = L f ÀbÀ(d ) qd 
d ENe 
on obtient que la série de Hilbert de la composante isotypique VÀ est 
et on peut donc affirmer que, si V Ç R~e) un sous-espace homogène, dont la décompo-
sit ion isotypique, comme 6 n-module est 
alors , la caractéristique de Frobenius de V s'exprime comme suit : 
1 
V(q, w) = L J>- VÀ(q) sÀ(w). 
Àrn 
où VÀ ( q ) est la série de Hilbert de VÀ. En plus, la caractéristique de Frobenius du 
6n-module VÀ est : 
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Décomposition en <Sn X GLe(C)-modules irréductibles pour n }fl 
Soit V est un sous-espace homogène de R~e), c'est-à-dire, on a la décomposition en 
somme directe de <Sn-modules suivante : 
où Vd := V n R~~~, pour tout d E Ne. Pour chaque vecteur d = (di, . .. , de) E Ne, soit 
Bd une base de la composante homogène Vd de multi-degré d. Le caractère multi-gradué 
de la représentation vd évaluée à une permutation(]" est donnée par : 
X Vct (O") := L (O". p)(X) 
p (X)E Bct p(X) 
où (O" · p)(X) c'est le coefficient du polynôme p(X) dans la combinaison linéaire du 
p(X) 
polynôme ( O" · p) (X) par rapport à la base homogène Bd. Rappelez que la caractéristique 
de Frobenius du module Vd est : 
Par définition on a : 
V (q , w) := L Vd (w) qd . 
d ENe 
En résumé, la caractéristique de Frobenius est : 
En particulier, on veut calculer : 
n~l(q, w) = L ( ~, L Xn~~~ (O") PÀ(a)(w)) qd 
d ENf uE6 n 
= ~! L ( L Xn~~)d (O") qd) P >.(a) (w). 
u E6 n d ENe 
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alors , dans la discussion suivante on va en déduire le caractère multi-gradué : 
Chaque composante homogène R~~~ de l'espace R~) est un <Sn sous-module de R~e), 
c'est-à-dire : 
f(X) E R~~~ implique que (a· J)(X) E R~~ , pour tout a E <Sn, 
en d'autres mots, l'action diagonale du groupe symétrique <Sn ne change pas le multi-
degré. Pour chaque vecteur d E Ne la caractéristique de Frobenius de la composante 
homogène R n,d (de multi-degré d ) est donnée par : 
En suivant [5], on peut montrer que le caractère multi-gradué du <Sn-module R~e) a la 
série génératrice suivante : 
(1.44) 
pour toute permutation a de typeµ. 
En effet, pour chaque vecteur d E Ne, une base de la composante homogène R~~ est 
donnée par l'ensemble de tous les monômes de multi-degré d et donc : 
Xn<eJ (a):= L a. xAI 
n ,d XA 
deg (xA ) = d 
Pour chaque monôme on a : 
a-xAI ={1 
XA Ü sinon. 
e n 
Disons que X A =II II x~t alors (comme a est bijective et les variables Xij sont 
i=l j = l 
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commutatives) on a : 
f! n f! n f! n 
. x A ·- II II aij - II II aiu-l(r) - II II aia(j ) a .- xia (j ) - xir - xij 
i= l j=l i= l j=l i=l j=l 
on trouve que a· X A = X A si et seulement si a i,j = ai,a(j) pour tous les couples (i,j), 
c'est-à-dire, pour chaque i tel que 1 s i s e on a que : 
alors les colonnes de la matrice A sont constantes dans les cycles de la permutation a , 
supposons que a est de type cyclique µ= µ1µ 2 · · · µ k alors pour toute permutation aµ 
de type µ on a que a µ · X A = X A si et seulement si pour tout i tel que 1 s i s R on a : 
ai 1 = · · · = a iµ, (= bi i) 
' ' 1 ' ' 
ensuite, par les résultats discutés au chapitre 1 l'ident ité : 
et finalement pour a t elle que >. (a ) = µ on a : 
il s'ensuit que : 
Soit Xn <e) (µ ) la valeur du caractère du <Sn-module R~f!~ dans une permutation de type 
n, d ' 
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µ . Calculons la caractéristique de Frobenius multigraduée de l'espace R~e) 
Alors, on peut affirmer que la caractéristique de Frobenius multi-graduée de R~) est 
donnée par la formule suivante : 
En d 'autres mots , 
e 1 
où R e(q ) =II--. 1- q· i=l i 
Série de Hilbert 
R~e)(q , w) = I:: s>-[R e(q )J s>,(w ). (1.45) 
N-n 
Il est bien connu que la caractéristique de Frobenius détermine la série de Hilbert. Pour 
décrire comme on obtient la série de Hilbert à partir de la série de Frobenius on a besoin 
de rappeler la définition de produit scalaire de fonctions symétriques, à savoir : 
si À =µ, 
sinon. 
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Soit V un sous-espace homogène de R~e) . Alors, la série de Hilbert de V satisfait l'identité 
suivante : 
V(q) = \V(q , w),pn . 
De façon équivalente, si on écrit la série de Frobenius de V sous la forme : 
V(q, w) = L L C,\,µSµ (q)s,\(w) , 
,\f-n µ 
on obtient la série de Hilbert en appliquant la transformation : s,\(w) t----t f\ c'est-
à-dire, pour chaque partage À f- n on remplace la fonction de Schur s,\(w) (dont les 
coefficients compte la multiplicité de la représentation irréductible SÀ dans V) par la 
longueur d 'équerre f,\. Alors, on obt ient : 
V(q) = L (.L J,\ c,\,µ ) sµ( q). 
µ: e(µ)::;e ,\1-n 
Exemple 1.8.1. Avec la méthode ci-haut, on peut vérifier les spécialisations suivantes 
(voir [14]). La formule 1.45 nous donne 
En résumé, si on écrit R~) = E9 vie) où vie) est la composante isotypique de type 
,\l-n 
À de R~e) comme 6 n-module on trouve que: 
[ e l (e) 1 V,\ (q, w ) = S,\ IJ ~ S,\(w). i= l qi 
en particulier , ceci implique que la série de Hilbert est 
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Le GLe(IK)-caractère de la composition de deux représentations polynomiales 
Le caractère de la composition de deux représentations polynomiales est donné par le 
pléthysme de ses caractères (voir [28], p.448) , c'est-à-dire, étant données deux repré-
sentations polynomiales <p : G L (V) -----t G L(W) et 'l/; : G L (W) -----t G L(Y) alors , sa 
composition 'l/; o <p : GL(V) -----t GL(Y) est une représentation polynomiale du groupe 
GL(V) dont le caractère est le pléthysme suivant : 
ou d 'une façon équivalente, la série de Hilbert de la représentation Y de G L(V) est 
donnée par le pléthysme : 
Y(q) =Y [W(q)] . 
Rappelons que l'espace R e de polynômes à C variables est un GLe(IK)-module à droite 
avec l' action linéaire : 
on note cette représentation polynomiale de GLe(IK) par rp. On veut montrer ici que 
§À(R e) est un GLe(IK)-module. En effet, on construit l'homomorphisme 'l/;rp qui donne 
l'action de GLe(IK) sur §>. (Re) , dans le diagramme commutatif suivant: 
GLe(IK) _ 'P____.,.._ GL(Re) 
~ 1~ 
GL (§À(R e)) 
Soit M une matrice carrée d'ordre C avec valeurs propres q = (q1 , q2 , ... , qe) . On sait 
que le caractère de la représentation <p est : 
aussi, si r 1, r2 , ... , rk sont les valeurs propres de T E GL(V) , alors le caractère du 
GL(V)-module §(V ) est la fonction de Schur (voir [24] p.269., [11]) 
alors on a que le caractère du GLe(lK)-module 
est le pléthysme suivant 
§À (R e) (q) = sÀ [Re(q)J = sÀ [rre - 1-] . 1 - q· i = l i 
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Tout sous-espace homogène V de R~e) est un GLe(lK)-module et on a la décomposition 
en somme directe de 6 n x GLe(lK)-modules irréductibles suivants : 
V= EB EB cÀ,µ §µ (OC.e) ® s\ où cÀ,µ EN, 
Àf-n e(µ)-5.e 
alors, on peut affirmer que : 
Pour n'importe quel sous-espace homogène V de R~e) la caractéristique de Frobenius 
s'écrit sous la forme suivante : 
V(q , w ) = L FÀ(q )sÀ(w ), 
· Àf-n 
où pour chaque partage À den on a que la fonction symétrique FÀ(q) = L cÀ ,µsµ( q ) 
e(µ)-5.e 
est la série de Hilbert du GLe(lK)-module EB cÀ,µ §µ(OC.e ). Pour plus de détails voir 
e(µ)-5.e 
aussi [17] à la page 387 aux formules ( 63) et ( 64). 
Observons que en particulier on a : 
n~l(q, w) = :Lvle)(q)sÀ (w ), 
Àf-n 
où v le)(q ) = SÀ [rr 1 ~-.!À= L dÀ ,µsµ(q) , est la série de Hilbert de la représen-
i=l Gi µ 
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tation irréduct ible §;;. (Re) du groupe GLe(IK) alors, 
P lus généralement, si V et W sont des sous-modules de R~) (en t ant que 6 n x GLe(<C)-
modules) tels que V Ç W , V= L N-n L µ b;;. ,µsµ( q)s;;.(w ), et W = L >.f--n L µ C,>-,µsµ(q )s,>-(w ) 
alors 
1.9 L'essentiel : synthèse du chapit re 
En conclusion , les points saillants de ce chapitre sont les suivants : 
1. Notre contexte, l'espace R~) qui est gradué par le mult i-degré sur Ne. 
2. Les polynômes diagonalement symétriques e?, Pd , et ed qui serviront pour const ruire 
des bases homogènes des modules de polarisation engendrés par un polynôme sy-
métrique homogène au chapitre 2. 
3. Les représentat ions irréductibles s>- du groupe symétrique 6 n qui sont naturel-
lement indexés par des partages .\ de n , dont la caractéristique de Frobenius est 
la fonction de Schur s;;. ( w). 
4. Soit V un CC-espace vectoriel de dimension C. Les représentations polynomiales 
irréductibles de GLe(<C) sont les modules de Weyl §µ(V ) dont le caractère est le 
polynôme de Schur sµ(q). 
5. La série de Hilbert V(q) d 'un sous-espace homogène V de R~e) est le GLe(<C)-
caractère, c'est-à-dire, V(q ) := X v (M), où ME GLe(<C) est une matrice dont 
les valeurs propres sont q1, q2, . . . , qe. 
6. La caractéristique de Frobenius graduée de V s'écrit comme une somme des 
produits de fonct ions de Schur : 
V(q, w) = L L b>.,µSµ(q)s;;.(w ). 
>.f--n µ 
dont les coefficients naturels b>.,µ donnent les mult iplicités des sous-modules irré-
ductibles comme représentation du produit direct 6 n x GLe(<C). 
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7. La série de Hilbert s'obtient à partir de la caractéristique de Frobenius en rempla-
çant chaque fonction de Schur sÀ(w) par la longueur d'équerre J\ et on obtient 
8. Chaque composante homogène de V est un S n-module et donc on a une décom-
position V = EB Àrn aÀSÀ. La caractéristique de Frobenius graduée nous donne 
les multiplicités des modules irréductibles dans chaque composante homogène Vd 
de V. Plus précisément, si on a la décomposition 
et chaque composante homogène V d on décompose comme une somme directe de 
S n-modules 
Vd = Efl bÀ(d)S\ 
Àf-n 
et la caractéristique de Frobenius est exprimée sous la forme 
V(q, w) = L FÀ(q)sÀ(w) , 
Àf-n 
alors, 
De plus , si on considère la décomposition isotypique 
où V.x := aÀS À alors, on a que 
[Cette page a été laissée intentionnellement blanche] 
CHAPITRE II 
LES MODULES DE POLARISATION GÉNÉRALISÉS 
Dans ce chapitre, on étudie certains 6 n x GLe(IK)-modules M F engendrés par une 
famille <Sn-stable F de polynômes homogènes . Le module M F est appelé le module de 
polarisation engendré par F. Par construction , ces modules de polarisation M F sont 
fermés par dérivation et polarisation (voir 3 pour la définition précise). Pour ce faire, on 
commence par décrire la propriété de fermeture par dérivation, puis celles du processus 
de polarisation utilisé par H. Weyl (voir [29 , 14, 19 , 24, 20]) . Notre objectif est de 
calculer la caractéristique graduée de Frobenius de ces représentations, en décrivant une 
base homogène de celles-ci (voir la section 2.2). Rappelons que, dans ce travail , tous les 
sous-espaces V de R~e) sont supposés <Sn-stables (fermé par l'action de 6 n) · 
On réussit à calculer pour n 'importe quel degré d 2: 1 une base homogène générale des 
modules de polarisation engendrés par les polynômes p~, Pd et ed . Ceci nous donne la 
caractéristique graduée de ces modules et puis la série de Hilbert de façon indépen-
dante de e. Pour le polynôme symétrique monomial m (2,1d-2) on propose un problème 
ouvert sur la forme générale de sa caractéristique graduée pour n 'importe quel degré 
d. On commence une classification complète des modules de polarisation engendrés par 
n 'importe quel polynôme symétrique homogène donnée. Ce problème est résolu complè-
tement pour polynômes de degré 2 et 3. Pour ce faire, on démontre une règle générale 
pour construire une base homogène de ces modules. Dans le cas de degré 3 la notion de 
n-exception est introduite pour déterminer la classification. Cette notion apparaît aussi 
en degré supérieur. Pour degré 4 et 5, des t ables nous donnent la classification qu 'on 
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conjecture complète. 
2.1 Les modules de polarisation 
Soit F Ç R~e) un ensemble des polynômes homogènes. Le module de polarisation en-
gendré par F est le plus petit C-espace vectoriel M F tel que : 
1. O" · g E M p, pour tout g E F , et pour toute O" E 6 n, 
2. M F contient l'ensemble F , 
3. M F est clos par dérivées partielles a~ij , 
4. M F est clos par l'action des opérateurs de polarisation Ei;J := L,j=1 Xij a~;k . . 
. J 
Dans le but d 'expliquer la construction des modules de polarisation généralisés, on 
commence par décrire les espaces fermés par dérivation , en considérant, les exemples 
classiques de polynômes harmoniques du groupe symétrique et les modules de Garsia-
Haiman (voir [12]). Ensuite on décrit les espaces fermés par polarisation. On rappelle des 
exemples bien connus des espaces fermés par dérivation et polarisation, comme les po-
lynômes harmoniques diagonaux, harmoniques trivariés et harmoniques multivariés . En 
calculant de bases homogènes, on étudie la structure des espaces fermés par dérivation 
et polarisation, engendrés par des polynômes diagonalement symétriques homogènes . 
On considère aussi certains modules fermés par dérivation et polarisation engendres par 
des familles 6 n-stables de polynômes homogènes. 
L'objectif principal de ce travail 
Le but principal de cette t hèse est d 'étudier la décomposit ion en 6 n x GLe(lK)-modules 
irréductibles des modules de polarisation M f lorsque f est un polynôme symétrique 
homogène. Pour ce faire, on calcule la caractéristique graduée de Frobenius des modules 
M J sous la forme d 'une somme de deux types de fonctions de Schur sµ( q ) et s,>-(w) , 
plus précisément : 
MJ (q , w) = L Lb.>- ,µ sµ( q)s>-(w ), avec b.>- ,µ EN 
Àf--n µ 
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où la somme porte sur les partages µ tels que lµI ::; d et dont la longueur satisfait 
f(µ) ::; n . Ceci est un théorème de F. Bergeron voir [4]. Les fonctions de Schur sµ( q ) 
dans l'alphabet q := (q1 , ... , qe) codent les GLe(IK)-modules irréductibles (comptent les 
multiplicités graduées) et les fonctions de Schur (dénote par s>,(w )) dans l'alphabet w = 
(w1, w2, ... ) codent les <Sn-modules irréductibles . Un objectif secondaire de ce travail est 
de trouver des contraintes pour les coefficients de la caractéristique de Frobenius graduée 
des modules de polarisation engendrés par une famille F de polynômes homogènes. 
Fermeture par dérivation et polarisation 
On dit que le sous-espace V de R~e) est fermé par dérivation si pour tout g E V , 
on a que :X;i E V, pour tout couple (i , j). Comme l'intersection d'espaces fermés par 
dérivation est fermée par dérivation , on peut considérer la fermet ure par dérivatio ns 
D (V ) de V , comme étant le plus petit sous-espace vectoriel de R~) contenant V , qui 
est fermé par dérivation. L'opérateur de dérivation partielle par rapport à la variable Xi 
est ici dénoté par Oi = Oxi. Pour un vecteur a E Nn, on écrit 
Si p(x) = L PaXa E R n, on écrit p(ox ) pour l 'opérateur obtenu comme suit : 
aENn 
p(ox) = L Pa. a xa. 
aENn 
Les exemples suivants permettent de clarifier cette not ion. 
Polynômes harmoniques du groupe symétrique : Hn 
Un polynôme f( x ) E R n est dit harmonique si et seulement si 
g(ox)(f(x)) = 0, 
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pour tout polynôme symétrique homogène g(x) de degré 2: 1. L'espace vectoriel Hn des 
polynômes harmoniques pour le groupe symétrique <Sn est donc 
Hn = {p(x) E R n : q(8x )p(x ) = 0, Vq(x) E An}, 
un théorème classique (voir [18] à la section 3.6 , p.57) affirme que 1 dim(Hn) = n !. Soit 
lK · f = { c · f [ c E IK} le K-espace vectoriel engendré par un polynôme f. Poursuivant 
avec les rappels de théorèmes classiques, on montre facilement que le déterminant de 
Vandermonde 6.n(x ) est harmonique, c.-à-d. 6.n(x ) E Hn, en observant que pour tout 
polynôme q(x ) symétrique et homogène de degré supérieur ou égal à 1, le polynôme 
q( ax ) 6.n (X) est clairement ant isymétrique, de degré inférieur au degré de 6.n (X). Le 
polynôme 6.n(x ) est le polynôme antisymétrique non nul de degré minimal (voir [6]), 
ce qui permet de conclure que p(8x )6.n(x ) = O. On observe aussi facilement (à part ir 
de la définition) que Hn est fermé par dérivation donc '.D (JK · 6.n(x )) Ç Hn. En fait 
(voir [18]), on peut montrer que l'espace de polynômes harmoniques Hn coïncide avec 
'.D (lK · 6.n(x )). De plus, il est bien connu que la caractéristique de Frobenius de l'espace 
Hn est 
1-ln ( q, W) = Il (1 - qj) hn [ l : ] · 
j = l q 
Modules de Garsia-Haiman : 1iµ 
Dans la veine de l'exemple précédent, A. Garsia et M. Haiman ont introduit les modules 
suivants pour expliquer la Schur-positivité des polynômes de Macdonald (voir [22]). On 
généralise la construction 1-ln comme suit : soit µ est un partage de n , on considère le 
polynôme 6.µ( x , y) défini comme suit : 
6.µ( x , y)= dét (x~vn l<k<n 
(p,q)E D (µ ) 
1. En fait , ce théorème classique s'applique à n ' importe quel groupe engendré par des réflexions. 
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où D(µ) est le diagramme de Ferrer de µ . Rappelez que si µ = (µ 1 , µ 2 , .. . , µk), alors 
D (µ ) est défini par : 
D(µ) := { (x ,y) EN x N : 0 :::; y:::; k -1 , 0 :::; x:::; µy - 1} . 
Autrement dit , on prend le déterminant de la matrice dont les lignes sont indexées 
par l'entier k allant de 1 à n et dont les colonnes sont indexées par les casses (p, q) 
du diagramme de Ferrer D(µ) du partage µ. Aux fins de calcul , on ordonne celles-ci 
lexicographiquement . L'espace vectoriel Hµ, des polynômes µ-harmoniques est défini 
comme 
Hµ, := {p ( âx , ây )b.µ,(x , y ) 1 p(x , y) E R~2) } = 'D(IK · b.µ,( x , y )) . 
Le théorème n ! de M. Haiman (voir [1 5]) affirme que : 
dim (Hµ,) = n! . (2.1) 
Haiman a ainsi démont ré la conjecture n ! qui avait été proposée par A. Garsia et M. 
Haiman (voir [12]) au début des années 90. Déjà à l'époque, ils avaient démont ré que la 
formule 2.1 implique que la caractéristique de Frobenius Hn(q, t , w ) donne le polynôme 
de Macdonald (voir [6, 7]). 
Espaces fermés par polarisation 
Soit V un sous-espace de R~). La polarisation est un processus qui permet de fermer 
un sous-espace V par l'action du groupe GLe(IK) (voir Lemme 2.1.3). Tout au cours 
de ce chapit re, il est intéressant de considérer que R~e) = IK[x1, x2 , ... , xe] est l'anneau 
des polynômes en les variables Xi,j où les variables sont regroupées selon les lignes 
x i := (xi1 , Xi2, . . . , Xin) de la matrice de variables X. Avec ce point de vue, pour noter 
les lignes de la matrice d 'exposants A, on écrira a i := (ai1, ai2 , . .. , ain)· On peut alors 
utiliser , 
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et on a donc, xA = x~1 x~2 ... x;e. Le multi-degré du monôme x A est : 
Un polynôme f(X) E ~e) s'écrit donc aussi sous la forme f (X ) = f(x1 , x2, ... , xe). 
On peut alors définir , pour chaque pair (i, k) tel que 1 :::::; i, k :::::; e, l'opérateur de 
polarisation Ei,k : R~) -----+ R~) par l'équation suivante : 
Autrement dit , 
( ( )) f (x1 , ... , X j + txi, ... , x e) - f(x1, x2, . .. , xe) Ei k f X = lim t 
' t-tO 
L'opérateur de polarisation Ei,k (f) correspond donc à la dérivée selon la k-ième ligne, du 
polynôme f , dans la direction Xi . En conséquence, les opérateurs Ei,k sont des opérateurs 
de dérivation, c'est-à-dire, Ei,k(f · g) = Ei,k(f) · g + f · Eik(g). On note par E{k l'itérée 
r fois de l'opérateur Ei,k pour la composit ion : 
grk := E ·k gk ... E-k = E · k o ... o E k t, t t t t , t , ' 
r-fois r-fois 
et alors 
dr 1 
-d rf(x1 , x2, .. . , x k + txi , ... , x e) = Ei:k(f(X)). 
t t=O 
d 'où par la formule de Taylor : 
dk tr 
f(x1,x2 , ... , xk +txi,· · ·, xe) = LE{k (f(X))r!· 
r=O 
(2 .2) 
Aussi, on peut écrire l'équation (4. 1) comme suit: 
OO T 
f (x1 , x2, ... , xk +txi, ···,xe) = LEi:k(f(X))~ ! =etE;,k (f(X)). (2 .3) 
r=O 
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Pour chaque vecteur d E Ne, on définit l'opérateur de cl-polarisation par (voir [19]) : 
Ed ·- d1 ! Ede . . . E d2 
.- (d1+···+de)! e,10 o 2,1' 
On définit aussi l'opérateur de cl-restitution qui est donné par : 
E ·- 1 Ed2 E de d .- d 1 d 1 i 2 ° · · · 0 i e· 2· ... l!· ' ' 
Propriétés fondamentales des opérateurs d polarisation 
Étudier l'effet de plusieurs opérateurs de polarisation via l'approche des fonctions gé-
nératrices (voir [19, 24] et aussi , appendice A), est particulièrement efficace. Exploitant 
une notation vectorielle avec tk := t~1 · · · t~e , k! := k1 ! · · · ke! et 
On peut considérer la formule 2.2 d 'une façon plus générale. En effet , soit f (x 1) un 
polynôme homogène de degré total d, en les variables x 1 := (xu , ... , X1n), alors : 
tk 
f(t · x) = L E k(f (x 1) ) d!k! . 
lkl=d 
où la somme porte sur tous les vecteurs k = (k1 , .. . , ke) tels que k1 + · · · + ke = d. 
(2 .4) 
(2.5) 
Posons e1 (xi) := Xi1 + · · · + Xin, et rappelons la notation du chapitre 1 (formule 1.26) 
du polynôme eî(X) défini comme 
Exemple 2.1.1. Pour f (x1) = e1 (x1r = (xu + · · · + X1n)m . Si on prend les polarisa-
tions de f (x 1) on obtient : 
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En particulier, si s = deg(f) = m, on a : 
De même, on obtient : 
E r E s j( ) m! ( )r ( )s ( )m-s-r j,l i,1 x1 = ( m - s - r) ! ei X j ei Xi ei x1 ' 
En général, si k = (k1, ... , ke) E Ne est tel que lkl = m , on peut démontrer par 
l'induction sur m que 
puis, on ut ilise le théorème du multinôme comme suit : 
tk1l2 .. . tke 
~ m ! i 2 e 
L ki !k2 ! · · · ke! k1 +k2+·+ke=m 
= L E d(e1(x1r) m ! ~~ 
[d[ =m 
Exemple 2.1.2. g(x 1) = Pd(x i) = xÏ1 + · · · + xîn, 
t<l 
= L Ed(Pd(x1 )) d! d! 
ldl=d 
Polynômes diagonalement symétriques engendrés par polarisation 
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Soit d E Ne tel que ld l = m . Soit g(X ) E R~) homogène de multi-d gré d et f (x1) E 
R n homogène de degré m, on dit que g(X) est la polarisation complète de f (x1) si 
g(X) = Ed(J(x 1)). On dit que J(x1) est engendré par restitution complète de g(X) 
si f(x1) = Ed(g(X)). (voir [19] p.149). Le lemme suivant est un cas particulier du 
t héorème de la section 2.2 , à la page 42, C. Procesi [24]. 
Lemme 2.1.1. Soit R n 'importe quel entier R 2: 2. Pour tout vecteur d E Ne tel que 
ldl =m. Les polynômes diagonalement symétriques ef (X) ,pd(X ), ed(X ) et hd(X ) sont 
engendrés respectivement comme polarisations des polynômes ef(x),Pm(x), em(x) et 
hm(x ). Aussi, les polynômes ef(x),Pm(x), em(x) et hm(x ) sont engendrés respective-
ment par restit ut ion des polynômes ef (X) , Pd(X), ~!! ed (X) et ~!!hd (X) . 
Démonstration. Pour vérifier que E d (e1(x 1r) = ef (X ) on utilise la formule 2.6. 
Pour les autres affirmations , on applique la transformation x 1 c----+ t · X , c'est-à-dire, 
e 
X 1j c----+ L t iXij avec 1 :S: j :S: n aux séries génératrices suivantes 
i=l 
tk ( n 1 ) L Pdx1) k =log Il 1- tx . 
k~O j=l lJ 
(2.7) 
(2.8) 
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n 
.L>k(x 1) t k =II (1 + t x1j )· (2.9) 
j = l 
on obtient les séries génératrices 1.23, 1.24, et 1.25 
(2 .10) 
(2.11) 
(2 .12) 
puis on utilise la formule 2.5 et les dernières formules, par exemple utilisons 2.5 dans 
l'équation 2.12 
on a, donc 
avec un raisonnement similaire, on obtient les formules suivantes 
d dl E (em(x i)) = - 1 ed(X) , si [d [ = m, m. 
Pour vérifier les formules de restit ution 
m l 
Ed(ed (X )) = d!. em(x1 ), 
m' E d (hd(X)) = dl. hm(x 1) , 
sinon on ut ilise l'induction sur m. D 
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Le lemme suivant nous permettra d 'établir à la section 2.3 une règle pour trouver une 
base homogène des modules de polarisation engendrés par polynômes symétriques ho-
mogènes de degré 2 et 3. 
Lemme 2.1.2 (voir C. Procesi [24], p .43) . Soit g(x1) un polynôme homogène de degré 
d dans les variables x1 = x u , . . . , X1n· Les opérateurs de polarisation particuliers Ei,l 
et E1 ,i satisfont l 'identité E1 ,iEi,l (g (x1 )) = d · g(x1 ) si i > 1. De plus, E i, l (g) est un 
polynôme multi-homogène. 
Démonstration. On commence par appliquer l'opérateur Ei,l au polynôme g(x1). En 
effet, 
( 
n 8 ) n og 
L Xij ox . g(x1) = LXij~(x1 ) , 
j=l lJ j=l X13 
on applique de deux côtés l'opérateur E 1,i et comme i > 1 on a : 
Les opérateurs de polarisation généralisés 
n 
= L X 1r 
r=l 
0 
Pour tout triple (i, k ,p) des entiers positifs tels que 1 :Si, k :SC et p 2'. 1, les opérateurs 
de polarisation généralisés Ei(~ R~) --+ R~e) comme les opérateurs linéaires 
suivants : 
(p) n f)P 
Ei,k := L Xij oxP .. 
j=l kJ 
Chaque opérateur de polarisation est une dérivation sur l'algèbre des polynômes R~) . 
Pour plus de détails, voir [19]. 
68 
La fermeture par polarisation 
Soit V un sous-espace de R~) . On dit que V est fermé par polarisation si pour tout 
g EV on a que Ei(~ (g) EV, pour tous les triplets (i, k,p). On observe que l'intersection 
' . 
d'ensembles fermés par polarisation est fermée par polarisation. On peut donc définir 
la fermeture par polarisations E(V) de V comme étant le plus petit sous-espace 
vectoriel de ~) f rmé par polarisation qui contient V. On note parfois par E.e(V) la 
R-polarisation , pour souligner ainsi qu 'on polarise pour .e ensembles de n variables. 
Dérivations et polarisations 
Observons que les opérateurs de polarisation commutent avec l 'action diagonale du 
groupe symétrique 6 n, c'est-à-dire : 
O" · E(p) (f(X)) = E(p) (O" · f(X)), Vf (X) E R~), 't!O" E 6 n, t ,k t, k (2.13) 
de même, la dérivation satisfait clairement l'identité : 
(2 .14) 
La polarisation et la dérivation sont donc compatibles avec la décomposition en 6 n-
module irréductibles. Ainsi donc, pour V un <S n-sous-module de R n qui se décompose 
comme 
V= ffi aÀ S \ aÀ EN, 
N -n 
on a 
E (p) (V) = ffi a À E(P_) (S À). 
t ,J '\I7 t ,J 
N-n 
On démontre dans le lemme suivant (voir [17], p. 396) , si a # i les opérateurs 8a, /3 et 
E (p) commutent. i, k 
Lemme 2.1.3. Si V est un sous-espace homogène de R~) , on a 
D (E(V)) = E (D (V)). 
69 
Démonstration. Pour vérifier l'affirmation ci-haut, on exploite l'identité suivante (elle 
se découle de la règle du produit pour les dérivées) : 
~ E(p) - s: <::>P E(p)~ 
ua,{3 i,k - ua ,i Cfk f3 + i,k u a ,{3. (2. 15) 
où Ôa,i est le symbole de Kronecker . Comme V est un sous-espace homogène de R~) 
alors tout élément de V est une somme de polynômes homogènes qui appartiennent à V. 
Donc, il suffit de considérer un polynôme homogène g E V ( avec deg(g) = ( d1 , .. . , de) 
) . On a deux cas, si a =/. i alors Ôa,i = 0 et donc, Oa ,f3 Ei(;J = Ei(;J Oa ,{3 . Alors, pour tout 
g E V on voit que 
Dans le cas que a = i, on obtient : 
car ~,f3 (g) E '.D (V) Ç E ('.D(V)). Ceci implique que '.D (E(V)) Ç E ('.D(V)). 
Il nous reste voir que E ('.D(V)) Ç '.D (E(V)) . La formule 2.15 implique 
E(p)~ - a E(p) ' <::>P i ,k u a,{3 - a,{3 i,k - ua,i ifk ,{3 (2.16) 
Finalement , on doit vérifier que '.D (V) Ç '.D (E(V)) . En effet, par définition on a que 
V ç E(V) ç '.D (E(V)), 
alors, '.D ( E (V)) est un sous-espace fermé par dérivations qui contiennent V et comme 
'.D (V) est le plus petit avec cette propriété alors '.D (V) Ç '.D (E(V)) . Donc, par la formule 
2.16 on a que E}~ Oa,(3 E '.D (E(V)). D 
Les modules de polarisation 
Soit V un sous-espace homogène de R~R.). Notons par P (V) l'espace vectoriel suivant : 
P (V) := '.D ( E (V)). 
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Définition 1. Un sous-ensemble F de n~e) est dit une famille homogè ne , si tous ses 
éléments sont des polynômes homogènes. 
Pour chaque rJ E <Sn, on note par Œ(F ) l'ensemble suivant : 
a (F ) := {a · g(X ) J g(X ) E F} , pour tout a E <Sn, 
aut rement dit , a(F) est la réunion des orbites de tous les polynômes dans F (par rapport 
à l 'action diagonale de <Sn)· 
D é finition 2. On dit qu 'une famille homogène F de polynômes dans R~e) est <Sn-stable 
si a (F ) Ç F , pour toute permutation a dans <Sn. 
D éfinition 3 . Soit F de n~) une famille homogène et <Sn-stable. Le module de 
polarisation engendré par F est l'espace vectoriel suivant : 
M p := P (IK[Fl) , 
où IK[F] est le sous-espace de n~) engendré par la famille F . 
En d 'autres mots, le module de polarisation M p est le plus petit espace vectoriel ferm é 
par polarisation et dérivation qui contient la fami lle F . 
Soit f (X) un polynôme homogène donné, le sous-ensemble stable corr spondant à 
f (X ) est la famille homogène et <Sn-stable F(f) ·- {a · f (X ) 1 a E <Sn} (l'orbite de 
J(X ) sous l'action diagonale du groupe <Sn) · 
En particulier , si f (X ) est homogène et diagonalement symétrique alors la famille 
F(f) a un seul élément f (X ) et dans ce cas, le module de polarisat ion M F(f) est tout 
simplement dénoté comme M f . On appelle aussi M f le module de polarisation 
engendré par f. 
R e marque 2 .1.1. Lorsque f est homogène et antisymétrique on dénote aussi par 
M f le module de polarisation engendré par la famille homogène et <Sn-stable {!, - !} . 
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Remarque 2.1.2. Lorsqu 'on veut spécifier la quantité d 'ensembles de n variables uti-
lisées, c'est-à-dire, on fixe la valeur du paramètre P, on utilise la notation suivante : 
Parfois, pour simplifier l'écriture, on a effacé les variables q 
fonct ions de Schur , c.-à-d., S>. := S>.(q). 
Exemples simples 
(q1, ... , qe) dans les 
1. Pour R 2: 3 et n = 3. Soit f = xux22X33 alors la série de Frobenius de l'espace 
M J et 
M J ( q, w ) = (1 +s1 + s2+s3)s3(w )+( s1 +s2+s1,1 +s2,i)s2,1 (w )+( s1,1 +s1,1 ,1)s1,1,1 (w ), 
et immédiatement , on obtient que la série de Hilbert est 
les deux formules ci-haut sont valides pour tout P. 
2. Soit g la symétrisation du polynôme f , 
dans ce cas la série de Frobenius prend la forme suivante : 
tandis que la série de Hilbert nous donne simplement : 
ceci sera expliqué en détail au théorème 2.2.3. 
3. Prenons l'ensemble F = {h1,1(x) , h2(x )} , alors on trouve que la caractéristique 
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de Frobenius graduée est : 
4. Pour l'ensemble de polynômes F = {e3(x),m21 (x),s21 (x)} on a que la caracté-
ristique de Frobenius est : 
5. Pour l'ensemble de polynômes F = {p3 (x), p21 (x), p111 (x)} on a que la caracté-
ristique de Frobenius est : 
6. Considérons l'ensemble stable formé par deux polynômes symétriques homogènes 
du même degré total 4, 
dans ce cas, la série de Frobenius graduée est la suivante; 
Exemple détaillé : M el' 
On considère le polynôme symétrique f(x1 ) := e1(x1 r = (xu + x12 + · · · + X1n)m . 
Comme on va le voir ci-dessous, on a une base de l'espace '.D (JK · f) qui prend la forme 
(2 .17) 
on en conclut, après calcul (voir le théorème 2.2.1 et corollaire 2.3), que : 
(2.18) 
en particulier , on en déduit donc que dim (M el' ) = ( .e: m). 
Pour obtenir la formule 2.18 on calcule une base homogène explicite de M e'{" On corn-
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mence en voyant qu 'à part ir de Oi (e1(x 1)) = 1, il se découle facilement que 
la fermeture par dérivation est donc claire. Pour la polarisation on observe que 
En particulier , on en conclut donc que le IK-espace vectoriel engendré par f (x 1) = 
e1(x1r et ses dérivées part ielles ol(f(x 1)) est isomorphe au sous-espace de IK[e1(x1)] 
des polynômes à une seule variable e1 (x ) de degré total plus petit ou égal à m. 
Puisqu'on considère .e. 2 1, on écrira : 
e1 (x i) := Xil + Xi2 + · · · + Xin, pour i tel que 1 '.S i '.S .e., 
On sait déjà que 
81~i(f(xi)) = (m 7:' k) ! · e1(xir-\ Vi tel que 1 :::; i:::; .e. , 
En général, si k = (k1 , ... , ke) E Ne est tel que lkl =mon a vu déjà (voir formule 2.6) 
que 
E;,i · · · E~~1 f (x 1) = :~ · e1 (x 1)k1 e1 (x 2)k2 · · · e1 (xe)ke, 
Aussi, avec les opérateurs de polarisation Ei1 on obt ient : 
Par exemple, si k > p + q on a : 
En résumé, on a démontré que 
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En fait , au lemme (2.3.1) on va demontrer que l 'ensemble ci-haut est une base homogène 
de M ed · 
1 
On peut démont rer en général que si ak 2: p alors, 
où b = (bi , . . . , be) tel que 
si j -:f k et j -:f i, 
J = i, 
j = k . 
si a k < p alors Ej~ ( ef (X )) =O. Alors, on en conclut après calcul que 
Car, on va montrer au chapitre 4 que pour chaque vecteur d E Ne tel que 0 ::::; [d[ ::::; m 
l'ensemble Bct suivant : 
est une base linéaire de la composante homogène Vct := M er n R~~~ , on voit , donc, 
directement , comme annoncé que : 
dim (M er ) = f ((~ )) C: m) , pour tout R 2: 1. 
t= l 
Finalement, pour vérifier la formule 2.18 on doit seulement observer que pour tout 
vecteur d E Ne, le <Sn-caractère de la composante homogène Vct est égal à 1, pour toute 
permutation CY E <Sn. Toutes les affirmations fai tes ci-haut seront démontrées plus tard 
dans ce chapitre (voir la section 2.3) . • 
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Polynômes harmoniques diagonaux : M~;,(x) 
Les opérateurs différentiels associés aux polynômes somme de puissances diagonales sont 
n 
Ph,k(âx , ây) := L âxfâyJ, j=l 
L'espace vectoriel 'Dn des polynômes harmoniques diagonaux est défini comme 
suit : 
'Dn := {J(x, y ) E R~2) j Ph,k(ox , oy )f(x , y ) = 0, V( h, k) : h + k > 0} , 
À l'année 1994, M. Haiman a démontré (voir [14]) , que l'espace 'Dn est fermé par l'action 
des opérateurs de polarisation Ek := LJ=l Y.i ::k. Aussi , en [14] il a conjecturé que 
J 
l'espace M f, pour f(x) = ,0,.n(x ) et f, = 2, coïncide avec V n. Plus tard, en 2002, il a 
démont ré cette conjecture (voir [17], théorème 4.1 , p.396). Ce théorème affirme que le 
déterminant de Vandermonde ,0,.n(x ) engendre l'espace 'Dn comme module sur l'algèbre 
des opérateurs <C [ 8~ 1 , ... , a~n, E1, ... , En-1 J. De plus, M. Haiman a montré que la 
caractéristique de Frobenius de 'Dn est donnée par (voir [17] p.392.). 
'Dn(q, t, w) = \i' (en(w)). 
où \7 est l'opérateur nabla de la théorie de polynômes de Macdonald (pour plus 
de détails sur les polynômes de Macdonald, voir [3]). En particulier, il est remarquable 
que 
Polynômes harmoniques trivariés : M~~(x) 
M. Haiman a conjecturé (voir [16]) que l'espace M~~(x) coïncide avec l'espace de poly-
nômes harmoniques diagonaux trivariés (voir [14]) : 
'D~3) := {J(x, y , z) E R~3) 1 Pa,b,c(&x , &y, âz)f (x , y , z) = 0, V(a, b, c) a+ b + c > 0} , 
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et que sa dimension est 
Polynômes harmoniques multivariés : M~~(x) 
Plus généralement, F. Bergeron (voir [4]) considère l'espace D~e) de polynômes harmo-
niques multivariés avec /l, quelconque, pour lequel il conjecture que : 
il conjecture de plus une forme universelle pour la caractéristique de Frobenius gra-
duée v~e) ( q , w) ) à savoir : 
v~fl(q , w ) = L L b>. ,µ sµ( q )s>.(w) , avec b>.,µ EN. 
N-n µ 
où par théorème de F . Bergeron les multiplicités b>.,µ ne dépendent pas de /l,, et le nombre 
de parts dansµ est au plus n (pour plus de détails voir [4]). 
La structure algébrique des modules de polarisation 
Les résultats exposés dans cette partie sont classiques, et on peut consulter[24, 20]) 
pour plus de détails. Le but est de décrire la structure des espaces vectoriels M f pour 
n 'importe quel polynôme homogène f (X ) E R~) en expliquant le lien entre le pro-
cessus de polarisation et l'action droite du groupe GLe(lK) (voir 1.28) . Une propriété 
caractéristique des opérateurs de polarisation (lorsque p = 1) est la suivante : 
Remarque 2.1.3 (voir [24], p. 83) . Soit V un sous-espace homogène de R~e). Les 
affirmations suivantes sont équivalentes : 
1. V est fermé par des opérateurs de polarisation E i,k = L,j=1 XijDkj, 
2. V est fermé par l'action (à droite) du groupe GLe(K), c'est-à-dire, l'action 
f (X) i--+ f(M X ), pour toute ME GLe(lK). 
Pour plus de détails sur la propriété 2.1.3 voir le livre de Claudio Procesi [24], à la page 
83 . Aussi, on peut démontrer cette équivalence 2.1.3 (voir la proposition 7.4 dans [20] 
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à la page 78.) en utilisant les matrices Uij ( t ) E G Le(IK) (qui sont des générateurs du 
groupe G Le(IK)) définies comme suit : 
Uij(t) = I exe + t · eij , (avec t :fa -1 si i = j) , 
où eij est la matrice ayant 1 dans la posit ion ( i, j) et zéro ailleurs. Finalement il nous 
reste à considérer l'équation suivante (voir la formule 2.2 ) : 
et donc comme les matrices Uij(t ) engendrent le groupe GLe(IK) alors f(M X ) E M f, 
pour toute matrice ME GLe(IK). Donc, pour n 'importe quelle famille homogène F l'es-
pace vectoriel M F est un GLe(<C)-module. Aussi, les ident ités 2.14 et 2.13 impliquent 
que : Par tout ensemble F des polynômes homogènes <Sn-stable le module de polarisa-
t ion M F est un <Sn-module avec l'action diagonale du groupe <Sn sur R~e) . • 
Les modules de polarisation M F sont <Sn x GLe(IK)-modules 
On sait que l 'action de <Sn commute avec l'action de GLe(lK) et on a donc, 
Proposition 2.1.1. Les modules de polarisation M F sont des <Sn x GLe(IK)-modules 
avec l'action linéaire à gauche : 
(a, M) · f (X ) := (a· f) (M- 1 X) , Va E <Sn, V M E GLe(IK). 
La proposition 2.1.1 implique (voir la formule 1.42) qu 'il existe des nombres b>. ,µ E N 
tels que : 
M F(q , w ) = L L b>.,µ sµ( q )s>.(w ), avec b>. ,µ EN. (2.19) 
Àf-n lµl:s;deg(F) 
où deg(F ) := max{ deg(f) 1 f E F} . De plus, f(µ) ::::; n (voir [4]) . 
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Exemples 
Ici on donne des exemples spécifiques d'espaces engendrés par polynômes symétriques 
homogènes. En calculant explicitement une base linéaire, on trouve que 2 , la forme uni-
verselle (c.-à-d., indépendante de /!) de la caractéristique de Frobenius des espaces sui-
vants : 
Exemple 2 .1.3. Prenons f(x) = m21(x) avec/! 2: 1 quelconque. Alors, pour chaque 
n 2: 2 on a la formule : 
Exemple 2 .1.4. Pour /! = 2 et n = 2 on considère le polynôme symétrique homogène 
et il s'avère qu 'une base homogène de l'espace M f est l'ensemble formé par les poly-
nômes suivants : 
Bo := {1 }, 
B(l ,o) := { oiif, 012011!} , 
B(o,1) := {E21oiif, E21012011f} , 
B(2,o) := {ouf, 012f, Eiî) f} , 
13(1,1) := { E21011f, E21012f, E21EiÎ) f} , 
13(0,2) := { E'i,1 ouf, E'i,1012f , E 'i,1 Eiî) f} , 
B (3,o) := {f} , 
13(2,1) := { E2if} , 
13(1 ,2) := {E'i,if}, 
13(o,3) := { E~if}, 
2. On a construit pour ceci un ensemble d'outils en Maple pour effectuer ces calculs automatiquement . 
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Observons que Eiî\f) E Mp21 n'est pas combinaison l'inéaire des dérivées 811 (!), 
812 (!). On a donc, pour P = 2 et n = 2 que 
Exemple 2.1.5. On considère P = 1 et n = 4 pour f = P21(x1). Une base de l'espace 
Mp 21 est l'ensemble suivant 
Bo:= {1 }, 
B1 := { 811812(!) , 8u813(f) , 811814(!) , 812813(!) }, 
B2 := { 811(!) , 812(!) , 813(!) , 814(!) }, 
83 := {f} , 
dans ce cas, on trouve que le polynôme Eiî) (!) est combinaison linéaire de la base B2 
(en général, ce phénomène arrive pour tout P :'.'.: 1.) car 
on remarque que, dim ( ~ { 811f, 812f, 813f, 814f, Eii) (!)}) = 4, et on a donc, pour P = 1 
et n = 4 que 
Plus tard , on démontrera (voir théorème 2.2.3) que la dernière formule est valide pour 
tout P :'.'.: 1 avec n = 4. Plus précisément, on verra que le polynôme f (x1) = P21 (x1) avec 
n :'.'.: 1 quelconque et P :'.'.: 1 quelconque 
1. Si n # l , 4 la caractéristique de Frobenius gradué de Mp21 est : 
Mp21 ( q, w, n) = (1 + s1 ( q) + 2 · s2( q) +s3( q)) · sn(w ) + ( s1 ( q) + s2( q)) · Sn- 1,1 (w), 
2. Lorsque n = 4 et P :'.'.: 1 quelconque, le résultat est différent , on obtient en effet 
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la différence est donc de "l " dans la composante s2(q)s4(w ). 
3. Ce phénomène se produit aussi dans le cas f = P2,1,1, ... ,l · Par exemple, prenons 
l'espace M p211 . Dans ce cas, si n -=fa 1, 5 alors, la série de Frobenius est 
par contre lorsque n = 5, on a la formule : 
ce phénomène est appelé une 5-exception . 
2.2 Théorèmes principaux 
Dans cette section, on décrit certains résultats de ce travail (les preuves viendront à la 
section suivante) . Onrappelqueef(X ) := e1(x1)d1 · · · e1(x e)dE, pd(X ) := 'I:, j=1xfj · ··x:,j, 
ed(X ) := L{ s ç[nJl IBl=ldl} L{f: B---+ [eJ l 11-1 (i) l=di,\7'iE[e] } TibEBXf(b) ,b· Un premier résul-
t at important est : 
Théorème 2.2.1. Soit d ~ 1 un ent ier. La caractéristique de Frobenius graduée des 
modules de polarisation engendrés par chacun de polynômes eÏ, Pd et ed sont les formules 
(indépendantes de R.) suivantes : 
M ,t(q, w) ~ ( t, s;(q)) sn(w). 
M ,,(q,w) ~ ( t, s;(q)) sn(w) + (~ s;(q)) Sn-1,1(w) 
M " (q, w) ~ l~ (~ s;(q)) Sn- i,;(w ). 
(2.20) 
on peut aussi étendre ce résultat aux polynômes diagonalement symétriques ef (X ), 
Pd (X ), et ed(X ) obtenus par polarisation des polynômes symétriques eï , Pd et ed. Aussi, 
en ut ilisant la règle de Pieri on peut vérifier que les formules du théorème 2.2.1 s'écrivent 
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comme une somme à coefficients naturels des produits des fonctions complètes homo-
gènes hµ, (q )hÀ(w ). 
Corollaire 2.2.1. Soient m E N+ et d E Ne tel que ldl = d. Alors, pour les polynômes 
diagonalement symétriques ef (X ), Pd(X), et ed(X) on a 
(2.21 ) 
(2.22) 
(2.23) 
M ,.(q, w) ~ L~J (~ s;(q)) Sn-i,i (w ) (2 .24) 
L~J d 
= L hn-i,i(w ) hi(q) + L hn-d+i ,d-i(w ) hi(q ). (2.25) 
i=O i= L ~ J +1 
(2 .26) 
Pour n'importe quel polynôme symétrique homogène de degré 2 on a le théorème général 
suivant: 
Théorème 2.2.2. Soit f(x1) un polynôme symétrique homogène de degré 2 à n va-
riables x1 = xu, X12, ... , x in· Supposons que f(x1 ) est de la forme suivante: 
la caractéristique de Frobenius de M f est donnée par : 
si [a : b J = [ 1 : 2 J , 
sinon. 
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Corollaire 2.2.2. Si f est un polynôme diagonalement symétrique homogène de degré 
total 2, on a que le module associé M f, est isomorphe au module associé à un de deux 
polynômes suivants PÎ , P2· 
Pour les modules de polarisation engendrés par des polynômes homogènes de degré 3 
on a le résultat suivant : 
Théorème 2.2.3. Soit f (x1) un polynôme symétrique homogène de degré 3 à n 2: 3 
variables. Supposons que f s'écrit dans la base monomial comme 
alors, caractéristique de Frobenius de l'espace M f est donnée par la règle suivante : 
M 1(q , w) 
( 1 + h 1 ( q) + h2 ( q) + h3 ( q) ) · hn ( w), si [a : b : c J = [ 1 : 3 : 6 J , 
( 1 + h3(q) ) · hn(w ) + ( h1 (q) + h2(q) )hn- 1,1(w), si [a: b : c] satisfait 
l 'équation 6a(2b + (n - 2)c) = 4(n - l )b2 , 
( 1 + h2(q) + h3(q) )hn(w) + (h1(q) + h2(q) )hn-1,1(w), si [a: b: c] sinon, 
Corollaire 2.2.3. Si f est un polynôme diagonalement symétrique homogène de degré 
total 3, on a que le module associé M f, est isomorphe au module associé à un de trois 
polynômes suivants pl, p3 ou h3. 
Les résultats ci-haut nous donnent le début pour trouver une classification complète des 
modules M f associés à n 'importe quel polynôme symétrique et homogène f selon son 
degré. 
Exceptions 
Dans cette partie on introduit la notion de n-exception (voir la définition 4) qui nous 
permet de préciser complètement la classification des modules de polarisation engendrés 
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par un polynôme symétrique homogène de degré 3. Le théorème 2.2.4 nous aidera à 
comprendre que la mult iplicité du module irréductible correspondant à s2 (q )sn (q ) dans 
la décomposit ion de M f ne peut prendre que les valeurs 0, 1 ou 2, pour n 'importe quel 
polynôme symétrique homogène f de degré 3. 
On note par [a: b] un point dans la droite réelle projective JRJP'1 et pour un point dans 
le plan projectif JRJP'2 on écrit [a : b : c J. Les polynômes symétriques homogènes de degré 
d, sont identifiés avec des points de l 'espace réel projectif JR]p>P(d)- l , dont les coordonnées 
homogènes sont les coefficients du polynôme dans la base monomial {mÀ(x i) : À f- n }. 
Par exemple, lorsque d = 2, le polynôme symétrique homogène f de degré 2 s'écrit sous 
la forme J (x 1) = a·m2(x 1) +b · m11(x 1) il est donc ident ifié avec le point [a: b] E JRJP'1. 
Lorsque d = 3, le polynôme f (x1.) =a· m3(x1 ) + b · m21(x1 ) + c · mrn(x i) est identifié 
avec le point [a : b: c] E JRJP'2. Si f(x1) est symétrique et homogène de degré 4 on peut 
l'écrire sous la forme : 
et on l'ident ifie avec le point [!] E JRJP4 défini comme : 
Notez qu 'on a ordonné les fonct ions monomials selon la longueur du partage associé. 
En général, si le polynôme symétriqu homogène f de degré d s'écrit dans la base 
monomiale comme 
f = L a>-m>. 
N-d 
l'on l'associe le point [!] E JR]p>P(d)-l donné par : 
[!] := [ad : a d-1 ,1 : ad-2 ,2 : ad-2 ,1,1 : · · · : al ,1,1, .. ,1] · 
Avant donner la définit ion de n-exception pour degré 3 on doit regarder les deux 
exemples suivants pour motiver la définition. 
8 4  
L e s  n - e x c e p t i o n s  p o u r  d e g r é  3  
O n  r a p p e l l e  q u e  l R [ ô n f ,  . . .  ,  Ô 1 n ( f ) ,  Ei~{(f)] d é n o t e  l ' e s p a c e  v e c t o r i e l  r é e l  e n g e n d r é  p a r  
l e s  p o l y n ô m e s  ô u f ,  . . .  ,  8 1 n  ( ! ) ,  E i
2
{  ( ! ) .  P o u r  c o m p r e n d r e  l a  d é f i n i t i o n  d e  n - e x c e p t i o n  
,  
d e  d e g r é  3  o n  d o i t  t e n i r  e n  c o m p t e  l e  t h é o r è m e  2 . 2 . 4  s u i v a n t  q u ' o n  d é m o n t r e r a  à  l a  
s e c t i o n  2 . 3 .  
T h é o r è m e  2 . 2 . 4 .  S o i t  j  u n  p o l y n ô m e  s y m é t r i q u e  h o m o g è n e  d e  d e g r é  3  à  n  ~ 3  
v a r i a b l e s  x n ,  . . .  ,  X i n ·  S u p p o s o n s  q u e  f  n ' e s t  p a s  u n  m u l t i p l e  s c a l a i r e  d u  p o l y n ô m e  
v r ( x 1 ) .  A l o r s ,  
d i m  ( 1 R [ 8 n f ,  . . .  ,Ô1n (f) , Ei~{ (f)]) ~ n .  
a u t r e m e n t  d i t ,  l a  d i m e n s i o n  d u  s o u s - e s p a c e  d e  J R [ x n ,  . . .  ,  X 1 n ]  e n g e n d r é  p a r  l e s  p o l y -
n ô m e s  Ô n  ( ! ) ,  . . .  ,  8 1  n  ( ! ) ,  Ei~{ ( ! )  e s t  a u  m o i n s  n .  
D é f i n i t i o n  4 .  O n  d i t  q u ' u n  p o l y n ô m e  s y m é t r i q u e  h o m o g è n e  f  e s t  u n e  n - e x c e p t i o n  s i  
l a  d i m e n s i o n  d u  s o u s - e s p a c e  e n g e n d r é  p a r  ô n  ( ! ) ,  . . .  ,  8 1 n  ( ! ) ,  Ei~{ ( ! )  e s t  n ,  c ' e s t - à - d i r e ,  
d i m  ( 1 R [ ô n ( f ) ,  . . .  , Ô 1 n ( f ) ,  Ei~{(!)J) =  n .  
D é f i n i t i o n  5 .  O n  d i t  l e  p o i n t  [ a  :  b  :  c ]  E  J R J P
2  
e s t  u n e  n - e x c e p t i o n  ( d e  d e g r é  3 )  s i  l e  
p o l y n ô m e  s y m é t r i q u e  h o m o g è n e  c o r r e s p o n d a n t  e s t  u n e  n - e x c e p t i o n .  
0  b s e r v o n s  q u e  :  
1 .  [ a  :  b  :  c  J  =  [  1  :  3  ' 6 ]  s i  e t  s e u l e m e n t  s i  f  e s t  u n  m u l t i p l e  s c a l a i r e  d u  p o l y n ô m e  
s y m é t r i q u e  P 1  e t  d a n s  c e  c a s  o n  s a i t  q u e  B u ( ! )  =  . . .  =  Ô 1 n ( f )  =  Ei~{ ( ! )  
d  ·  p f -
1
,  o n  a  d o n c ,  d i m  ( 1 R [ ô n ( f ) ,  . . .  , Ô1n(f) , Ei~{(f)]) =  1 .  
2 .  S i  [ a :  b  :  c ]  f  [ 1 :  3  :  6 ]  n ' e s t  p a s  u n e  n - e x c e p t i o n  a l o r s  l e  t h é o r è m e  2 . 2 . 4  
i m p l i q u e  :  
d i m  (  l R  [  8 1 1  ( ! ) ,  . . .  ,  Ô 1 n ( f ) ,  Ei~{ ( ! ) ] )  =  n  +  1 .  
E x e m p l e s  d e  n - e x c e p t i o n s  d e  d e g r é  3  
1 .  [ a :  0 :  1 ]  e s t  u n e  2 - e x c e p t i o n  s i  a  f  O.  
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2. [1 : 3 : s] est une 2-exception pour tout s E IR. 
3. [a: b : c] = [O : 0 : 1] (f = k e3), est une n-exception pour tout n 2 2. 
4. [a: b: c] = [1: 0: OJ (f = kp3), est une n-except ion pour tout n 2 3. 
5. [a : b : c] = [2 : -3 : 12] est une 3-exception. 
6. [a : b: c] = [3 : 3 : -2] est une 3-exception. 
7. [a: b: c] = [1 : 1 : OJ (f = P21) , est une 4-except ion. 
8. [1 : -1 : 2] est une 4-exception. 
9. [16 : - 12 : 21] est une 4-exception. 
10. [9 : 21 : 28] est une 4-exception. 
11. [a: b: c] = [4: -3 : 4], est une 5-exception. 
12. [a : b : c] = [5 : -3 : 3], est une 6-exception. 
13. [a: b: c] = [10: -5 : 4], est un 7-exception. 
14. [a: b: c] = [O : 1 : O], (f = m 2 1 ) n'est pas une n-exception pour aucun n 2 3. 
15. [a: b: c] = [1 : 1 : 1], (f = h3) n'est pas une n-exception pour aucun n 2 3. 
Remarque 2.2.1. On va démontrer à la section 2.3 que 
1. Les 2-exceptions de degré 3 sont tous les points [a : b : c] E l!UP'2 tels que b = 0 et 
ac -=f. O. 
2. Pour n 2 3 le point [a : b : c] E JR1P'2 est une n-exception si et seulement si 
[a:b:c]-=f.[1: 3:6] et 6a·(2b+(n-2)c) = 4(n-l)·b2. 
Tableau 2.1 : n-exceptions lorsque 3 ::; n::; 7 
n=3 3a(2b + c) = 4b4 
n=4 a(b + c) = b'2 
n = 5 3a(2b + 3c) = 8b4 
n=6 3a(b + 2c) = 5b'2 
n=7 a(2b + 5c) = 4b4 
Dans l'appendice B on trouve la table B.7 avec les équations des n-exceptions où n est 
compris entre 3 et 42. Avec J. E. Blazek on a trouvé une formule générale pour les 
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coefficients (après simplification) des équations dans cette table, pour n'importe quelle 
valeur den: 
Proposition 2 .2 .1. Soient a, b et c trois nombres réels. Alors, le point [a : b : c] E JRJP>2 
est une n-exception si et seulement si n 1 a( n 2 b+n3 c) = n 4 b2 où les entiers n; (dépendant 
de n) sont donnés par les formules suivantes : 
3 
n 1 (n) = ( ) , g.c.d. n + 2, 3 n 2 (n) = g.c.d.(n + 1, n - 1), 
n- 1 
2n - 2 
si n est impair. 
{
n - 2 
n 3 (n) = 
n-2 
2 
si n est impair , g.c.d.(n - 1, 6) si n est pair , 
si n est pair . 
g.c.d.(n - 1, 3) 
Exemples den-exceptions en degré ~ 4 
1. Le polynôme P211 est une 5-exception. 
2. Le polynôme 5 m4 + 14 m31 + 21 m22 + 28 m211 + 35 m 11 11 est une Il-exception. 
3. Plus généralement , on croit que, pour tout d ~ 3 le polynôme P2Pt- 2 est une 
(d + 1)-exception. Cette affirmation a été vérifiée jusqu'à d = 6. 
La condition précise pour qu'un point [a : b : c] E JRJP2 soit une n-exception est donnée 
dans le théorème ci-bas : 
Théorème 2.2 .5. Soient a, b et c trois nombres réels et n ~ 2 un entier. Alors, sin ~ 3 
le point [a : b : c] E JRJP2 est une n-exception si et seulement si 
[a: b: c] -1- [l : 3: 6] et 6a(2b + (n - 2)c) = 4(n - l )b2 . 
Si n = 2, le point [a : b: c] est une 2-exception si et seulement si b = 0 ou b = 3a. 
2.3 Démonstrations des théorèmes principaux 
On présente ici toutes les preuves des résultats (théorèmes obtenus) dans ce travail. 
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Preuve du théorème 2.2.1 
Posons f (x1) = e1 (x1r . On écrit le module M el' comme suit : 
où Vd := M el' n R~~~. Pour chaque d E Ne on note par Bd une base de la compo-
sante homogène Vd. Les lemmes suivants nous serviront pour démontrer que M em est 
1 
isomorphes à l'espace des polynômes à .e variables de degré plus petit ou égal à m , en 
symbole: 
Lemme 2 .3.1. Soient .e, n , m E N. Une base homogène de l 'espace vectoriel M em est 
1 
l'ensemble B donné par : 
Démonstration. Par le lemme 2 .1.1 on montre que B Ç M f car 
pour tout vecteur d E Ne tel que [d[ =m. 
Donc, B Ç M f et aussi IK [B] Ç M f. Car M f est fermé par dérivations on a que : 
Ensuite on prend les cl-polarisations Ed de l'ensemble {1 , e1 (x1), ... , e1 (xi)m-l , e1 (x 1)m} 
et on obtient 
B := {eî(X ) : a E Ne, 0 :S [a[ :Sm} Ç M J· 
On peut montrer que IK [B] satisfait les axiomes de la définition des modules de polari-
sation : 
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1. f (x1) E lK [B], 
2. lK [B] est fermé par symétrisation, car tous ses éléments sont de polynômes dia-
gonalement symétriques. 
3. L'espace lK [B] est fermé par dérivations et polarisation (voir l'exemple 2.1). Alors, 
M f est contenue dans lK [B] car M f est le plus petit espace qui satisfait les 
axiomes (1)-(4) de la définition de M J· Donc, B est un ensemble de générateurs 
deM J· 
Dans B, il n 'existe pas un couple de polynômes ayant le même multidegrée et ceci 
implique qui B est linéairement indépendant , parce qu'on considère les projections sur 
chaque composante homogène (par rapport au multidegré dans Ne ). 0 
En utilisant le lemme 2.3.1 on peut immédiatement démontrer le corollaire suivant : 
Corollaire 2 .3 .1. Pour tout vecteur d E Ne tel que 0 :S !dl :S m, une base de la 
composante homogène Vd de multidegré d := (d1 , ... , de) de l'espace M e]' est donnée 
par l 'ensemble suivant : 
si !dl > m alors Bd = 0 . 
On a donc, que pour chaque vecteur d E Ne on écrit la composante homogène de 
multidegré d de l'espace M e]' comme suit : 
Vd = { M e]' 
0
n R~~~ si 0 :S !dl :S m, 
sinon. 
par le lemme 2.3.1 pour chaque d E Ne tel que 0 :S !dl :S m l'ensemble 
est une base de Vd formée seulement par polynômes diagonalement symétriques et ceci 
implique : 
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Lemme 2.3.2. La valeur du caractère gradué de la composante homogène Vd de l'espace 
M el' est donné par : 
Xv)a) ~ { : si 0 :S l<l l :Sm, 
sinon. 
alors, le caractère gradué du 6 n-module M el' est : 
m 
XM em (a,M) = LhJ( q) , Va E 6 n. 
l j=Ü 
où M est une matrice Px P avec valeurs propres q = (q1 , ... , qe) . 
Démonstration. Comme chaque élément dans la base homogène est diagonalement sy-
métrique, on a que pour tout a E 6 n le caractère vaut : 
X vd(a) := L (a· g)(X ) L g(X) L 1 = IBd l = l. 
g(X)EBd g(X) g(X)EBd g(X) g(X)EBd 
Aussi, 
D 
Calcul de M e1(q , w) 
Soit J (x 1) = ei(x1)m. On veut montrer que la caractéristique de Frobenius de l'espace 
M f (à n variables) est donnée par : 
M e1 (q , w) = (1 + s1(q) + · · · + sm(q ) )sn(w ). 
En effet, par définition la caractéristique de Frobenius graduée est : 
-------------------- --------- - - -- -· -- -
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par Lemme 2.3.2 on a que : 
on peut écrire alors , 
En particulier, ceci implique que la série de Hilbert de M er est donnée par : 
Comme conséqu nce du lemme 2.1.l on obtient que pour tout f, 2: 2 et tout vecteur 
d E Ni tel que !dl =mon a l'égalité : 
M ern = M ed· 1 1 
Le module engendré par le polynôme Pm(x ) 
Soit J(x1) = Pm(x i) := xJ1 + · · · + xr; . On écrit l'espace M J comme somme directe de 
ses composantes homogènes vd 
où Vd := M Prn n R~~~. On veut montrer que la caractéristique de Frobenius graduée 
de l'espace M f est : 
Lemme 2.3.3. Soit Pm(xi) := xj7l + · · · + xr; . Une base homogène pour M Prn est 
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donnée par l'ensemble : 
Démonstration. On utilise le lemme 2.1.l. Voyons que si b E Ne est tel que lbl = m 
n 
alors, Pb(X) = L x~j ... x~j E M J, car Pb(X) = E b (Pm(x1)) = E b(f) , c'est-à-dire, 
j=l 
n b 1 
°" bi be _ l · ( Ebe Eb2 ) (J) L.._... xlJ · · . xeJ - m ! e,1 °·· · 0 2,1 · 
j=l 
Pour les monômes de la deuxième partie de la base, on sait que f = xJ11 + · · · + xhi 
appartient à MJ et donc, n'importe quel monôme xL E MJ pour tout 0 .'.S k < m (on 
ut ilise l'axiome (iii) ) , et donc tout monôme de la forme x~j . . . x~J tel que a 1 + · · · + ae < 
m sera dans Mf, parce que si on app lle k = a1 + · · · + ae, alors (voir, [19] p.149) : 
ceci implique 
On voit que M f Ç IK[B], car IK[B] est fermé par dérivation et polarisation et contient 
le polynôme J = Pm(x1). Tous les polynômes dans B ont multi-degré différent , donc B 
est linéairement independant. D 
Corollaire 2 .3 .2. Une base pour chaque composante homogène Vd de l'espace vectoriel 
M f est donnée par la règle suivante : 
si !dl= m, 
si 0 :::; !dl < m. 
Lemme 2 .3.4 . Pour J(x i) = Pm(x 1). Soit V= MJ alors, pour chaque entier posit if 
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m, on a que le caractère multigradué de V est donné par : 
si d = 0 ou l<l l = m , 
si 0 < l<l l <m. 
Démonstration. Soit d E Ne. On a trois cas : 
1. Si 1d 1 = m alors la base Bd est formée par un seul polynôme diagonalement 
symétrique et comme dans la preuve du lemme 2.3.l on obtient X vd(a) = 1, 
pour tout a E 6 n· 
1 1 
d = { 1 si a(j) = j , 2. Si O :S d < m alors Xa(j) 
0 sinon. Xf 
n 
X vd (a)= L x~(j) j=l 
Calcul de M Pm ( q, w ) 
D 
Soit f (x1) = Pm(x 1) := xJ.71 + · · · + xJ.~ et n 2:: 2. Alors, la série de Frobenius de l'espace 
MPm est donnée par : 
En effet, par le Lemme 2.3.3 une base de l'espace M f est donnée par la règle suivante : 
si ldl = m , 
si 0 :S lci l <m. 
on a, donc que la série de Hilbert est : 
m- 1 
M J(q) = L qd + L n · qd + 1 = hm(q ) + n · L hj(q ) + 1. 
ldl=m O<ldl<m j=l 
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et pour la série de Frobenius, on utilise Lemme 2.3.3 et le Lemme 2.3.4 comme suit : 
M 1(q,w ) := L ( ~ ! L X vd(o-)P>.(o-)(w )) qd 
dEW o-E6n 
( 1 + L qd) ( ~! L P>.(o-)(w )) + L ( ~! L IFix(cr)i P>.(o-)(w )) 
ldl =m o-E6n O<l d l<m o-E6n 
(~h;(q)) Sn(w ) + (î;' h;(q)) Sn-1,1(w). • 
Comme conséquence du lemme 2.1.1 on obtient que pour tout vecteur d E Ne tel que 
l<l l = m on a l'égalité : 
Ceci implique le résultat suivant : 
Corollaire 2.3.3. Soit d E Ne tel que ldl = m . On a que 
M pd (q) = 1 + n · h1(q) + n · h2(q) + · · · + n · hm-1(q) + hm(q) , 
pour n 'importe quel€ 2 1. 
Le module engendré par polynôme em(x) 
Le but de cette partie est de démontrer que la série de Frobenius de l'espace associé 
au polynôme symétrique élémentaire em(x1 ) et ses €-polarisations (€ quelconque) nous 
donne 
M ,m(q,w) ~ l~J (~s;(q)) Sn-i,;(w ), pour tout m 2: 1 
Par lemme 2.1.1 on a, pour tout d E Ne tel que ldl = m , l'égalité : 
Lemme 2.3.5. Pour toute permutation cr E <Sn les polynômes ei(Y) satisfont l'identité: 
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Le lemme 2.3.5 est un cas particulier du prochain lemme 2.3 .6, on donne donc seulement 
la preuve de celui. 
Lemme 2.3.6. Pour chaque Œ E 6 n les polynômes ed(Y) satisfont l'identité suivante: 
(2.27) 
Démonstration. Comme Œ est injective on a que Œ : B ----+ CJ(B) est bijective et donc, 
Œ · ed (Y) = L L II x J(b) ,Œ(b) 
{ BÇY [ IBl=l d l} { f:B-t[f!] [ 1J- 1 (i)l=d;, V'iE[f!] } bEB 
L L II X f(Œ- 1 (c)) ,c 
{ Œ(B)ÇŒ(Y) [ IŒ(B)l= IBl=ld l} { f:B-t[f!] 1 11-1 (i) l=d;, V'iE[f!] } CEŒ(B ) 
L L II Xg(c),c = ed(Œ(Y)) . 
{ Œ(B) ÇŒ( Y) [ IŒ(B)l=IBl=l d l} { g:Œ(B)-+[f!] [ lg- 1 (i) l=d;, ViE[f!] } cEŒ(B) 
la dernière égalité est vraie, car on fait le changement de variables g = f o Œ-l et on a 
D 
Lemme 2 .3 .7. Soient met n deux entiers positifs tels que n 2: m. Soit X= {1 , 2, ... , n}. 
Pour chaque entier i tel que 0 ~ i ~ m , on définit , le sous-espace vectoriel Vi de R n 
par: 
Vi := lK [ei (X\T) [ T Ç X , ITI + i = m], 
c'est-à-dire, Vi c'est OC-espace vectoriel engendré par les polynômes ei (X\T) tels que 
T Ç X et ITI + i = m. Alors, pour chaque entier i une base linéaire Bi pour l'espace 
vectoriel Vi est donnée par la règle suivante : 
1. Si 0 ~ i ~ l; J , alors : 
2. Si l; J < i ~ m, alors : 
Bi= { ei(X \ T) 1 T Ç X , ITI + i = m }, 
en part iculier , 
dim(\!i) = 
(~. ) • si 0 ::; i ::; l ~ J , 
( n ) si l ~ J < i ::; m. m - i 
on a aussi , dim(Vi ) = dim(Vm-i) pour tout ent ier i tel que 0 ::; i ::; m 
Démonstration. Premier cas : On remarque d 'abord que l'ensemble suivant 
{ ei(X \ S ) [ S ç_ X , [S[ + i = n} , 
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est linéairement indépendant, car il est formé par des monômes distincts . Il reste à 
montrer deux propriétés : 
(Pl ) Si 0 ::; i ::; l ~ J alors { ei(X \ S ) [ S ç_ X , [S [ + i = n} ç_ \li, 
(P2) { ei (X\ S ) [ S ç_ X , [S[ + i = n} est un ensemble de générateurs pour \li. 
Alors, pour chaque entier positif i tel que 0 ::; 2i ::; m et tout sous-ensemble T t el que 
[T[ = m - i on a : 
{ B: B ÇX\T, JBJ=i } { S: TÇS, JSJ=n-i } 
on a montré donc la condition (P2) puisque : 
{ S: TÇS, JSJ=n-i } 
Pour montrer la condition (Pl ) on écrit : Soit T tel que ITI = m - i 
ei(X \ T ) = L f3x \ T,x \ s · ei(X \ S ) 
{SÇX: JSJ=n-i} 
où (3 est la matrice de format ( n ) x (n) définie par : m- i i 
{ 
1 si T ç_ S, { 1 si X \ S ç_ X \ T , 
f3x \T,x \ s = 0 sinon. = 0 sinon. = ax\ s,x \ r 
et indexée par sous-ensembles de X de cardinalité n - m + i pour les lignes et par 
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sous-ensembles de X de cardinalité n - i pour les colonnes. Ici ITI = m - i, ISI = n - i, 
ITI :::::; ISI. Comme on a les conditions suivantes : 
IX\ Tl +IX \ S I = n-(m-i)+(n-(n-i)) = n-m+i+i = n-m+2i:::::; n, car 0 :::::; 2i :::::; m, 
IX \SI :::::; IX\TI car i :::::; n - m + i car m :::::; n, 
on a donc (voir [26] p.222.) : 
(i) La matrice cxP,Q 
PÇQ , 
sinon. 
indexée par des sous-ensembles P de X de cardinalité i pour les lignes et par des 
sous-ensembles Q de X de cardinalité n - m + i pour les colonnes est de plein 
rang. 
(ii) La matrice f3Q ,P = cx~. Q' c'est-à-dire : 
P2Q, 
sinon. 
est de rang plein (voir [26] p.222.). 
Alors, comme f3Q,P est de rang plein et par l'unimodalité des coefficients binomiaux on 
a 
alors, on sait qu'il existe une matrice de format (~) x ( m ~ i) telle que : 
c'est-à-dire, pour chaque sous-ensemble S de cardinalité n - i on a que : 
ei(X\S) = L /x\s ,x\r · ei(X\T). 
{ T: jTJ=m-i } 
alors, on a montré la condition (Pl). 
D euxième cas : Supposons que l rq. J :::::; i :::::; m. Il faut montrer seulement que l'ensemble 
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suivant : 
{ ei (X\ T) 1 T Ç X , ITI + i = m} 
est linéairement indépendant si m :S 2i car par définition celui-ci est un ensemble de 
générateurs de \li. En effet , supposons que m :S 2i alors, on va montrer la condition 
suivante : 
L Àr · ei (X\ T ) = O(x), implique Àr = 0, pour tout T tel que ITI + i = m , 
{ T: ITl=m-i } 
En effet , par définition , ei(X \ T ) = II b, alors, 
{ B: BÇX \T, IBl=i } bEB 
O(x) = L Àr · ( L II b) 
{ T: ITl=m-i } { B: BÇX\T, IBl=i } bEB 
I: I: Àr II b 
{ T: ITl=m- i } { B: BÇX\T, IBl=i } bEB 
I: I: Àr II b 
{ B: IBl=i } { T:TÇX\B , ITl=m-i } bEB 
{s~~•) CTÇX\~Tl~m-i ) Àr) n b 
on voit que pour tout B Ç X le produit II b est un monôme dans R n alors, comme 
bEB 
tout ensemble de monômes distincts est linéairement indépendant on a que pour tout 
sous-ensemble B de X : 
L Àr = 0, \:/B Ç X , 
{ T:TÇ X \ B , ITl=m-i } 
Soit c P,Q la matrice de format (n) x ( n ) telle que : i m- i 
P2Q, 
sinon. 
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indexée par des sous-ensembles P de X de cardinalité n - i pour les lignes et par des 
sous-ensembles Q de X de cardinalité m - i pour les colonnes. Alors, on a que : 
L E x \ s , r · Àr = 0, V B Ç X , 
{ T: ITl=m- i} 
La matrice E P,Q est de rang plein, car elle est la transposée de la matrice de rang plein 
ôQ,P indexée par des sous-ensembles P de X de cardinalité n - i pour les lignes et par 
des sous-ensembles Q de X de cardinalité m - i pour les colonnes et t elle que : 
ô P = { 1 si ~ Ç P, 
Q, 0 smon. 
La matrice ôQ ,P est de rang plein puisque (voir [26] p .222. ) : 
(i) IQI ~ IPI car m - i ~ n - i car m ~ n, 
(ii ) IQI + IPI ~ n car (n - i) + (m - i) ~ n car m ~ 2i. 
Alors, comme la matrice E P,Q de format ( : ) x ( m r~ i ) est de rang plein et m ~ 2i on 
a que : 
car on a utilisé l'unimodalité des coefficients binomiaux. On voit donc que Àr = 0, 
pour tout sous-ensemble T de X tel que ITI = m - i. Alors, l'ensemble des polynômes 
ei(X \ T) avec T un sous-ensemble de X dont ITI = m - i est linéairement indépendant. 
On peut montrer que si i + j = m alors dim(Vi) = dim(Vj ) soit directement ou soit avec 
l'isomorphisme suivant : 
r.p Vi -t Vj 
ei(S ) 1-----7 ej(X \ S ) 
il faut noter que r.p(Vi ) = Vm-i pour tout i . D 
comme conséquence du lemme 2. 1.1 on a les deux lemmes suivants 
Lemme 2.3.8. Soit A Ç { 1, 2, . . . , n } . Pour chaque vecteur d E Ne tel que l<l l = mon 
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a : 
Soit Col(X) := {X1 , ... , Xn} l'ensemble de toutes les colonnes de la matrice des in-
déterminés X = (xiJ) de taille f, x n. Pour T Ç Col(X) on note par X \T la matrice 
obtenue en supprimant les colonnes de X qui appartient à T. 
Lemme 2.3.9. Soit d E Ne et S Ç {xu , X12, ... , X1n} tel que ISI + ldl =m. Alors, 
où T = {XJ : x 1j ES} Ç Col(X) , et âs est l'opérateur différentiel obtenu en prenant 
itérativement les dérivées partielles (une fois) du polynôme em(x1) par rapport à chaque 
variable dans l'ensemble S (voir la formule l. 27). 
Pour chaque vecteur d E Ne tel que 0 :S ldl :S m, on définit le sous-espace vectoriel de 
R~e) donné par : 
Vd := li([ ed (X\T) 1 T Ç Col(X), ITI + ldl = m J, (2.28) 
ce sous-espace est la composante homogene du module de polarisai ton M em . À partir 
de la définition donnée par la formule (2 .28) on peut démontrer (comme conséquence 
des lemmes 2.1.1 et 2.1.2) le propriétés suivantes : 
Lemme 2.3.10. Soient m EN+, a E Ne, b E Ne et d E Ne avec ld l =m. On a les 
propriétés suivantes : 
1 V. =Ed (Vi ) 
· d (m,0, .. .,0) ' 
2. 1/(m,o,. . .,o) =Ed (Vd)· 
3. dim (Vd) = dim (V(m,o,. . .,o)). 
4. Si lai = lbl alors, dim (Va) = dim (Vb )· 
5. Si lai + lbl = m alors, dim (Va) = dim (Vb). 
où 1/(i,o,o,. .. ) = Vi := l!([ei (X\T) 1 T Ç X , ITI + i = m]. 
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Remarque 2.3.1. La démonstration du lemme 2.3.11 suivant est t rès similaire à celle 
du Lemme 2.3.7 car la base de chaque composante homogène Vd dépend seulement sur 
la valeur de ldl = d1 + · · · +de. Aussi, si on tient en compte le lemme 2.3 .10 on peut 
vérifier que la demonstration du lemme 2.3 .7 implique le lemme 2.3.11. 
Ceci implique les résultat suivant : 
Lemme 2.3.11. Soit m > 0 un entier. Soit J(x) = em(x). Alors, l 'espace vectoriel MJ 
se décompose en somme directe de sous-espaces homogènes comme suit : 
M em = EB vd 
O:S:ld l:S:m 
où la composante homogène Vd est definie dans la formule (2.28). De plus, pour chaque 
vecteur d E Ne tel que 0 ~ ldl ~ m une base homogène Bd de la composante homogène 
vd est donnée par la règle suivante : 
1. Si 0 ~ JdJ ~ l g J, alors : 
Bd = { ed(X\T) 1 T Ç Col( X), ITI + ldl = n }, 
2. Si l g J < ldl ~ m , alors : 
Bd= { ed(X\T) 1 T Ç Col(X) , ITI + Jdl = m }, 
Alors, on a que : 
( n ) si l g J < ldl ~ m. m-ldl 
en particulier , on voit que dim(Va) = dim(Vb) si lai+ JbJ =m. 
Calcul de M em ( q, w) 
Lemme 2.3.12. Pour chaque vecteur d E Ne tel que 0 ~ ldl ~ m la valeur, du caractère 
X vd de la composante homogène Vd est donné par la règle suivante : 
1. Si 0 :S: ldl ::::; l ~ J, alors : 
2. Si l~J < ldl::::; m, alors 
ldl 
Xvd(o-) = LX(n-j ,j)(o-), 
j=O 
m-l dl 
Xvd (o-) = L x (n-j ,j)(o-) . 
j=O 
Démonstration. Par le Lemme 2.3 .6 on sait que : 
a-· ed(X\T) = ed(o-(X\T)) = ed(X\ o-(T)). 
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car a- est bijective on a !o-(T) 1 = !Tl et o-(A) =A Ç:::::::} o-(Ac) =Ac. Il s'ensuit que 
pour tout vecteur d E Ne la base du lemme 2.3.11 satisfait la condition suivante : 
Ceci implique : 
__ {1 si o-(Tc) =Tc,. 
= ed(o- (X\T)) 
ect(X\T) 0 sinon. 
En prenant la somme sur tous les vecteurs de la base Bd (vrai dans les deux cas) on 
obtient par la formule 1.36 : 
1. Si 0 ::::; ldl ::::; l ~ J, alors : 
j=O 
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2. Si l ~ J < ldl :S m, alors 
{ 
1 si a ( r c) = r c) 
X vd(a ) = L a ·ed(X \ T ) L 0 sinon. lrl+ldl=m ed(X\T) lrl+ldl=m 
L {1 s~ a(T) = T , = l{T ç [n] ITI = m - ldl, a(T) = T} I 
lrl=m-ldl 0 smon. 
m-ldl 
"L x (n-j,j)(a ). 
j=O 
Donc, la caractéristique de Frobenius est donnée par la règle suivante : 
ldl 
L Sn-j,j(w ) si 0 :S ldl :S l~ J, 
j=O 
m-ldl 
L Sn-j,j(w ) si l ~ J < ldl :Sm. 
j=O 
0 
En utilisant le Lemme 2.3.12 on montre la troisième part ie de la proposition 2.2. 1, c'est-
à-dire, si d E Ne est tel que !dl = m alors, la série caractéristique de Frobenius de 
l'espace M ed est donnée par : 
L ~J ( i ) m (m-i ) 
M ed(q , w ) = ~ ~ Sn-j,j(w) Si(q ) + i=~+l ~ Sn-j ,j(w ) Si(q ) 
( 
1n ) Lm/2J (m-i ) 
= ~sj(q) Sn(w ) + ~ f; Sj(q) Sn-i ,i(w ), Vm > 1 
La formule ci-haut est universelle, c'est-à-dire, valide pour tout C 2:: 1. 
R emarque 2 .3.2. Pour lai = 1, on a M ea = (1 + h1 (q )) · sn(w ). Si on fai t l'abus de 
notation Sn,O = Sn alors, nous pouvons écrire : 
Lm/2J (m-i ) 
M J(q , w) = ~ f; Sj(q ) Sn-i,i(w ), pour tout m 2:: 1. 
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En utilisant la règle de Pieri (voir la formule 1.4), on montre la propriété suivante : 
Remarque 2 .3.3. La série de Frobenius de l'espace M em est h-positive pour q et w 
car: 
l T J ( i ) m (m-i ) ~ ~ Sn- j ,j(w) Si(q ) + i=~+l ~ Sn- j ,j(w ) Si(q ) 
lTJ m 
= L hn-i,i (w ) hi(q ) + L hn-m+i,m-i (w ) hi(q ). 
i=O i=l T J+1 
Corollaire 2.3.4. Soit d E Ne tel que Jd J =met f = ed (X). Alors, la série de Hilbert 
de l'espace M ed est donnée par : 
Aussi on peut écrire, 
Les matrices Tn(x , y, z, w , t) 
Soient x, y , z, w, t trois variables commutatives. Pour chaque entier n;:::: 2 on définit les 
matrices Tn(x, y , z , w, t) d'ordre n x n comme la matrice, dont l'entrée (i , j) est donnée 
par: 
X si i = j et i < n etj < n , 
y si i =/: j et i < n etj < n , 
Tn(i,j) := z si i = n et j < n , 
w si i < n · et j = n , 
t si i = n et j = n 
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Exemple 2.3.1. Lorsque n = 4 on a la matrice 
X y y W 
T4(x , y, z, w , t) = 
y X y W 
y y X W 
z z z t 
Lemme 2 .3.13. Le déterminant de la matrice Tn(x , y , z, w, t) est donné par la formule 
suivante : 
dét(Tn(x, y , z, w, t)) = (x - yr- 2 (t · (x + (n - 2)y) - (n - l )wz). 
Aussi, on considère les matrices Hn(x , y, z ) d'ordre n x (n -1) dont l'entrée (i , j) est 
donnée par: 
Hn(i, j ) •~ E i=J et i < n et j < n, i-:f:j et i < n et j < n , 
i = n et j < n. 
0 bservons que 
où an(x, y , z ) := x2 + (n - 2)y2 + z2, f3n(x, y, z ) := 2xy + (n - 3)y2 + z2. et alors on a 
le lemme suivant : 
Lemme 2 .3.14. Le déterminant de la matrice H~Hn est donné par : 
Preuve du théorème 2.2.2 
Cette preuve se fait en calculant une base homogène explicite du module de polarisation 
M 1. Soit J(xi) un polynôme symétrique homogène de degré 2 alors, on écrit f dans la 
base monomiale 
f(xi) := a· m2(x1) + b · m1,1(x1) , avec a E IR, b E IR, 
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c'est-à-dire : 
n 
f(xu, ... , X1n) =a· L xîj + b · L X1pX1q, 
j=l l ~p<q~n 
Donc, les vecteurs dans M f sont de la forme : 
of n 
01j(f) := OXi. = 2ax1j + b L X1r = (2a - b) X1j + b L X1r 
J r~j r=l 
n 
Ei,l (f) = 2a L X1sXis + b L X1pXiq 
s=l p~q 
n 
= (2a - b) L X1 8 Xis + b L X1pXiq, 
s=l p,q 
n 
Ei,1fJi ,j (f) = (2a - b) Xij + b L Xir 
r=l 
n n 
Es,1Et,1(f) = 2a L XsjXtj + b · L XspXtq = (2a - b) L XsjXtj + b L XspXtq, 
j=l #q j=l p,q 
En particulier, nous avons : 
n 
E1,1 (f) = 2 f , Ea,iEa,l (f) = 2 f ( Xal, · · · , Xan), Ei~i (f) = 2 a L Xaj = Ea, 1Ei~{. 
j=l 
R emarque 2.3.4. On note par ei E Ne le vecteur qui a 1 à la position i et 0 dans 
toutes les autres . Pour chaque couple d'entiers positifs (s, t) tels que 1 :S s :S t :SR on 
écrit e 8 ,t pour noter le vecteur es,t = e 8 +et. Aussi, on écrit ep,q,r := e 8 + eq + er. 
Les composantes homogènes de l'espace M f sont Vo = IR, 
et Ves,t := IR [ E8 ,1Et,if]. Plus explicitement, on a 
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Ves,t = IR [2a. t XsjXtj + b. L X5pXtql , pour tout (s, t) tel que 1 :S s :St :S f, 
j=l p=f-q 
Lemme 2.3.15. Soit n 2:: 2. Si a =f 0 et b =f 2a alors, pour chaque entier i tel que 
1 :S i :S f, l 'ensemble 
est linéairement indépendant. 
Démonstration. Pour la première affirmation, soit M (a, b, n) la matrice de format n x n 
du système linéaire suivant (on note par Àj les inconnues) : 
à savoir : 
M(a, b, n) := Tn(2a , b, b, 2a, 2a) , 
on peut démontrer que 
dét (M(a, b, n)) = dét (Tn(2a, b, b, 2a, 2a)) = 2a (2a - bt- 1, 
Pour la deuxième affirmation, on calcule le déterminant de la matrice N(a , b, n)t N(a , b, n) 
où N(a, b, n) est la matrice d'ordre n x (n - 1) suivante 
N(a, b, n) := Hn(2a, b, b) , 
est de rang plein lorsque b =f 2a. En effet, si l 'on considère la matrice Nt N on trouve 
que 
dét (N(a , b, n)t N(a, b, n)) = dét (Hn(2a, b, b)t Hn(2a, b, b)) 
= (2a-b) 2(n-2)((2a+ (n- 2)b) 2 + (n- l )b2 ) . 
Finalement, on remarque que (2a - b )2(n-2) ( (2a + ( n - 2)b )2 + ( n - 1 )b2 ) = 0 si et 
seulement si b = 2a. D 
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Dans le lemme ci-bas on décrit la construction d'una base du module de polarisation 
associe à n 'importe quel polynôme symétrique homogène de degré 2. 
Lemme 2.3.16. Si f(x1) est un polynôme symétrique homogène de degré 2 à n variables 
xu , ... , X1n· Alors, une base homogène du module MJ est décrite ci-bas: 
(i) Supposons que a# 0 
n 
1. Cas 1 : Si b = 2a, alors 81i (!) = Ef,2{ (!) = 2a · L Xir et donc on a les bases 
r=l 
de chacune composantes homogènes : 
Bo:= {1} , 
Be; := {t Xir } ' Vi tel que 1 si s e, 
r=l 
Bes+t := {Es,1Et,1U)} = {L XspXtq } , V(s , t) tels que 1 S s S f , 1 :St :S f . p,q 
2. Cas 2 : Si a # 0 et b # 2a, alors l'ensemble suivant 
est linéairement indépendant, donc la base homogène est décrite comme suit 
Bo:= {1}, 
Be; := { Ei,181j(f) 11 S j Sn - 1} LJ { Eg)(f) } 
= { ( 2a - b) · Xij + b. t Xir 1 S j S n - 1 } LJ { 2a · t Xir } , V i . , 1 S i S f,, 
r=l r=l 
aussi, on a peut choisir une autre base de la composante Ve;, à savoir : 
Bes+t := {Es,1Et,i(f)} , V(s,t) tels que 1 S s :S f , 1 St S f , 
108 
= { (2a- b) t XsjXtj + b L XspXtq}. 
J= l p,q 
(ii) Si a= 0 alors b -=f. 0 ( donc b =/= 0 ) et f = b · m1,1(x1 ) = b · e2(x1). Dans ce cas 
la base homogène est 
Bo := {1} , 
Bes,t := {Es,1Et,1(!) }, = {:z= xspXtq } ,V(s, t) tels que 1 :S s :S f, 1 :S t :S f, p-:f-q 
Démonstration. Immédiate en utilisant le lemme 2.3.15. D 
Lemme 2.3.17. Soit J(x1) un polynôme symétrique homogène de degré 2 à n variables 
x = x u , x12 , ... , Xin · Le caractère gradué du module M f est donné par : 
( 1) X Vo ( O') = 1, 
(2) X v., (a) ~ {lFix(o) 
(3) Xv (a )= 1. 
e s,t 
si b =!= 2a, 
sinon. 
Démonstration. L'affirmation (1) est évidente. L'affirmation (3) est directe puisque la 
base Be.,i a un seul polynôme diagonalement symétrique, alors 
Xv (a)= l. 
e s, t 
Pour l'affirmation (2) on a deux cas : 
(i) Si b = 2a la base Bei a seulement un polynôme diagonalement symétrique et 
donc, 
Xve (a)= 1, si b = 2a, 
i 
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( ii) Si b #- 2a alors la base Be; est 
cette base a n polynômes et dans ce cas on obtient : 
o- (j) = j et o-(j) < n , 
1 
n - 1 { 1 
X ve; (o-) = 9~; (o- ·g)(X) g = l+ f; _ol o-(j) #-j et o- (j) < n , = IFix(o-) 1. 
o- (j) = n . 
D 
Calcul de M f ( q , w) pour f de degré 2 
Soit J (x1) un polynôme symétrique homogène de degré 2 à n variables x = x n , x12, . . . , X l n · 
Supposons que J (x1) est de la forme f(x1) =a· m2(x1) + b · m1 ,1(x1) alors, la caracté-
ristique de Frobenius de M f est donnée par : 
si b = 2a, 
sinon. 
En effet, le cas b = 2a est un cas part iculier du Corollaire 2.3. Alors, on peut supposer 
que b #- 2a. Par le Lemme 2.3.16 on sait que la base homogène est 
Bei = { 2a t x ik } LJ { (2a - b)Xij + b. t x ir 1 :::; j :::; n - 1} , 
k= l r= l 
Aussi, pour chaque couple d 'ent iers (r, s) avec 1 :::; r, s:::; f, une base pour la composante 
homogène de degré er,s est donnée par : 
Ber,s = { 2a t XrjXsj + b L XrpXsq · } 
j = l l~p<q~n 
pour la composante homogène de degré er,s on a : 
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Alors, on t rouve la série de Frobenius comme suit : 
Le caractère gradué est 
et donc 
L Xvd (o-) qd = 1 + L Xvd (o-) qd + L XvJo-) qd 
dEW ldl =l ld l=2 
= 1 + 2= (x(n)(a-) + x (n-1,l)(a- )) qd + 2= x (n)(a-) qd 
ldl =l ldl=2 
Mj (q, w) = Sn(w ) + s1(q) · (sn(w ) + Sn-1,l (w )) + s2(q) · Sn(w ) 
= (1 + s1(q) + s2(q)) · sn(w ) + s1(q) · Sn-1,l(w ). 
Corollaire 2.3.5. Si f est un polynôme symétrique homogène. La série de Hilbert du 
module de polarization M f est donnée par : 
si b = 2a, 
sinon. 
on a donc, que la dimension de M f est donnée par la formule : 
dim (M 1) = 
( l' + 1) l+ nl' + 2 si b #- 2a. 
Les polynômes Pn, Qn et Rn 
On introduit les polynômes auxiliaires suivants qui dépendent du nombre de variables 
n dans le vecteur x1 := (x11, . . . , X1n)· Les polynômes Pn, Qn et Rn à t rois variables 
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a, b, c sont définies par : 
Pn(a, b, c) := 12 · ab + 6(n - 2) ·ac - 4(n - 1) · b2, 
Qn(a , b, c) := 9 · a2 - 6 ·ab+ (4n - 7) · b2 - 4(n - 2) ·be+ (n - 2) · c2 , 
( n- 1) Rn(a, b, c) := 9·a
2 +6(n-1) ·ab+(n- l )(n+ 7) ·b2 +4(n-l)(n-2) ·bc+(n-2) 
2 
·c2 . 
An(a, b, c) := 81 · a4 - 54 · a3b + (18 n2 + 18 n - 63) · a2b2 + 18 (n - 2) (n2 - 2 n - 1) · a2 bc 
9 ( 2 ) 2 2 ( 2 ) 3 2 (n -1) 2 + 2 · n ( n - 2) n - 4 n + 5 · a c - 12 ( n - 1) n - 2 n + 2 · ab - 12 ( n - 1) 2 · ab c 
+ 2 (n - 1) (n3 - 3 n 2 + 7 n - 8) · b4 - 8 (n - 2) (n - 1) · b3c + 2 (n - 2) (n - 1) · b2c2 . 
on explique des propriétés importantes de ces polynômes dans le but de démontrer le 
théorème 2.2.4 
Lemme 2 .3.18. Soit n 2: 3. Le seul point [a: b: c] E JRJP'2 qui satisfait Qn(a, b, c) = 0 
est [a : b : c] = [1 : 3 : 6]. 
Démonstration. On utilise la complétion des carrés pour vérifier que : 
9a2 -6ab+(4n - 7)b2 +(-4n+8)bc+(n-2)c2 =(n-2)(-2b+c)2 +9 ( a-t)
2
, 
Donc, Qn(a, b,c)=(n-2)(-2b +c) 2 +9 ( a-t)
2 
= 0 si et seulement sic= 2b 
et b = 3a (car n 2: 3 et on travaille dans JR). Alors, b = 3a et c = 6a, c'est-à-dire, 
[a : b: c] = [a : 3a: 6a] = [1 : 3: 6]. D 
Remarque 2.3.5. On remarque que pour tout n 2: 3 le point [a : b : c] = [1 : 3 : 6] est 
aussi une racine de Pn(a, b, c) . 
Lemme 2.3.19. Les racines du polynôme Rn(a, b, c) sont données par le point [a : b : 
c] E JRJP'2 tel que : 
pour tout k E lR - {O}. 
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Démonstration. On procède par complétion de carrés : 
Rn(a, b, c) 
= 9 · a 2 + 6( n - 1) · ab+ ( n - 1) ( n + 7) · b2 + 4( n - 1) ( n - 2) · be+ ( n - 2) ( n ; 1) . c2 
= ( _ 2) ( n -1) ( 2 (n -1) b)
2 
9 ( (n - l )b)
2 
n 2 c + (n; 1) + a + 3 ' 
-(n - l )b 2(n - l )b 
alors, a = 3 , c = - (n;l) , pour tout b =f O. On peut écrire b sous la forme 
b = -3 ( n ; 1) · k et on obtient immédiatement le résultat. D 
Lemme 2. 3.20 . Soit n 2: 3. Les racines du polynôme Rn(a, b, c) ne sont pas de racines 
du polynôme An(a, b, c). 
Démonstration. Par le lemme 2.3.19 on sait qu 'il faut juste calculer la valeur du poly-
nôme An au point. En effet, l'expression suivante est positive pour k =f 0 et n 2: 2 : 
A ( k(n _ l ) ( n; 1 ),-3k ( n; 1) , 6k(n _ l )) = 81 n
2
k
4 (n + 2)(n :
6
1) (n - 2) 3 (n - 1)5 
D 
Les matrices Fn 
Pour n 2: 3, soit Fn la matrice de format G) x n dont les lignes sont les permutations 
distinctes du vecteur (2b, 2b, c, ... , c) E :!Rn . Par exemple, 
2b 2b c c 
2b c 2b c 
[ 2b 
2b ~cJ F, ~ 2b c c 2b F3 := 2b c 
c 2b 2b c 
c 2b 
c 2b c 2b 
c c 2b 2b 
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Les matrices En 
Pour n 2: 2, soit En la mat rice de format (n!1) x (n + 1) dont les entrées sont définies 
par la fonction suivante : 
3a 
b 
En(i , j) = 6a 
i = j et 1 :S i ::::; n , 
i -1- j et 1 :S i :S n et 1 :S j < n + 1, 
1 :S i :S n et j = n + 1, 
4b n < i et j = n + 1, 
Fn(i - n , j ) n < i et 1 :S j < n . 
3a b b 6a 
b 3a b 6a 
b b 3a 6a 
E3 := 
2b 2b c 4 b 
2b c 2b 4 b 
c 2b 2b 4 b 
Dans les prochaines lignes on va démontrer que si [a : b : c] E JRIP2 est tel que 
[a : b : c] -1- [1 : 3 : 6] 
alors, la matrice En le rang minimal de la matrice En est n . Ceci est équivalent au 
théorème 2.2.4. 
Les matrices Dn 
On définit les matrices Dn comme la matrice obtenue en effaçant la dernière colonne 
de la matrice En. Donc, pour chaque n le format de la matrice Dn est (n!1) x n . Par 
exemple, 
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3a b b b 
b 3a b b 
3a b b b b 3a b 
b 3a b b b b 3a 
b b 3a 2b 2b c c 
D3 := ) D4 := 
2b 2b c 2b c 2b c 
2b c 2 b 2b c c 2b 
c 2b 2b c 2b 2b c 
c 2b c 2 b 
c c 2b 2b 
Les deux lemmes suivants sont conséquence de la formule du Lemme 2.3.13 puisque les 
matrices E; En et D; Dn sont de la forme Tn. 
Lemme 2.3.21. Soient a, b, c trois nombres réels pas tous nuls. Pour chaque entier 
n ~ 3, le déterminant de la matrice E; En est donné par : 
Lemme 2.3.22. Soient a, b, c trois nombres réels pas tous nuls. Pour chaque entier 
n ~ 3, le déterminant de la matrice D; Dn est donné par : 
dét(D~Dn) = fln (a, b, c) Qn(a, b, cr-1 . 
Les matrices Gn 
Les matrices Gn sont definiés comme la matrice de format (n!1) x n obtenue en rem-
plaçant la dernière colonne de la matrice Dn par la dernière colonne de la matrice En. 
Le lemme suivant nous permettra de donner une base du sous-espace engendré par les 
premières dérivées part ielles de f et le polynôme Ei~{ (J) lorsque f est une n-exception 
(pour f homogène de degré 3). Pour le démont rer on voit que la matrice G~Gn est de 
la forme Tn et on a donc, 
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Lemme 2 .3 .23 . Le déterminant de la matrice G~Gn est 
dét ( G~Gn) = An(a, b, c)Qn(a, b, cr-1. 
Démonstration du théorème 2.2.4 
Soit f un polynôme symétrique, homogène de degré 3, à n variables xu, . .. , x 1n et tel 
que [!] -::/- [1 : 3 : 6]. Alors, on doit vérifier que la dimension du sous-espace vectoriel 
engendré par l 'ensemble { 8uf, ... , 81n(f) , Ei~{ (!)} est au moins n. Supposons que[!] = 
[a: b: c]. 
On a deux cas : 
1. Si Dn(a, b, c) est de rang plein alors l 'ensemble { 8uf, ... , 81n(f)} est un sous-
ensemble linéairement indépendant de { 8uf, ... , 81n(f), Ei~{ (!)}donc la dimen-
sion de IR [ 8uf, ... , 81n(f), Ei~{ (!) J est au moins n. 
2. Sinon, on utilise le lemme 2.3.22 . La matrice Dn(a, b, c) n'est pas de rang ple in 
si et seulement si 
Rn.(a, b, c) Qn(a, b, c)n-l =O. 
Le lemme 2.3.18 implique que Qn(a, b, c) -::/- 0 car [f] -::/- [1 : 3 : 6] . Alors, 
R,,.(a, b, c) = O. Dans ce cas, on va démontrer qu 'une base de l' space vectoriel en-
gendré par l'ensemble { 811(!) , ... ,81n(f), Ei~{ (!)} est l'ensemble (à n éléments) 
suivant : 
{ (2) } 81,1(!) , ... ,81,n- 1 (!), E 1,1 (!) · 
n-1 
En effet, la matrice du système L 'Yi 81,j (! ) + f3 Ei~{ (!) = 0 est équivalente par 
j=l 
lignes à la matrice Gn(a, b, c). Finalement, le lemme 2.3.20 nous dit que : 
R,,.(a, b, c) = 0 ===> An(a, b, c) -::/-O. 
Alors, le déterminant de G~Gn est non nul car le lemme 2.3.23 nous dit que 
dét(G~Gn) = An(a, b, c) Qn(a, b, cr-1 -::/-O. 
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Donc, la dimension de l'espace engendré par l'ensemble suivant 
{ (2) } EJi ,1 (f ), ... , 81,n-1 (f ), E1,1 (f ) 
est exactement n. Ceci implique 
Comme Pn(a , b, c) = 0 on sait que a = 0 implique b = 0, pour tout n 2:: 3 alors, le 
cas d 'un point [a: b: c] tel que a = 0 est donc réduit au cas [a : b : c] = [O: 0: l]. 
Dans ce cas, on utilise la base { x1, x2, . . . , xn }· D 
Démonstration du théorème 2.2.5 
Soit n 2:: 3. Tout d 'abord , observons que la matrice du système linéaire suivant 
(2) À1 811 (f ) + · · · + Àn 81n(f ) + µ El,l (f) = 0 , 
dont les inconnus sont À1 , ... , Àn, µ est équivalente par lignes à la matrice En(a , b, c). 
Supposons que le point [a : b: c] est une n-exception alors la dimension du sous-espace 
réel engendré par les polynômes 81,1 (f ), ... , 81,n (f ), Ei~{ (f ) est n (ceci implique que 
[a: b: c] # [1 : 3: 6] ). Alors, la matrice En(a, b, c) n 'est pas de rang plein (elle a n+ 1 
colonnes) et donc dét (E;(a , b, c) En(a, b, c) ) = Pn(a, b, c) Qn(a, b, cr-1 = O. On rappel 
que [a : b: c] # [1 : 3 : 6] entraîne Qn(a, b, c) # O. Alors, Pn(a, b, c) = O. 
Réciproquement, si Pn(a , b, c) = 0 alors dét(E;(a , b, c)En(a , b, c)) = O. Ceci implique 
que En n 'est pas de rang plein et alors le théorème 2.2.4 nous dit que la dimension 
(sur IR) du sous-espace engendré par 81,1(!), . .. , 81 ,n(f ), Ei~{(f) est au moins n. Donc, 
la dimension maximale est n + 1 mais la matrice En n'est pas de rang plein et alors 
dim (IR [ 81,1(f), ... , 81 ,n(f), Ei~{ (f ) J) = n . D 
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Preuve du théorème 2.2.3 
Comme avant la preuve se fait en calculant une base homogène du module de polarisation 
M t· On commence avec un polynôme J(x1) symétrique homogène de degré 3 alors on 
peut l'écrire dans la base (sur le corps IR) des fonct ions monomiales 
on commence pour écrire explicitement les éléments de l'espace Mf , en effet 
n 
f(xn , ... , X1n) =a L x1j + b L xipx lq + c L X1iX1jX1ki 
j=l p#q l ~i<j<k~n 
01j (f) = 3a xij + b L x ip + 2b X1j L X1q + c L X1aX1,B 
#j qh a<.B, ah, ,B#j 
n n 
= (3a - b) xÎJ + b L x is + 2b X1j L X1r + c L X1aX1,B 
s= l r=l a<,B, ah, .Bh 
n n 
= (3a - b) xÎJ + b L xis+ (2b - c) X1j L X1r + c L X1aX1,B, 
Pour tout i > 1 on a 
n 
s= l r= l a<.B , a#j, .B#j 
n 
arj(f) = 2(3a - b):r:1j + 2b. L X1s, 
s=l 
j: j#r, j#s 
n 
= (2b - c) (x1r + X1s) + c L X1j , avec r # s, 
j=l 
n 
Ei~{ (f) = 6a L xit + 4 b L X1aX1,B, 
t=l a<.B 
Ei,l (f) = 3a L xijxij + 2b L X1pX1qXip + b L xipxiq + c L X1aX1,BXi-y, 
j=l p#q p#q a<,B, -y#a, -y#,B 
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n 
E i,
3{ (f) = 6a L Xis, 
s=l 
Ecx ,1E13, 1&1j(f) = 2(3a-b) t XcxjXf3j +2b ( Xf3j L Xrn + Xcxj L Xf3t ) +c L XapXf3q, 
j=l cx-f-j t-f-j p#-q , p#-j , qf=j 
n 
Ei ,1&i,y(f) = 2(3a - b) Xij + 2b L xit, 
t=l 
E i,101 ,r01s(f) = 2b (Xir +Xis)+ C L Xip, 
p: p-f-r, p-f-s 
n 
Es,1 Et,iEi~{ (f) = 6a L XsjXtj + 2b L XscxXtf3, avec r #- s, 
j=l af={3 
n 
Ep,1 Eq,iE~,1(f) = 6a L XpjXqjXrj + 2b L XpsXqsXrt + C L XpiXqjXrk, 
j=l s-f-t i<j<k 
Dans ce qui suit , on explique les cas qui donnent les bases de chaque composante ho-
mogène de M f. Les lemmes suivants nos font comprendre comme trouver une base de 
chaque composante homogène. On commence pour décrire les composantes homogènes 
de l'espace M f, à savoir 
Vo := lR, 
pour chaque i tel que 1 ::::; i ::::; f, on a 
pour chaque couple (s, t) tel que 1 ::::; s ::::; t ::::; f, on a 
pour chaque triplet (p, q, r) tel que 1 ::::; p::::; q::::; r::::; f, on a 
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Construction d 'une base homogène de M f lorsque le degré de f est 3 
Le lemme suivant nous servira pour donner une règle pour trouver une base homogène du 
module de polarisation M f lorsque f est n 'importe quel polynôme symétrique homogène 
de degré 3. 
Lemme 2 .3.24. Soit n 2: 3 et f = a · m3(x1 ) + b · m21(x 1) + c · mu1(x 1) . On a les 
propriétés suivantes : 
1. Si b f:. 3a alors, pour chaque i tel que 1 :::; i :::; f, l'ensemble de dérivées suivant 
est linéairement indépendant . 
2. Si a f:. 0 et b f:. 3a alors, pour chaque i tel que 1 :::; i :::; f, l'ensemble suivant 
est linéairement indépendant. 
3. Si a f:. 0, b = 3a et cf:. 6a alors, pour chaque i tel que 1 :::; i :::; f, l'ensemble 
est linéairement indépendant . 
4. Si a = 0 et b f:. 0 alors, pour chaque i tel que 1 :::; i :::; f, l'ensemble suivant 
est linéairement indépendant . 
5. Si cf:. 2b alors, pour chaque i tel que 1 :::; i:::; f , l'ensemble 
est linéairement indépendant si b2 + c2 > O. 
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6. Si b # 0 et c # 2b alors, pour chaque i tel que 1 :::; i :::; f, l'ensemble 
est linéairement indépendant . 
7. Si [a : b : c] # [1 : 3 : 6] n'est pas une n-exception alors, l'ensemble suivant 
est linéairement indépendant pour tout couple (a , f3 ) tel que 1 ::=; a , f3 ::=; t 
8. Si [a : b : c] est une n-exception alors on a deux cas : 
(a) Si Rn, (a , b, c) # 0 alors l 'ensemble suivant : 
est linéairement indépendant . 
(b) Si Rn(a, b, c) = 0 alors l'ensemble suivant : 
est linéairement indépendant. 
Démonstration. On considère seulement les deux dernières affirmations 7 et 8, car la 
preuve des aut res est similaire à la démonstration du théorème 2.2.4 et lemme 2.3.15 en 
prenant la matrice associée au système linéaire donné par chaque combinaison linéaire. 
Chacune de ces matrices est la forme Tn. Pour démontrer l'affirmation 7, on remarque 
que les dérivées part ielles d 'un polynôme homogène de degré d sont des polynômes 
homogènes de degré d- 1. Aussi, l'image par l'opérateur Ei~{ d 'un polynôme homogène 
est homogène. Alors, on peut ut iliser le lemme 2.1.2 pour voir que la combinaison linéaire 
suivante a seulement la solution triviale. En effet , 
j = l 
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on applique de deux côtés l'opérateur de polarisation E1 ,13 E1,a et on obtient : 
n 
4. L >./J1,j(f) + 4 . µ Ei~{ (!) = 0, 
j=l 
car on a que 
E1,13 E1 ,a (Ea,1E13,i81,j(f)) = 4 · f , 
E1 ,(3 E1 ,a ( Ea,1Ef3,1 Ei~{ (!)) = 4 · Ei~{ (!). 
comme [a : b : c] n'est pas une n-exception alors, le théorème 2.2.4 implique que l'en-
semble suivant : 
{On(!) , ... , 01n (!), Ei~{ (!)} 
est linéairement indépendant. Alors, µ = 0 et Àj = 0 pour tout j. Donc, aussi l'ensemble 
{ Ea,1E(3,181,j f : 1 :S j :S n} U { Ea,1E(3,1 Ei~{ (!)} est linéairement indépendant. Pour 
démontrer 8 on utilise encore le lemme 2.1.2 et la dernière partie de la preuve du 
théorême 2.2.4. D 
Lemme 2.3.25. Soit f (x1) un polynôme symétrique homogène de degré 3 à n variables. 
Une base homogène du module M f est décrite par la règle suivante : 
Bo:= {1} , 
Cas 1 : Si [a: b: c] = [1 : 3: 6] on utilise le lemme 2.3. 1. 
Cas 2 : Si [a : b : c] f [1 : 3 : 6] on a les deux possibilités suivantes pour avoir une 
base Bei de la composante homogène de degré ei 
1. Si a = b = 0 alors, c f 0 et on utilise le lemme 2.3.7 pour trouver la base 
2. Si a = 0 et b f 0, on utilise la base suivante : 
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3. Si a # 0 et b # 3a, on utilise la base suivante : 
4. Si a # 0, b = 3a et c # 6a, on utilise la base 
Pour avoir une base Bes, t de la composante homogène de degré e s,t on a les deux cas 
suivants : 
1. Si [a : b : c J est une n-exception on deux cas : 
(a) Si Rn(a, b, c) # 0 alors on a la base: 
(b) Si Rn(a, b, c) = 0 alors on a la base: 
2. Si [a : b: c] n 'est pas une n-exception on a la base : 
Les deux dernières affirmations ci-haut sont justifiées par la part ie (5) du lemme 2.3.24. 
Finalement, une base B e p, q,r de la composante homogène de degré e p,q,r 
Calcul de M 1(q , w) pour f de degré 3 
Lemme 2.3.26. Soit f un polynôme symétrique homogène de degré 3 à n variables. 
Le caractère gradué du module M f est donné par : 
1. Xv0 (a) = 1, Va E 6 n, 
X ( ) - { IFix(a)I si[a: b :c]-#[1:3 :6), w ""' 2. v a - , v lT E ü n 
e i 1 sinon. 
1 2 3  
s i  [ a  :  b  :  c  J  =  [  1  :  3  :  6  J  ,  
3 .  X v e s , t ( c r )  =  { t F i x ( c r ) I  
s i  [ a  :  b  :  c  J  e s t  u n e  n - e x c e p t i o n ,  V  c r  E  6 n  
1  +  I F i x ( c r ) I  
s i  [ a :  b :  c ]  n ' e s t  p a s  u n e  n - e x c e p t i o n .  
4 .  X v  ( c r ) = l ,  V c r E 6 n .  
e p , q , r  
D é m o n s t r a t i o n .  O n  f a i t  s e u l e m e n t  l e s  a f f i r m a t i o n s  ( 2 )  e t  ( 3 ) ,  c a r  l e s  a u t r e s  s o n t  d i r e c t e s  
à  p a r t i r  d e  l a  d é f i n i t i o n .  P o u r  v é r i f i e r  ( 2 )  o n  r e m a r q u e  q u e  l e  c a s  [ a :  b :  c]  =  [ 1  :  3 :  6 ]  
e s t  c l a i r  p a r  l a '  p r o p o s i t i o n  2 . 2 . 1 .  O n  c o m m e n c e  d o n c ,  p a r  l e  c a s  [ a :  b :  c ]  - j .  [ 1 :  3 :  6 ] .  
O n  a  t r o i s  p o s s i b i l i t é s  :  
( i )  S i  a  - j .  0  e t  b  - j .  3 a  e t  p u i s ,  o n  u t i l i s e  l a  b a s e  d e  V e i  d u  L e m m e  2 . 3 . 2 5 ,  à  s a v o i r  
Be,  ~ {  2 ( 3 a  - b )  X i j  +  2 b  ~ X i t  '  1  S  j  S  n  - 1}  L J  {  6 a  ~ x ; , }  
a l o r s ,  c o m m e  d a n s  l a  p r e u v e  d u  l e m m e  2 . 3 . 1 7 ,  o n  a  q u e  
1  
0  
X  V e i  ( c r ) =  L  ( c r · g ) ( X )  1  =  1 +  ~ {  
g E l 3 e i  9  J = l  - 1  
c r ( j )  =  j ,  e t  c r ( j )  <  n ,  
c r ( j )  - j .  j ,  e t  c r ( j )  <  n ,  =  I F i x ( c r ) I .  
c r ( j )  =  n  
( i i )  S i  a =  b  =  0  a l o r s  c  - j .  0  e t  o n  u t i l i s e  d o n c  l a  b a s e  d u  l e m m e  2 . 3 . 1 ,  c ' e s t - à - d i r e ,  l a  
b a s e  d e  V e i  e s t  {  x 1 ,  x 2 ,  . . .  ,  X n } ,  o n  a  d o n c  
X v . , ( Œ )  ~ t , x u ( j ) I , ,  ~ I F i x ( Œ ) I .  
( i i i )  S i  a  =  0  e t  b  - j .  0  a l o r s ,  l a  b a s e  B e i  d u  l e m m e  2 . 3 . 2 5  e s t  f o r m é e  p a r  l e s  p o l y n ô m e s  
B e i  : =  { E i , 1 8 f J f  [  1  ~ j  ~ n }  
o n  m o n t r e  d ' a b o r d  q u e  c r .  8 t j f  =  8~,a(j)(cr. f )  =  8~,a(j/ c a r  f  e s t  s y m é t r i q u e .  
E n s u i t e ,  c o m m e  l e s  o p é r a t e u r s  d e  p o l a r i s a t i o n  s o n t  s y m é t r i q u e s  ( c o m m u t e n t  a v e c  
l ' a c t i o n  d i a g o a n l e  d e  < S n )  a l o r s  o n  a  q u e  l e s  p o l y n ô m e s  d a n s  B e i  s a t i s f o n t  
c r ·  E i , 1 ( 8 t J f )  =  E i , 2 ( c r  ·  8 t J f )  =  Ei,1 (8~,a(j)f) E  B e i >  
d o n c ,  l a  v a l e u r  d u  c a r a c t è r e  e s t  X  V e  ( c r )  =  1F i x ( c r ) 1 ,  ( a u s s i ,  o n  p e u t  u t i l i s e r  l a  
'  
f o r m u l e  1 .  2 9 )  
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(iv) Si a -/= 0 et c -/= 6a alors, la base Be; du lemme 2.3 .25 est formée par les polynômes 
par le lemme 1.29 , on sait que la valeur du caractère est X Ve ( O") = IFix( O") I · 
' 
Pour vérifier (3) on ut ilise la base Bes, t de la composante Ve s,t (voir Lemme 2.3.25), à 
savoir : 
on doit seulement remarquer deux affirmations qui se découlent des formules 2. 14 et 
2.13 et le fai t que f est symétrique : 
(Al ) Le polynôme Es,1Et , 1 EÎ~{ (f) est diagonalement symét rique, 
(A2) Pour toute permutation O" E 6 n on a que 
alors, les deux affirmations ci-haut impliquent 
{ 
IF ix(O" ) 1 
X ves,t(ü ) = 1 + IFix(ü )I 
si [a : b : c] est une n-exception , 
] 
'ï/ O" E 6 n. 
si [a : b : c n 'est pas une n-except ion. 
aussi, la dernière ident ité est conséquence du lemme 1.29 . 
Résumé des résultats généraux pour degré 3 
D 
En résumé, on a mont ré que si f (x 1) un polynôme symétrique homogène de degré 3 
à n variables . Supposons que J (x i) = a· m 3(x i) + b · m21(x 1) + c · m m(x 1), alors, la 
caractérist ique de Frobenius de l'espace M f nous donnée un de trois cas suivants : 
( 1) Si [a : b : c] = [1 : 3 : 6] alors, 
M J(q , w , n) = (1 + s1(q ) + s2(q ) + s3(q ) ) · sn(w ) 
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(2) Si [a : b : c] est une n-exception alors 
M 1(q,w ,n) = (l+s1(q)+s2,(q )+s3(q)) · sn(w )+ (s1(q )+s2(q)) · Sn-1,1(w ) 
= M p3 (q , w , n) . 
(3) Si [a : b: c] n 'est pas une n-exception, on obtient 
M 1(q, w ) = (1+ s1(q)+ 2 s2(q ) + s3(q )) · sn(w) + (s1(q) + s2(q )) · Sn- 1,1(w ) 
=Mh3 (q , w ,n). 
Corollaire 2.3.6. La série de Hilbert de l'espace M f est donnée par un de trois cas 
suivants 
(1) Si [a: b: c] = [1 : 3: 6] alors, 
M 1(q,n) = 1 + h1(q ) + h2(q ) + h3(q ) = M Pr(q ,n) . 
(2) Si [a : b : c] est une n-exception alors, 
(3) Si [a : b : c] n 'est pas une n-exception alors, 
Finalement , si on écrit chacune des dernières séries en termes de fonct ions h>.(w ) on 
trouve que ses coefficients sont tous h( q)-positives, on a montré donc, les formules du 
théorème 2.2.3 : 
(1) Si [a: b: c] = [1 : 3: 6] alors, 
Mj (q, w , n) = (1 + h1 (q ) + h2(q) + h3(q )) · hn(w ). 
(2) Si [a : b : c] est une n-exception alors, 
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(3) Si [a : b : c] n 'est pas une n-except ion alors, 
Ceci implique que les dimensions en degré 3 sont données par : 
e (e + 1) (e + 2) = (e + 3) l + + 2 + 3 3 if [a : b : c] = [1 : 3 : 6], 
if [a : b : c] is an-exception. 
(e + 1) (e + 2) l +ne + (n +l ) 2 + 3 if [a : b : c] is not n-exception 
2.4 Autres résultats et problèmes ouverts 
Dans cette section, on décrit un possible chemin vers une classification complète des mo-
dules de polarisation engendrés par des polynômes symétriques et homogènes de degré 
4 et 5. Basés sur des données expérimentales obtenues avec le logiciel de calcul formel 
Maple, on énonce plusieurs problèmes ouverts sur la description de la caractéristique 
de Frobenius gradué de ces modules. Les trois premières lignes de chacune des tables 
de la section 2.4 ont été démont rées dans les sections précédentes . Les autres formules 
semblent être universelles avec e :S 3 et n :S 6. Les corollaires 2.2 .2 et 2.2. 3 nous amènent 
à établir les problèmes ouverts suivants : 
Problèm e 2.4.1. La classification donnée par les t ables 2.2 et 2.3 est complèt e, c'est-
à-dire, si f est n 'importe quel polynôme symétrique et homogène de degré 4 alors, sa 
caractéristique de Frobenius est une des formules de la table 2.2, et si f est n 'importe 
quel polynôme symétrique et homogène de degré 5 alors, sa caractéristique de Frobenius 
est une des formules de la table 2.3 . 
En examinant les tables 2.2 et 2.3 et les résultats obtenus en dree 2 et 3, on est amené 
à proposer les problèmes suivants : 
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Problème 2.4.2. Si f est un polynôme diagonalement symétrique et homogène de 
degré d, tel que ,ldl = m alors, l'espace M J est un 6 n x GLe(IK) est isomorphe à un 
sous-module de l'espace associé à la fonction symétrique homogène hm, c'est-à-dire, il 
exist e un monomorphisme <.p : M J ------7 Mhm. 
Le fai t que hm cont ient tous les monômes de degré m (par définition), suggère qu 'il est 
raisonnable de croire que la fermeture par dérivation (aussi, par les opérateurs Ei~{ ) 
et polarisation associée au polynôme hm est la plus riche, parmi ceux obtenus à partir 
d 'une fonction symétrique homogène. Ceci donne indirectement un appui a la conjecture 
2.4.2. Les résultats obtenus des tables B.l , B.4 et B.6 de l'appendice B nous permettent 
de donner les problèmes ouverts suivants : 
Problème 2.4.3. Soit f un polynôme symétrique et homogène. La série de Hilbert de 
l'espace M f est h-positive. 
Problème 2.4.4. Soit fun polynôme symétrique homogène de degré d 2:: 4 à n variables 
x11, . . . , Xln · Supposons que f n'est pas un mult iple scalaire du polynôme e~(x1). Alors, 
autrement dit, la dimension du sous-espace de IR[x11 , ... , x 1n] engendre par les poly-
nômes 811 (f ), ... , 81n (f ), Ei~{ (f ) est au moins n . 
Problème 2.4.5. Soit m d 2 la fonction symétrique monomial indexée par le par-(2,1 - ) 
tage µ = (2, 1d- 2). Si n 2:: don a 
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En particulier, la dernière affirmation implique que la série de Hilbert du module de 
polarisation engendré par le polynôme symétrique monomial m(2,1d-2) est : 
l4J d-l4J-1 2 (n + 1) 2 (n + j - 1) M m(2,1d-2/q ) = 1 + L · 8d-j(q ) + L · Sj(q ). 
j=O J j=l J 
Problème 2.4.6. Le module de polarisation engendré par la fonction symétrique mo-
niale m (2,1d- 2) est isomorphe (en tant que 6 n x GLe(C)-module) au module de polari-
sation engendré par la fonction symétrique e(d- l ,l )> pour tout degré d 2: 5. 
Autres résultats et problèmes ouverts pour des familles particulières 
On considère d 'abord les familles 6 n-stables de polynômes A := { xîj 1 1 ::::; j ::::; n}, 
B := {xÏ,i-xLI 1 :Si< j :Sn} et C := {TiaEAx1,alAÇ[n], IAl=d}. Les 
démonstrations des propositions ci-bas sont très semblables à celle de la formule 2.20 
du théorème 2.2.1. On établit les résultats et problèmes ouverts suivants : 
Proposition 2.4.1. Une base homogène pour le module de polarisation MA est l'en-
semble suivant : 
BA:= {xj : O::::; !dl ::; d, 1 ::; j::::; n}. 
Pour chaque d E Ne tel que !d l ::::; d, une base pour la composante homogène de multi-
drgré d est donné par B A ,d := { Xj : 1 ::::; j ::::; n}. 
Proposition 2.4.2. Une base homogène du module de polarisation Ma est l'ensemble 
suivant : 
Dans ce cas, pour chaque d E Ne tel que !d l ::::; d, une base pour la composante homogène 
de multidegré d est donnée par la règle suivante : 
si !d l = d, 
si 0 ::::; !dl < d. 
Proposition 2.4.3. La caractéristique de Frobenius graduée des modules de polarisa-
t ion engendrés par A , B et C sont : 
M A(q , w) = (~ sJ(q)) sn(w) + (t, s;(q)) Sn-1,1(w). 
M 8 (q, w) = (~ sj(q)) sn(w) + (t, s;(q)) Sn-1,1(w). 
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Corollaire 2.4.1. Les séries de Hilbert des modules de polarisation engendrés par les 
familles A, B sont 
m 
M A (q) = 1 + n · I:>k(q), 
k= l 
d-] 
M 6 (q ) = 1 + n · L sk(q ) + (n - 1) · sd(q ). 
k=l 
Problème 2.4. 7. La caractéristique de Frobenius graduée du module M c est 
( 
d ) Ln/2J ( min(d,n-i) ) 
M c(q ,w ) = [; sj(q ) sn(w ) + ~ f; Sj(q ) Sn- i,i (w ). 
En particulier , la série de Hilbert du module M c est 
d 
M c(q ) = L (n)sj(q). 
j = O J 
Problème 2.4.8. Une base homogène pour le module M c est l'ensemble suivant : 
Be := { L II Xj(j),j : 1 sr se, A ç [n], IAI s d}. 
f:A-+[r] jEA 
Pour chaque vecteur d E Ne, une base pour la composante homogène de mult idegré 
d = ( d1, ... , de) est : 
Bc,d := { L II Xj(j) ,j 1 sr se, A ç [n], IAI s d}· 
{f:A-+[r] : IJ-1 (i)l=d;. } jEA 
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Problèmes ouverts sur les bornes supérieures pour les multiplicités en degré 2 et 3 
Soit Tri, la famille des tous les monômes en degré d (fixe) en les variables xn, ... , x 1n. 
Alors, pour n 'importe quelle famille F des polynômes homogènes, de degré au plus d, 
(en les variables xn, ... , X1n) on a que : 
(2.29) 
En effet, F Ç M rd et par définition de module de polarisation, on a que M p Ç Mrd· 
Supposons que, M p = l:À f--n l:µ aÀ,µsµ(q)sÀ(w) , et M 1d = l:Àf--n l:µ h,µsµ(q)sÀ(w), 
alors l'inclusion 2.29 implique 0 :::; aÀ ,µ :::; bÀ,µ, V À, µ. Lorsque d = 2 ou 3, des explo-
rations avec Maple n 'ont permis de vérifié les conjectures suivantes jsuqu'à n = 6 et 
P roblème 2.4.9 . La caractéristique de Frobenius graduée du module de polarisation 
M 72 est 
M 72(q , w ,n) = 
(1 + s1 + s2)s1(w ) 
(1 +s1 + 2 s2)s2(w ) + (s1 + s2)s1,1(w ) 
(1+ s1+ 2 s2)s3(w ) + (s1 + 2 s2)s2,1(w ) 
(1 + s1 + 2 s2) sn(w ) + (s1 + 2 s2) Sn-1,1(w) + s2sn-2,2(w ) 
sin = 1, 
si n= 2, 
sin= 3, 
Vn;::: 4. 
De plus, en degré 3 on a la conjecture suivante qui a été vérifiée jusqu 'à n = 6 et f, = 3 : 
P roblème 2.4 .10 . Soit 13 la famille de tous les monômes de degré 3 en les variables 
x 1. La caractéristique de Frobenius graduée du module de polarisation M 13 est clonée 
par la table suivante : 
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(1+ 81 + 82 + 83)81(w ) n =l 
(1 +81+ 2 82 + 2 83)82(w ) + (81 + 82 + 81,1+ 2 83)81,1(w ) n =2 
(1 +81+ 2 82 + 3 83)83(w ) + (81+ 2 82 + 81,1+ 3 83)82,1(w ) 
n=3 
+(81,1 + 83)81 ,1,1(w ) 
(1 +81+ 2 82 + 3 83) 84(w ) + (81+ 2 82 + 81,1+ 483)83,1(w ) 
n=4 
+(82 + 83)82,2(w ) + (81 ,1 + 83)82,1,1(w ) 
(1+ 81+ 2 82 + 3 83) 85(w ) + (81+ 2 82 + 81,1 +483)84,1(w ) 
n = 5 
+(82 + 2 83)83,2(w ) + (81,1+83)83,1,1(w) 
(1+81+ 2 82 + 3 83) 8n(w ) + (81+ 2 82 + 81,1+ 483) 8n-1,1 (w) 
+(82 + 2 83)8n-2,2(w ) + (81,1 + 83)8n-2,1,1(w ) + 83 8n- 3,3(w ) 'Vn:'.:6. 
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Tables pour degré 4 et 5 
Tableau 2.2: Caractéristiques de Frobenius pour degré 4 
(1 + s1 + s2 + S3 + s4)sn(w ) PÎ 
(1 + s1 + s2 + S3 + s4)sn(w ) + (s1 + s2 + s3)sn-1,1(w ) p4 
(1 + s1 + s2 + s3 + s4)sn(w ) + (s1 + s2 + s3)sn-1,1(w ) + S2Sn- 2,2(w ) e4 
(1 +s1+ 2s2 + 2s3 + s4)sn(w ) + (s1+ 2s2 + s3)sn-1,1(w ) e31 
8211 
(1 + s1 + 2s2 + 2s3 + s4)sn(w ) + (s1 + 2s2 + s3)Sn-l,l (w ) + s2Sn- 2,2(w ) h22 
m211 
P211 
(1+s1+ 2s2 + 2s3 + s21 + s4)sn(w ) + (s1 + s2 +su+ s3)sn-1,1(w ) e211 
h211 
h31 
(1 +s1+ 2s2 + 2s3 + s21 + s4)sn(w ) + (s1 + 2s2 +su+ s3)sn- 1,1(w ) m31 
P31 
(1 +s1+ 2s2 + S3 + s21 + s4)sn(w ) + (s1 + 2s2 +su+ s3)sn-1,1(w ) + s2sn-2,2(w ) m22 
84 
831 
(1 + s1 + 2s2 + 2s3 + s21 + s4)sn(w ) + (s1 + 2s2 +su+ s3)sn-1 ,1(w) + s2sn-2,2(w ) 822 
e22 
P22 
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Tableau 2.3: Caractéristiques de Frobenius pour degré 5 
(1 +si+ s2 + S3 + S4 + ss)sn(w ) PÎ 
(1 +si+ s2 + s3 + S4 + ss)sn(w ) +(si+ s2 + S3 + s4)Sn- i ,i(w ) Ps 
(1 +si+ S2 + S3 + S4 + ss)sn(w ) +(si+ s2 + S3 + S4)Sn-i,i(w ) + (s2 + s3)Sn- 2,2 (w ) es 
m211 1 
(1 +si+ 2s2 + 2s3 + 2s4 + ss)sn(w ) +(si+ 2s2 + 2s3 + S4)Sn-i ,i(w) + (s2 + S3)sn-2 ,2(w ) S2111 
e4 i 
(1+s1+ 2s2 + 2s3 + s2i + 2s4 + S3 i + ss)sn(w ) +(si+ 2s2 + sn + 2s3 + s2i + S4)Sn-i,i(w ) S221 
+(s2 + s3)Sn-2,2(w ) 
(1+si+ 2s2 + 2s3 + s21+ 2s4 + s3i + ss)sn(w ) + (s1 + 2s2 + Sll + 2s3 + s21 + S4)Sn-1 ,1(w ) 1n4i 
P4i 
hs 
h4i 
h32 
(1 +si+ 2s2 + 3s3 + s2i + 2s4 + S3i + ss)sn(w ) +(si+ 2s2 + sn + 3s3 + s2i + s4)Sn- i ,i(w ) h221 
+(s2 + s3)Sn-2,2 (w ) P22i S4i 
S32 
S311 
e22i 
m311 
p32 
(1 +si+ 2s2 + 2s3 + s2i + 2s4 + s3i + ss)sn(w ) +(si+ 2s2 +Sn + 3s3 + s2i + S4)Sn-i,i(w ) e32 
+(s2 + S3)Sn-2,2 (w ) 1n32 
m22i 
P2in 
(1 +si+ 2s2 + 2s3 + s2i + 2s4 + s3i + ss)sn(w ) +(si+ s2 + s11 + S3 + s21 + S4)Sn-1 ,1(w ) h211i 
e2ii1 
e311 
(1+si+ 2s2 + 3s3 + s2i + 2s4 + s3i + ss)sn(w) + (s1 + 2s2 + s11+ 2s3 + S21 + S4)Sn- 1,1(w) h3ll 
P311 
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h5 
Tableau 2.4: Caractéristiques de Frobenius pour l'espace M hm 
(1 +s1+82 + 83)81(w ), n = 1, 
(1 +81+ 282+ 283 + 821+84) 8n(w ) + (81+ 282 + 811+83)8n-1 ,1(w ) 
+828n-2 ,2(w ), Vn :'.:'.: 2 
(l +81 +82+83+84+85)81(w ), n= l , 
(1 +81 + 282 + 3 83 + 821 + 2 84 + 831 + 85)8n(w ) + (81+ 252+811 + 3 83 + 821+84)8n-1,1(w ) 
+(82 + 83)8n-2,2(w ), Vn :'.:'.: 4 
(1 +81 + 82 + 83 + 84 + 85 + 8G)81(w ), if n = 1, 
(1 + 81 + 282 + 2 83 + 821 + 3 8 4 + 831 + 822 + 2 85 + 841 + 86)82(w ) 
, n= 2 
+(81+82 + 811+ 283+821+84 + 831+85)811(w ) 
(1 + 81. + 282 + 3 83 + 821 + 4 84 + 2831 + 822 + 2 85 + 841 + 85)83( w ) 
, n = 3 
+(81 + 282 + 811+ 3 83 + 3821 + 3 84 + 831 + 85)82,1(w ) + (811 + 83)81,1,1(w ) 
(1 + 81 + 282 + 3 83 + 821 + 4 84 + 2831 + 822 + 2 85 + 841 + 85)8n(w ) 
+(81+ 282+811+ 483 + 3821+ 384+831 + 85)8n-1 ,1(w ) 
+(82 + 83 + 821 + 84)8n-2,2(w ) 
+(811 + 83)8n-2,1,1(w ). 
Vn:?: 4. 
CO CLUSIO I 
Pour n'importe quel degré d 2 1 on établit une règle pour trouver une base homo-
gène des modules de polarisation engendrés par les polynômes P1, Pd et ed· On calcule 
la caractéristique de Frobenius graduée de ces modules de façon globale, et ce indé-
pendamment de f. Cette thèse amorce aussi l'étude d 'une classification complète des 
modules de polarisation engendrés par des polynômes symétriques homogènes selon la 
décomposition en 6 n x G Le(lK)-modules irréductibles. Encore là, cette classification 
est faite selon la caractéristique de Frobenius graduée de façon globale, et ce indépen-
damment de .e. Le problème est complètement résolu pour les cas de degré 2 et 3. Les 
résultats obtenus suggèrent la forme d 'une classification générale. De plus, ces formules 
s'avèrent être des sommes de produits des fonctions complètes homogènes hµ,(q)h>.(w) 
à coefficients naturels. Reste le problème de prouver une formule que nous proposons 
pour la caractéristique de Frobenius graduée du module de polarisation engendré par le 
polynôme symétrique monomial m(2,id-2), pour d 2 4. Via l'expérimentation par calcul 
formel nous suggèrons une classification pour les degrés est 4 et 5. Des formules pour la 
caractéristique de Frobenius graduée on déduit directement celle pour les séries de Hil-
bert comme polynômes symétriques en les variables qi. Nos résultats et résultats partiels 
suggèrent que les expressions résultantes sont h( q )-positives. 
Tous nos observations, nos résultats, et expérimentation, suggèrent que le module de 
polarisation associée au polynôme hm contient une copie des modules de polarisation 
engendrée par n'importe quelle fonction symétrique homogène de degré m. Il semble 
donc y avoir une hiérarchie naturelle entre les modules de polarisation associé à diverses 
fonctions symétriques où on poserait M f < M 9 si et seulement si la série de Frobenius 
M J( q, w) - M 9 (q , w) est Schur positive. Pour cette hiérarchie M hm jouerait le rôle 
d 'élément maximal et M p':l' celui d 'élément minimal. On aimerait donc une description 
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claire de celle-ci. 
Une question intrigante serait de développer une étude analogue pour les fonctions 
quasi-symétriques. Une autre serait de développer tout ceci dans le contexte ou 6 n est 
remplacé par une autre groupe de Coxeter fini. Les opérateurs de polarisation sont plus 
subtils. 
APPENDICE I 
UNE APPROCHE ÉQUIVALENTE DE LA POLARISATION 
Le but de cet appendice est de clarifier la différence entre les opérateurs de polarisation 
part iculiers, E i,k = L,j=1 Xij Okj , et les opérateurs de polarisation , P i,x := L,j=1 Xij a~i, 
(on trouve les deux approches dans la littérature, par exemple [24, 19]). Il y a certains 
avantages lorsqu'on utilise les opérateurs de polarisation Pi,k au lieu, des opérateurs de 
polarisation E i,k par exemple la formule du théorème A.0.2. 
Les opérateurs de polarisation Pi,x 
On sait déjà (voir la formule 2.5) que les opérateurs Ei,J satisfont la formule : 
où J(x1) est un polynôme homogène de degré d, en les variables x1 := xu , ... , x 1n. 
Rappelez que x = (x1, x2 , ... , xn) · Si on prend f en les variables x , souvent ses pola-
risations sont décrites d 'une façon équivalente avec les opérateurs Pi,x définis comme 
suit : 
n a 
Pi ,x := L Xij OX . . 
j=l J 
Ces opérateurs P i ,x satisfont une formule similaire qui est donnée ci-bas : 
Théorème A .0.1 (voir [24], p. 42.). Si J(x) E R n est un polynôme homogène de degré 
total d alors, on peut obtenir toutes ses polarisations (du type P i,x) en considérant la 
1 3 8  
s o m m e ( v o i r  [ 2 9 ,  2 4 ] )  :  
l 1 t k 2  . . .  t k e  
f ( t 1 x 1 + t 2 x 2 + · · · + t e x e )  =  L  k~ l k:I . . .  ;
0
,  ·Pe~; ··· P~~Pt~(f(x)) . 
k 1  + k 2 + · + k e = d  
( A . l )  
A v e c  l a  n o t a t i o n  d u  c h a p i t r e ,  2  o n  é c r i t  s i m p l e m e n t  :  
k  t k  
f ( t  · X ) =  L  P x  ( J ( x ) )  k ! ,  
l k l = d  
,  p k  · - p k e  P . k 2  p k 1  
O U  X  . - e , x . . .  2 , x  1 , x ·  
R e m a r q u e  A . 0 . 1 .  S o i t  d  E  N e .  O n  r a p p e l  q u e  l e  n o m b r e  d e  m a t r i c e s  A  d e  f o r m a t  
e x  n ,  à  c o e f f i c i e n t s  n a t u r e l s ,  e t  t e l l e s  q u e  d e g ( X A )  =  d ,  e s t  d o n n é  p a r  :  
l { A  E  N e x n :  I A I  =  < l } I  =  ( ( 2 ) )  ((~)) · · ·  ( ( 2 ) ) ·  
( A . 2 )  
P l u s  g é n é r a l  q u ' u n e  s e u l e  l i g n e  x  =  ( x 1 ,  x 2 ,  . . .  ,  X n ) ,  o n  c o n s i d è r e  l a  m a t r i c e  d e  v a r i a b l e s  
X =  ( x i , j )  d e  f o r m a t e  X  n  ( v o i r  [ 2 0 ,  2 1 ,  2 4 ] )  e t  o n  a  d o n c  
T h é o r è m e  A . 0 . 2  ( C l a s s i q u e ) .  S o i t  f ( X )  E  R~e) e s t  u n  p o l y n ô m e  h o m o g è n e  d e  
m u l t i - d e g r é  d  =  ( d 1 ,  . . .  ,  d e )  a l o r s ,  p o u r  t o u t e  m a t r i c e  c a r r é e  M  =  ( m i J )  d e  t a i l l e  
f ,  X  f ,  o n  a :  
K  e  e  
f ( M X )  =  L  : ,  I I I I  p;,~j (f(Y)), 
{ K E N f x l :  I K l = d }  i = l j = l  
e  e  e  e  
o ù  Y =  ( Y i J )  e s t  u n e  m a t r i c e  d e  v a r i a b l e s  d e  f o r m a t  f x n ,  K !  := I I  I I  k i j ! ,  M K  = I I  I I  m~j 
i = l  j = l  i = l  j = l  
n  
e t  P i , k  : =  L  X i j  
8
°  ,  L a  n o t a t i o n  I K I  =  d  r e p r é s e n t e  l ' e n s e m b l e  d e  t o u t e s  l e s  m a t r i c e s  
J = l  Y k J  .  
n  
c a r r é s  K  d ' o r d r e  e  t e l l e s  q u e  L  k i j  = d i ,  p o u r  t o u t  i  t e l  q u e  1  ' . S i  ' . S e .  A u t r e m e n t  d i t  :  
j = l  
(  
e  e  )  M K  e  e  k  
f  I : m
1
, i x i , · · ·  , . z = m e , i x i  =  L  K !  I I I I P J , ? ( f ( Y ) ) .  
i = l  i = l  {  K E f l l l X l :  I K l = d }  i = l  J = l  
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Exemple A.0.1. Soit f(y1, Y2) = y11 y21 +y12 y22 . Le polynôme f(y1,Y2) E R~2)(Y) est 
homogène de multi-degré (1, 1) dans la matrice de variables Y suivante : 
y := ( Y11 Y1 2 ) 
Y21 Y 22 
on écrit les lignes de X comme x1 = (x11 , x12 ) et x2 = (x21 , x22 ). Prenons la matrice de 
paramètres M suivante : 
f (MX) = f ( ( m 11 
m21 
Exemple A.0.2. Soit p(X) E R~2) le polynôme homogène de multi-degré (2, 1) suivant: 
En termes des opérateurs Eij on obtient : 
Les opérateurs Ei,k et Er,s ne commutent pas toujours comme on peut voir dans 
l'exemple suivant : 
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n a 
Par contre, les opérateurs Pi ,k = L Xij a sont toujours commutatifs, comme on peut 
J=l YkJ 
vérifier dans l'exemple ci-bas : 
R em arque A .0.2 . Les opérateurs de polarisation Ei ,j et Eh,k satisfont la relation de 
commutation suivante (voir [24], p.53) : 
{
1 r = s 
où la fonction ô est le symbole de Kronecker Ôr,s := . ' 
0 smon. 
APPENDICE II 
SÉRIES DE HILBERT 
Ici on donne les séries de Hilbert des modules de polarisation M f lorsque le degré de f 
est 4 et 5. On rappelle que pour degré 3 on a démontré (sauf n-exceptions) que : 
Tableau B.l: Séries e Hilbert pour degré 3 
1 + hi(q) + h2(q) + h3(q) e3 _ p3 _ h3 i- i - l• 
1 + n · h1(q) + n · h2(q ) + h3(G) P3 = m3, e3 = 8111 = m111 · 
83 = h3, h21, 
1 + n · hi ( q ) + ( n + 1) · h2 ( q) + h3 ( q) 821,P21, e21, 
m21. 
Tableau B.2: Caractéristique de Frobenius pour degré 3 
(1 + h1(q) + h2(q) + h3(q)) · hn(w ) e3 _ p3 _ h3 i - i- l' 
(1 + h3(q)) · hn(w ) + (h1(q) + h2(q)) · hn-1,1(w) p3 = m3, e3 = 8111 = m111. 
83 = h3, h21, 
(1 + h2(q) + h3(q)) · hn(w ) + (h1(q) + h2(q )) · hn-1,i(w) 821, P21, e21, 
m21 . 
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Séries de Hilbert pour degré 4 
En degré 4, les séries de Hilbert des modules de polarisat ion M f sont (sauf n-exceptions) 
les suivantes : 
Tableau B.3: Séries de Hilbert pour degré 4 
1 + si + s2 + s3 + s4 e4 _ p4 _ h4 i - i - 1 
1 + n · si + n · s2 + n · s3 + s4 p4 = m4 
1 + n · si + G) · s2 + n · s3 + s4 e4 = m1111 = s1 111 
1 + n ·si + 2n · s2 + (n + 1) · s3 + S4 e3i 
1 + n ·si+ (n!i) · s2 + (n + 1) · s3 + s4 s211, h22, m211 
1 + n . si+ (n + 1) . S2 + (n - 1). S11+(n+ 1) . S3 + s2i + S4 P211 , e21i, h211 
1 + n · s i + 2n · s2 + ( n - 1) · su + ( n + 1) · s3 + s2i + S4 h3i,m3i,P31 
1 + n · si + (n!i) · s2 + ( n - 1) · s11 + n · s3 + s2i + S4 m22 
1 + n ·si+ (n!i) · s2 + (n - 1) ·su+ (n + 1) · S3 + s2i + S4 S4, S3i, s2,2, e22,P22 
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Séries de Hilbert pour degré 4 (en termes de fonctions h) 
Les séries de Hilbert des modules de polarisation M f sont h( q)-positives. En fait , on a 
les formules suivantes (sauf n-exceptions) : 
Tableau B.4: Séries de Hilbert pour degré 4 en termes de h 
1 + hi + h 2 + h3 + h4 e4 _ p4 _ h4 i - i - i 
1 + n · hi + n · h 2 + n · h3 + h4 p4 = m4 
1 + n · hi + G) · h 2 + n · h3 + h4 e 4 = m1111 = 81111 
1 + n · hi + 2n · h2 + ( n + 1) · h3 + h4 e 3i 
1 + n · hi + (n~i) · h2 + (n + 1) · h3 + h4 8211 , h 22 , m211 
1 + n · hi+ (n - 1) ·hi+ 2 · h 2 + h 2i + n · h3 + h4 P211 , e 211 , h211 
1 + n ·hi+ (n + 1) · h 2 + (n - l ) h i + h 2i + n · h3 + h4 h3i, m3i, P3i 
1 + n ·hi+ (n - 1) ·hi+ (G) + 1) · h 2 + (n -1) · h3 + h4 m22 
1 + n · h1 + ( n - 1) · hi + ( G) + 1) h 2 + n · h3 + h4 84, 831 , 822> e22,P22 
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Séries de H ilb ert pour degré 5 
En degré 5, les séries de Hilbert des modules de polarisation M f sont les suivantes (sauf 
n-exceptions) : 
Tableau B.5: Séries de Hilbert pour degré 5 
1 + 81 + 82 + 83 + 84 + 85 e15 = P15 
= h 15 
1 + n · 81 + n · 82 + n · 83 + n · 84 + 85 p5 
=m5 
e5 
1 + n · 81 + G) · 82 + G) · 83 + n · 84 + 85 = m 15 
= 815 
m2111 > 
1+ n·81+(n!1) · 82 + (n!1) · 83 +(n+ 1) · 84 + S5 82111, 
e41 
1 + ns1 + (n!1)s2 + (n - l )s11 + (n!1)s3 + ns21 + (n + l )s4 + s5 s221, 
1 + n · s1 + 2n · s2 + (n - 1) ·su+ 2n · s3 + n · s21+(n+ 1) · s4 + s31 + s5 m41, p41 
h5 , 
h41, 
h32 , 
h221 , 
1 + n81 + (n!1) s2 + (n- 1) su+ n(n2+
3) 83 + ns21 + (n + l )s4 + s31+85 P221, 
841, 
832, 
8311 , 
e221, 
m311 
p32 , 
1 +ns1 + (n!1) s2 + (n- 1) su+ (n(n2+3) - 1) s3 + ns21 + (n+ l )s4 + S31+85 
e32, 
m32, 
m221 
P2111 , 
1 + n81 + (n + l )s2 + (n - l )s11 + (n + l )s3 + ns21 + (n + l )s4 + s31 + s5 h2111, 
e2111 
e311 , 
1 + n s1 + 2n 82 + ( n - 1) s11 + (2n + 1) s3 + n 821 + ( n + 1) s4 + s31 + s5 h3n, 
P31l 
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Séries de Hilbert pour degré 5 (en termes des fonctions h) 
En degré 5, les séries de Hilbert des modules M f sont h( q )-positives : 
Tableau B.6: Séries de Hilbert pour degré 5 en termes de h 
ei5 
1 +hi+ h2 + h3 + h4 + hs = Pi5 
= hi5 
1 + n ·hi+ n · h2 + n · h3 + n · h4 + hs p5 
=ms 
es 
1 + n · h1 + G) · h2 + G) · h3 + n · h4 + hs = m 15 
= 8i5 
m2111 > 
1 + n · hi + (n! i) · h2 + (n! i) · h3 + ( n + 1) · h4 + hs 8211 1 > 
e4i 
1 + nh1 + (1 + G)) h2 + (n - l )hf + G)h3 + n h21 + n h4 + hih3 + hs 8221 
8221 , 
1 + n hi+ (n + 1) h2 + (n - l )hf + n h2h1 + n h3 + hih3 + n h4 + hs m41 , 
P41 
hs, 
h41 , 
h32, 
h221 , 
1 + nh1 + (n-1) hf + (1 + (~)) h2 + nh2h1 + (n!1)h3 + nh4 + h1h3+ hs P22i, 
84i, 
832, 
8311 , 
e22i, 
m 311 
p32 , 
1 + nhi + (n - 1) hf + (1 + (~)) h2 + nh2hi + ((n!i ) + 1) h3 + nh4 + h1h3 + hs e32 , 
m32 , 
m22i 
P2i11 , 
1 + n h1 + (n - 1) h f + 2 h2 + n h2h1 + h3 + n h4 + hih3 + hs h2111 , 
e2111 
e311 , 
1 + n h1 + (n - 1) hr + 2 h2 + n h2h1 + (n + l )h3 + n h4 + hi h3 + hs h311 , 
P311 
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Tableau B .7: n-exceptions lorsque 3 :::; n :::; 42 
n=3 3a(2b + c) = 4b2 
n=4 a(b+c)=b2 
n=5 3a(2b + 3c) = 8b2 
n=6 3a(b + 2c) = 5b2 
n = 7 a(2b + 5c) = 4b2 
n=8 3a(b + 3c) = 7b2 
n=9 3a(2b + 7c) = 16b2 
n = 10 a(b + 4c) = 3b2 
n = 11 3a(2b + 9c) = 20b2 
n = 12 3a(b + 5c) = llb2 
n = 13 a(2b + llc) = 8b2 
n = 14 3a(b + 6c) = 13b2 
n = 15 3a(2b + 13c) = 28b2 
n = 16 a(b + 7c) = 5b2 
n = 17 3a(2b + 15c) = 32b2 
n = 18 3a(b +Sc) = 17b2 
n = 19 a(2b+ 17c) = 12b2 
n = 20 3a(b + 9c) = 19b2 
n = 21 3a(2b + 19c) = 40b2 
n = 22 a(b + lüc) = 7b2 
n = 23 3a(2b + 21c) = 44b2 
n = 24 3a(b + llc) = 23b2 
n = 25 a(2b + 23c) = 16b2 
n = 26 3a(b + 12c) = 25b2 
n= 27 3a(2b + 25c) = 52b2 
n= 28 a(2b + 13c) = 9b2 
n = 29 3a(2b + 27c) = 56b2 
n = 30 3a(b + 14c) = 29b2 
n = 31 a(2b + 29c) = 20b2 
n = 32 3a(b + 15c) = 31b2 
n = 33 3a(2b + 31c) = 64b2 
n = 34 a(b + 16c) = llb2 
n = 35 3a(2b + 33c) = 68b2 
n = 36 3a(b+ 17c) = 35b2 
n = 37 a(2b + 35c) = 24b2 
n= 38 3a(b + 18c) = 37b2 
n = 39 3a(2b + 37c) = 76b2 
n= 40 a(b + 19c) = 13b2 
n = 41 3a(2b + 39c) = 80b2 
n = 42 3a(b + 20c) = 41b2 
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