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Stabilization of persistently excited linear systems
Yacine Chitour* Guilherme Mazanti† Mario Sigalotti†
Notation. In this chapter, Md,m(R) denotes the set of d×m matrices with real coefficients. When m = d,
this set is denoted simply by Md(R). As usual, we identify column matrices in Md,1(R) with vectors in Rd .
The identity matrix in Md(R) is denoted by Idd and 0d×m ∈Md,m(R) denotes the matrix whose entries are
all zero, the dimensions d and d×m being possibly omitted if they are implicit. The notation ‖x‖ indicates
the Euclidean norm of a vector x ∈ Rd or the norm on a Hilbert space H; we sometimes write ‖x‖H in this
latter case. Associated operator norms are also denoted by ‖·‖. The symbol |a| is reserved for the absolute
value of a real or complex number a. The real and imaginary parts of a complex number z are denoted by
ℜ(z) and ℑ(z) respectively, and, when the argument of ℜ or ℑ is a set, we understand it as the set of real or
imaginary parts of the elements of the original set. The Lebesgue measure in the real line is denoted by m.
1 Introduction
Consider the linear control system
ẋ = Ax+α(t)Bu, x ∈ Rd , u ∈ Rm, α ∈ G (1.1)
where x is the state variable, u is a control input, A and B are matrices of appropriate dimensions and α is a
scalar measurable signal belonging to a certain class G⊂ L∞(R+, [0,1]). This is a modification of the linear
time-invariant control system
ẋ = Ax+Bu, x ∈ Rd , u ∈ Rm, (1.2)
where the signal α determines when the input u is active or not. In the case where α takes its values on
{0,1}, (1.1) switches between the uncontrolled system ẋ = Ax and the controlled one ẋ = Ax+Bu.
We wish to stabilize System (1.1) by means of a linear state feedback u =−Kx, for a certain class G of
functions α , that is, we wish to find K ∈Mm,d(R) such that, for every α ∈ G, the system
ẋ = (A−α(t)BK)x
is asymptotically stable (and, possibly, uniformly with respect to α ∈ G). As in the stabilization problem for
System (1.2), we may wish to stabilize systems whose uncontrolled dynamics ẋ = Ax are unstable, and one
must thus impose on α , by an appropriate choice of class G, conditions guaranteeing that the state feedback
will have a sufficient amount of action on the system. A condition normally used for this purpose (as
in [9, 12, 13, 18, 21, 25]), which arises naturally in adaptive control problems, is that of persistent excitation
(PE): given constants T ≥ µ > 0, α ∈ L∞(R+, [0,1]) is said to be a PE signal (with constants T,µ) if, for
every t ∈ R+, w t+T
t
α(s)ds≥ µ.
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The interest of System (1.1) is not purely theoretical, as such a signal α may model different phenomena,
such as failure in the transmission from the controller to the plant, leading to instants of time at which the
control is switched off; time-varying parameters affecting the control efficiency, leading to the effective
application of a rescaled control α(t)u(t); allocation of control resources, activating the control only up to
a certain fraction of its designed value, or only on certain time intervals; among other possible phenomena.
This kind of system is also related to problems stemming from identification and adaptive control (see,
e.g., [1–3, 8]). In such type of problems, one is lead to consider the stability of linear systems of the kind
ẋ =−P(t)x, x ∈ Rd , where the matrix P(·) is symmetric non-negative definite. If P is also bounded and has
bounded derivative, a necessary and sufficient condition for the global exponential stability of ẋ = −P(t)x,





for all unitary vectors ξ ∈ Rd and all t ≥ 0.
Still in the context of identification and adaptive control, the condition of persistence of excitation is
useful when analyzing the convergence of certain identification methods for linear systems, where the iden-
tification error satisfies an equation of the form ẋ(t) = −u(t)uT(t)x(t) [1, 3, 8, 27]. In this case, it can be
shown that, under some regularity hypothesis on u, exponential stability of this system is equivalent to





A question of practical importance in this case is to estimate the rate of exponential convergence to zero
(see [1, 8, 27]) and to compare the different estimates (see [3]).
Nonlinear generalizations of (1.1) also appear in practical situations, such as the control of spacecrafts
with magnetic actuators [21, 22], where the control system is
ω̇ = S(ω)ω +g(t)u
with ω ∈R3 the state variable, u the input, S(ω) ∈M3(R) a matrix depending on ω and g(t) a time-varying
matrix with rank(g(t)) < 3 for all time t and satisfying a persistent excitation condition. Further examples
of systems similar to (1.1) where the persistent excitation condition appears are given in [21].
Let us briefly recall the main results concerning stabilization of linear control systems of the form (1.2),
which are presented in most classical control textbooks, such as [7, 26]. The linear control system (1.2) is
stabilizable at the origin by means of a linear state feedback u =−Kx if
ẋ = (A−BK)x
is asymptotically stable, which is the case if and only if the matrix A−BK is Hurwitz. Such a stabilizing












A3 is Hurwitz and (A1,B1) is controllable. System (1.2) is stabilizable with an arbitrary rate of convergence




‖x(t)‖ ≤Ce−λ t ‖x(0)‖ .
This is well-known to be true if and only if (A,B) is controllable.
The goal of this chapter is to present recent developments on the stabilization of persistently excited
linear systems. Section 2 deals with finite-dimensional systems and gives two main results on stabilization,
concerning neutrally stable systems and systems whose eigenvalues have all non-positive real part. We also
present a result stating the existence of persistently excited systems for which the pair (A,b) is controllable
but that cannot be stabilized by means of a linear state feedback. The question of whether stabilization at
an arbitrary rate may take place is also discussed, showing that this problem actually depends on the ratio
µ/T . In Section 3, we present some results for infinite-dimensional systems, generalizing some results
from Section 2 to the case of systems defined by a linear operator A which generates a strongly continuous
contraction semigroup, with applications to Schrödinger’s equation and the wave equation. Section 4 finally
discusses some problems that remain open, giving some preliminary results in certain cases.
2 Finite-dimensional systems
We shall consider hereafter the linear control system
ẋ = Ax+α(t)Bu, x ∈ Rd , u ∈ Rm, α ∈ G(T,µ) (2.1)
where A ∈Md(R), B ∈Md,m(R), and G(T,µ)⊂ L∞(R+, [0,1]) is the class of (T,µ)-signals defined below.
Definition 2.1. Let T , µ be two positive constants with T ≥ µ . We say that a measurable function α :R+→




The set of (T,µ)-signals is denoted by G(T,µ). We say that a measurable function α : R+ → [0,1] is a
persistently exciting signal (or simply PE signal) if it is a (T,µ)-signal for certain positive constants T and
µ with T ≥ µ .
Notice that, for any (T,µ)-signal α , existence and uniqueness of the solutions of (2.1) are guaranteed
by Carathéodory’s Theorem (see, for instance, [17]). System (2.1) with α ∈ G(T,µ) is called a persistently
excited system (PE system for short). The main problem we are interested in is the question of uniform
stabilization of System (2.1) by a linear state feedback of the form u = −Kx with K ∈Mm,d(R), which
makes System (2.1) take the form
ẋ = (A−α(t)BK)x. (2.3)
The problem is thus the choice of K such that the origin of the linear system (2.3) is globally uniformly
asymptotically stable. With this in mind, we can introduce the following notion of stabilizer.
Definition 2.2. Let T and µ be positive constants with T ≥ µ . We say that K ∈Mm,d(R) is a (T,µ)-stabilizer
for System (2.1) if System (2.3) is globally exponentially stable, uniformly with respect to α ∈ G(T,µ).
Remark 2.3. Thanks to Fenichel’s Uniformity Lemma (see for instance [14, Lemma 5.2.7]), the above
definition can be restated equivalently in the following weaker form: K ∈Mm,d(R) is a (T,µ)-stabilizer for
System (2.1) if, for every α ∈ G(T,µ), System (2.3) is globally asymptotically stable.
We note that a stabilizer K may depend on the parameters of the system, that is, on A, B, T , and µ ,
but we do not let K depend on the signal α ∈ G(T,µ). We can now turn to the study of stabilization of PE
systems.
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2.1 The neutrally stable case
We consider System (2.1) with A neutrally stable, that is, every eigenvalue of A has non-positive real part,
and those with real part zero have trivial Jordan blocks. This case has been treated in [2,9], and [9] presents
the following stabilization result.
Theorem 2.4. Assume that the pair (A,B) is stabilizable and that the matrix A is neutrally stable. Then
there exists a matrix K ∈Mm,d(R) such that, for every T ≥ µ > 0, K is a (T,µ)-stabilizer for (2.1).
Note that, in this case, K does not depend on T or µ .
The first step of the proof is the reduction to the case where (A,B) is controllable and A is skew symmet-
ric. Indeed, since the non-controllable part of the linear system ẋ = Ax+Bu is already stable, it is sufficient
to consider only the controllable part of (A,B), and we may thus suppose this pair controllable. Up to a












where A1 is Hurwitz and all the eigenvalues of A3 have zero real part; this fact, together with the neu-
tral stability of A3, shows that the latter is similar to a skew-symmetric matrix, and we can thus suppose,
up to another change of variables, that A3 is skew-symmetric. The controllability assumption also shows
that (A3,B3) is controllable, and, if Theorem 2.4 is proved in this case, giving a certain K3 which is a






is a (T,µ)-stabilizer for (A,B), for every T ≥ µ > 0, which proves the desired reduction. Now Theorem 2.4
follows from the following.
Proposition 2.5. Suppose that the pair (A,B) is controllable and that the matrix A is skew-symmetric. Then
K = BT ∈Mm,d(R) is a (T,µ)-stabilizer for (2.1), for every T ≥ µ > 0.
The choice of K in Proposition 2.5 leads to the system
ẋ = (A−α(t)BBT)x,
for which one may prove that V (x) = ‖x‖2 is a Lyapunov function. This last step may be done by computing
V̇ = −2α(t)
∥∥BTx∥∥2 and using a Lasalle-type argument to conclude; for the details of the proof, we refer
to [9].
2.2 Spectra with non-positive real part
Theorem 2.4 deals only with control systems whose uncontrolled dynamics ẋ = Ax are stable (even though
possibly not asymptotically). It is also interesting to consider the stabilizability of systems whose uncon-
trolled dynamics are not necessarily stable. This has been studied in [13] for the case of a single scalar input
u ∈ R,
ẋ = Ax+α(t)bu, x ∈ Rd , u ∈ R, α ∈ G(T,µ), (2.4)
where the following result was proved.
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Theorem 2.6. Let (A,b) be a controllable pair and assume that the eigenvalues of A have non-positive real
part. Then, for every T,µ with T ≥ µ > 0, there exists a (T,µ)-stabilizer for (2.4).
Note that the uncontrolled system ẋ = Ax may have trajectories x(t) such that ‖x(t)‖ −−−→
t→+∞
+∞. Differ-
ently from the case of Theorem 2.4, the choice of K now depends on T and µ .
The proof of Theorem 2.6 relies on a compactness argument and a time-contraction procedure, trans-
forming the integral PE constraint (2.2) in a pointwise one. The limit system obtained with the time-
contraction procedure can be shown to be stable via a Lyapunov function, and an approximation theorem
makes it possible to conclude the stability of a time-contracted system from the stability of the limit system.
Let us detail more precisely the strategy of the proof of Theorem 2.6 proposed in [13]. First, the theorem
is proved for the case of the d-integrator, that is, we consider A = Jd with
Jd =

0 1 0 0 . . . 0 0
0 0 1 0 . . . 0 0
0 0 0 1 . . . 0 0








0 0 0 0 . . . 0 1
0 0 0 0 . . . 0 0

the d-dimensional Jordan block, and we take b =
(
0 . . . 0 1
)T, so that (Jd ,b) is controllable. Then
System (2.4) under the feedback law u =−Kx with K =
(
k1 · · · kd
)
can be written as{
ẋ j = x j+1, j = 1, . . . ,d−1,
ẋd =−α(t)(k1x1 + · · ·+ kdxd)
(2.5)
In this case, the following lemma holds.
Lemma 2.7. Let ν > 0. Then K is a (T,µ)-stabilizer for (2.5) if and only if
(
νdk1 · · · νkd
)
is a
(T/ν ,µ/ν)-stabilizer for (2.5).
Proof. For ν > 0, define Dd,ν = diag(νd−1, . . . ,ν ,1). It is easy to verify the relations νD−1d,νJdDd,ν = Jd
and Dd,νb = b, and so a direct computation shows that xν(t) = D−1d,νx(νt) satisfies
ẋν = Jdxν −αννbKDd,νxν ,
where αν(t) = α(νt). This is the same system as (2.5), but with a switching signal αν ∈ G(T/ν ,µ/ν)
and subject to a linear state feedback given by νKDd,ν =
(
νdk1 · · · νkd
)
, from where we get the
desired result. 
Based on the lemma above the strategy is now as follows: instead of looking for a (T,µ)-stabilizer for
(2.5), we look for a (T/ν ,µ/ν)-stabilizer, for ν > 0 large enough. It was established in [13, Lemma 2.5]
that, if (νn)n∈N is a sequence of positive real numbers with νn→ +∞ as n→ +∞ and αn ∈ G(T/νn,µ/νn)
converges weakly-? in L∞(R+, [0,1]) to a certain α?, then α?(t) ≥ µ/T for almost every t ∈ R+. We are
thus led to consider the system{
ẋ j = x j+1, j = 1, . . . ,d−1,
ẋd =−α?(t)(k1x1 + · · ·+ kdxd)
, α? ∈ L∞(R+, [µ/T,1]), (2.6)
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which is a “limit system” of (2.5) in the following sense [9, Proposition 21]: if (νn)n∈N is a sequence of pos-
itive real numbers with νn→+∞ as n→+∞, (αn)n∈N is a sequence of functions with αn ∈ G(T/νn,µ/νn)
and αn ⇀ α? weakly-? in L∞(R+, [0,1]), and (x0,n)n∈N is a sequence of unitary vectors in Rd converging to
x0,?, then, noting by xn the solution of (2.5) with initial condition x0,n and subject to the switching signal αn
and x? the solution of (2.6) with initial condition x0,? and subject to the switching signal α?, we have that
xn(t)→ x?(t) as n→+∞, uniformly on compact time intervals.
The stabilizability of (2.6) by a certain feedback K can be established through a common quadratic
Lyapunov function, obtained by means of a uniform observability result from [16, Lemma 6.2.1]. The
convergence mentioned above allows us to choose the same K for (2.5) with α ∈ G(T/ν ,µ/ν) for a certain
ν > 0 large enough, which proves the desired result for Jd .
The general case can be reduced to the case where all the eigenvalues of A have real part zero. In this
case, a change of coordinates in System (2.4) allows us to write A in its Jordan canonical form. We note, in
terms of the Kronecker product,






and then System (2.4) becomes{
ẋ0 = Jr0x0 +αb
0u,
ẋ j = (ω jA(r j)+ JCr j)x j +αb
ju, j = 1, . . . ,h,
(2.7)
where {±iω j | j = 1, . . . ,h}=σ(A)\{0}, all the ω j are positive and pairwise distinct, r j is the multiplicity of
the eigenvalue iω j, r0 = 0 if 0 is not an eigenvalue of A, otherwise r0 is the multiplicity of 0 as an eigenvalue
of A, and x0 ∈ Rr0 , x j ∈ R2r j , j = 1, . . . ,h. Here, b0 and b j are the vectors of Rr0 and R2r j , respectively,
with all the components zero except for the last one, which is equal one. Now, the idea follows the case
of the d-integrator. We define the feedback law u = −Kx with K =
(
K0 K1 . . . Kh
)
, K0 ∈M1,r0(R),
K j ∈M1,2r j(R), j = 1, . . . ,h, and we make the change of time-space variables given by
y0(t) = D−1r0,νx0(νt),
y j(t) = (DCr j,ν)
−1e−νtω jA
(r j)
x j(νt), j = 1, . . . ,h,







ẏ j = JCr j y j−ανe





, j = 1, . . . ,h,
(2.8)
with αν(t) = α(νt), K0,ν = νK0Dr0,ν , K`,ν = νK`D
C
r`,ν for ` = 1, . . . ,h. As in the case of the d-integrator,
K =
(
K0 K1 · · · Kh
)
is a (T,µ)-stabilizer for (2.7) if and only if Kν =
(
K0,ν K1,ν · · · Kh,ν
)
is a
(T/ν ,µ/ν)-stabilizer for (2.8), and so it suffices to exhibit a (T/ν ,µ/ν)-stabilizer for (2.8) for a certain
ν > 0.
We look for a (T/ν ,µ/ν)-stabilizer of (2.8) under the form Kν =
(
K0,ν K1,ν · · · Kh,ν
)
with






0 k j1 0 k
j




, K j =
(





for j = 1, . . . ,h and K0,ν =K0. We write b0 =
(
0 1
)T, so that K j,ν =K j⊗bT0 . We have that K j,νeνtω jA(r j) =
K j⊗bT0 eνtω jA0 . Noting b̃ j ∈Rr j the vector with all coordinates equal to zero except the last one that is equal
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to one, we have b j = b̃ j⊗b0, and thus e−νtω jA
(r j)b j = b̃ j⊗e−νtω jA0b0. We finally write, for j, ` ∈ {1, . . . ,h},
C(ν)00 (t) = αν(t), C
(ν)




C(ν)j0 (t) = αν(t)e
−νtω jA0b0, C
(ν)
j` (t) = αν(t)e
−νtω jA0b0bT0 e
νtω jA0 ,










ẏ j = JCr j y j−
[







, j = 1, . . . ,h.







We are now in a situation similar to the case of the d-integrator, but where the scalar switching signal α is
replaced by the matrix C(ν). As before, we can also define a limit system for this case, which is stabilizable
by a similar argument, and, the convergence result used before being still valid in this context, we conclude
in the same manner than for the d-integrator that System (2.8) admits a (T/ν ,µ/ν)-stabilizer for a certain
ν > 0 large enough.
The proof of Theorem 2.6 depends deeply on the fact that all the eigenvalues of A have non-positive real
part. Actually, it is not true that any controllable system of the form (2.4) admits a (T,µ)-stabilizer when
the ratio µ/T is small, as it was shown in [13] for the case of dimension d = 2.
Theorem 2.8. There exists ρ? ∈ (0,1) such that, for every controllable pair (A,b) ∈M2(R)×R2, every
T > 0 and every ρ ∈ (0,ρ?), if λ > 0 is large enough, then (A+λ Id2,b) does not admit a (T,ρT )-stabilizer.
Theorem 2.6 has been proved only for the single-input case of System (2.4), but the general multi-input
case of System (2.1) can be retrieved from Theorem 2.6 by induction on the number of inputs m.
Theorem 2.9. Let A ∈Md(R) and B ∈Md,m(R) such that (A,B) is a controllable pair and assume that
the eigenvalues of A have non-positive real part. Then, for every T,µ with T ≥ µ > 0, there exists a
(T,µ)-stabilizer for (2.1).
Proof. We prove our result by induction on m. Theorem 2.6 proves the case m = 1. Now, suppose the
theorem has been proved for m−1, that is, for every d ∈ N∗, for every A ∈Md(R) and B ∈Md,m−1(R)
such that (A,B) is a controllable pair and the eigenvalues of A have non-positive real part, and for every
T,µ with T ≥ µ > 0, there exists a (T,µ)-stabilizer for (2.1).
Take A ∈Md(R) and B ∈Md,m(R) such that (A,B) is a controllable pair and the eigenvalues of A
have non-positive real part and fix T ≥ µ > 0. Note by b ∈ Rd the first column of B; we may suppose,
without loss of generality, that b 6= 0, for otherwise the first input does not influence the system and it
may thus be excluded, reducing the system to the case with m− 1 inputs. We consider the pair (A,b),
which may not be controllable, but can be decomposed according to Kalman decomposition: there exists













with A1 ∈Md1(R), b1 ∈Rd1 , all the other matrices have appropriate dimensions, and (A1,b1) is control-
lable (see, for instance, [26, Theorem 13.1]). Now, up to the change of variables z = Px, System (2.1)












By the controllability of (A,B) and (A1,b1), it follows that (A2,B2) is also controllable. Now
B2 ∈ Md−d1,m−1(R), and so, by the induction hypothesis, (A2,B2) admits a (T,µ)-stabilizer K2 ∈
Mm−1,d−d1(R). Theorem 2.6 gives a (T,µ)-stabilizer K1 ∈ M1,d1(R) for (A1,b1). We affirm that
















)T with z1 ∈ Rd1 and z2 ∈ Rd−d1 , we can thus write{
ż1 = (A1−α(t)b1K1)z1 +(A12−α(t)B12K2)z2,
ż2 = (A2−α(t)B2K2)z2.
(2.10)
Denote by Φ1(t,s) and Φ2(t,s) the flows associated respectively with A1−α(t)b1K1 and A2−α(t)B2K2;
by construction of K1 and K2 we can find C > 0 and γ > 0, both independent of α ∈ G(T,µ), such that∥∥Φ j(t,s)∥∥≤Ce−γ(t−s), for j = 1,2 and for all t ≥ s≥ 0.
We can write the solution of (2.10) in terms of the initial condition
(
z0,1 z0,2
)T using the variation-of-





It is thus easy to see that {
‖z1(t)‖ ≤Ce−γt ‖z0,1‖+C′te−γt ‖z0,2‖ ,
‖z2(t)‖ ≤Ce−γt ‖z0,2‖ ,
with C′ = C2(‖A12‖+ ‖B12K2‖), and so K is a (T,µ)-stabilizer for (2.9), as we wanted to prove. The
theorem is thus established by induction. 
2.3 Arbitrary rate of convergence
For a control system ẋ = Ax+Bu with (A,B) controllable, it is always possible to find a state feedback u =
−Kx such that the eigenvalues of the matrix A−BK corresponding to the closed-loop system ẋ = (A−BK)x
are given by certain prescribed values λ1, . . . ,λd . This allows us to choose K such that ẋ = (A−BK)x is
exponentially stable with a certain prescribed exponential decay rate λ . In [13], the generalization of this
property to System (2.4) is studied, and it is shown that the problem of stabilizing (2.4) with an arbitrary
rate of exponential convergence gives rise to a bifurcation phenomenon depending on the ratio µ/T . This
problem is formulated in terms of the maximal rates of convergence and divergence, defined below.
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Definition 2.10. Let (A,b) ∈Md(R)×Rd be a controllable pair. For T ≥ µ > 0, α ∈ G(T,µ), x0 ∈ Rd ,
and K ∈ M1,d(R), we denote by x(t;x0,α,K) the solution of ẋ = (A− α(t)bK)x with initial condition
x(0;x0,α,K) = x0.























(c) The maximal rates of convergence and divergence associated with (2.4) are, respectively,
RC(A,T,µ) = sup
K∈M1,d(R)










and, since a linear change of coordinates x′ = Px does not affect the Lyapunov exponents,
rc(A,b,T,µ,K) = rc(PAP−1,Pb,T,µ,(P−1)TK),
rd(A,b,T,µ,K) = rd(PAP−1,Pb,T,µ,(P−1)TK).
In particular, this shows that RC(A,T,µ) and RD(A,T,µ) do not depend on b. It is also immediate to obtain
that, for every λ ∈ R,
RC(A+λ Idd ,T,µ) = RC(A,T,µ)−λ , RD(A+λ Idd ,T,µ) = RD(A,T,µ)+λ ,
RC(A,T,ρT ) = RC(A/T,1,ρ), RD(A,T,ρT ) = RD(A/T,1,ρ),
and that both RC(A,T,µ) and RD(A,T,µ) are monotone with respect to µ .
The property of stabilizing (2.4) can be translated in terms of the maximal rate of convergence as the
property of having RC(A,T,µ) =+∞. A first result proved in [13] is that, in dimension 2, the maximal rates
of convergence and divergence are either both finite or both infinite.
Theorem 2.11. Suppose d = 2 and (A,b) controllable. Then, for System (2.4), we have that RC(A,T,µ) =
+∞ if and only if RD(A,T,µ) = +∞.
The answer to the question of whether it is possible to stabilize (2.4) at an arbitrary rate of convergence
was found to depend on the parameter ρ = µ/T , as stated the two following theorems from [13].
Theorem 2.12. There exists ρ? ∈ (0,1) (only depending on d) such that for every controllable pair (A,b) ∈
Md(R)×Rd , every T > 0 and every ρ ∈ (ρ?,1] one has RC(A,T,ρT ) = RD(A,T,ρT ) = +∞.
Theorem 2.13. There exists ρ? ∈ (0,1) such that for every controllable pair (A,b) ∈M2(R)×R2, every
T > 0 and every ρ ∈ (0,ρ?) one has RC(A,T,ρT )<+∞.
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Theorem 2.12 is proved by means of a perturbative argument, using a Lyapunov function for the system
ẋ = (A−bK)x and showing that it remains a Lyapunov function for ẋ = (A−α(t)bK)x if α ∈ G(T,µ) and
µ/T is large enough.
The idea of the proof of Theorem 2.13 is to actually construct, for each gain K ∈M1,2(R), a (T,µ)-signal
α which destabilizes the system, that is, for which one can find a solution of ẋ = (A−α(t)bK)x which
does not tend to zero as t→+∞. This construction exploits the overshoot phenomenon that happens when
switching between systems ẋ= Ax and ẋ= (A−bK)x, and it is interesting to note that the overshoot prevents
stabilization in the case where µ/T is small, but not for µ/T large. The techniques used in this analysis
rely deeply on the fact that the system is 2-dimensional, which prevents an immediate generalization of this
result to higher dimensions.
We also note that Theorem 2.8 is actually a corollary of Theorem 2.13, since, for a given controllable
pair (A,b), it suffices to take λ > RC(A,T,ρT ) and so RC(A+λ Id2,T,ρT ) < 0, which means that (A,b)
does not admit a (T,ρT )-stabilizer.
The signal α constructed in the proof of Theorem 2.13 takes its values on {0,1} and is periodic. As K
increases in norm, α oscillates faster between 0 and 1, which suggests that, by taking α in a subclass of
G(T,µ) where the variation of α is controlled, one might be able to obtain a result guaranteeing the arbitrary
rate of convergence. This intuition has been proved true in [12], taking the class
D(T,µ,M) = {α ∈ G(T,µ) |α is M-Lipschitz}.
In this case, we consider the system
ẋ = Ax+α(t)bu, x ∈ R2, u ∈ R, α ∈D(T,µ,M). (2.11)
Theorem 2.14. Let (A,b) ∈M2(R)×R2 be a controllable pair, T ≥ µ > 0, and M > 0. Then, for every
λ > 0, there exists K ∈M1,2(R) and C > 0 such that, for every α ∈ D(T,µ,M) and every x0 ∈ R2, the
solution x of ẋ = (A−α(t)bK)x with initial condition x0 satisfies
‖x(t)‖ ≤Ce−λ t ‖x0‖ .
The proof of this theorem relies on the planar dynamics and cannot be directly generalized to higher
dimensions. The time is separated into “good” time intervals, where the feedback is sufficiently active in
order to stabilize the system, and “bad” time intervals, where the feedback is not enough active and an
explosive behavior may occur; this explosive behavior is due not only to the dynamics of A, but it may also
come from the dynamics of A− ᾱbK when ᾱ is too small, and a technique of worst-case trajectory, similar
to those presented in [4, 6, 24], is used to analyze the maximal rate of explosion on “bad” time intervals and
show that it is compensated by the convergence on “good” ones.
Theorems 2.12 and 2.13 show that the question of whether (2.4) can be stabilized at an arbitrary rate of
convergence gives rise to a bifurcation phenomenon depending on the parameter ρ = µ/T . Hence it is of
interest to study the quantity
ρ(A,T ) = inf{ρ ∈ (0,1] | RC(A,T,ρT ) = +∞}. (2.12)
Theorem 2.12 implies that ρ(A,T )≤ ρ? for a certain ρ? only depending on d. Moreover, in the case d = 2,
Theorem 2.13 establishes a uniform lower bound ρ(A,T )≥ ρ? > 0. Further properties of ρ(A,T ) are stated
in the following proposition from [13].
Proposition 2.15. (a) ρ(A,T ) does not depend on Tr(A) and ρ(A,T ) = ρ(A/T,1).
(b) ρ(Jd ,T ) does not depend on T .
(c) T 7→ ρ(A,T ) is locally Lipschitz on (0,+∞).
(d) lim
T→+∞
ρ(A,T ) = sup
T>0
ρ(A,T ) and lim
T→0+





Systems of the form (2.1) may be generalized to the infinite-dimensional case. In this section, we consider
the linear control system
ż = Az+α(t)Bu, z ∈ H, u ∈ U, α ∈ G(T,µ) (3.1)
where H and U are Hilbert spaces, A : D(A)⊂ H→ H generates a strongly continuous semigroup {eAt | t ≥
0} and B ∈ L(U,H) is a bounded linear operator. Given a state feedback u = −Kz with K ∈ L(H,U),
α ∈ G(T,µ) and z0 ∈ H, System (3.1) admits a unique mild solution z ∈ C(R+,H) (see, for instance, [5]),




eA(t−s)α(s)BKz(s)ds for every t ≥ 0.
In the following example from [18], we exhibit an exactly controllable system defined by a skew-adjoint
operator A for which the analogous of Proposition 2.5 does not hold. Thus we do not expect immediate
generalizations of the results on Section 2 to hold, and extra analysis will be necessary in the infinite-
dimensional case.
Example 3.1. Let us consider the damped wave equation on a string of unitary length with fixed endpoints,
whose dynamics are described by
vtt(t,x) = vxx(t,x)−α(t)ζ (x)2vt(t,x), (t,x) ∈ (0,∞)× (0,1),
v(0,x) = y0(x), x ∈ (0,1),
vt(0,x) = y1(x), x ∈ (0,1),
v(t,0) = v(t,1) = 0, t ∈ (0,∞),
(3.2)
where ζ ∈ L∞(0,1) and α ∈ L∞(R+, [0,1]). This can be written under the form (3.1) by setting the real
Hilbert spaces H and U to be H= H10 (0,1)×L2(0,1), U= L2(0,1), with the usual scalar product in L2(0,1)
and the scalar product 〈v,w〉H10 (0,1) = 〈vx,wx〉L2(0,1) in H
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so that ‖B‖L(U,H) ≤ ‖ζ‖L∞(0,1), and taking the feedback u =−B?z.
A straightforward computation shows that D(A?)⊃D(A) and that A? and −A coincide in D(A); since A
is surjective, it follows that A? = −A, so that A is skew-adjoint and, by Stone’s theorem (see, for instance,
[28, Theorem 3.8.6]), A generates a strongly continuous unitary group {eAt | t ∈ R}. If ζ is not the zero
function in L∞(0,1), we also have the exact controllability of the pair (A,B) in time greater than 2 (see, for
instance, [15, Theorem 2.55]).
However, we do not have asymptotic stability of (3.2) for some choices of ζ . Assume that ζ = χ(a,b)
is the characteristic function of a proper subinterval (a,b)  (0,1), where we may assume, without loss
of generality, that b < 1. Then there exist T ≥ µ > 0, a (T,µ)-signal α , and a corresponding nonzero
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periodic solution. This follows from the results in [23] (see also [19]) and can be illustrated by an explicit












(χ[b′+2k,1+2k](x+ t)−χ[−1−2k,−b′−2k](x− t)) (3.4)
is a periodic, nonzero, mild solution of (3.2) corresponding to α . Notice, in particular, that this solution
does not converge to zero, even in the weak sense.
Note that (3.4) corresponds to the propagation of a wave with a sufficiently small support, and α is
designed in (3.3) so that, when the support of v(t, ·) passes through the interval (a,b), α switches off the
actuator, so that the wave is preserved and asymptotic stability is not achieved.
3.1 Exponential stability under persistent excitation
We suppose from now on that A generates a strongly continuous contraction semigroup {eAt | t ≥ 0}, i.e.,∥∥eAt∥∥≤ 1 for every t ≥ 0. Even though Proposition 2.5 does not generalize well to the infinite-dimensional
setting, as seen in Example 3.1, we may obtain asymptotic stability of (3.1) under the feedback law u =
−B?z, that is, of
ż = (A−α(t)BB?)z, (3.5)






which can be estimated as follows.
Lemma 3.2. Let 0≤ a≤ b < ∞. Then, for any measurable function α : R+→ [0,1], any mild solution z(·)










For the proof of this lemma, we refer to [18]. As a consequence of this estimate, one obtains a criterion
for exponential stability of (3.5).





∥∥B?eAtz0∥∥2U dt ≥ c‖z0‖2H , for all z0 ∈ H and all α ∈ G(T,µ). (3.7)
Then there exist two constants M ≥ 1 and γ > 0 such that, for any initial data z0 ∈ H and any α ∈ G(T,µ),
the corresponding solution z of (3.5) satisfies
‖z(t)‖H ≤Me
−γt ‖z0‖H , for all t ≥ 0. (3.8)
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Proof. Fix α ∈ G(T,µ) and s ≥ 0, and define V by (3.6). Lemma 3.2 with a = s and b = s+ϑ then
yields










and so (3.7) implies
V (z(s+ϑ))−V (z(s))≤− c
1+ϑ 2 ‖B‖4
V (z(s)).
The desired estimate (3.8) follows from standard arguments. 
An application of Theorem 3.3 to the wave equation is given in the following example.
Example 3.4. Let Ω⊂ Rd be a bounded domain and consider the damped wave equation on Ω,
vtt(t,x) = ∆v(t,x)−α(t)ζ (x)2vt(t,x), (t,x) ∈ (0,∞)×Ω,
v(0,x) = y0(x), x ∈Ω,
vt(0,x) = y1(x), x ∈Ω,
v(t,x) = 0, (t,x) ∈ (0,∞)×∂Ω,
(3.9)
with α ∈ G(T,µ), which is a d-dimensional generalization of Example 3.1. We now suppose that the
damping term acts almost everywhere, that is, ζ ∈ L∞(Ω) satisfies
|ζ (x)| ≥ ζ0 > 0 for almost all x ∈Ω (3.10)
and for a certain constant ζ0 > 0. Taking H = H10 (Ω)×L2(Ω), U = L2(Ω), with the usual scalar product
in L2(Ω) and the scalar product 〈v,w〉H10 (Ω) = 〈∇v,∇w〉(L2(Ω))d in H
1


















and with the feedback u=−B?z. Hypothesis (3.10) on ζ makes it now possible to show, as done in [18], that
(3.7) is satisfied for this system with ϑ = T , and so the damped wave equation with a persistently exciting
intermittent damping acting almost everywhere is exponentially stable.
3.2 Weak stability under persistent excitation
It is interesting to remark that inequality (3.7) generalizes the exact observation inequality (see, for instance,
[28, (6.1.1)]): when α is identically equal to 1, (3.7) reduces to an exact observability criterion for the pair
(A,B?) in time ϑ . A generalized form of the approximate observability criterion, which weakens (3.7), also
gives rise to an asymptotic stability result. We recall that we assume A to generate a strongly continuous
contraction semigroup {eAt | t ≥ 0}.





∥∥B?eAtz0∥∥2U dt = 0 ⇒ z0 = 0. (3.11)
Then each solution z of System (3.5) converges weakly to 0 in H as t→+∞ for any initial data z0 ∈ H and
any α ∈ G(T,µ).
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The first step of the proof of this theorem is to show that, for each z0 ∈ H and each α ∈ G(T,µ), the
weak ω-limit set
ω(z0,α) = {z∞ ∈ H | ∃ sequence (sn)n∈N, sn→+∞, so that the solution z of
(3.5) with initial condition z0 satisfies z(sn)−−−−⇀
n→+∞
z∞}
is non-empty; this follows from the fact that the norm of a solution decreases along trajectories, and so any
trajectory admits a weak limit point. The main part of the proof consists on establishing that





∥∥B?eAtz∞∥∥2U dt = 0, (3.12)
and thus the assertion of the theorem follows from (3.11). We refer to [18] for the detailed proof of (3.12).
The following example shows an application of Theorem 3.5 to Schrödinger equation.
Example 3.6. Let Ω⊂ Rd be a bounded domain and consider the internally damped Schrödinger equation
on Ω, 
ivt(t,x) =−∆v(t,x)− iα(t)ζ (x)2v(t,x), (t,x) ∈ (0,∞)×Ω,
v(0,x) = y0(x), x ∈Ω,
v(t,x) = 0, (t,x) ∈ (0,∞)×∂Ω,
(3.13)
with α ∈ G(T,µ) and ζ ∈ L∞(Ω). Assume that there exist ζ0 > 0 and a nonempty open set ω ⊂Ω such that
|ζ (x)| ≥ ζ0 > 0 for almost all x ∈ ω. (3.14)
We write (3.13) under the form (3.1) by setting H=U= L2(Ω), D(A) = H2(Ω)∩H10 (Ω), A = i∆, B : z 7→ ζ z
and with the feedback u =−B?z. It is shown in [18] that (3.11) is satisfied for this system with ϑ > T −µ ,
and so the solutions of the internally damped Schrödinger equation with a persistently exciting intermittent
damping converge weakly to 0.
3.3 Other conditions of excitation
Condition (2.2) for System (2.1) means that, in every time interval of length T , α will activate the control u.
It is a natural question whether this condition can be relaxed in certain cases, allowing intervals of arbitrary
length where no feedback control is active. For instance, it follows directly from the results in [19, Example
2 and Theorem 3.2] (see also [23]) that, for the damped wave equation on a bounded domain Ω⊂ Rd
vtt(t,x) = ∆v(t,x)−α(t)vt(t,x), (t,x) ∈ (0,∞)×Ω,
v(0,x) = y0(x), x ∈Ω,
vt(0,x) = y1(x), x ∈Ω,
v(t,x) = 0, (t,x) ∈ (0,∞)×∂Ω,
(3.15)
if α ∈ L∞(R+,{0,1}) and {t |α(t) = 1}=
⋃




implies that every solution of (3.15) converges to zero. Condition (3.16) allows for α to be zero on arbi-
trary long time intervals; actually, the exact distribution of the intervals (an,bn) is unimportant, the only
importance being their size.
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Condition (3.7) in Theorem 3.3 suggests a generalization of the class G(T,µ) where convergence to zero
may also be true, allowing α to be zero on longer time intervals. We consider the system
ż = Az+α(t)Bu, z ∈ H, u ∈ U, (3.17)
where A generates a strongly continuous contraction semigroup {eAt | t ≥ 0}, subject to the feedback u =
−B?z, leading to the system
ż = (A−α(t)BB?)z. (3.18)




∥∥B?eAtz0∥∥2U dt ≥ c‖z0‖2H , for all z0 ∈ H. (3.19)
With this definition, the following result of stability is presented in [18].
Theorem 3.8. Suppose that there exist constants ρ,T0 > 0 and a continuous function c : (0,∞)→ (0,∞)
such that, for all T ∈ (0,T0], the following implication holds.
α̃ ∈ L∞([0,T ], [0,1]),
w T
0
α̃(t)dt ≥ ρT ⇒ α̃ ∈K(A,B,T,c(T )).




an) and ∑n∈N c(bn−an) = ∞. Then any mild solution z of (3.18) satisfies ‖z(t)‖H→ 0 as t→+∞.
With this result, asymptotic estimates of c(T ) for T small may be used to obtain stability conditions, as
we illustrate in the following example from [18].
Example 3.9. As in Example 3.4, we consider again the wave equation
vtt(t,x) = ∆v(t,x)−α(t)ζ (x)2vt(t,x), (t,x) ∈ (0,∞)×Ω,
v(0,x) = y0(x), x ∈Ω,
vt(0,x) = y1(x), x ∈Ω,
v(t,x) = 0, (t,x) ∈ (0,∞)×∂Ω,
(3.20)
where Ω is a bounded domain in Rd and ζ ∈ L∞(Ω) satisfies
|ζ (x)| ≥ ζ0 > 0 for almost all x ∈Ω
for a certain constant ζ0 > 0. In the same way we did in Example 3.4, this system can be written under the
form (3.17) by setting H = H10 (Ω)×L2(Ω) and U = L2(Ω) with the same scalar products as before, and
with the same operators A and B.
We claim that, for this system, the function c(T ) appearing in the statement of Theorem 3.8 is of order
T 3 for T small.
Take α ∈ L∞(R+, [0,1]) satisfying w T
0
α(t)dt ≥ ρT
for some positive constant ρ . Denote by (ϕn)n∈N the orthonormal basis of L2(Ω) made of eigenfunctions of
the Laplace–Dirichlet operator−∆ on Ω and, for each n∈N, denote by λn > 0 the eigenvalue corresponding






























































λnt +θn)dt ≥ c(T )
with c(T ) of order T 3 for T small.
For every ε ∈ (0,1), consider the set




∣∣sin(√λnt +θn)∣∣ ≤ √λn |t− t0| for every t0 such that sin(√λnt0 +θn) = 0, and so, using this









where we recall that m is the Lebesgue measure, and where we assume, without loss of generality, that
minn∈Nλn = λ1. For ε =
ρλ1
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then every solution of (3.20) tends (strongly) to 0 as t→+∞.
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In the case of finite-dimensional systems, H = Rd , U = Rm, when A is skew-symmetric and (A,B) is
controllable, it is possible (see [18]) to take c(T ) ∼ κT 2r+1 for T small in Theorem 3.8, where κ > 0 is a
constant and r is the smallest non-negative integer such that
rank
(
B AB · · · ArB
)
= d.
This provides the following stability criterion in the finite-dimensional case.
Proposition 3.10. Let A be skew-symmetric, (A,B) be controllable and r be as above. Then for every ρ > 0
and every α ∈ L∞(R+, [0,1]) such that there exist a sequence ((an,bn))n∈N of disjoint intervals in R+ withr bn
an




for every solution of ż = (A−α(t)BBT)z.
4 Further discussion and open problems
The results from the previous sections give rise to several questions concerning persistently excited linear
systems that, up to our knowledge, remain open. We now present some of these questions that have drawn
our attention.
4.1 Generalization of Theorem 2.11 to higher dimensions
Theorem 2.11 was only established in the 2-dimensional case, and an interesting open problem is to find if
it still holds true in dimension greater than two.
In order to prove that RC(A,T,µ) =+∞ implies that RD(A,T,µ) =+∞, the proof provided in [13] con-




∈M1,2(Rd) is such that rc(A,b,T,µ,K)>




, and, to do so, the solutions of ẋ = (A−αbK−)x are
regarded as solutions of ẋ = (A−αbK)x going backwards in time. For this to be possible, it is necessary
to extend α backwards in time, and the result is actually reduced to find such an extension that satisfies
certain properties. The search for such an extension of α is stated in terms of the controllability of the
angular part ω = x/‖x‖ of the control system ẋ = (A− ξ bK−)x with respect to the control ξ ∈ [0,1], i.e.,
the controllability of the system
ω̇ = (A−ξ bK−)ω−
[
ω




ω, ω ∈ S1 ⊂ R2, ξ ∈ [0,1]. (4.1)
The techniques used in [13] to prove the controllability of (4.1) with respect to the control ξ rely on the
fact that the dynamics take place in the unit circle S1, and cannot be immediately generalized to higher
dimensions. This is essentially the reason why the proof of Theorem 2.11 given in [13] only holds in
dimension 2, and so a key to the generalization of this theorem is to study the controllability of (4.1) in
dimension greater than two.
4.2 Generalizations of Theorem 2.14
Theorem 2.14 shows that stabilization at an arbitrary rate of convergence is possible for System (2.11),
where we assume that the switching signal α is Lipschitz continuous with a Lipschitz constant bounded by
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a certain M > 0. The proof provided in [12], however, relies deeply on the planar structure of the dynamics,
and it is an interesting question whether this result still holds true in higher dimensions. As we mentioned
before, the proof goes by decomposing the time on “good” and “bad” time intervals, and the main idea is to
show that the rate of convergence on “good” time intervals is more important than the possible explosion on
“bad” time intervals. The estimates on the rate of explosion on “bad” time intervals are based on techniques
of worst-case trajectory, similar to those presented in [4, 6, 24], which rely on the planar structure of the
dynamics to get the desired estimates. Obtaining fine estimates on “bad” time intervals in higher dimensions
is a much harder problem.
Another possible generalization of Theorem 2.14 is to consider an intermediate class between G(T,µ)
and D(T,µ,M). More precisely, we wish to know if stabilization at an arbitrary rate is still possible if we
consider system ẋ= Ax+α(t)Bu subject to a persistently exciting signal in a class B larger than D(T,µ,M).
By Theorem 2.13, this is not true for the whole class of persistently exciting signals G(T,µ) when µ/T is
small. As we mentioned before, Theorem 2.13 has been proved by constructing, for each gain K ∈M1,2(R),
a signal α ∈ G(T,µ) that destabilizes the system, and such signals α oscillate faster between 0 and 1 as K
increases in norm, so a natural class to consider would be the class BV(T,µ,V ) of (T,µ)-signals of total
variation bounded by V on every interval [t, t + T ], t ∈ R+. That is, we define the class BV(T,µ,V ) by
setting that α ∈BV(T,µ,V ) if α ∈ G(T,µ) and if, for every interval [t, t +T ] with t ≥ 0 and every partition





Even though we do not know whether stabilization at an arbitrary rate can be established for the class
BV(T,µ,V ), it is not hard to prove this result to be true if we restrict ourselves to signals in BV(T,µ,V )
taking their values only in {0,1}. Let us prove this fact. Given T ≥ µ > 0 and V > 0, we define the class
BVd(T,µ,V ) by setting that α ∈ BVd(T,µ,V ) if α ∈ BV(T,µ,V ) and if α takes its values only on {0,1}.
We wish to study the control system
ẋ = Ax+α(t)Bu, x ∈ Rd , u ∈ Rm, α ∈BVd(T,µ,V ) (4.2)
where A ∈Md(R), B ∈Md,m(R) and (A,B) is controllable. We first notice that the bound on the total
variation of α ∈BVd(T,µ,V ) in an interval [t, t +T ] is actually a bound on the number of jumps between 0
and 1 that α may have in [t, t +T ].
Lemma 4.1. Let T ≥ µ > 0, V > 0, and α ∈ BVd(T,µ,V ), and fix t ≥ 0. Then there exist N ∈ N and
numbers ai,bi, i = 1, . . . ,N, with




1 if s ∈ (ai,bi) for a certain i ∈ {1, . . . ,N},










Proof. Consider the set N of all positive integers n ∈ N∗ such that we can find a partition P = {t =
t0 < t1 < · · · < tn = t +T} with |α(ti)−α(ti−1)| = 1 for every i = 1, . . . ,n and note M = supN, with
the convention M = 0 if N = /0. Since the total variation of α in [t, t +T ] is less than V , it follows that
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M ≤V . The case M = 0 happens if and only if α is constant on [t, t+T ], and this constant must be equal
1 due to the fact that α ∈ G(T,µ) and µ > 0, and so, in this case, we set N = 1, a1 = t, b1 = t +T , and
we have the desired result. We suppose from now on that M ≥ 1.
Take a partition P = {t = t0 < t1 < · · · tM = t +T} with |α(ti)−α(ti−1)|= 1 for every i = 1, . . . ,M
(such a partition exists, since M is finite). Then, for every i = 1, . . . ,M, there exists ci ∈ [ti−1, ti] such
that α is constant on [ti−1,ci) and on (ci, ti]. Indeed, take ci = inf{t ∈ [ti−1, ti] |α(t) = α(ti)}; so α is
constant and equal to α(ti−1) on [ti−1,ci), and, if α were not constant on (ci, ti], we would be able to
choose τ1,τ2 with ci ≤ τ1 < τ2 < ti and α(τ1) = α(ti), |α(ti)−α(τ2)|= 1, in such a way that {t = t0 <
t1 < · · ·< ti−1 < τ1 < τ2 < ti < · · ·< tM = t +T} would be a partition of [t, t +T ] with M+3 elements
and for which α would change its value between any two consecutive elements, thus contradicting the
fact that M = supN. Thus we have the desired property on ci.
If α(t) = 0, we define a1 = b1 = t and a2 = c1, b2 = c2, a3 = c3, b3 = c4, and so on, so that, if M is
odd, we end with aN = cM and bN = t +T , with N = M−12 +2 and, if M is even, we end with bN−1 = cM
and aN = bN = t+T , with N = M2 +2. Similarly, if α(t) = 1, we define a1 = t, b1 = c1, a2 = c2, b2 = c3,
and so on, so that, if M is odd, we end with bN−1 = cM, aN = bN = t+T , with N = M−12 +2, and, if M is





Since α is constant on [ti−1,ci) and (ci, ti] for all i = 1, . . . ,M the construction of ai and bi guarantees that
α is constant on (ai,bi) for all i = 1, . . . ,N and on (bi,ai+1) for all i = 1, . . . ,N−1, and our construction









We shall also need the following result, which gives an estimate on the overshoot constant of the system
ẋ = (A−BK)x which is polynomial in the exponential decay rate γ . Its proof can be found, for instance,
in [10, 11] (with a better estimation on M and L provided in [20]).
Lemma 4.2. Let A ∈Md(R) and B ∈Md,m(R) be two matrices such that the pair (A,B) is controllable.
Then there exists M ≥ 1 such that, for any γ ≥ 1, there exists a matrix K ∈Mm,d(R) such that∥∥∥e(A−BK)t∥∥∥≤MγLe−γt , for all t ≥ 0,
with L depending only on d.
Using Lemmas 4.1 and 4.2, we can prove a result on the stabilization at an arbitrary rate for the class
BVd(T,µ,V ).
Theorem 4.3. Let A ∈Md(R) and B ∈Md,m(R) be two matrices such that the pair (A,B) is controllable,
and let T ≥ µ > 0 and V > 0. Given λ > 0, there exist K ∈Mm,d(R) and C > 0 such that, for every
α ∈ BVd(T,µ,V ) and every initial condition x0 ∈ Rd , the corresponding solution x of ẋ = (A−α(t)BK)x
satisfies
‖x(t)‖ ≤Ce−λ t ‖x0‖ , for all t ≥ 0.
Proof. We first note that, for every K ∈ Mm,d(R), every initial condition x0 ∈ Rd and every α ∈
BVd(T,µ,V ), equation ẋ = (A−α(t)BK)x can be integrated and, by application of Gronwall’s Lemma,
we get that, for every t ≥ 0,
‖x(t)‖ ≤ ‖x0‖e(‖A‖+‖BK‖)t . (4.5)
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Let M and L be as in Lemma 4.2; up to increasing M, we also have that∥∥eAt∥∥≤Meat , for all t ≥ 0
for a certain a≥ 0. Take N0 = V2 +2 and, for γ > 0, define
Cγ = M2N0γN0LeaT e−γµ .
Then limγ→+∞Cγ = 0. Now, take λ > 0; there exists γ ≥ 1 such that 0 <Cγ ≤ e−λT . For this γ , we take
K ∈Mm,d(R) as in Lemma 4.2, and we take α ∈BVd(T,µ,V ) and x0 ∈ Rd .
Take t ≥ 0. By Lemma 4.1, there exist N ≤N0 and numbers ai,bi, i = 1, . . . ,N, satisfying (4.3), such
that α satisfies (4.4). We thus have
x(t + T ) = e(A−BK)(bN−aN)eA(aN−bN−1)e(A−BK)(bN−1−aN−1)eA(aN−1−bN−2) · · ·eA(a2−b1)e(A−BK)(b1−a1)x(t).
Using the estimates on
∥∥eAt∥∥ and ∥∥e(A−BK)t∥∥, we obtain
‖x(t +T )‖ ≤M2N−1γNLea∑
N−1
j=1 (a j+1−b j)e−γ ∑
N
j=1(b j−a j) ‖x(t)‖ ≤
≤M2N0γN0LeaT e−γµ ‖x(t)‖ ≤
≤ e−λT ‖x(t)‖ .
Thus, for any t ≥ 0, we have
‖x(t +T )‖ ≤ e−λT ‖x(t)‖ .
Now, for t ≥ 0, writing t = nT + r with r ∈ [0,T ) and n ∈ N, we obtain
‖x(t)‖ ≤ e−λnT ‖x(r)‖= eλ r ‖x(r)‖e−λ t ,
from where we finally get, using (4.5), that
‖x(t)‖ ≤Ce−λ t ‖x0‖
with C = e(λ+‖A‖+‖BK‖)T . 
Theorem 4.3 thus generalizes Theorem 2.14 to the multi-dimensional case when α ∈BVd(T,µ,V ), but
it is presently not know if this result still holds true when α is in the more general class BV(T,µ,V ), where
α may take its values on the whole interval [0,1] and not only on {0,1}.
4.3 Properties of ρ(A,T )
The quantity ρ(A,T ) defined in (2.12) is important to study the bifurcation phenomenon that happens when
considering stabilizability at an arbitrary rate of System (2.4) with respect to the parameter ρ = µ/T . Even
though Proposition 2.15 gives some characterization of ρ(A,T ), many questions remain open. For instance,
we know that T 7→ ρ(Jd ,T ) is constant, but an interesting problem is to find exactly for which matrices
T 7→ ρ(A,T ) is constant. If it were the case of T 7→ ρ(A,T ) being constant for all matrices A ∈Md(R), it
would be interesting to know whether this constant depends on A. Otherwise, it would also be interesting to
investigate if T 7→ ρ(A,T ) is monotone, and the dependence of limT→+∞ ρ(A,T ) and limT→0+ ρ(A,T ) on
A.





This definition means that, for every ρ > ρd , we have RC(A,T,ρT ) = +∞ for any controllable pair (A,b) ∈
Md(R)×Rd and any T > 0. Thanks to Theorem 2.12, we have that ρd < 1 for every d ∈ N∗, and an
interesting open problem is the study of the behavior of ρd as d→+∞.
20
4.4 Stabilizability at an arbitrary rate for systems with several inputs
Section 2.3 deals only with systems with a single input, and it would be interesting to study what happens
when we consider the multi-input case, i.e., when
ẋ = Ax+α(t)Bu, x ∈ Rd , u ∈ Rm, α ∈ G(T,µ). (4.6)
The problem of stabilization at an arbitrary rate of convergence seems to be quite intricate when con-
sidering several inputs. The intuition is that adding more (independent) inputs to a system gives us more
control on its behavior, and so, even if we do not have stabilizability at an arbitrary rate for a certain system
given by a pair of matrices (A,B), we might obtain such a result by adding more independent inputs (and
thus adding more linearly independent columns to B). An interesting question in this sense is to find out the
minimal number of linearly independent inputs necessary to stabilize at an arbitrary rate any d-dimensional
system, for every T ≥ µ > 0. That is, we want to find the minimal p such that any controllable pair (A,B)
with A ∈Md(R), B ∈Md,m(R) and rank(B) ≥ p can be stabilized at an arbitrary rate with respect to the
class G(T,µ), for any T ≥ µ > 0. This property holds for d linearly independent inputs, as shown in the
next theorem (which generalizes [9, Proposition 20]), but we do not know if we may have p < d.
Theorem 4.4. Let A ∈Md(R) and B ∈Md,m(R) be two matrices such that the pair (A,B) is controllable
and rank(B) = d, and let T ≥ µ > 0. Given λ > 0, there exists K ∈Mm,d(R) and C > 0 such that, for every
α ∈ G(T,µ) and every initial condition x0 ∈Rd , the corresponding solution x of ẋ = (A−α(t)BK)x satisfies
‖x(t)‖ ≤Ce−λ t ‖x0‖ , for all t ≥ 0.
Proof. As in the proof of Theorem 4.3, for every K ∈Mm,d(R), every initial condition x0 ∈ Rd and
every α ∈BVd(T,µ,V ), an application of Gronwall’s Lemma yields the estimate
‖x(t)‖ ≤ ‖x0‖e(‖A‖+‖BK‖)t . (4.7)
We take M ≥ 1 and a ∈R such that
∥∥eAt∥∥≤Meat for every t ≥ 0. Since rank(B) = d, up to a change




, and, ignoring the last m− d
inputs and considering u as a vector in Rd , System (4.6) can be written as
ẋ = Ax+α(t)u.
For a given λ > 0, take k > 0 such that MeaT e−kµ ≤ e−λT and consider the state feedback u = −kx,
which yields the closed-loop system
ẋ = (A−α(t)kIdd)x. (4.8)
Take α ∈ G(T,µ) and x0 ∈ Rd , and note by x the solution of (4.8) corresponding to α , x0 and k. Since k
is a scalar, the flow associated to (4.8) is Φ(t,s) = eA(t−s)e−k
r t
s α(τ)dτ , and so we have, for every t ≥ 0,




‖x(t +T )‖ ≤MeaT e−kµ ‖x(t)‖ ≤ e−λT ‖x(t)‖ .
Now, for t ≥ 0, writing t = nT + r with r ∈ [0,T ) and n ∈ N, we obtain
‖x(t)‖ ≤ e−λnT ‖x(r)‖= eλ r ‖x(r)‖e−λ t ,
from where we finally get, using (4.7), that
‖x(t)‖ ≤Ce−λ t ‖x0‖
with C = e(λ+‖A‖+‖BK‖)T . 
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4.5 Infinite-dimensional systems
Section 3 deals with stabilization results for infinite-dimensional systems, concentrating on operators A that
generate strongly continuous contraction semigroups {eAt | t ≥ 0}, that is, for which
∥∥eAt∥∥≤ 1 for all t ≥ 0.
These operators generalize the neutrally stable case presented in Section 2.1, and an interesting question is
to investigate whether results from Sections 2.2 and 2.3 can also be generalized to the infinite-dimensional
setting. This would mean to consider a strongly continuous semigroup {eAt | t ≥ 0} for which
∥∥eAt∥∥ cannot
be uniformly bounded by a constant for all t ≥ 0.
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