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Abstract
In the framework of fair learning, we consider clustering methods that avoid or limit
the influence of a set of protected attributes, S, (race, sex, etc) over the resulting clusters,
with the goal of producing a fair clustering. For this, we introduce perturbations to the
Euclidean distance that take into account S in a way that resembles attraction-repulsion in
charged particles in Physics and results in dissimilarities with an easy interpretation. Cluster
analysis based on these dissimilarities penalizes homogeneity of the clusters in the attributes
S, and leads to an improvement in fairness. We illustrate the use of our procedures with
both synthetic and real data.
1 Introduction
Cluster analysis or clustering is the task of dividing a set of objects in such a way that elements
in the same group or cluster are more similar, according to some dissimilarity measure, than
elements in different groups. To achieve this task there are two main types of algorithms:
partitioning algorithms, which try to split the data into k groups that usually minimize some
optimality criteria, or agglomerative algorithms, which start with single observations and merge
them into clusters according to some dissimilarity measure. Such methods have been investigated
in a large amount of literature, hence we refer to [15] and references therein for an overview.
Supervised and unsupervised classification procedures are increasingly more influential in
people’s life since they are used in credit scoring, article recommendation, risk assessment, spam
filtering or sentencing recommendations in courts of law, among others. Hence controlling the
outcome of such procedures, in particular ensuring that some variables which should not be
taken into account due to moral or legal issues are not playing a role in the classification of
the observations, has become an important field of research known as fair learning. We refer
to [4, 6, 18] or [12] for an overview of such legal issues and mathematical solutions to address
them. The main concern is to detect whether decision rules, learnt from variables X, are biased
with respect to a subcategory of the population driven by some variables called protected or
sensitive variables. Such variables induce a bias in the observations, and are correlated to other
observations. Hence avoiding this effect cannot be achieved by the naive solution of ignoring
∗Research partially supported by FEDER, Spanish Ministerio de Economı´a y Competitividad, grant
MTM2017-86061-C2-1-P and Junta de Castilla y Leo´n, grants VA005P17 and VA002G18. Research partially
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such protected attributes. Indeed, if the the data at hand reflects a real world bias, machine
learning algorithms can pick on this behaviour and emulate it.
Recently, concerns about fairness have received an increasing attention, resulting into two
main strategies to address it in the field of classification. One course of action is to transform
the data in order to avoid correlation between the set of sensitive attributes and the rest of the
data [8, 11]. Another way is to modify the objective functions of the algorithms in a way that
eliminates or reduces the unfairness [16,26].
In this work we consider the problem of fair clustering. Suppose we observe data that
includes information about attributes that we know or suspect that are biased with respect
to the protected class. If the biased variables are dominant enough, a standard clustering on
the unprotected data will result in some biased clusters, therefore, if we classify new instances
based on this partition, we will incur in biased decisions. Ideally, a fair clustering would be the
situation in which, in the partition of the data, the proportions of the protected attributes are
the same in each cluster (hence, the same as the proportions in the whole dataset). This notion
of fairness is close to the disparate impact doctrine ( [11]) adapted to the clustering setting. The
idea is to guarantee that a decision taken with respect to a particular cluster in the partition
will not affect disproportionately some group of the population (codified by the protected class),
since every group is represented in every cluster according to its proportion in the whole data.
With our approach to fair clustering we try to avoid or mitigate these situations by reducing
homogeneity with respect to the sensitive classes of the groups, but without imposing too hard
fairness constraints such as group proportions that may result in an excessive reduction of the
information conveyed by the data.
A possible approach for fair clustering was presented in [5] based on the idea of constrained
k-center and k-median clustering. The authors proposed a model where data are partitioned
into two groups, codified by red and blue, where disparate impact is avoided by maintaining
balance between the proportion of points in the two categories. Their goal is to achieve a
partition of the data where the respective objective function is minimized while balance in each
cluster is maintained over a given treshold. Their approach initially designed for data with two
different protected classes has led to the following extensions. The k-center problem was tackled
in [3, 20], the k-median in [1] while k-means is further studied in [2, 3, 22]. These extensions
impose constraints related to some minimum and/or maximum value for the proportions of the
protected classes in each cluster. Yet, the constraints may result in an excessive modification of
the clustering problem with a subsequent loss of geometrical information contained in the data.
In the following, we propose an alternative to the constrained clustering approach for obtain-
ing fair partitions by incorporating some perturbations in the original dissimilarities of the data
in order to favour heterogeneity with respect to the protected variable. For this, we present a
new methodology inspired by particle physics and based on attraction-repulsion dissimilarities.
These new dissimilarities aim at increasing the separation between points with the same values
of the protected class and/or decreasing the separation between points with different values of
the protected class. Hence they favour the formation of clusters that are more heterogeneous in
the protected variable since they reduce the distance between points with different class values,
and increase the distance between points with the same class values, leading to a gain in fairness.
Note that we do not need to find fairlets ( [5]), partitions of the data into small fair clusters,
or core-sets ( [22]), small subsets of the data for which solving the fair clustering problem gives
a reasonable approximation to the fair clustering problem in the whole dataset. Our method
is more flexible than previous ones and enables to control better the trade-off between fairness
and geometrical information of the data. The proposed dissimilarities depend on parameters
that the practitioner can control and therefore he or she can impose bigger tendency to fairness.
Guidance in the task of choosing the parameters is presented in Section 5 and discussed through
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some synthetic examples in Section 6.1. Moreover, attraction-repulsion dissimilarities can be
combined with some common clustering techniques via an embedding, in particular, with multi-
dimensional scaling (Section 2). Agglomerative hierarchical clustering is well suited for the use
of dissimilarities, hence, in Section 3, we show how to adapt our proposals in a computationally
efficient way when using this type of clustering. The proposed attraction-repulsion dissimilari-
ties can also be adapted to the kernel-trick extension, applied to the unprotected variables X,
leading to non linear separation in X with a penalization for heterogeneity w.r.t S as shown in
Section 4 and 6.1.2.
The paper falls into the following parts. Section 2 presents the attraction-repulsion dissim-
ilarities. Clustering methods are developed in Section 3 while Section 4 is devoted to their
extension to the kernel case. We study the importance of the choice of parameters in Section 5.
Finally, applications for our technique are given in Section 6. We provide a thorough discussion
on a synthetic dataset in 6.1.1, while in 6.3 we apply our methods to the Ricci dataset which
describes the case of Ricci v. DeStefano of the Supreme Court of the United States, [24]. In
Section 6.2, we provide comparison between our methods and the ones proposed in [5], that
suggests that proportion constraints are too strong requirements if we want to retain structural
information of the data.
2 Charged clustering via multidimensional scaling
Clustering relies on the choice of dissimilarities that control the part of information conveyed by
the data that will be used to gather points into the same cluster, expressing how such points share
some common characteristics. To obtain a fair clustering we aim at obtaining clusters which are
not governed by the protected variables but are rather mixed with respect to these variables. For
this, we introduce interpretable dissimilarities in the space (X,S) ∈ Rd+p aiming at separating
points with the same value of the protected classes. Using an analogy with electromagnetism,
the labels S play the role of an electric charge and similar charges tend to have a repulsive effect
while dissimilar charges tend to attract themselves.
Our guidances for choosing these dissimilarities are that we would like the dissimilarities to
i) induce fairness into subsequent clustering techniques (eliminate or, at least, decrease de-
pendence of the clusters on the protected attribute),
ii) keep the essential geometry of the data (with respect to non-protected attributes) and
iii) be easy to use and interpret.
Hence we propose the following dissimilarities.
Definition 1 (Attraction-Repulsion Dissimilarities).
δ1 ((X1, S1) , (X2, S2)) = 1
′U1 + S′1V S2 + ‖X1 −X2‖2 (1)
with U, V symmetric matrices in Rp×p;
δ2 ((X1, S1) , (X2, S2)) =
(
1 + ue−v‖S1−S2‖
2
)
‖X1 −X2‖2 (2)
with u, v ≥ 0;
δ3 ((X1, S1) , (X2, S2)) = ‖X1 −X2‖2 − u‖S1 − S2‖2 (3)
with u ≥ 0.
Let 0 ≤ u ≤ 1 and v, w ≥ 0,
δ4 ((X1, S1) , (X2, S2)) =
(
1 + sign(S′1V S2)u
(
1− e−v(S′1V S2)2
)
e−w‖X1−X2‖
)
‖X1 −X2‖. (4)
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Remark 1. δ1((X,S), (X,S)) 6= 0 and therefore it is not strictly a dissimilarity. Yet, for all
practical purposes discussed in this work this does not affect the proposed procedures.
To the best of our knowledge this is the first time that such dissimilarities have been proposed
and used in the context of clustering (in [13] repulsion was introduced modifying the objective
function, only taking into account distances between points, to maintain centers of clusters
separated). Dissimilarities (1) to (4) are natural in the context of fair clustering because they
penalize the Euclidean distance taking into account the (protected) class of the points involved.
Hence, some gains in fairness could be obtained.
The dissimilarities we consider are easily interpretable, providing the practitioner with the
ability to understand and control the degree of perturbation introduced. Dissimilarity (1) is an
additive perturbation of the squared Euclidean distance where the intensity of the penalization
is controlled by matrices U and V , with V controlling the interactions between elements of the
same and of different classes S. Dissimilarity (3) presents another additive perturbation but the
penalization is proportional to the difference between the classes S1 and S2, and the intensity
is controlled by the parameter u.
Dissimilarity (2) is a multiplicative perturbation of the squared Euclidean distance. With
u we control the amount of maximum perturbation achievable, while with v we modulate how
fast we diverge from this maximum perturbation when S1 is different to S2.
Dissimilarity (4) is also a multiplicative perturbation of the Euclidean distance. However, it
has a very different behaviour with respect to (1)-(3). It is local, i.e., it affects less points that
are further apart. Through w we control locality. With bigger w the perturbation is meaningful
only for points that are closer together. With matrix V we control interactions between classes
as in (1), while with u we control the amount of maximum perturbation as in (2). Again, v is a
parameter controlling how fast we diverge from the maximum perturbation.
We present in the following a simple example for the case of a single binary protected
attribute, coded as −1 or 1. This is an archetypical situation in which there is a population
with an (often disadvantaged) minority, that we code as S = −1, and the new clustering has to
be independent (or not too dependent) on S.
Example 1. Let us take S1, S2 ∈ {−1, 1}. For dissimilarity (1) we fix U = V = c ≥ 0, therefore
δ1 ((X1, S1) , (X2, S2)) = c(1 + S1S2) + ‖X1 −X2‖2.
If S1 6= S2, we have the usual squared distance ‖X1 − X2‖2, while when S1 = S2 we have
2c + ‖X1 − X2‖2, effectively we have introduced a repulsion between elements with the same
class. For dissimilarity (2) let us fix u = 0.1 and v = 100,
δ2 ((X1, S1) , (X2, S2)) =
(
1 + 0.1e−100‖S1−S2‖
2
)
‖X1 −X2‖2.
When S1 6= S2 we have approximately ‖X1−X2‖2, while when S1 = S2 we have 1.1‖X1−X2‖2,
again introducing a repulsion between elements of the same class. For dissimilarity (3), when
S1 = S2 we have ‖X1 − X2‖2 and when S1 6= S2 we get ‖X1 − X2‖2 − 2u, therefore we
have introduced an attraction between different members of the sensitive class. When using
dissimilarity (4), fixing V = c > 0, u = 0.1, v = 100, w = 1, we get
δ4 ((X1, S1) , (X2, S2)) =
(
1 + 0.1sign(cS′1S2)
(
1− e−100(cS′1S2)2
)
e−‖X1−X2‖
)
‖X1 −X2‖.
If S1 = S2 we get approximately
(
1 + 0.1e−‖X1−X2‖
) ‖X1 −X2‖, therefore we have a repulsion.
If S1 6= S2 we have approximately
(
1− 0.1e−‖X1−X2‖) ‖X1 − X2‖, which can be seen as an
attraction.
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Our proposals are flexible thanks to the freedom in choosing the class labels. If we codify
S with {−1, 1}, as in the previous example, we can only produce attraction between different
classes and repulsion between the same classes (or exactly the opposite if V < 0) in (1) and
(4). On the other hand, if we codify S as {(1, 0), (0, 1)}, we have a wider range of possible
interactions induced by V . For example taking V = ((1,−1)′|(−1, 0)′) we produce attraction
between different classes, no interaction between elements labelled as (0, 1) and repulsion between
elements labelled as (1, 0). If we had three classes we could use {(1, 0, 0), (0, 1, 0), (0, 0, 1)} as
labels and induce a personalized interaction between the different elements via a 3×3 matrix V .
For example V = ((0,−1,−1)′|(−1, 0,−1)′|(−1,−1, 0)′) provides attraction between different
classes and no interaction between elements of the same class. Extensions to more than three
classes are straightforward. More details on parameter and class codification selection will be
given in Section 5.
These dissimilarities can then be used directly in some agglomerative hierarchical clustering
methods, as described in Section 3. Alternatively, we could use these dissimilarities to produce
some embedding of the data into a suitable Euclidean space and use some optimization clustering
technique (in the sense described in Chapter 5 in [10]) on the embedded data. Actually, the
dissimilarities δl can be combined with common optimization clustering techniques, such as k-
means, via some embedding of the data. We note that our dissimilarities aim at increasing the
separation of points with equal values in the protected attributes while respecting otherwise the
geometry of the data. Using multidimensional scaling (MDS) we can embed the original points
in the space Rd′ with d′ ≤ d and use any clustering technique on the embedded data. Quoting [7],
multidimensional scaling ‘is the search for a low dimensional space, usually Euclidean, in which
points in the space represent the objects, one point representing one object, and such that the
distances between the points in the space, match, as well as possible, the original dissimilarities’.
Thus, applied to dissimilarities δl, MDS will lead to a representation of the original data that
conveys the original geometry of the data in the unprotected attributes and, at the same time,
favours clusters with diverse values in the protected attributes.
Here is an outline of how to use the dissimilarities δl coupled with MDS for a sample
(X1, S1), . . . , (Xn, Sn).
Attraction-Repulsion MDS For any l ∈ {1, 2, 3, 4}
• Compute the dissimilarity matrix [∆i,j ] = [δl((Xi, Si), (Xj , Sj))] with a particular
choice of the free parameters.
• If min∆i,j ≤ 0, transform the original dissimilarity to have positive entries:
∆i,j = ∆i,j + |min∆|+ , where  is small.
• For δ1, δ2, δ3: ∆i,j =
√
∆i,j.
• Use MDS to transform (X1, S1), . . . , (Xn, Sn) into X ′1, . . . , X ′n ∈ Rd
′
, where Di,j =
‖X ′i −X ′j‖ is similar to ∆i,j.
• Apply a clustering procedure on the transformed data X ′1, . . . , X ′n.
This procedure will be studied in Section 6 for some synthetic and real datasets.
3 Charged hierarchical clustering
Agglomerative hierarchical clustering methods (bottom-top clustering) encompass many of the
most widely used methods in unsupervised learning. Rather than a fixed number of clusters,
these methods produce a hierarchy of clusterings starting from the bottom level, at which each
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sample point constitutes a group, to the top of the hierarchy, where all the sample points are
grouped into a sigle unit. We refer to [19] for an overview. The main idea is simple. At each
level, the two groups with the lowest dissimilarity are merged to form a single group. The
starting point is typically a matrix of dissimilarities between pairs of data points. Hence, the
core of a particular agglomerative hierarchical clustering lies at the way in which dissimilarities
between groups are measured. Classical choices include single linkage, complete linkage, average
linkage or McQuitt’s method. Additionally, some other methods are readily available for using
dissimilarities, as, for example, DBSCAN (Density-Based Spatial Clustering of Applications
with Noise) introduced in [9].
When a full data matrix (rather than a dissimilarity matrix) is available it is possible to use
a kind of agglomerative hierarchical clustering in which every cluster has an associated proto-
type (a center or centroid) and dissimilarity between clusters is measured through dissimilarity
between the prototypes. A popular choice (see [10]) is Ward’s minimum variance clustering :
dissimilarities between clusters are measured through a weighted squared Euclidean distance
between mean vectors within each cluster. More precisely, if clusters i and j have ni and nj
elements and mean vectors gi and gj then Ward’s dissimilarity between clusters i and j is
δW (i, j) =
ninj
ni+nj
‖gi − gj‖2,
where ‖ · ‖ denotes the usual Euclidean norm. Other methods based on prototypes are the
centroid method or Gower’s median method (see [19]). However, these last two methods may
present some undesirable features (the related dendrograms may present reversals that make
the interpretation harder, see, e.g., [10]) and Ward’s method is the most frequently used within
this prototype-based class of agglomerative hierarchical clustering methods.
Hence, in our approach to fair clustering we will focus on Ward’s method. Given two clusters
i and j consisting of points {(Xi, Si)}nii=1 and {(Yj , Tj)}njj=1, respectively, we define the charged
dissimilarity between them as
δW,l(i, j) =
ninj
ni+nj
δl((
1
ni
∑ni
i=1Xi,
1
ni
∑ni
i=1 Si), (
1
nj
∑nj
j=1 Yj ,
1
nj
∑nj
j=1 Tj)) (5)
where δl, l = 1, . . . , 4 is any of the point dissimilarities defined by (1) to (4).
The practical implementation of agglomerative hierarchical methods depends on the avail-
ability of efficient methods for the computation of dissimilarities between merged clusters. This
is the case of the family of Lance-Williams methods (see [17], [19] or [10]) for which a recursive
formula allows to update the dissimilarities when clusters i and j are merged into cluster i∪ j in
terms of the dissimilarities of the initial clusters. This allows to implement the related methods
using computer time of order O(n2 log n). We show next that a recursive formula similar to the
Lance-Williams class holds for the dissimilarities δl,W and, consequently, the related agglomera-
tive hierarchical method can be efficiently implemented. The fact that we are dealing differently
with genuine and protected attributes results in the need for some additional notation (and stor-
age). Given clusters i and j consisting of points {(Xi, Si)}nii=1 and {(Yj , Tj)}njj=1, respectively,
we denote
dx(i, j) =
∥∥ 1
ni
∑ni
i=1Xi − 1nj
∑nj
j=1 Yj‖. (6)
Note that dx(i, j) is simply the Euclidean distance between the means of the X-attributes in
clusters i and j. Similarly, we set
ds(i, j) =
∥∥ 1
ni
∑ni
i=1Si − 1nj
∑nj
j=1 Tj‖. (7)
Proposition 1. For δW,l as in (5), dx(i, j) as in (6) and ds(i, j) as in (7) and assuming that
clusters i, j and k have sizes ni, nj and nk, respectively, we have the following recursive formulas:
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i) δW,1(i ∪ j, k) = ni+nkni+nj+nk δW,1(i, k) +
nj+nk
ni+nj+nk
δW,1(j, k)− nkni+nj+nk d2W,x(i, j);
ii)
δW,2(i ∪ j, k) =
(
1 + ue
−v( ni
ni+nj
d2s(i,k)+
nj
ni+nj
d2s(j,k)−
ninj
(ni+nj)
2 d
2
s(i,j))
)
×
(
ni+nk
ni+nj+nk
d2W,x(i, k) +
nj+nk
ni+nj+nk
d2W,x(j, k)− nkni+nj+nk d
2
W,x(i, j)
)
;
iii) δW,3(i ∪ j, k) = ni+nkni+nj+nk δW,3(i, k) +
nj+nk
ni+nj+nk
δW,3(j, k)− nkni+nj+nk δW,3(i, j),
where d2W,x(i, j) =
ninj
ni+nj
d2x(i, j).
Proof. For i) we just denote by Rs,St and Tr the protected attributes in clusters i, j and k,
respectively and note that
δW,1(i ∪ j, k) = (ni+nj)nkni+nj+nk
(
1′U1 + 1ni+nj
(∑ni
s=1Rs +
∑nj
t=1 St
)′
V 1nk
∑nk
r=1 Tr + d
2
x(i ∪ j, k)
)
=
(ni+nj)nk
ni+nj+nk
ni
ni+nj
(
1′U1 + 1ni (
∑ni
s=1Rs)
′ V 1nk
∑nk
r=1 Tr
)
+
(ni+nj)nk
ni+nj+nk
nj
ni+nj
(
1′U1 + 1nj
(∑nj
t=1 St
)′
V 1nk
∑nk
r=1 Tr
)
+ d2W,x(i ∪ j, k)
= ni+nkni+nj+nk
nink
ni+nk
(
1′U1 + 1ni
(∑ni
s=1Rs
)′
V 1nk
∑nk
r=1 Tr + d
2
x(i, k)
)
+
nj+nk
ni+nj+nk
njnk
nj+nk
(
1′U1 + 1nj
(∑nj
j=1 Sj
)′
V 1nk
∑nk
r=1 Tr + d
2
x(j, k)
)
− nkni+nj+nk d2W,x(i, j)
= ni+nkni+nj+nk δW,1(i, k) +
nj+nk
ni+nj+nk
δW,1(j, k)− nkni+nj+nk d2W,x(i, j).
Observe that we have used the well-known recursion for Ward’s dissimilarities, namely,
d2W,x(i ∪ j, k) = ni+nkni+nj+nk d2W,x(i, k) +
nj+nk
ni+nj+nk
d2W,x(j, k)− nkni+nj+nk d2W,x(i, j) (8)
(see, e.g., [10]). The update formulas ii) and iii) are obtained similarly. We omit details.
From Proposition 1 we see that a practical implementation of agglomerative hierarchical
clustering based on δW,l, l = 1, 2 would require the computation of d
2
W,x(i, j), which can be
done using the Lance-Williams formula (8). In the case of δW,2 we also need d
2
s(i, j), which
again can be obtained through a Lance-Williams recursion. This implies that agglomerative
hierarchical clustering based on δW,l, l = 1, 2 or 3 can be implemented using computer time
of order O(n2 log n) (at most twice the required time for the implementation of an ‘unfair’
Lance-Williams method).
We end this section with an outline of the implementation details for our proposal for fair
agglomerative hierarchical clustering based on dissimilarities δW,l.
Iterative Attraction-Repulsion Clustering For l ∈ {1, 2, 3}
• Compute the dissimilarity matrix [∆i,j ] = [δl((Xi, Si), (Xj , Sj))] with a particular
choice of the free parameters.
• If min ∆i,j ≤ 0, transform the original dissimilarity to have positive entries: ∆i,j =
∆i,j + |min∆|+ , where  is arbitrarily small.
• Use the Lance-Williams type recursion to determine the clusters i and j to be merged;
iterate until there is a single cluster
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4 Fair clustering with kernels
Clustering techniques based on the minimization of a criterion function typically result in clusters
with a particular geometrical shape. For instance, given a collection of points x1, . . . xn ∈ Rd, the
classical k-means algorithm looks for a grouping of the data into K ≤ n clusters C = {c1, . . . , cK}
with corresponding means {µ1, . . . , µK} such that the objective function
K∑
k=1
∑
x∈ci
‖x− µi‖2
is minimized. The clusters are then defined by assigning each point to the closest center (one
of the minimizing ci’s). This results in convex clusters with linear boundaries. It is often the
case that this kind of shape constraint does not adapt well to the geometry of the data. A non-
linear transformation of the data could map some clustered structure to make it more adapted
to convex linear boundaries (or some other pattern). In some cases this transformation can be
implicitly handled via kernel methods. We explore in this section how the charged clustering
similarities that we have introduced can be adapted to the kernel clustering setup, focusing on
the particular choice of kernel k-means.
Kernel k-means is a non-linear extension of k means that allows to find arbitrary shaped
clusters introducing a suitable kernel similarity function κ : Rd ×Rd → R, where the role of the
squared Euclidean distance between two points x, y in the classical k-means is taken by
d2κ(x, y) = κ(x, x) + κ(y, y)− 2κ(x, y). (9)
Details of this algorithm can be found in [23].
In a first approach, we could try to introduce a kernel function for vectors (X1, S1), (X2, S2) ∈
Rd+p such that d2κ takes into account the squared Euclidean distance between X1 and X2 but
also tries to separate points of the same class and/or tries to bring closer points of different
classes, i.e., makes use of S1, S2. Some simple calculations show that this is not an easy task, if
possible at all in general. If we try, for instance, a joint kernel of type κ((X1, S1), (X2, S2)) =
τ(S1, S2) + k(X1, X2), S1, S2 ∈ {−1, 1} with τ, k Mercer (positive semi-definite) kernels (this
covers the case k(X1, X2) = X1 ·X2, the usual scalar product in Rd), our goal can be written as
d2κ((X1, S1), (X2, S1)) > d
2
κ((X1, S1), (X2, S2)), (10)
for any X1, X2, with S1 6= S2. However, the positivity contraints on τ , imply that
2τ(S1, S2) > τ(S1, S1) + τ(S2, S2), τ
2(S1, S2) ≤ τ(S1, S1)τ(S2, S2).
But the solutions of this inequalities violate that τ is positive-semi-definite. Therefore, there
is no kernel on the sensitive variables that we can add to the usual scalar product. Another
possibility is to consider a multiplicative kernel, κ((X1, S1), (X2, S2)) = τ(S1, S2)k(X1, X2),
S1, S2 ∈ {−1, 1} with τ, k Mercer kernels. From (10) we get
2 (τ(S1, S1)− τ(S1, S2)) k(X1, X2) < (τ(S1, S1)− τ(S2, S2)) k(X2, X2)
which depends on k(X1, X2) and makes it challenging to eliminate the dependence of the par-
ticular combinations X1, X2.
The previous observations show that it is difficult to think of a simple and interpretable
kernel κ that can be a simple combination of a kernel in the space of unprotected attributes and
a kernel in the space of sensitive attributes. This seems to be caused by our desire to separate
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vectors that are similar in the sensitive space, which goes against our aim to use norms induced
by scalar products. In other words a naive extension of the kernel trick to our approach to fair
clustering seems to be inappropriate.
Nonetheless, the difficulty comes from a naive desire to carry out the (implicit) transforma-
tion of the attributes and the penalization of homogeneity in the protected attributes in the
clusters in a single step. We still may obtain gains in fairness, while improving the separation
of the clusters in the unprotected attributes if we embed the X data into a more suitable space
by virtue of some sensible kernel κ and consider the corresponding kernel version of δl, with δl
as in (1) to (4). Instead of using the Euclidean norm ‖X1 −X2‖ we should use dκ(X1, X2). In
the case of δ1, for instance, this would amount to consider the dissimilarity
δκ,1 ((X1, S1) , (X2, S2)) = 1
′U1 + S′1V S2 + dκ(X1, X2)
2, (11)
with similar changes for the other dissimilarities. Then we can use an embedding (MDS the
simplest choice) as in Section 2 and apply a clustering procedure to the embedded data. This
would keep the improvement in cluster separation induced (hopefully) by the kernel trick and
apply, at the same time, a fairness correction. An example of this adaptation of the kernel trick
to our setting is given in Section 6.1.2.
5 Parameter selection
The attraction-repulsion dissimilarities (1) - (4) introduced in Section 2 depend on two main sets
of parameters. First, on several free parameters used to balance the influence of the variables
X and the protected variable S. Second, on the way the protected variables are labelled for the
different classes, with the possibility to include different interactions between the groups. Here
we propose some guidelines on the choice of these parameters.
The dissimilarities we consider can be divided into two groups: (2) and (3) do not depend on
the codification of the class variable, while (1) and (4) do depend on such a choice. In our method,
the level of fairness is imposed through the choice of the parameters in the dissimilarities.
Contrary to other methods such as [5] where only completely fair solutions can be found (see
for instance in Figure 1), choosing the parameters enables to balance fairness and the original
structure of the data which may convey information that should not be erased by fairness
constraints.
Consider first dissimilarities (2) and (3). They rely on two parameters u and v. In the
multiplicative dissimilarity (2), v is a parameter that measures how sudden is the change in
the distance when switching from elements with different protected class to elements with same
protected class. For v large enough, e−v‖S1−S2‖2 is small when S1 6= S2, which implies that
the fair dissimilarity only modifies the distance between points inside the same protected class,
increasing heterogeneity of the clusters.
Once v has been fixed, the main parameter u controls the intensity of the perturbation in
a similar way for both dissimilarities (2) and (3). To illustrate the effect of this parameter
we focus on (2) and perform a fair clustering, with MDS or hierarchically, for different values
of the intensity parameter u and measure the fairness of the clusters obtained. Such example
is depicted in the left middle row of Figure 1. We can see that, as expected, increasing the
values for u puts more weight on the part of the dissimilarity that enforces heterogeneity of the
clusters. u = 0 leads to the usual clustering. Indeed, varying u from 0 to 4.5 in steps of 0.5
increases the fairness achieved for both clusters, with a saturation effect from 4.5 to 5 where we
do not appreciate an improvement in fairness. Hence, maximum fairness is achieved for u = 4.5
and gives the lowest perturbation that achieves the highest level of fairness. If one aims at
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preserving more of the structure of the original information at the expense of a lower level of
fairness, some smaller value of u can be selected. For example, in the right middle row of Figure
1 we provide the result of choosing u = 1. Hence u balances both effects of closeness to the
usual dissimilarities and the amount of heterogeneity reached in the clustering.
Next, dissimilarities (1) and (4), as described in Section 2, depend on the values chosen for
the protected variable S, and a matrix V , which plays the role of the matrix of interactions for
different classes. When dealing with a two-class discrimination problem where the protected
class has only two values, labelling the classes as {−1, 1} or {(1, 0), (0, 1)} can lead to the same
results for appropriate choices of V . However, for more than two protected classes we will use
only the following vectorial codification: for q different values of the protected class, we will
codify the values as the q unitary vectors {a1, . . . , aq} where ai,j = 1 if i = j and ai,j = 0 if i 6= j
for 1 ≤ i, j ≤ q.
To build the interaction matrix we proceed as follows. First, consider a matrix V˜i,j with
1 ≤ i, j ≤ q. We fix V˜i,j = 0 if we want no interaction between classes i and j, in particular,
if i = j this means that there is no interaction between elements with the same class. We take
V˜i,j = 1 if we want repulsion (relative increase in the distance) between classes i and j. We fix
V˜i,j = −1 if we want attraction (relative decrease in distance) between classes i and j. Hence, if
the practitioner believes that there is some discrimination, in the sense of disproportional impact,
against a class represented by ai∗ , it is recommendable to set values of V˜i∗,j = −1 for j 6= i∗. As
an example, in Section 6.1.2, we have chosen the interaction matrix V = ((1,−1)′|(−1, 0)′), to
model repulsion between elements of the same class (1, 0), attraction between elements of the
classes (1, 0) and (0, 1), and no interaction between the elements of the same class (0, 1).
Then intensity of the interaction is modelled using a constant v0 > 0, and we set V = v0V˜ . In
the previous example v0 = 1. The parameter v for dissimilarity (4) has the same meaning as
the corresponding parameter for (2) and can be selected in the same way.
Finally, matrix U for dissimilarity (1) represents and extra additive shift. In many cases it
can be set to U = 0 (the zero matrix).
We provide an example to explain how to select the intensity v0 for dissimilarity (1) in the
top left image of Figure 1. Notice that using V > 0 and S ∈ {−1, 1} is the same as using
V = v0V˜ with V˜ = ((1,−1)′|(−1, 1)′) and S ∈ {(1, 0), (0, 1)}. We plot the variation of the
fairness in each cluster when we vary the intensity of the interaction between 0 and 4.4 with
steps of size 0.44. There is a steady improvement in fairness in both clusters until the intensity
reaches v0 = 3.52, but from this level, as previously, there is no more improvement in fairness.
Therefore, if a practitioner wants to achieve the highest level of fairness, v0 = 3.52 should be the
proper intensity, since it corresponds to the smallest perturbation to the geometry that achieves
the best observed fairness. However, a smaller correction in fairness may be of interest, we have
a representation of that top right in Figure 1 for v0 = 1.32.
For dissimilarity (4), after choosing the interaction matrix V˜ , we can try to find a maximum
in fairness, fixing a grid formed by different combinations for the vector of parameters (v0, u, w).
In the second and third column of Table 2 we see the fairness of the respective clusters when
we look at the grid (1, u, 0.05) with u = 0, 0.098, . . . , 0.98. What we notice is an improvement
in fairness for all values of u, therefore a practitioner would be advised to select u = 0.98 where
we obtain the best fairness values.
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6 Applications
6.1 Synthetic data
6.1.1 General example
We generate 50 points from four distributions,
µ1 ∼ N((−1, 0.5),diag(0.25, 0.25)), µ2 ∼ N((−1,−0.5),diag(0.25, 0.25));
µ3 ∼ N((1, 0.5),diag(0.25, 0.25)), µ4 ∼ N((1,−0.5),diag(0.25, 0.25)),
and label the samples from µ1 and µ2 as S = 1 (squares) and the samples from µ3 and µ4 as
S = −1 (circles). A representation of the data in the original space is given in the third column
of Figure 1. We can think of the data as heavily biased in the x direction, therefore any sensible
clustering procedure is going to have clusters that are highly homogeneous in the class S when
the original coordinates are used. This is exemplified in Table 1, as we look for different number
of clusters: with k-means we are detecting almost pure groups (1st row); the same happens
with a complete linkage hierarchical clustering with the Euclidean distance (5th row) and with
Ward’s method with the Euclidean distance (9th row).
Therefore, it may be useful to apply our procedures to the data to gain diversity in S.
In the first column of Figure 1 we study the relation between the gain in fairness from the
increase in intensity of the corrections we apply and the disruption of the geometry of the
original classes after MDS. In the first row we use dissimilarity (1), where we fix U = 0, and
we vary V = 0, 0.44, 0.88, . . . , 4.4. In the second row we work with dissimilarity (2), where we
fix v = 20 and set u = 0, 0.5, 1, . . . , 5. In the last row we work with dissimilarity (4) fixing
V = 1, v = 20, w = 1 and we vary u = 0, 0.099, 0.198, . . . , 0.99. We do not show results for
dissimilarity (3), since in this example it gives results very similar to dissimilarity (1). Squares
and circles represent the proportion of class S = 1 in the two clusters found by k-means after
the MDS transformation. Crossed squares and circles represent the average silhouette index of
class S = 1 and class S = −1. We recall that the silhouette index of an observation Xi is given
by
s(i) =
b(i)− a(i)
max(a(i), b(i))
where a(i) is the average distance to Xi of the observation in the same group as Xi, and b(i) is
the average distance to Xi of the observations in the closest group different than the one of Xi
(see [21]). The average silhouette index of a group is the average of the silhouette indexes of the
members of the group.
What we see top-left and middle-left in Figure 1 is that greater intensity relates to greater
heterogeneity but also relates to lower silhouette index. This can be interpreted as the fact that
greater intensity in dissimilarities (1) and (2) has a greater impact in the geometry of the original
problem. In essence, the greater the intensity, the more indistinguishable S = 1 and S = −1
become after MDS, therefore, any partition with k-means will result in very diverse clusters in
S. By construction this is not what happens with dissimilarity (4). The strong locality penalty
(w = 1) allows to conserve the geometry, shown by the little reduction in silhouette index (row
3 column 1), but results in smaller corrections in the proportions.
From the previous discussion, a practitioner interested in imposing fairness, with no interest
in the original geometry should use high intensity corrections. However, a practitioner interested
in gaining some fairness while still being able to keep most of the original geometry should go
for low intensity or local corrections.
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Figure 1: Top row: dissimilarity (1). Middle row: dissimilarity (2). Bottom row: dissimilarity
(4). Left column: proportions of S = 1 in the clusters (squares and circles) and average silhouette
indexes for S = 1 and S = −1 in the transformed space (crossed squares and circles), for varying
input parameters. Middle column: two clusters in the transformed space for a particular choice
of parameters. Right column: same two clusters in the original space.
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Table 1: Proportion of class S = 1 in every group in different clustering procedures.
Proportion of squares in the group
K = 2 K = 3 K = 4
k-means
Unperturbed 0.03 0.99 0.02 0.88 0.98 0.98 1.00 0.06 0.02
MDS
δ1 0.15 0.90 0.11 0.49 0.95 0.75 0.94 0.16 0.14
δ2 0.09 0.96 0.43 0.04 0.97 0.08 0.97 0.85 0.06
δ4 0.13 0.96 0.96 0.05 0.42 0.96 0.11 0.13 0.95
Complete Linkage
Unperturbed 0.99 0.07 0.99 0.08 0.05 0.99 1.00 0.08 0.05
δ1 1.00 0.32 1.00 0.40 0.25 1.00 0.56 0.25 0.00
δ2 0.72 0.22 0.72 0.30 0.00 1.00 0.30 0.24 0.00
δ4 0.78 0.11 1.00 0.43 0.11 1.00 0.43 0.47 0.00
Ward’s Method
Unperturbed 0.99 0.07 0.08 0.05 0.99 0.97 0.08 0.05 1.00
δ1 0.11 0.78 0.54 0.98 0.11 0.54 0.18 0.00 0.98
δ2 0.99 0.18 0.37 0.99 0.03 0.07 0.00 0.37 0.99
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In the rest of Figure 1 we show the actual clusters in the MDS embedding obtained with k
means (column 2) and the same clusters in the original space (column 3), for some moderate
intensities. For dissimilarity (1) we take V = 1.32, for (2) u = 1 and for (4) we use u = 0.99.
A short remark is that a rotation of a MDS is a MDS, and that is the cause of the rotations
that we see in column 2. Indeed, after MDS the geometry of the groups is not heavily modified,
but at the same time some corrections to the proportions are achieved when clustering. This
corrections appear very natural once we return to the original space.
For the same values as the previous paragraph we present Table 1, where we look for 2,3
and 4 clusters with MDS and k-means, but also using the approximation-free complete linkage
hierarchical clustering and our Ward’s-like method. We see that there is an improvement in
heterogeneity, regardless of the method used. However, the more clusters we want the smaller
the improvement. This is associated with our small perturbation of the geometry, if we want
more fairness for bigger number of clusters we have to use more intense perturbations.
6.1.2 Kernel trick example
Let us explore the adaptation of the kernel trick explained in Section 4. We consider the data
in the top-left image of Figure 2. These data have a particular geometrical shape and are split
into two groups. There is an inside ring of squares, a middle ring of circles, and then an outer
ring of squares. There are 981 observations and the proportions of the classes are approximately
3 to 1 (circles are 0.246 of the total data).
It is natural to apply to the original data some clustering procedure as k-means or a robust
extension as tclust (deals with groups with different proportions and shapes and with outliers
[14]). Looking for two clusters, we would be far from capturing the geometry of the groups,
but the clusters would have proportions of the classes that are similar to the total proportion.
Indeed, this is what we see in Figure 2 middle-left when we apply k-means to the original data.
On the other hand, the kernel trick is convenient in this situation. We propose to use the
kernel function κ(x, y) = x21y
2
1 + x
2
2y
2
2, which corresponds to a transformation φ((x1, x2)) =
(x21, x
2
2). The data in the transformed space is depicted in the top-right of Figure 2. Our
adaptation to the kernel trick uses dκ as defined in (9) and dissimilarity (4) in the form
δκ,4((X1, S1), (X2, S2)) =
(
1 + sign(S′1V S2)u(1− e−v(S
′
1V S2)
2
)e−wdκ(X1,X2)
)
dκ(X1, X2), (12)
for X1, X2 in the original two dimensional space, as described in Section 4.
Taking into account the discussion at the end of Section 2 and Section 5 we use dissimilarity
(12) with S1, S2 ∈ {(1, 0), (0, 1)}. In our setting circles are labelled as (1, 0) and squares as (0, 1).
Now if we fix u = 0, use (12) to calculate the dissimilarity matrix ∆ and use MDS, essentially,
we will be in the space depicted top-right on Figure 2. Looking for two clusters with tclust,
allowing groups with different sizes, we get the result depicted middle-right in Figure 2. We
have captured the geometry of the clusters but the proportions of the class S are not the best,
as seen in row 1 columns 2 and 3 of Table 2 (ideally they should be close to 0.754). In order
to gain diversity in what is referred as cluster 2 in Table 2 (in red in the plots), we vary the
intensity u of our local dissimilarity, with the other parameters set as indicated in Table 2. We
see that as we increase the intensity of the interactions we gain in heterogeneity in cluster 2,
and both proportions come closer to the total proportion 0.754 (columns 2-3). Again, this is
achieved without destroying the geometry of the original classes after the MDS, as seen in the
small variation of the average silhouette index in columns 4-5.
We plot the best performance, given by u = 0.98, after MDS in bottom-left and in the
original space in bottom-right of Figure 2. It is clear that we have been able to capture the
geometry of the groups and to produce relatively fair clusters.
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Figure 2: Top row: data in the original space (left) and after transformation φ (right). Middle
row: k-means in the original space (left) and tclust applied in the transformed space and plotted
in the original one (right). Bottom row: tclust after fairnes corrections applied in the transformed
space (left) and represented in the original space (right).
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Table 2: Effect of varying the intensity u of the local dissimilarity (12), for fixed V =
((1,−1)′|(−1, 0)′), v = 20 and w = 0.05. First two columns contain the proportion of points
with S = (0, 1) in the clusters found with tclust in the transformed space. Last two columns
show the silhouette of the original classes in the MDS.
u Prop. in cluster 1 Prop. in cluster 2 Silhouette for (0, 1) Silhouette for (1,0)
0.000 0.629 0.950 -0.247 0.502
0.098 0.629 0.950 -0.245 0.502
0.196 0.629 0.950 -0.243 0.499
0.294 0.630 0.948 -0.241 0.495
0.392 0.631 0.945 -0.239 0.491
0.490 0.631 0.943 -0.237 0.486
0.588 0.631 0.943 -0.235 0.481
0.686 0.631 0.943 -0.234 0.476
0.784 0.630 0.946 -0.232 0.471
0.882 0.672 0.863 -0.231 0.467
0.980 0.681 0.849 -0.229 0.465
6.2 Comparison with fair clustering through fairlets
In this section we present a comparison of the results of our methods with results obtained by
implementing, in Python and R, the fair clustering procedure introduced in [5] based on fairlets
decomposition. Since our examples are concerned with two values for the protected class it is
justified to use [5] for comparison since it is well suited for this situation. Our implementation
of the case when the size of both protected classes is the same, which reduces to an assignment
problem, is implemented using the function max bipartite matching of the package igraph in R.
In the case of different sizes, we have to solve a min cost flow problem as stated in [5], which
can be done in Python with the function min cost flow of the package networkx (also it can be
solved with a min cost flow solver in ortools).
We start with the data used for the example studied in Figure 1. We will address k-median
clustering for which [5] has a fair implementation. Since the data has two groups of the same
size we have to solve an assignment problem. The result is shown in the upper row of Figure 3.
The method achieves a k-median objective function of 466.283, while the proportion of squares
in each group is 0.5. In the bottom-left we present the result of k-median clustering when we
use dissimilarity (1) with V = 4.4, which gives us a median objective function of 429.469 and
proportion of squares of 0.47 and 0.54. Bottom right we see the result of a k-means clustering
when we use dissimilarity (1) with V = 3.2 (which we saw is the best possible value when looking
for maximum fairness), it achieves a k-median objective function of 444.105 and proportion of
squares of 0.47 and 0.53.
We see that attraction-repulsion corrections achieve better clusters, since they have smaller
k-median objective function, with a small decrease in fairness. This is true even when we
use k-means to produce the clusters, which does not look to minimize the k-median objective
function. Indeed, total fairness, with regard to disparate impact, is only achieved by the method
introduced in [5], but this is on the cost of loosing almost any cluster structure.
To better see that we refer to Figure 4. We have implemented the min cost flow problem for
the data used in Section 6.1.2, where we impose balance of 1/4 to the clusters, and plotted the
result on the left. The k-median objective function is 8523.74 and group proportion of squares
are 0.73 and 0.79. This, again, is very close to the total fairness with regard to disparate impact
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Figure 3: Top row: clusters obtained by fair k-median ( [5]). Bottom row: clusters obtained
by attraction-repulsion clustering with dissimilarity (1) and MDS, using k-median (left) and
k-means (right).
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Figure 4: Left: clustering obtained using fair k-median ( [5]). Right: clustering where the cluster
membership is assigned by a fair coin toss.
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Figure 5: Scores of white individuals in squares and of black and hispanic individuals in circles.
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which would require proportions of 0.754. Our result using dissimilarity (4), which is shown in
the bottom right of Figure 2, achieves a k-median objective function of 6751.01 and proportions
of 0.68 and 0.85. Again, our method achieves better clusters for the k-median objective function
with some decrease in fairness. However, our method captures properly the geometry of the data,
while conserving a clear cluster structure, something that does not happen with the approach
proposed in [5]. Indeed, we have plotted on the right of Figure 4 a situation when we have
selected the labels of the points tossing a fair coin, i.e, disregarding any distance information.
Both plots in Figure 4 look very similar, suggesting that imposing proportion constraints to the
cluster groups is a very strong requirement. Hence, our approach seems to be justified, since it
both preserves some cluster structure and produces an improvement in fairness.
6.3 A real data example
We analyse the Ricci dataset consisting of scores in an oral and a written exam of 118 firefighters,
where the sensitive attribute is the race of the individual. This dataset was a part of the case
Ricci v. DeStefano presented before the Supreme Court of the United States, where the combined
score of the exam, which was a threshold for a promotion, was the question at issue.
We codify white individuals as S = 1 and black and hispanic individuals as S = −1. A
representation of the data can be seen in Figure 5. From it, it is clear that the region delimited
by oral scores higher than 72 is heavily dominated by white individuals. We may see this as
a bias in this variable. In any case, a standard clustering method on this data may result in
groups that are more homogeneous with respect to race than the data as a whole. We stress
that the proportion of black and hispanic people in the data set is approximately 0.42.
In Table 3 we test our methods which look to decrease homogeneity, and possibly increase
fairness. In this sense, we want to have groups that have a proportion of black and hispanic
members close to 0.42. We will use both transforming the data via MDS and applying k-
means, the alternative straightforward use of complete linkage hierarchical clustering and also
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Table 3: Proportion of class S = -1 in every group in different clustering procedures. For
δ1 we fix U = 0, V = 500; for δ2 we fix u = 3.125, v = 10; for δ3, u = 333 and for δ4,
V = 1, u = 0.99, v = 10, w = 1.
Proportion of black and hispanic people in the group
K = 2 K = 3 K = 4
k -means
Unperturbed 0.59 0.25 0.59 0.37 0.17 0.68 0.36 0.10 0.41
MDS
δ1 0.34 0.52 0.35 0.52 0.35 0.54 0.50 0.33 0.32
δ2 0.54 0.32 0.39 0.31 0.52 0.41 0.50 0.56 0.18
δ3 0.35 0.51 0.51 0.39 0.32 0.33 0.54 0.50 0.32
δ4 0.25 0.59 0.59 0.17 0.37 0.68 0.10 0.41 0.36
Complete Linkage
Unperturbed 0.29 0.60 0.29 0.29 0.60 0.00 0.29 0.37 0.60
δ1 0.27 0.48 0.27 0.44 0.55 0.00 0.42 0.44 0.55
δ2 0.30 0.59 0.30 0.27 0.59 0.30 0.27 0.50 0.70
δ3 0.23 0.49 0.23 0.48 0.51 0.23 0.43 0.51 0.50
δ4 0.30 0.62 0.22 0.43 0.62 0.00 0.43 0.29 0.62
Ward’s Method
Unperturbed 0.56 0.29 0.37 0.17 0.56 0.69 0.37 0.17 0.45
δ1 0.55 0.33 0.13 0.38 0.55 0.50 0.60 0.13 0.38
δ2 0.51 0.38 0.26 0.51 0.49 0.69 0.26 0.38 0.51
δ3 0.52 0.34 0.18 0.43 0.52 0.18 0.59 0.47 0.43
Ward’s method. The appropriate parameters for the dissimilarities are chosen to give a good
performance (after a grid search as suggested in Section 5) and are specified in Table 3.
As we expected, applying clustering procedures to the original (unperturbed) data gives
clusters that are significantly more homogeneous than the whole data set with respect to the
protected class. On the other hand, using the suggested dissimilarities, we see improvements
in the heterogeneity of the groups regarding the sensitive variable. Both additive dissimilarities
(1) and (3) perform well in conjunction with MDS and k-means, giving proportions closer to
0.42 for 2,3 and 4 clusters (rows 2 and 3 in Table 3). In the hierarchical setting, it seems that
dissimilarity (2) gives a nice performance. The local dissimilarity (4) seems to have little effect,
which can be interpreted as a need of non-local effects to be able to affect the group formation.
In Figure 6 we compare the solutions of k-means for 2 and 4 clusters in the original data and
in the data transformed via MDS and dissimilarity (1), which we saw gives a good performance.
We also represent the solution given by Ward’s method and dissimilarity (2). For comparison
we plot the solution obtained using fair k-median as in [5]. We see that the clusterings are
similar, but our perturbation of the Euclidean distance that takes into account the composition
of the groups is able to induce change in the borders between groups, making the clusters
more heterogeneous in the protected class. As in the previous section the procedure imposing
proportion constraints gives the best solution with regard to fairness, but it looses almost all
cluster structure. On the other hand, our perturbations induce gains in fairness while producing
clusters that reflect the structure of the data.
7 Conclusion
We have consider the problem of clustering data taking into account an extra variable S which
models a belonging to a group. A so-called fair clustering means that the cluster labels should
not enable any inference on the values of S, hence promoting clusters which are not homogeneous
with respect to the values of S. We have considered an algorithm based on attraction-repulsion
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Figure 6: First row: k-means for 2 and 4 clusters in the unperturbed (original) data. Second
row: k-means for 2 and 4 clusters in the MDS setting with δ1. Third row: Ward’s method for 2
and 4 clusters with δ2. Forth row: fair k-median as in [5] for 2 and 4 clusters. Circles represent
not white individuals; squares represent white individuals.
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dissimilarities, which offers some advantages over previous methods dealing with proportion
constrained clustering approaches.
First, the method is more flexible in the sense that it is possible to control the amount
of fairness we impose on the clusters and to consider the trade-off between fairness and the
geometrical structure of the original data.
Furthermore, the method is extremely simple to implement, something shared with the meth-
ods proposed in [5], but not being the case for the other algorithms implementing fair clustering
procedures that have been mentioned previously. For instance, we may use any clustering algo-
rithm, since we are not restricted to clustering algorithms that minimize an objective function
of some distance. In particular, this allows the use of hierarchical clustering. As a consequence,
this method of fair clustering can be extended to the case where the data is not Euclidean, open-
ing the field of applications for this method. For instance, fairness corrections can be included
when clustering probability distributions or some other objects that present geometrical shapes.
This can be achieved by replacing the squared euclidean distance ‖X1 −X2‖ in dissimilarities
(1) - (4) with an appropriate distance for the objects involved.
Finally, from a practitioners point of view it should be straightforward to use and easy to
program with standard tools as R or Python as provided in https://github.com/JMLToulouse/
FairLearning.
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