The monoid problem, also called the integer Carathéodory problem, is to decide if a given integer vector is a finite nonnegative integer combination of a given set of integer vectors, and find such a decomposition if one exists. This problem arises, for instance, in the context of bin packing and in the context of three-way tables. It was very recently shown that for fixed dimension the problem can be solved in polynomial time which is doubly exponential in the dimension. Here we show that when the set of integer points is defined by a totally unimodular matrix, the problem in fixed dimension can be solved much faster, in quadratic time, and with the dimension as a parameter, the problem is fixed parameter tractable. As a consequence of this, we also conclude that the huge three-way table problem is fixed parameter tractable as well.
Introduction
Let S := {z ∈ Z d : Az ≤ b} be a set of integer points satisfying a system of inequalities, where A is a c × d integer matrix of rank d and b ∈ Z c . The monoid generated by S is the set of nonnegative integer combinations of finitely many elements of S, We consider the following problem, also called the integer Carathéodory problem.
Monoid decomposition problem. Given A ∈ Z c×d , b ∈ Z c , and a ∈ Z d , decide if a ∈ mon(S), and if yes, find a = m k=1 λ k x k with λ k ∈ Z + and x k ∈ S for all k.
This problem arises, for instance, in the context of bin packing and in the context of three-way tables, which will be discussed in some detail in the last section.
If d is variable then the problem is strongly NP-hard since so is the bin packing problem [13] . But, even for fixed d, the number of points in S can be infinite or exponential in the encoding length of A and b, so it is unclear how to even write down in polynomial time an expression a = m k=1 λ k x k , let alone find one. In spite of this difficulty, Eisenbrand and Shmonin showed in [6] that if a ∈ mon(S) then there is an expression a = m k=1 λ k x k with m ≤ 2 d . (We remark that Sebö showed in [20] that if S happens to be a so-called Hilbert basis then even m ≤ 2d − 2 holds, see also [2] .) Very recently, Goemans and Rothvoß showed in [9] that for fixed d, the monoid decomposition problem can be solved in polynomial time. Their algorithm involves heavy machinery and runs in time doubly exponential in d.
The purpose of this article is to give a simpler and much more efficient algorithm for the case when the matrix A is totally unimodular, which is so in the situation of three-way tables discussed later. Moreover, our algorithm establishes that the monoid decomposition problem over totally unimodular matrices is fixed parameter tractable. Let us briefly explain the basic definition in the theory of parameterized complexity, a comprehensive development of which can be found in the pioneering book [5] by Downey and Fellows. A parameterized problem consists of a parameter d and an input I. The problem is fixed parameter tractable if it admits an algorithm that runs in time O(f d · size(I) k ) for some computable function f d of d which is independent of I and some k independent of d and I. In our monoid problem, d is the parameter and I = (A, b, a) is the input, with A, b representing the set S. As usual, the size, or binary encoding length, of an integer z, is the number size(z) := 1 + ⌈log 2 (|z| + 1)⌉ of bits in its binary encoding, with an extra bit for its sign. The size of a vector or a matrix with integer entries is the sum of sizes of its entries, and in particular is no smaller than the number of entries. The algorithm of Goemans and Rothvoß in [9] runs in time size(A, b)
, and so it remains an open problem whether the monoid problem for general matrices is fixed parameter tractable or not. We show that for totally unimodular matrices it is.
Throughout, by running time we mean the number of arithmetic operations (the numbers involved are always polynomial in the input size). We will assume throughout that the matrix A is full, by which we mean that it has full column rank d, which simplifies the discussion and is typically the case in natural situations, in particular, in bin packing and three-way tables. We show the following theorem. In the next section we prove Theorem 1.1. In the last section we discuss two situations where the monoid problem arises, bin packing and three-way tables, and obtain Corollary 3.1 that the huge three-way table problem is fixed parameter tractable.
Proof
We begin with a few simple notes. We note that a ∈ mon(S), that is, a = λ k x k is a finite sum for some λ k ∈ Z + and x k ∈ S, if and only if a = y k for some y k ∈ S. In these sums we allow repetitions, that is, some of the x k or y k may be the same. In particular, a = 0 is the empty sum and is always in mon(S), even when S = ∅. So the monoid problem is trivial for a = 0 and hence we will usually assume a = 0.
We proceed with three preliminary lemmas.
The first lemma is a well known result of Nimrod Megiddo in [15] on linear programming in fixed dimension. As usual, by a basic feasible solution we mean a feasible solution that satisfies d linearly independent inequalities with equality. The second lemma provides a characterization of the monoid defined by a totally unimodular matrix, which is essentially the decomposition theorem of Baum and Trotter in [1] , and a fixed parameter algorithm for finding a monoid decomposition. We prove the existence of the algorithm, which also implies the characterization. We note that the algorithm of the lemma below runs in time polynomial in a 1 and hence in the unary encoding length of a but not in its binary encoding length size(a), so it does not provide an efficient solution of the monoid decomposition problem.
Lemma 2.2 Let A be a full totally unimodular
Then a ∈ mon(S) if and only if Aa ≤ nb for some positive integer n. We can decide if a ∈ mon(S) and if it is find n ≤ a 1 with Aa ≤ nb in time O(d · c). Moreover, with d as parameter, there is a computable g d such that, given any n with Aa ≤ nb,
Proof. If a ∈ mon(S), a = 0, then a = λ k x k for some λ k ∈ Z + and x k ∈ S and so
Next we prove by induction on n that given a positive integer n with Aa ≤ nb we can find
For n = 1 simply take x 1 = a. Next consider n > 1 and consider the inequality system
Then Aa ≤ nb implies that z = 1 n a is a real solution of this system, since
Now, the defining matrix of the system (1) consists of one block of A and one block of −A and hence is totally unimodular since A is, and the right hand side of this system is integer. Therefore, by the classical result of Hoffman and Kruskal in [12] , every basic feasible solution of this system is integer. By Lemma 2.1 we can therefore find such an integer solution
It remains to show how to decide if there is a positive n with Aa ≤ nb and if so find such n satisfying n ≤ a 1 . Let u := Aa. Then for i = 1, . . . , c we consider the ith inequality u i ≤ nb i in the system u = Aa ≤ nb and have one of six cases:
, the inequality holds for no positive n; b i = 0, u i ≤ 0, the inequality holds for all positive n; b i < 0, u i ≥ 0, the inequality holds for no positive n;
In time O(d · c) we can compute u and check if there is a positive integer n satisfying all these inequalities. If so, then either b i > 0, u i > 0 does not occur and we can take n := 1, or it occurs, and with b, u integer and A with 0, ±1 entries, we can take
The third lemma is the aforementioned result of Eisenbrand and Shmonin in [6] .
k for some µ k ∈ Z + and z k ∈ S with m = 2 d and with
We can now prove our theorem. Proof. Assume a = 0 else the problem is trivial. By Lemma 2.2 we can decide if a ∈ mon(S) and if yes we can find n ≤ a 1 satisfying Aa ≤ nb in time O(d · c).
Suppose then that a ∈ mon(S) and we found positive integer n ≤ a 1 with Aa ≤ nb.
Step 
Consider the following system in integer variables,
Since
and since z j is integer, also
This implies that the following system is feasible,
Now, the defining matrix of the system (3) consists of one block of A and one block of −A and hence is totally unimodular since A is, and the right hand side of this system is integer. So, solving this feasible system in time O(g d · c) by Lemma 2.1, we obtain a basic solution x k+1 which must be integer. In particular, x k+1 ∈ S. Now,
and therefore
, and n k+1 := n k − λ k+1 . Then
, and therefore
This completes the proof that we can indeed compute the next terms a k+1 , n k+1 , λ k+1 , x k+1 in each of the four sequences with the claimed properties in time O(g d · c).
We now bound the number p of sequence terms, which is the number of times the algorithm of Lemma 2.1 is invoked in step 1. By choice of p, for all k < p holds
Using a simple bound on the natural logarithm from its Taylor expansion we obtain log 2
This applies in particular to p − 1 and implies
Step 2. Now, either a p = 0, or Aa p ≤ n p b and n p < 2 d in which case, by Lemma 2.2, we can find an expression
Combining steps 1 and 2, if a p = 0 then we obtain the decomposition
whereas if a p = 0 then we obtain a =
λ k x k , in either case solving the monoid decomposition problem in total fixed parameter quadratic time
Examples
Here we discuss two examples where the monoid decomposition problem arises. The first is bin packing, where the monoid is not totally unimodular, and we raise the question of whether this problem is fixed parameter tractable or not. The second is three-way tables, where the monoid is totally unimodular, and as a consequence of Theorem 1.1 we obtain Corollary 3.1 that the huge three-way table problem is fixed parameter tractable. The situation for tables of higher dimensions remains open.
Bin packing
The study of this problem, also known as the cutting stock problem, goes back to the classical paper [8] by Gilmore and Gomory, where it has already been essentially formulated as a monoid problem. We need to pack items of d types in identical bins. Each item of type i has a positive integer volume v i and there are n i items of type i to be packed. Each bin has positive integer volume v. The question is whether n bins suffice to pack all items. (The minimal possible number of bins can then be found by binary search.) We formulate this problem as a monoid decomposition problem in Z d+1 where vectors are indexed as z = (z 0 , z 1 , . . . , z d ). Let McCormick, Smallwood and Spieksma showed in [14] that bin packing is polynomial time solvable for d = 2 types, and asked about higher d. This was resolved only very recently by Goemans and Rothvoß in [9] who showed that it is polynomial time solvable or any fixed d, as a consequence of their solution of the monoid problem for fixed d. Unfortunately, the matrix A above is not totally unimodular and so Theorem 1.1 does not apply. So it remains open whether the bin packing problem, with the number d of types as a parameter, is fixed parameter tractable or not.
Huge three-way tables
The study of multi-way table problems, also known as multi-index transportation problems, goes back to the classical paper of Motzkin [16] . It has applications in privacy in databases and confidential data disclosure of statistical tables, see the survey [7] by Fienberg and Rinaldo and the references therein. The three-way table problem is to decide if the following set is nonempty, and find a table if one exists,
It is NP-hard already for l = 3, see [3] . Moreover, every bounded integer program can be isomorphically represented in polynomial time for some m and n as some 3×m×n table problem, see [4] . However, when both l, m are parameters, it is fixed parameter tractable and solvable in time O(h l,m · n 3 · size(u, v, w)) for suitable computable h l,m , see [10, 11] and the book [17] . Assume then that l, m are parameters, and regard each table as a tuple x = (x 1 , . . . , x n ) consisting of n many l × m layers. Following [18, 19] , call the problem huge if the variable number n of layers is encoded in binary. We are then given t types of layers, where each type k has its column-sums vector u k ∈ Z m + and row-sums vector v k ∈ Z l + . In addition, we are given positive integers n 1 , . . . , n t , n with n 1 + · · · + n t = n, all encoded in binary. A feasible table x = (x 1 , . . . , x n ) then must have first n 1 layers of type 1, next n 2 layers of type 2, and so on, with last n t layers of type t. The special case of t = 1 type is the symmetric case, where all layers have the same row and column sums.
We first formulate the symmetric case as a monoid decomposition problem. Let
where d := lm + 1, the variables are indexed as z = (z 0 , z 1,1 , . . . , z l,m ), and A and b suitably define the inequality system. It is easy to see that A is full and totally unimodular, since its restriction to the variables z i,j consists of one block which is the negation of the identity matrix and two blocks which are the (l + m) × lm vertex-edge incidence matrix of the complete bipartite graph K l,m and its negation. Note that even when l, m are fixed, the number of elements of S is typically exponential in the binary encoding length size(u, v) of the row and column sums. Now, define a ∈ Z d = Z lm+1 by a 0 := n and a i,j := w i,j the vertical sums. Then We proceed to the general case of huge tables with t types. In [19] it was shown that for l, m fixed, this problem can be solved in polynomial time. The solution consisted of two steps. First, a regular (non huge) compressed problem over l ×m×t tables (with t a variable part of the input) was derived from the huge problem data, with the same vertical sums w, and was solved in time O(h l,m ·t 3 ·size(n k u k , n k v k , w)) using the Graver bases methods of [10] . From the table y = (y 1 , . . . , y t ) that was obtained, t huge symmetric table problems were derived, where the kth problem asked for a huge symmetric l ×m×n k table with vertical sums given by the kth layer y k of y. Each of these t huge symmetric table problems was essentially formulated as a monoid problem as just explained above and solved to obtain a suitable l × m × n k table. The concatenation of these solutions was an l × m × (n 1 + · · ·+ n t ) = l × m × n table which was shown to be a solution of the original huge table problem.
However, in [19] , each of these t symmetric problems, viewed as a monoid problem, was solved by the algorithm of Goemans and Rothvoß in [9] , and hence not in fixed parameter time. Solving now these problems using our new algorithm of Theorem 1.1 in fixed parameter time, we are able to conclude the following result.
Corollary 3.1 With l, m as parameters, and with the input consisting of t encoded in unary and n 1 , . . . , n t and the sums u k , v k , w encoded in binary, the huge three-way l × m × n table problem with t types and n =
