We consider testing the null hypothesis of no spatial correlation against the alternative of pure …rst order spatial autoregression. A test statistic based on the least squares estimate has good …rst-order asymptotic properties, but these may not be relevant in small or moderate-sized samples, especially as (depending on properties of the spatial weight matrix) the usual parametric rate of convergence may not be attained. We thus develop tests with more accurate size properties, by means of Edgeworth expansions and the bootstrap.
Introduction
The modelling and analysis of spatially correlated data can pose signi…cant complications and di¢ culties. Correlation across spatial data is typically a possibility, due to competition, spillovers, aggregation and other circumstances, and might be anticipated in observable variables or in the unobserved disturbances in an econometric model, or both. In, for example, a linear regression model with exogenous regressors, if only the regressors are spatially correlated the usual rules for large sample inference (based on least squares) are una¤ected.
However, if also the disturbances are spatially correlated then though the least squares estimate (LSE) of the regression coe¢ cients is likely to retain its consistency, its asymptotic variance matrix re ‡ects the correlation. This matrix needs to be consistently estimated in order to carry out statistical inference, and its estimation (whether parametric or nonparametric) o¤ers greater challenges than when time series data are involved, due to the lack of ordering in spatial data, as well as possible irregular spacing or lack of reliable information on locations. In addition the LSE is rendered asymptotically ine¢ cient by spatial correlation, and developing generalized least squares estimates is similarly beset by ambiguities.
A sensible …rst step in data analysis is therefore to investigate whether or not there is evidence of spatial correlation, by carrying out a statistical test of the null hypothesis of no spatial correlation. A number of such tests have been developed, see e.g. Burridge (1980) , Cli¤ and Ord (1981) , Lee and Yu (2012) , Kelejian and Prucha (2001) , Li et al (2007) , Martellosio (2012) , Moran (1950) , Pinkse (2004) . A number of them have been directed against the (…rst-order) spatial autoregression (SAR). For simplicity we stress the case of zero mean observable data, and will also allow for an unknown intercept, but our work can be extended to test for lack of spatial correlation in unobservable disturbances in more general models, such as regressions. Given the n 1 vector of observations y = (y 1 ; :::; y n ) 0 , the prime denoting transposition, the SAR model is y = W y + ;
(1.1) where = ( 1 ; :::; n ) 0 consists of unobservable, uncorrelated random variables with zero mean and unknown variance 2 , is an unknown scalar, and W is an n n user-speci…ed "weight"matrix, having (i; j)-th element w ij , where w ii = 0 for all i and (in order to identify ) normalization restrictions may be applied.
Such restrictions imply that in general each element w ij changes as n increases, implying that W; and thus y; form triangular arrays (i.e. W = W n = (w ijn ); y = y n = (y in )) but we suppress reference to the n subscript. The element w ij can be regarded as a (scaled) inverse economic distance between locations i and j, where symmetry of W is not necessarily imposed. Thus knowledge of actual locations is not required, extending the applicability of the model beyond situations when they are known, and entailing simpler modelling and theory than is typically possible when one attempts to incorporate locations of irregularly spaced geographical observations.
The null hypothesis of interest is H 0 : = 0;
( 1.2) whence the y i are uncorrelated (and homoscedastic). An obvious statistic for testing (1.2) is the statistic based on the LSE^ of , which is given bŷ
Due to the dependence between right-hand side observables and disturbances in (1.1),^ is inconsistent for , as discussed by Lee (2002) . However,^ does converge in probability to zero when = 0, so a test for (1.2) based on^ might be expected to be asymptotically valid. In particular, under (1.1), (1.2) and regularity conditions a central limit theorem for independent non-identically distributed random variables gives h tr (W W 0 ) = tr W 2 + W W 0 1=2 i^ ! d N (0; 1);
(1.4) as n ! 1. Since the square-bracketed norming factor can be directly computed, asymptotically valid tests against one-sided ( > 0 or < 0) or two-sided ( 6 = 0) hypotheses are readily carried out.
The accuracy of such tests is dependent on the magnitude of n; and the normal approximation might not be expected to be good for smallish n. Moreover, under conditions described later and as shown by Lee (2004) for the Gaussian maximum likelihood estimate (MLE) of , the rate of convergence in (1.4) can be less than the usual parametric rate n 1=2 , depending on the assumptions imposed on W as n increases. In particular if w ij = O (1=h) is imposed, where the positive sequence h = h n can increase no faster than n, the rate is (n=h) 1=2 , which increases more slowly than n 1=2 unless h remains bounded. This outcome renders the usefulness of tests based on …rst-order asymptotics more dubious than in standard parametric situations. Cli¤ and Ord (1971) noted that the limit distributions of tests for spatial independence can be innacurate, and proposed an ad hoc correction. Higherorder asymptotic expansions can o¤er theoretically justi…able improvements in …nite samples. Bao and Ullah (2007) derived the second-order bias and mean square error of the Gaussian MLE of using a Nagar-type expansion, and Bao (2013) gave extensions to models with exogenous regressors and non-normal disturbances, but neither reference studied test statistics. Various re…nements of the Moran I/LM statistics have been presented by Ord (1981), Terui and Kikuchi (1994) , Robinson (2008) , Baltagi and Yang (2013) and Robinson and Rossi (2013) . Validity of Edgeworth expansions for the distribution of statistics in models involving SAR(1) processes has been established by Jin and Lee (2012) , Yang (2013) . Earlier, in a quite general setting of irregularly-spaced spatial observations, García-Soidán (1996) studied the validity of Edgeworth expansions for studentized and unstudentized estimates of a scalar parameter, extending work Götze and Hipp (1983) Assumption 1 The i are independent normal random variables with mean zero and unknown variance 2 .
Normality is an unnecessarily strong condition for the …rst-order result (1.4), but it provides some motivation for stressing a quadratic form objective function and is familiar in higher-order asymptotic theory. Edgeworth expansions and resulting test statistics are otherwise complicated by the presence of cumulants of i . Assumption 1 implies that under (1.2) the y i are spatially independent.
For a real matrix A, let jjAjj be the spectral norm of A (i.e. the square root of the largest eigenvalue of A 0 A) and let jjAjj 1 be the maximum absolute row sums norm of A (i.e. jjAjj 1 = max i P j ja ij j, in which a ij is the (i; j)th element of A and i and j vary respectively across all rows and columns of A). Let K be a …nite generic constant.
Assumption 2
(i) For all n, w ii = 0, i = 1; :::::; n.
(ii) For all su¢ ciently large n, W is uniformly bounded in row and column sums in absolute value, i.e. jjW jj 1 + jjW 0 jj 1 K (iii) For all su¢ ciently large n, uniformly in i; j = 1; :::; n, w ij = O(1=h), where h = h n is a positive sequence bounded away from zero for all n such that h=n ! 0 as n ! 1.
Parts (i) and (ii) of Assumption 2 are standard conditions on W imposed in the literature. In particular, (ii) was introduced by Kelejian and Prucha (1998) to keep spatial correlation manageable. If W is symmetric with nonnegative elements and row normalized, such that n j=1 w ij = 1 for all i, then Assumption 2(ii) is automatically satis…ed. Part (iii) covers two cases which have rather di¤erent implications for our results: either h is bounded (when in (1.4)^ enjoys a parametric n 1=2 rate of convergence), or h is divergent (when has a slower than parametric, (n=h) 1=2 , rate).
By way of illustration consider (see Case (1991) ),
where I m is the m m identity matrix, l m is the m 1 vector of 1's, and denotes Kronecker product. Here W is symmetric with non-negative elements and row normalized, n = mr. Parts (i) and (ii) of Assumption 2 are satis…ed, and h m, where " " throughout indicates that the ratio of left and right sides converges to a …nite, nonzero constant. Thus in the bounded h case only r ! 1 as n ! 1, whereas in the divergent h case m ! 1 and r ! 1.
Now de…ne
Under Assumption 2 all t ij in (2.2) and t are O(1) (because, for any real A such that jjAjj 1 K, we have tr(AW ) = O(n=h) ). To ensure the leading terms of the expansion in the theorem below are well de…ned, we introduce Assumption 3 lim n!1 (t 20 + t 11 ) > 0:
(2.4)
By the Cauchy inequality, Assumption 3 implies lim n!1 t 11 > 0, and the two conditions are equivalent when W is symmetric or when its elements are all non-negative. Assumption 3 is automatically satis…ed under (2.1). It follows from Assumptions 2 and 3 that in (1.4) the norming factor
(2.5) Now de…ne
and
where H j ( ) is the jth Hermite polynomial, such that
Thus U ( ) is an even, generally non-homogeneous, quadratic function of , while V ( ) is an odd, generally non-homogeneous, polynomial in of degree 5.
Write ( ) = P r(Z ) for a standard normal random variable Z, and ( ) for the probability density function (pdf) of Z. Let F ( ) = P (n=h) 1=2 a^ :
Theorem 1 Let (1.1) and Assumptions 1-3 hold. Under H 0 in (1.2), for any real , F ( ) admits the third order formal Edgeworth expansion
as n ! 1.
Generally, U ( ) and V ( ) are non-zero, whence there are leading correction terms of exact orders (h=n) 1=2 and h=n, and both terms are known functions of . A corresponding result to Theorem 1 is available for the pure SAR model with unknown intercept, i.e. y = l + W y + ;
( 2.13) where is an unknown scalar and l = l n . The LSE of in (2.13) is
where P = I n ll 0 =n. Under (1.2), the same kind of regularity conditions and the additional Assumption 4 For all n, n j=1 w ij = 1, i = 1; :::; n, has the same …rst-order limit distribution as^ , so (1.4) holds with^ replaced by~ . However the second-and higher-order limit distributions di¤er. In case Assumption 4 is not satis…ed also the …rst-order limit distribution of~ under (1.2) di¤ers from that of^ and, in particular,~ converges to the true value at the standard n 1=2 rate whether h is bounded or divergent as n ! 1. Since the main goal of this paper is to provide re…ned tests when the rate of convergence might be slower than the parametric rate n 1=2 , the case of model (2.13) when W is not row-normalized is not considered here.
De…neŨ
where p = l 0 W W 0 l=n: (2.17) (When W is symmetric Assumption 4 implies p = 1). LetF ( ) = P ((n=h) 1=2 a~ ).
Theorem 2 Let (2.13) and Assumptions 1-4 hold. Under H 0 in (1.2), for any real ,F ( ) admits the third order formal Edgeworth expansioñ
The second-and third-order correction terms are again generally non-zero, and of orders (h=n) 1=2 and h=n respectively. Notice thatŨ ( ) > U ( ), so the second-order approximate distribution function (df) of~ is greater than that of^ . The Edgeworth approximation in (2.18) is una¤ected by (and the approximations in both (2.11) and (2.18) are una¤ected by 2 ). Consequently results can be similarly obtained when there is a more general linear regression component than in (2.13), at least when regressors are non-stochastic or strictly exogenous. Indeed, similar techniques will yield approximations with respect to the model y l = W (y l) + , or more general linear regression models with SAR disturbances.
Theorems 1 and 2 continue to hold after replacing in (1.1) by w = f ( ) ,
for almost surely nonzero, scalar functions f (so in general the elements of w form a triangular array). For example, if f ( ) = 2 n= 0 1=2 the elements of w have zero mean and variance 2 and are uncorrelated, but they are not independent, indeed having a singular distribution for each n (as therefore do the observations y i ); being uniformly distributed on the n sphere with radius 2 n 1=2 :
3 Improved tests for no spatial correlation
We consider …rst tests of the null hypothesis (1.2) against the alternative
in the no-intercept model (1.1).
For 2 (0; 1) (for example = 0:05 or = 0:01) de…ne the normal critical value z such that 1 = (z ). Write q = (n=h) 1=2 a^ . On the basis of ( is more accurate than (3.2). Of course when the alternative of interest is < 0, the same conclusion can be drawn for the tests which reject when q < z , q < u , respectively.
Instead of correcting critical values we can derive from Theorem 1 a corrected test statistic that can be compared with z . Introduce the polynomial
which has known coe¢ cients (see Yanagihara et al. (2005) ). Since G( ) has derivative (1 + (2b c=6)(h=n) 1=2 ) 2 > 0, it is monotonically increasing. Thus F ( ) = P (G(q) G( )) and we invert the expansion in Theorem 1 to obtain Corollary 2 Let (1.1) and Assumptions 1-3 hold. Under H 0 , as n ! 1
Thus the test that rejects when
has size that di¤ers from by smaller order than the size of (3.2).
Still more accurate tests can be deduced from Theorem 1 by employing also the third-order correction factor V ( ), but the above tests have the advantage of simplicity. The V term, however, is especially relevant in deriving improved tests against the two-sided alternative hypothesis
Because U ( ) is an even function it follows from Theorem 1 that
noting that the approximate size-two-sided test based on (1.4) rejects H 0 against (3.10) when
Also, de…ne s =2 such that P (jqj s =2 ) = 1 .
Corollary 3 Let (1.1) and Assumptions 1-3 hold. Under H 0 , as n ! 1
rather than (3.13) reduces the error to O((h=n) 3=2 ). In fact, Theorem 1 can be established to fourth-order, with fourth-order term that is even in , and error O((h=n) 2 ), so the error in (3.15) can be improved to O((h=n) 2 ).
As with the one-sided alternative (3.1), a corrected test statistic that can be compared with z =2 can be derived from Theorem 1. De…ne (Yanagihara et al. (2005) )
(3.17)
and is thus monotonically increasing. Therefore, from (3.11), we obtain
Corollary 4 Let (1.1) and Assumptions 1-3 hold. Under H 0 , as n ! 1
The transformation in (3.17) and Corollary 4 follow from (3.11) using a minor modi…cation of Theorem 2 of Yanagihara et al. (2005) . From the latter result, we conclude that the test that rejects H 0 against (3.10) when
has size which is closer to than (3.13). 
Notice thatũ < u for any , so that the second-order corrected critical value is lower for the intercept model. Also, from Theorem 2 improved tests of (1.2) against (3.10) can be deduced.
From (2.18), sinceŨ ( ) is an even function we obtain, 
Finally, de…nẽ
(3.31) have sizes closer to than that obtained from (3.28).
Monte Carlo comparison of …nite sample performance
In this section we report and discuss a Monte Carlo investigation of the …nite sample performance of the tests derived in Section 3 and of bootstrap tests, given that in many circumstances the bootstrap is known to achieve a …rstorder Edgeworth correction (see e.g. Singh (1981) ). For the no-intercept model (1.1) the bootstrap test is as follows (e.g Paparoditis and Politis (2005) ). We construct 199 n 1 vectors j for j = 1; ::::; 199, where each j is obtained by resampling with replacement from y i P n 1 y i =n, i = 1; ::::; n. The bootstrap test statistic is respectively.
We we also compare our tests with ones based on the (signed) square root of the LM statistic and its mean-variance corrected version (Moran (1950) , Cli¤ and Ord (1981) 2n 2 (tr((I M )W )) 2 (n k) 2 (n k + 2) ;
(4.7)
in which we take k = 0, M = I for the no-intercept model (1.1) and k = 1, M = P for the intercept model (2.13). For the respective statistics, we reject In the simulations we set 2 = 1 in Assumption 1, = 2 in (2.13) and
choose W as in (2.1 ( Tables 1 and 2 about here) Tables 1 and 2 cover one-sided tests (3.2), (3.6), (3.9), (4.1), (4.8), (4.9) in the no-intercept model (1.1), when h is respectively "divergent"and "bounded".
Test N is drastically under-sized for each n in both tables. The sizes for E are somewhat better, and improve as n increases, in particular for "divergent" h the discrepancy between empirical and nominal sizes is 18% lower relative to N, on average across sample size. Both T and B perform well for all n. Indeed, on average, when h is "divergent" empirical sizes for T and B are 80% and 86%, respectively, closer to 0:05 than those for N, with a similar pattern in Table   2 . From Table 2 , the average improvements o¤ered by E, T and B over N are about 41%, 89% and 88%, respectively. Overall, T and B perform best among the tests based on LSE. Tables 1 and 2 are consistent with Theorem 1 in which F converges to at rate n 1=2 when h is bounded, but only at rate (n=h) 1=2 when h is divergent. Indeed, for N, when h is "bounded", the di¤erence between empirical and nominal size decreases by 20% as n increases from n = 40 to n = 400, while this di¤erence only decreases by 2% in case h is "divergent" as n increases from n = 40 to n = 392. From Tables 1 and 2, L and CL drastically outperform both N and E, but on average sizes for T are, respectively, 53% and 52% closer to 5% than those of L and CL when h is "divergent". The latter …gures are 54% and 51% when h is "bounded".
( Tables 3 and 4 Tables 3 and 4 are relatively satisfactory also in light of those in Robinson and Rossi (2013) . In particular, for "bounded" h the deviation of empirical sizes for both E and T from the nominal 5% appears to be similar to that for their Edgeworth-corrected tests, while for "divergent" h only E has a similar performance to theirs, T only o¤ering a modest improvement over N. For the intercept model (2.13), Tables 7 and 8 show that Edgeworth-corrected tests in Robinson and Rossi (2013) outperform ours in terms of size properties when h is "divergent". However, for "bounded"
h the performance of our tests appears to be comparable to that of Robinson and Rossi (2013) , exept for very small sample sizes. In general the Edgeworthcorrected tests in Robinson and Rossi (2013) are under-sized, while from Tables 3-4 and 7-8 it is clear that the problem here is over-sizing.
( Figures 1 and 2 about here) To illustrate the e¤ect of the transformations G(:) andG(:) used in Section 3, in Figures 1 and 2 we plot the histograms with 100 bins of q and G(q) ( Figure   1 ) and ofq andG(q) (Figure 2 ) obtained from 1000 replications when m = 28
and r = 14. Both …gures suggest that the densities of q andq are very skewed to the left and that most of the skewness is removed by the transformations, as in Hall (1992) .
(Tables 9-12 about here)
In Tables 9-12 we assess power against a …xed alternative, i.e. Robinson and Rossi (2013) , however, it is clear that Edgeworth-corrected tests display similar power to that of the standard 2 test. Thus, we might expect that one-sided Edgeworth-corrected tests based on L would have similar power to that of L reported in Tables 9-12. Finally we calculate numerically F ( ) andF ( ) for various by means of Imhof's (1961) procedure and …nd that Theorems 1 and 2 approximations work fairly well. Numerical algorithms do have limitations; Lu and King (2002) surveyed the numerical evaluation of the cdf of normal quadratic forms. Let
be the third-order Edgeworth corrected cdf of q andq, respectively. Tables 13   and 14 compare F 3 ( ) for representing one-and two-sided 5% normal critical values with numerical calculations for "divergent" and "bounded" h, respectively, and Tables 15 and 16 contain results underF 3 ( ). In the Tables "Edge- worth" refers to either (4.13) or (4.14), while "exact" refers to the numerical procedure.
( Tables 13-16 about here) In all Tables 13-16, the "exact" results con…rm that both F ( ) andF ( ) are heavily skewed to the left, all values being above the normal cdf ones, for all sample sizes considered. Although skewness decreases with increasing n, F ( ) andF ( ) converge quite slowly, especially for "divergent" h, con…rming the theory. For very small n, both (4.13) and (4.14) return some values that slightly exceed 1, but the problem disappears as n increases. Otherwise, the agreement between Edgeworth-corrected and exact values in the lower tail leaves something to be desired, especially for (2.13) with "divergent"h, but it improves as n increases, and in the upper tail it is very satisfactory, for both (1.1) and
(2.13) and both "divergent" and "bounded" h.
Consistency and local power of LSE-based testing
As previously remarked,^ and~ are inconsistent when is non-zero. Therefore, if it should be the case that p lim n!1^ < (> ) when > 0 ( < 0), it might feared that for some p lim n!1^ = 0 as n ! 1, with the same possibility for~ . Then the standard and corrected tests would be inconsistent.
The following theorem shows that under fairly general conditions the direction of inconsistency of^ and~ follows the sign of ; so that the tests are actually consistent against …xed alternatives. We relax Assumption 1 to:
Assumption 1'The i are independently and identically distributed with zero mean, variance 2 and …nite fourth moment.
Theorem 3 Let Assumptions 1' and 2 (i) hold, let (1 j j)
The proof is in the Appendix. Both sets of conditions on W are clearly satis…ed in the case (2.1). An example of a non-symmetric W for which (b) holds arises when an initially symmetric matrix is row-normalized. Condition (5.3) holds automatically if W is symmetric, when = 1: Note that we do not necessarily require that lim n!1 t 11 exists, and that as j j " 1 the upper bounds for ( ) tend to in…nity while the lower bounds tend to zero, whereas as ! 0 both bounds under condition (b) tend to 1 while under (a) the upper and lower bounds respectively tend to 1 and 1. But most signi…cantly, for each j j 2 (0; 1) the bounds are …nite and positive, so the asymptotic bias ( ) of both b and e is …nite and shares the sign of ; indeed b and e tend to exaggerate the spatial correlation. We stress that (a) rules out any negative ; w ij ; in which situation we have been unable to obtain a suitable lower bound under simple conditions, but > 0 seems the case of main practical relevance and negative ; w ij are covered under (b). Recalling that q = (n=h) 1=2 a^ , a = t 1=2 11 (t 20 =t 11 + 1) 1=2 ; it follows from (5.1) and (5.3) and Theorem 3 that when > 0; q ! p 1 as n ! 1; so for (1.1) P (q > z ) ! 1; P (q > u ) ! 1 and P (G(q) > z ) ! 1 as n ! 1, while for (2.13) P (q > z ) ! 1; P (q >ũ ) ! 1 and P (G(q) > z ) ! 1 as n ! 1; with similar results when < 0 under condition (b), and obvious implications for two-sided tests.
We now consider behaviour in the presence of local alternatives, namely exist and be positive. Then as n ! 1;
(5.9)
Since !(1+ ) is the asymptotic information, it follows that the limit distributions in (5.8) and (5.9) are the same as those for the Wald statistic based on the MLE of and for the LM statistic, so tests based on the normal approximation for^ and e are e¢ cient.
Final comments
We have developed tests for lack of spatial correlation based on the LSE of the correlation parameter in pure SAR and SAR with intercept, that have improved higher-order properties, and compared their …nite-sample performance with other tests via Monte Carlo simulations. Though the LSE is inconsistent, we have shown under quite general conditions that LSE-based tests are consistent against …xed alternatives and locally e¢ cient, to add to their computational appeal. Our methods can straightforwardly extended to derive improved LSEbased tests in models involving regressors.
as in, e.g., Phillips (1977) . Under Assumption 1, the characteristic function (cf)
where the j are eigenvalues of C + C 0 and det(A) denotes the determinant of a generic square matrix A. From (A.1) the cumulant generating function (cgf) of & is Collecting the above results, while its denominator is
where a was de…ned in (2.6). By Taylor expansion
where b and d were de…ned in (2.6) and (2.7). Then by Taylor expansion and
we have
From (A.5), (A.7), c 3 = tr((C + C 03 ) ( 1 2 tr((C + C 02 )) 3=2 : By standard algebra, for x de…ned in (A.15), 
Proof of Theorem 2
Under H 0 and by Assumption 2(i),^ = 0 W 0 P = 0 W 0 P W . Proceeding as before, P (~ x) = P (& 0), which can be written as the right side of (A.10),
Derivation of the cumulants j of & is very similar to that in the proof of 
Proof of Theorem 3
De…ne S(x) = I xW . We havẽ
The subsequent proof will show that the leading terms of both numerator and denominator are of larger order than the remainder terms, and so the latter may be ignored and it su¢ ces to examinê
where is the 4th cumulant of i and u i is the ith diagonal element of U = W S 1 ( ): The …rst term on the right is bounded by 2 4 tr W S 1 ( )S 10 ( )W 0 K S 1 ( ) 2 tr (W 0 W ) ; using the Cauchy inequality and the inequality tr(A 0 B 0 BA) kBk 2 tr(A 0 A): Denoting by w 0 i the ith row of W and e i the n 1 vector whose ith element is 1 and remaining elements are 0; we have u 2 i = w 0 i S 1 ( )e i 2 kw i k 2 S 1 ( ) 2 and so P n i=1 u 2 i K S 1 ( ) 2 tr (W 0 W ) also. Thus (A.40)
is bounded by K S 1 ( ) 2 tr (W 0 W ) = (1 j j) 2 O(n=h): Likewise V ar 0 S 10 ( )W 0 W S 1 ( ) = 2 4 tr S 10 ( )W 0 W S 1 ( )S 10 ( )W 0 W S 1 ( ) +
where v i is the ith diagonal element of V = U 0 U: Proceeding as before, the …rst term on the right is bounded by K S 1 ( ) 4 kW k 2 tr (W 0 W ) :
e i e 0 i S 10 ( )w j = kV k n X j=1 w 0 j S 1 ( )S 10 ( )w j kV k S 1 ( ) n for some > 0; and application of ((5.3) completes the proof.
Proof of Theorem 4
In view of previous calculations we give only the proof of (5.8). We have
This can be written n h 1=2 a 0 (I + n W + 2 n W 2 S 1 ( n )) 0 W (I + n W + 2 n W 2 S 1 ( n )) 0 (I + n W + 2 n W 2 S 1 ( n )) 0 W (I + n W 0 W + 2 n W 2 S 1 ( n )) (1) 
