The power law wave equation uses two different fractional derivative terms to model wave propagation with power law attenuation. This equation averages complex nonlinear dynamics into a convenient, tractable form with an explicit analytical solution. This paper develops a random walk model to explain the appearance and meaning of the fractional derivative terms in that equation, and discusses an application to medical ultrasound. In the process, a new strictly causal solution to this fractional wave equation is developed.
Introduction
Sound wave propagation in a heterogeneous medium involves attenuation, which can be frequency dependent. The attenuation coefficient α(ω) for sound waves in human tissue follows a power law α(ω) = α 0 |ω| y depending on the frequency ω, where typically 1 ≤ y ≤ 1.5 [1] . Since wave propagation in heterogeneous media is nonlinear with complex interactions, it is useful to develop simplified analytical models that attempt to capture the overall behavior. Fractional derivatives are useful for developing simple analytic models of complex nonlinear dynamics [2] [3] [4] [5] [6] . Several competing models for attenuated wave conduction have been proposed, all of which exhibit a power law relation between attenuation and frequency, and all of which rely on fractional derivatives. The Szabo wave equation [7] modifies the traditional wave equation by adding a fractional time derivative term. The power law wave equation [8] modifies the Szabo wave equation by adding a second fractional time derivative term, leading to an exact analytical solution in terms of stable probability densities.
Existence of solutions for time-fractional differential equations is discussed in [9] . The stable probability density is connected to space-and time-fractional diffusion equations in a continuous time random walk framework [10] . Power law waiting times between particle jumps lead to a fractional time derivative, while power law jump lengths lead to a fractional derivative in space. This paper proposes a random walk model for the power law wave equation, to explain the appearance of a stable density in the analytical solution, and provide a simple physical explanation for frequency dependent attenuation of waves propagating through complex media.
The power law wave equation
The traditional wave equation ∂ 2 t p = c 2 0 x p models sound wave propagation in an ideal conducting medium, where c 0 is the speed of sound in that medium, and p = p(x, t) is the pressure. Szabo [7] proposed a model for attenuated (lossy) wave conduction, which was converted to the compact form [11, 12] 
using a Riemann-Liouville fractional derivative in the time variable. This derivative can be most simply described by noting that ∂ y t f (t) has the Fourier transform (−iω) yf (ω), using the conventionf (ω) = e iωt f (t) dt. When y = 2, the Szabo wave equation (1) reduces to the Blackstock equation [13] for sound wave propagation in a viscous fluid. When y = 0, it reduces to the telegrapher's equation.
The power law wave equation [8] adds an additional fractional derivative term:
where b = cos(πy/2) is a constant that changes sign at y = 1. For small α 0 , the additional term is negligible, leading to an approximate solution to the Szabo wave equation (1) . Equation (2) admits an exact analytical solution in terms of stable densities: Assume a delta function initial condition
and take Fourier transforms to get
and apply the well-known Green's function solution in three dimensions to arrive at
where r = x is the radial distance from the source.
Since the Fourier transform is a convolution with the forcing function e −iωt δ(x), it can be interpreted as the system response to a sinusoidal pressure wave starting at x = 0. Since (−iω) y = |ω| y exp(−i sgn(ω)πy/2) has real part b|ω| y , it follows that this model displays power law attenuation: The first term in (3) models lossless wave motion, and the second term has real part e −α(ω)r with attenuation coefficient α(ω) = α 0 |ω| y for any real frequency ω. 
where p 0 (x, t) = δ(t − r/c 0 )/(4πr) is the Green's function solution of the traditional wave equation in three dimensions, and * denotes a convolution in the t variable. This exact analytical solution (4) to the power law wave equation (2) is causal for 0 < y < 1, but for 1 ≤ y ≤ 2 the solution is noncausal, since the stable density g y (t, r) is supported on the entire real line −∞ < t < ∞ for every r > 0. See [8] for complete details.
Continuous time random walks
The stable density is well known from continuous time random walk (CTRW) limit theory. In this stochastic model, each random particle jump J n is preceded by a random waiting time W n . The particle arrives at location
Since N(t) = max{n : T n ≤ t} is the number of jumps by time t > 0, the CTRW S N(t) gives the particle location at time t > 0. For particle jumps with mean E[J n ] = 0 and finite variance E[J 2 n ] = σ 2 , the central limit theorem implies that n −1/2 S [nt] converges to a Brownian motion B(t), whose probability densities q(x, t) solve the diffusion equation ∂ t q(x, t) = a∂ 2 x q(x, t) with σ 2 = 2a. If
as t → ∞ for some 0 < y < 1, then the extended central limit theorem, Theorem 3.37 in [14] , implies that the rescaled random walk in time n −1/y T [nt] converges to the stable subordinator D(t), a Lévy flight whose probability density g = g y (x, t) is stable with index y. This density solves a space-fractional diffusion equation
see [14] , p. 57. The central limit theorem for the inverse process, Theorem 3.2 in [15] , shows that the inverse process N(t) has an inverse limit: n −y N(nt) converges to
the inverse (hitting time, first passage time) of the process D(t). Since the process D(t) has powerlaw jumps which are not exponentially distributed, the inverse process E t rests for power-law distributed lengths of time. Since the residence times in these states are not exponential, the process E t is not a Markov process.
The rescaled CTRW converges to a time-changed Brownian motion:
The time variable in the Brownian motion is replaced by the inverse or hitting time of a stable motion. The outer process x = B(u) models the jumps, and the inner process u = E t models the waiting times. See Fig. 1 for an illustration. The particle resting times are evident in this picture. The densities h(u, t) of the inverse process E t solve
To see this, note that since t = D(u) and u = E t are inverse processes, and D(u) is strictly increasing, we 
Then the probability density h(u, t) of E t is given by
for t > 0 and u > 0. The density
and so the integral
has Laplace transform s −1g (s, u). Take Laplace transforms in (6) to see that
and then take Laplace transforms in the other variable to see that
Rewrite in the form
and invert the (distributional) Laplace transforms, using the fact that t −y /Γ (1 − y) has Laplace transform s y−1 by Example 2.9 in [14] , to see that (5) holds. Note that Eq. (5) can also be viewed as the governing equation of a CTRW with deterministic jumps J n = 1; see [20] . Then S(n) = n, the outer process B(u) = u, and the CTRW scaling limit B(E t ) = E t . See [21] for additional discussion, and alternative forms of the governing equation (5) . It is also easy to check that the densities p(x, t) of the CTRW limit process B(E t ) solve the fractional Cauchy problem
The fractional equation (8) was originally applied by Zaslavsky [2] as a model for Hamiltonian chaos. To see that the CTRW densities p(x, t) solve this equation, first note that a simple conditioning argument yields
Next, note that the density q(x, u) of the outer process B(u) has the Fourier transform
by the well-known formula for the Fourier transform of a normal density. Take Laplace and Fourier transforms in (9) to see that the CTRW limit density p(x, t) has Fourier-Laplace transform 
and then invert the Fourier and (distributional) Laplace transforms to arrive at (8) . The main insight to be gained here is that the time-fractional derivative of order β codes long waiting times, with a power law probability tail of the same order. See [14] , [10] , and [22] for more details and multivariate extensions.
Subordinator model
A continuous time random walk (CTRW) model for the power law wave equation (2) in three dimensions explains the appearance of the stable density g y (t, r) in the solution (4) . Write out the convolution in the form
where D 0 (r) is a stable random variable with density g y (t, r) . This is the solution 
and note that bΓ (1 − y) > 0 for both 0 < y < 1 and 1 < y < 2, since b = cos(πy/2) also changes sign at y = 1. Assume W n = 0 if y > 1. For y = 2, suppose that W 2 n = 2α 0 . In this model, the time required for a randomly selected packet of wave energy to reach a distance r > 0 from the source is given by
, where n = r/ r, using the extended central limit theorem [14, Theorem 3.37] when 0 < y < 2, and the traditional central limit theorem [14, Theorem 3 .36] for y = 2.
For space-fractional diffusion models in hydrology, the order of the fractional derivative has been connected to the level of heterogeneity in the porous medium [16] . For the power law wave equation, it is hence reasonable to interpret the index y as a measure of heterogeneity. In the case y = 2, D(r) is a normal random variable with mean D(r) = r/c 0 , and variance D(r) 2 = 2α 0 r. The random variable W n rep-resents deviation from a typical travel time at a nominal length scale. Any distribution with an asymptotically power law probability tail for 0 < y < 2, or any finite variance distribution for y = 2, leads to the same universal stochastic model for lossy wave propagation in a heterogeneous medium, since the (extended) central limit theorem is universal. In human tissue, 1 ≤ y ≤ 1.5 is typical. A smaller y index indicates more extreme variations in travel time, reflecting a more highly heterogeneous conducting medium. The power law attenuation in this stochastic model is a result of random variations in travel time, whose probability distribution reflects medium heterogeneity.
Since the waiting time r 1/y W n + r/c 0 to traverse the nth spherical shell of thickness r is always positive, the total travel time r 1/y W 1 + · · · + r 1/y W n + r/c 0 is also positive. However, if 1 < y ≤ 2, the approximate travel time D(r) can be either positive or negative. This phenomenon is well known in diffusion models: A random walk with positive jumps is approximated by a Brownian motion with positive drift. The random walker remains on the positive halfline, but the normal approximation, used to approximate the position of the random walker after many jumps, spreads over the entire line. Travel time in the microscopic statistical physics model is a random walk that is always positive, but the normal approximation (or stable if 1 < y < 2) can be negative with some small probability, so the solution is not exactly causal.
If 0 < y < 1, then the density g y (t, r) of the random variable D 0 (r) is concentrated on the positive half-line t > 0, and the solution (10) is causal, as noted in [8] . If 1 < y ≤ 2, then g y (t, r) is positive for every real t, so the solution is noncausal, i.e., we have p(x, t) > 0 even for t < 0. Next, we consider an alternative stochastic model, which leads to a strictly causal solution for all 0 < y ≤ 2, y = 1.
Inverse subordinator model
The stochastic model (10) gives the probability distribution p(x, t) of the random time t at which a packet of wave energy reaches any fixed point x in space. Next, we develop an alternative model, which is simpler to interpret, since p(x, t) measures the random distribution of acoustic pressure in the space variable x at any given time point t ≥ 0.
The random variable D(r) from the previous section has probability density p 1 (t, r) = g y (t − r/c 0 , r), 1 (t, r) , where
is a pseudo-differential operator [17] . The probability density h(r, t) of the inverse process E t = inf{r > 0 : D(r) > t} solves the inverse governing equation
and hence on the open domain r > 0, t > 0 it solves the simpler equation
For example, if 0 < y < 1, then since P(E t ≤ r) = P(D(r) ≥ t), the density
so that ∂ rĥ = −ψ(s)ĥ. Invert to see that (13) holds. See [18, Eq. (25) ] for extensions and explicit boundary conditions. The governing equation (13) remains valid for 1 < y ≤ 2, but the situation is more complicated because D(r) is not strictly increasing, see [19, Eq. (5)]. Since t = D(r) represents the random time required for a packet of wave energy to travel a radial distance r from the source, the inverse process r = E t represents the random distance traveled by time t. Now suppose that q(x, t) solves the traditional wave equation ∂ 2 t q = x q with speed of sound c 0 = 1, and initial conditions q(x, t = 0) = 0, ∂ t q(x, t = 0) = f (x). Then we will show that for t > 0
solves the power law wave equation with boundary term
for any 0 < y < 1 or 1 < y < 2, using the timefractional operator notation (12) . The solution (14) is causal, because the inverse stable density h(r, t) is concentrated on r > 0 for every t > 0. The boundary term in (15) accounts for the memory of particle waiting times in this non-Markovian setting, and is typical for a time-fractional equation; compare [10, 18, 20] . The relation to (11) is discussed in [22, Sect. 4] . To see that (14) solves (15), first integrate by parts and use the initial condition q(x, 0) = 0 to get
Integrate by parts again, using the remaining initial
This reduces to (15) , since
for any 0 < y < 1 or 1 < y < 2. The CTRW model behind the causal solution (14) to the power law wave equation (15) tracks the radial distance r traveled by time t > 0: Take W n as in (11), and let T n (r) = r 1/y W 1 + · · · + r 1/y W n + r/c 0 denote the time required to travel a radial distance r in n = r/ r small increments. Then N n (t) = max{n ≥ 0 : T n (r) ≤ t} is the position of a randomly selected packet of wave energy at time t > 0, and an extended central limit theorem for the inverse process [26, Theorem 3.1] shows that N n (t) ≈ E t as r → 0. Thus, the probability density h(r, t) of E t represents the radial pressure wave at time t. Even though D(r) < 0 is possible when y > 1, the hitting time E t is always positive, so this model is always causal. The same causal solution (14) applies in any number of dimensions. Figure 2 graphs the positive half of a (symmetric) one-dimensional "planar wave" with initial conditions p(x, 0) = 2δ(x) and ∂ t p(x, 0) = 0. In this case, q(x, t) = δ(t − x) + δ(t + x) and p(x, t) = h(|x|, t), the probability density of E t .
To check that ( /c 0 ) ). Since D(r) and E t are inverse processes, P(E t ≤ r) = P(D(r) ≥ t). Then the probability density h(r, t) of E t is given by 23] , and then (16) follows easily, as in [22, Eq. (3.21) ]. For 1 < y < 2, the calculation is similar, using [24, Eq. (6) ]. For the general case q(x, 0) = g(x), there is an additional term g(x)D t h(0+, t) on the right-hand side of (15) .
When y = 2, the solution h(r, t) is inverse Gaussian [25] , and h(0+, t) = 0, so that (14) solves the original power law wave equation (2) without the fractional boundary term in (15) (a delta function term appears instead).
Discussion
A variety of fractional wave equations achieve power law attenuation. Caputo [27] and Wismer [28] proposed an alternative fractional wave equation
Chen and Holm [29] recommend the equation
using the fractional Laplacian. Treeby and Cox [30] suggest
Solutions to all of these equations exhibit power law attenuation α(ω) = α 0 |ω| y with frequency ω. It would be interesting to develop stochastic models for these equations. In many practical applications, sound waves propagate though anisotropic media. For example, human tissue often presents in layers, and medical ultrasound in that setting is the main motivation for this research. All the wave equations discussed in this paper assume isotropic media, with sound moving in an expanding spherical wave. One way to develop anisotropic fractional wave equations would be to replace the isotropic fractional Laplacian in Eqs. (17) or (18) by its anisotropic analogue [14, Chap. 6] . The subtlety of the problem can be easily understood in terms of Fourier transforms. The fractional Laplacian y/2 f (x) has Fourier transform −k 2f (k), wherê f (k) = e −ik·x f (x) dx, and k = k is the length of the wave vector. In 3 dimensions, it is true that 3 ) y only when y = 2. When 0 < y < 2, the second and third expressions are the Fourier symbols for anisotropic analogues of the fractional Laplacian. −x 2 , t) ), but exhibit anisotropy in the off-axis directions.
Another anisotropic fractional derivative operator with Fourier symbol (ik 1 ) y + (ik 2 ) y + (ik 3 ) y corresponds to the sum of one-dimensional (RiemannLiouville) fractional derivatives: ∂ α
. Solutions to the corresponding fractional diffusion equation in the case y = 1.2 are illustrated in Fig. 4 . These two-dimensional level sets exhibit anisotropy in every direction.
Conclusions
Sound wave propagation in complex anisotropic media has been observed to exhibit attenuation, at a rate proportional to a fractional power of the frequency. Fractional calculus models have been proposed to provide a simple analytical approximation to the complex nonlinear behavior. Previous research established that one of these models, the power law wave equation, has an exact analytic solution that can be written in terms of a stable probability density.
This paper has proposed a random walk model for sound wave propagation, which explains the connection between the stable probability density and the power law wave equation. Because the speed of sound varies in a complex medium, travel times are essentially random. The continuous time random walk model proposed in this paper sums the random waiting times to traverse each incremental distance. In a complex medium, each incremental travel time can be expected to follow a power law. The power law index codes the degree of heterogeneity, and also determines the order of the fractional derivatives in the model. In past applications to flow and transport, this index has been related to the fractal dimension of the medium. The accumulated travel time approaches a stable random variable in the diffusion limit, which represents the travel time for a randomly selected packet of wave energy. The exact analytical solution for the power law wave equation comes from inserting this random time into the traditional wave equation solution, and taking expected values. The diffusion limit approximates a sum of positive waiting times by a Gaussian or stable limit, which can be either positive or negative. By focusing on distance traveled by a given time, a strictly causal solution was developed. Finally, some remaining challenges were discussed, including the development of anisotropic models to capture realistic variations in a complex conducting media.
