in an ad-hoc fashion. The tiny nodes are equipped with substantial processing capabilities, enabling them to combine and compress their sensor data. The aim is to limit the amount of network traffic, and as such conserve the nodes' limited battery energy. However, due to the small packet payload, the MAC header is a significant, and energy-costly, overhead. To remedy this, we propose a novel scheme for MAC address assignment. The two key features which make our approach unique are the exploitation of spatial address reuse and an encoded representation of the addresses in data packets. To assign the addresses, we develop a purely distributed algorithm that relies solely on local messsage exchanges.
INTRODUCTION
In recent years, an exciting new type of networks has emerged, called sensor networks [1] [2] .
Contrary to more traditional computer networks, these sensor nets consist of a large number of ultrasmall autonomous devices. Each device, called a sensor node, is battery powered and equipped with integrated sensors, data processing capabilities and short-range radio communications [3] . In typical application scenarios, the nodes are spread out randomly over the terrain under scrutiny and collect sensor data [4] [5] . The node processes this data and coordinates with nearby nodes to combine their information [1] [3] . The aggregate data is then forwarded to specialized gateway nodes. Two alternative routing approaches have been considered for sensor networks: flat multi-hop [5] [28] [29] and clustering [27] . In this paper, we focus solely on flat multi-hop routing. In essence, a sensor network can be viewed as a distributed autonomous system for information gathering, thereby performing tasks such as terrain surveillance, wildlife monitoring, etc. In most cases, the sensor nodes themselves are immobile. Although networks consisting of mobile robots can be conceived, we have focused on the dominant and important class of node-immobile sensor nets.
To ensure adequate coverage and fault tolerance in inhospitable operating conditions, researchers envision these sensor networks to be comprised of a very large number of nodes, ranging from hundreds to several thousands [5] [6] . This large network size not only prohibits manual setup of the network, necessitating autonomous operation, but also eliminates the option of battery replacement.
Therefore, to ensure a sufficient network lifetime, all network protocols must be designed with an extreme focus on energy efficiency. This has indeed been considered as the single most important design challenge in sensor network algorithms [1] [4] . Network-wide communication and coordination required by centralized algorithms is therefore unacceptable, necessitating full reliance on distributed localized algorithms instead [5] . -3 - This basic focus on energy efficiency also has its repercussions on the structure itself of data dissemination from the sensor field to the user. Data processing is relatively inexpensive in terms of energy compared to radio communication, where the cost of transmitting 1 bit equals that of around 100 to 1000 instructions [7] . It this therefore beneficial to first combine and compress sensor data locally inside the node or a cluster of nearby nodes [3] . In network-wide data communication, the payload of data packets is in this way reduced to its bare minimum. The challenge now shifts to the packet overhead, which suddenly becomes significant. Existing approaches have focused mainly on routing and destination naming issues [5] [8] . A critical problem that remains, is the overhead of the MAC header, more specifically the MAC addresses. In current approaches, unique identifiers are used because of convenience, but which are often of the same size or even larger than the packet payload and therefore represent an important source of energy consumption.
We have designed a new technique to greatly reduce the MAC address size. It is based on the observation that the functionality of a MAC address relies solely on its uniqueness in the transmission neighborhood of a node, which is very limited in sensor networks. These MAC addresses can therefore be reused in space, much like frequency reuse in a cellular system. Our first contribution is a dynamic distributed assignment algorithm that assigns these reusable addresses. Our second contribution is a new way to present the addresses in data packets. We abandon the traditional fixedsize address field and introduce the concept of encoded addresses, which leads to extra size reduction and improves the scalability as well. Our new approach to MAC addressing in sensor networks results in significant energy savings, which outweigh the overhead of the extra control messages of our distributed algorithm, even when the traffic load in the network is very low.
-6 -The benefit of this spatial reuse is that the addresses are shorter, and can therefore be represented using fewer bits. For a network of 10,000 nodes, the unique ID requires at least 14 bits. However, spatially reused MAC addresses can be as short as about 3 to 6 bits, as we will show in section V. 4. This gain is indeed significant, as packets in sensor networks are typically very small. The network addresses based on attributes are most of the time composed of only a few bits, and data combining and local processing heavily reduce the packet payload as well, to the order of 8 to 16 bits per packet
In principle, the same spatial reuse of MAC addresses is also possible in regular ad-hoc networks.
However, they typically exhibit mobility, which makes keeping the MAC addresses consistent a difficult task. Since a larger MAC address size is not that significant here as packets are typically much larger, using unique IDs as MAC addresses is normally a good design choice in these mobile ad-hoc networks. This situation is similar to Ethernet addresses, which in principle need only be distinct on the same subnet, but which are made globally unique for ease of installation. However, in sensor networks, with their immobile nodes and small packets, the number of bits transmitted should be limited to an absolute minimum. To the best of our knowledge, current sensor networks have not exploited the possibility of spatial address reuse and resort to unique IDs.
These spatially reused addresses cannot be assigned before the deployment of the network, as it is typically unknown what the exact network topology will be. The addresses therefore need to be assigned after deployment. We have designed an efficient fully distributed algorithm to do this.
The remainder of this paper is devoted to the presentation, discussion and performance analysis of our algorithm.
-7 - According to the link directionality, we use the terms in-neighbors, out-neighbors or bineighbors for nodes that can only send to a node, only receive from a node or do both, respectively.
III. SPATIAL ADDRESS REUSE CONSTRAINTS
In this case, A has bi-neighbors B, C and D, out-neighbors E and F, and in-neighbors G and H. Prior to the address assignment, each node has established its neighbors through a discovery protocol, such as the one described in [26] . This neighbor discovery is needed irrespective of our algorithm, as many other network protocols require this information. It therefore does not constitute extra overhead.
The possible intended receivers have to be able to figure out if the transmission is meant for them, and nodes B, C and D therefore clearly need distinct addresses. Since we restrict the communication to bi-directional links, E and F automatically know the data is not meant for them. Equivalently, B knows it is never the intended receiver of data from I or J. However, in order for B to tell apart data originating from A, N, M or from I, J the sender address must be included in the data packet as well.
It is sufficient to be able to distinguish nodes belonging to the group of in-neighbors from nodes belonging to the group of bi-neighbors, without needing to differentiate nodes within a group. So, the address of I can be the same as that of J, but has to be different of that of A, N and M. We summarize all these constraints in lemma 1. They specify a valid address assignment that can be achieved by a distributed algorithm in the presence of unidirectional links. These constraints are new to the best of our knowledge and therefore define a new assignment problem.
Lemma 1: When the normal-mode data communication of a node is restricted to its bi-neighbors, a valid assignment of addresses is such that all bi-neighbors have distinct addresses and that all inneighbors have addresses different from those of the bi-directional neighbors, for any node.

IV.
DISTRIBUTED ASSIGNMENT ALGORITHM
Basic Algorithm Operation
We present a distributed algorithm that assigns addresses to nodes in accordance with the conditions of lemma 1. Figure 3 gives the state transition diagram of the algorithm and table I contains the pseudo code of the transition conditions and associated actions. When a node boots up and has performed its neighbor discovery [26] , it broadcasts a HELLO message. Upon reception of this message, the other nodes respond with an INFO message, which contains the node's ID and address. In order to mitigate packet losses, this message is repeated CYCLE_REPEAT_VALUE times with a cycle period of 2·HALF_CYCLE. indeed outperforms the traditional one with a fixed-size address. Our overall dynamic address strategy is now as follows:
1. Based on the anticipated node deployment density, the address assignment is simulated, resulting in a curve similar to the 'lowest first' one in Figure 4 . Next, the Huffman codeword corresponding to each address is calculated.
2. Before the network deployment, each node is programmed with the mapping between addresses and codewords.
3. Once deployed, the node performs the algorithm discussed in section IV.1 and selects a valid address. During this process, the node also automatically collects all the information needed to build the mapping 4. For subsequent data communication, the sender and receiver ID are mapped to their address. Included in the packet header, are the codewords corresponding to these addresses.
Note that the first step of our strategy is off-line and builds the address to codeword mapping, which automatically covers even the highest imaginable address. If the real deployment density does not correspond to the anticipated one, all addresses can therefore still be presented by codewords, only the mapping is no longer optimal. If the address selection frequency is predicted exactly, on the other hand, the obtained codewords are the shortest way to represent the addresses in terms of number of bits, which is a property of the Huffman encoding [14] .
Furthermore, since we only transmit codewords, the energy efficiency of two addresses with the same codeword length is the same. We refer to such addresses as being in the same range. As a slight modification to the way a node chooses an address in step 3, we propose to not select the lowest nonconflicting address, but a random one in the lowest possible range. The benefit is that less CONFLICT messages need to be sent, as the address selection is more randomized. The solid curve in Figure 4 , called 'range based', illustrates the resulting address selection frequency. Every step in this staircase function corresponds to a particular range, indicated by the number of bits needed to represent the codewords. We have verified that the average codeword size for our modified address selection is the same as it was when simply choosing the lowest non-conflicting address, and equal to 4.6 bits per address.
V. PERFORMANCE EVALUATION
Simulation Setup
Before we delve into the performance analysis of our protocol, we first introduce the simulation setup we are using. For the results reported throughout this paper, N nodes are distributed randomly over a square field of dimensions L by L, except when specifically stated otherwise. Each node boots at a random time in an interval of 10 seconds. The packet formats of our control messages are shown in Figure 5 . The 'T x addr' field is encoded according to the 'range based' curve in Figure 4 . The bitmap field contains the information of a node's neighbors and has bits set to '1' if the corresponding address has been chosen by one of them. The length of this field is variable with steps of 17 bits, depending on the addresses included, where the last bit of the 17 indicates if the bitmap field ends or not. Furthermore, our simulation setup includes a CSMA-type MAC, similar to the DCF of 802.11, and we are therefore able to include the effect of packet collisions.
Figure 5: Format of control messages
Each sensor node is equipped with a radio module that has a transmission range R. Two representative choices, which are used by various research groups in the field [7] [12] [15] , have the following energy consumption as a function of their range:
• RFM radio at 2.4 kbps: 0.18 µJ/bit for R = 20 m, 0.94 µJ/bit for R = 80 m [15] • Conexant RDSS9M at 100 kps: 1 µJ/bit [7] In addition, commonly used microprocessors in sensor nodes include [6] [11][15]:
• StrongARM SA-1100 processor: 1.5 nJ/instr at 150 MIPs, 2.2 nJ/instr at 250 MIPS [17] • Atmel MegaAVR 103L: 2.1 nJ/instr at 4 MIPS [18] For the simulations in this paper, we have selected the RFM radio with a range 20 meters and a StrongARM SA-1100 microprocessor version with 150 MIPS. This means that for our choices, the energy cost of transmitting 1 bit corresponds to about 120 instructions. Since we propose to transmit codewords instead of addresses, the receiver needs to perform some extra processing as the codewords have to be stepped through bit by bit in order to detect their end. We include this cost in our total energy budget and we estimate that this operation takes 50 instructions on average.
In our performance evaluation we would like to vary the network density, which we define as the average number of neighbors of a node, denoted by parameter λ.
(1)
Since the address assignment depends on the network connectivity, it is logical that its performance depends mainly on λ, rather than on the absolute N, R and L separately. For the settings that gave rise to the curves of figure 3, λ was equal to 10. Finally, to ensure adequate statistical accuracy, all data points in the reported results are obtained as an average over 1,000 simulations.
Influence of Algorithm Parameters
When describing our algorithm in section IV, we have introduced a few operational parameters in table I. The protocol behavior will depend on the values of these parameters, and appropriate choices are essential. The most useful measure of performance is to look at the average codeword size, since it directly relates to the energy consumption of packet transmissions. A related metric is the overhead of our assignment protocol. Finally, we need to verify if the obtained address assignment is indeed valid, i.e. satisfies lemma 1. Since packets can be lost due to MAC congestion or problems in the wireless link (fading, shadowing, noise, jamming), some conflicts might not be detected, resulting in occasional non-valid assignments. Although it might be possible to detect these situations during data transmission, it is nevertheless imperative that we limit their occurrence. The average codeword size turned out to be virtually independent of both parameters. For these simulations, we have chosen the same settings as in section IV.2, namely N = 500 and λ = 10. Ideally, we would like to operate close to the origin of the graph: few invalid address selections and low protocol overhead. It is clear the selecting HALF_PERIOD equal to 4 seconds offers the best results.
Even higher values would be better still in terms of the two performance metrics considered here, but the convergence time would increase as well. For the parameter values that yield an acceptable performance, packet losses are relatively infrequent (around 5% was observed in our simulations). In this case, the protocol ends only a few cycles after the last node boots, namely the time it takes for that node to detect a conflict and the conflicting node to end its CYCLE_REPEAT_VALUE cycle repetitions.
We have selected CYCLE_REPEAT_VALUE = 4 and HALF_PERIOD = 4 seconds for the remainder of this paper. The probability that all the nodes have a valid address is above 99.99% in this case, with only about 100 bits of average protocol overhead per node. It turns out that for these settings, only one node chooses an invalid address in the other 0.01% of the cases. This means that the probability for each individual node of selecting an invalid address is about 2·10 -7 , or about 1 in every 5 million nodes. We have found that this number holds with reasonable accuracy for other values of node density and network size as well.
Non-uniform Density
In the simulations thus far, we have always chosen a uniform node density. We now show that even when the true network density is non-uniform, our approach remains valid. To this end, we have simulated a field with the non-uniform density, where nodes are randomly distributed according to are programmed with the mapping that assumes a uniform network density with λ = 10 (in step 2 of our assignment strategy, section IV.2). The spatial distribution of the address size, averaged over 1,500 simulation runs, is given in Figure 7b . We note that in regions where the node density is higher or lower than anticipated, the addresses can still be represented, although their size is not optimal.
From this experiment, we have also been able to verify that the behavior of a node depends mainly on the local node density in its neighborhood. Looking at a network with uniform density equal to the observed local density closely approximates the observed behavior, provided that variations in density are relatively smooth. Average address size to represent the spatially reusable addresses. As a comparison, we have also plotted the behavior when addresses are again assigned by our distributed algorithm, but are represented in the traditional way with a fixed number of bits. The dashed curves represent the log 2 () of the largest address encountered in all 1,000 simulations. The bit-width of a fixed size address field should be chosen to be integer and greater than this value. It is clear that our encoded scheme always outperforms the fixed-sized one. However, these curves are based on the assumption we have a perfect a priori estimate of the network density, since we need to hard-code the address encoding or size of the address field before deployment. If this is estimate is inaccurate, the encoded scheme is still able to represent all possible address choices. However, the fixed-size one might run into troubles if the allocated field is too small. To remedy this overflow, some safety margin is needed, necessitating an even larger address size and tilting the balance further in favor of our encoded scheme. From figure 8, we conclude that the average address size mainly depends on the network density λ and is only a weak function of N. This indeed corresponds to intuition, as the address selection constraints of lemma 1 only involve the local neighborhood of a node, i.e. its one-and two-hop neighbors. It is therefore mainly the local node density that dictates the address selection. The minor dependence on the network size N is due to the fact that nodes near the edge of the network have less neighbors and are therefore more likely to choose a lower address. Our scheme of spatially reusable and encoded addresses is thus very scalable. In fact the curves in Figure 8 flatten off at high network sizes as the relative influence of edge effects vanishes, and the performance becomes independent of N. The same behavior is not exactly true for a fixed-size address representation however. As the network size increases, the likelihood of having at least one node with a very high address increases and the required address size therefore keeps on increasing with N, although only slightly (when selecting a constant probability of overflow). As a consequence, the gap between the encoded and fixed-size address representation widens slowly.
We can also compare our concept of spatial address reuse to the traditional approach of using the unique node ID as a MAC address. In Figure 8 , the dotted curve corresponds to the minimum number of bits needed for a network wide unique ID. It is clear that this option does not scale well and is vastly inferior in terms of average address size to our proposed approach for networks of more than 100 nodes, which are anticipated to be the rule in sensor networks applications [1] [5].
Energy Savings
Ultimately, we need to verify if our approach indeed results in energy savings, or alternatively whether the gains due to address size reduction outweigh the cost associated with the overhead of our protocol. In Figure 9 , we plot the net energy savings per node as a function of the number of data -22 - packets it transmits, for a network of 1,000 nodes and different network densities. The savings are with respect to the benchmark of a network that uses a 14 bit unique ID as a MAC address. If a node has no packets to transmit, there is only the energy penalty of running our assignment protocol.
However, for each data packet, the overall packet size is reduced since both the sender and receiver MAC address are now much more compact. Our proposed approach is already useful when the node only transmits a few tens of packets. Figure 9 also shows that gains are higher for lower network densities, as the protocol overhead is less (less energy penalty when no packets are sent) and the address reduction is higher (greater slope of the curves). generates a traffic stream. These data packets are routed to a gateway node that is 8 hops away, diagonally across the network. In this case, we chose N = 100 and λ = 10. Although the routing protocol itself would most likely benefit greatly from our approach since route setup messages are smaller due to the reduced MAC address size, we did not want to restrict ourselves to a particular choice of routing protocol. In our simulation, packets are routed automatically to the appropriate next hop, which essentially corresponds to an ideal, zero-overhead routing protocol. The data packets have a payload of 16 bits and we also have added an 8-bit physical layer header to each packet. In addition, data packets are acknowledged, since collisions in the channel still occur due to hidden terminals.
Furthermore, we have imposed a random variation in transmission range of ±2.5 m and the channel corrupts packets with a probability 10 -3 to mimic channel impairments. Our simulations show that with these settings, about 85% of the links is bi-directional, while the other 15% is unidirectional. We have verified that the assigned addresses still satisfy lemma 1. This confirms that our algorithm indeed also works in the presence of unidirectional links.
We now record the total number of bits transmitted at the physical layer, which includes the physical layer overhead and possible retransmissions. When the source sends out 100 packets, our approach reduces the energy consumption of a node on the path from 1.24 mJ to 0.95 mJ, compared to the case where a unique 14 bit ID is used. In fact, by running more simulations, it turns out that the energy savings, ∆E, are approximately a linear function of the number of packets sent, P. For the above settings, this function is given by (2) . The factor that multiplies P is the energy savings per packet due to the reduced MAC address size. The second, negative term in (2) represents the total energy per node, consumed by our assignment protocol, and therefore corresponds to the algorithm overhead. In this case, we observe that we already benefit from our approach when more than 8 packets are sent.
Note that nodes that do not forward sensor data, have P equal to zero, and therefore suffer from our address assignment algorithm. In practical scenarios, however, almost all nodes will participate in network management and maintenance protocols, such as route and topology discovery, status checks, etc. This means that virtually all nodes will find themselves in a regime where our address scheme is beneficial. In the extremely rare case that some nodes to not experience even this low amount of traffic, the extra penalty of our protocol is irrelevant. The reason is that these nodes are not critical in affecting the network lifetime and the nodes that do forward traffic that will drain their battery first.
VI. COMPARISON BETWEEN ADDRESSING SCHEMES
Although we have argued the benefits of spatial address reuse and encoded address representation, we now discuss our approach in comparison with other addressing alternatives, specifically with respect to scalability. Indeed, since sensor networks can consist of hundred, thousands or maybe even millions of nodes, the ability of an addressing strategy to scale well with the network size is of utmost importance. In fact, we recognize that we need to consider two distinct aspects when discussing scalability.
1. The first aspect relates to the way addresses are assigned to nodes. When the assignment is static, there is no true scaling issue. This situation occurs when the unique node ID, which is allocated prior to deployment, is used as the MAC address. As argued before, spatial reuse of addresses requires a dynamic address assignment protocol. In principle, such a protocol can be centralized or distributed, but only distributed versions scale well.
The second aspect deals with the address representation. Network wide unique addresses scale poorly. Spatial reuse dramatically improves the scalability, as it is mainly the local node density and not the network size, which dictates the address size. Table II compares different alternative approaches for N = 10,000 and λ = 10. A globally unique ID would be prohibitively long (but independent of the network size). Alternatively, a network wide unique ID can be allocated when the network is deployed. With this option, the address representation scales only logarithmically with the network size. Our first new scheme, called fixed-size dynamic, reuses addresses spatially, but still represents them in a fixed-size field. As we have argued before, the address size is almost independent of the network size, although not completely. The assignment algorithm could be implemented in a centralized fashion as well, but clearly a distributed version is preferable, since network wide message exchanges should be avoided. Our proposed algorithm only relies on very localized message passing between a node and its neighbors. We have shown that this overhead is minimal.
Our schemes
Our second scheme, called encoded dynamic, uses the same dynamic assignment algorithm, but differs in the way addresses are represented. By encoding the addresses, we leverage the unequal address selection frequency and reduce the address size even more. Furthermore, this representation offers excellent scalability. In fact, for infinitely large network sizes, the average address size is bounded. This is not the case of a fixed-size address field, as for an ever-increasing network size, the probability that a certain number of address bits does not suffice increases.
Finally, we note that our protocol can be viewed as an extension to ARP regarding its interaction with the higher layers, and is therefore transparent to routing. It both assigns the MAC address and builds a mapping for the addresses of a node's neighbors. We have validated this architecturally, by incorporating it into the protocol stack of ns-2.
VII. RELATED WORK
Other researchers have explored the idea of spatially reusing addresses. The scheme in [19] dynamically assigns addresses in a cellular LAN scenario. Our work does not rely on a centralized controller, which makes it more scalable and robust in terms of node failures. Related, although not identical, assignment problems have been studied for TDMA, FDMA and CDMA. In [20] a unified framework is presented that encompasses all assignment problems, including ours, but the specific constraints of address reuse are not discussed. Algorithms to solve the distributed assignment for TDMA [21] [22] or CDMA [23] [24] can be extended for address assignment, although they do not consider unidirectional links (which is an important issue). Some of them also assume that the network has a stationary topology at the start of the protocol, which is not the case in sensor networks. The most important difference with all the prior work on assignment algorithms is that -27 -added benefit can be found in encoding the assignment. There is no analogy for this in TDMA, FDMA or CDMA. The goal in address assignment is therefore not simply using the minimum number of addresses, but also to reuse the same ones as often as possible, a concept that is alien to the existing assignment problems. Finally, the concept of random transaction identifiers for sensor networks was proposed in [8] , resembling hashing in table look-up for wireless networking. However they cannot be used as MAC addresses, since they do not provide any feedback mechanism to ensure a valid assignment.
VIII. CONCLUSIONS
In sensor networks, the dominant traffic typically consists of packets with a small payload and a short destination name attribute. In this case, MAC addresses contribute a considerable packet header overhead. However, they cannot be simply omitted, as their functionality is needed to discern intended from non-intended receivers. In this paper, we have tackled the problem of limiting this MAC address overhead, thereby reducing the number of bits that need to be transmitted. As every bit that is saved, relaxes the demands on the node's energy resources, this scheme eventually targets increasing the network operation lifetime. We have shown significant reduction in energy consumption, even when the traffic load is extremely low. Our approach hinges on spatial address reuse and an encoded address representation.
However, the idea of spatially reusing addresses critically relies on a dynamic assignment algorithm, as the network topology is unknown prior to deployment. Furthermore, any possible algorithm has to be distributed and rely on local message exchanges only, as network wide communication is too energy hungry. Our proposed solution satisfies these conditions and obtains a valid address assignment with a very high probability. Note that our approach is tailored specifically -28 - towards sensor networks where node mobility is not an issue. It scales very well with the size of the network, because of the distributed nature of the algorithm and the address encoding. Both the scalability and small average address size make our scheme compare favorably to other options.
Finally, we note that there is a subtle relationship between our work presented here and header compression [25] . Header compression could in principle be used as well to reduce the packet overhead and is in fact orthogonal to our scheme. However, it has been considered thus far for pointto-point links only. In order for it to be useful for MAC addresses we need to take into account the inherent broadcast functionality where losing synchronization is compounded between the different receivers. It is therefore unclear if a combination of header compression and address reuse will have major benefits.
