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1. The relevance to control theory of Liapunov’s theorem for the case 
of integrable functions was shown by LaSalle [I]. Liapunov’s theorem in 
this case states that iff(t) is a real integrable n-dimensional vector function 
inL(a, b), if E is a measurable set in (Q, a), and if 
then the range R, of p(E) is a bounded, closed, and convex set in Euclidean 
n-space. A closed interval 0 < u < 1 may be regarded as a (one-dimensional) 
polyhedron P with vertices u = 0 and II = 1. An equivalent formulation 
of the above result is that if w(t) is a measurable function of t on (a, b) with 
range (0 and 1) restricted to the vertices of P then the range $ of 
is closed and convex. The restrictionof the range of w(t) to the extreme points 
is called “bang-bang” in control theory. The function w(t) is called a control 
function. 
The following result is readily demonstrated [I]. 
THEOREM A. Let u(t) be a measurable function on (a, b) and let 
0 < u(t) < 1. 
Then there exists a bang-bang coqjrol function w(t), 1 w(t) - 3 1 = 8, such that 
JIfW 44 dt = JlfW 4 j dt. 
* Supported in part by the Office of Naval Research and in part by the National 
Science Foundation GP2600. 
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In linear control theory the basic result is that if a constant vector /3 is 
given for which there is a measurable u(t), 0 < u(t) < 1, such that 
then there is a T, a < T < b, and a u”(t), 0 < u”(t) < 1, such that 
and T cannot be decreased. In this case zZ(t) is called an optimal control 
function. From Theorem A it follows that the optimal control can be taken 
as a bang-bang one. 
The condition that a bang-bang zu(t) be merely measurable is not suited 
to engineering requirements. For engineering purposes a more reasonable 
restriction is that w(t) be piecewise constant with a finite number of jumps. 
For optimal controls this property was proved by Halkin [2] for linear 
systems with piecewise analytic time varying coefficients. In the more 
restricted case of linear systems with constant coefficients it had been proved 
in [.?I. For linear systems with analytic time varying coefficients and normality 
assumptions (in the sense of LaSalle [I]) it was proved by Filippov [4]. 
In the case of optimal control arising from a system of linear time varying 
differential equations satisfying a rather complicated condition, called the 
general position condition, it is proved by Pontryagin, Boltyanskii, 
Gamkrelidze, and Mishchenko [3] that the optimal control is bang-bang 
and with a finite number of discontinuities. In their formulation the vector 
f(t) is replaced by an 7t x m matrix l. F(t), and the scalars u(t) or w(t), by 
column vectors u(t) or w(t) with m entries. Moreover a convex, bounded 
closed polyhedron P in m-space is introduced and the range of w(t) is restric- 
ted to the vertices V of P. Such a w(t) will also be called bang-bang. 
Here the question of what vectors can be represented by a bang-bang 
control w(t) which has a finite number of discontinuities and is defined on a 
given interval (a, b) will be answered for piecewise analytic F(t). The treat- 
ment will not be restricted to the case of an optimal control. Moreover the 
proof will not depend at all on measure theory but rather on the solution of a 
minimax problem. 
Finally in Section 5 the corresponding theorems will be proved for the 
case of an integrable F(t) in which case the bang-bang control w(t) is merely 
1 This occurs of course in earlier work such as [I], [4]. It is the introduction of the 
genera1 P that is of interest here. 
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measurable. The proofs for that case will be based on the analytic case and 
on Theorem A (where m = 1). 
A function f(t) is said to be piecewise analytic on a closed interval [a, b] 
if there exist a, , a2 , ***, a, 
a = a,, < a, < a2 < “’ < uk < b = a,,, , 
such that f(t) is analytic on each of the closed intervals [uj , q+r], j = 0, 1, 
**a, k. (A function g(x) is analytic on a closed interval [ur , u2] if for some 
8 > Og(z), (z = x + iy), is analytic in the rectangle 
a, - 6 < x < us + 6, I Y I -=c 3. 
A matrix F(t) is piecewise analytic on [a, b] if each of its entries is. The norm 
of a matrix A with entries uii is defined by 
(and of course for a vector y  with entries yj , 1 y  ] = C 1 yj I). The transpose 
of A will be denoted by A’. For two column vectors with the same number 
of entries 01 and /3 the dot product will also be used, 
THEOREM 1. Let F(t) be a real n x m piecewise analytic matrix on [u, b]. 
Let P be a bounded, closed, convex polyhedron in m-dimensional Euclidean space. 
Let the vertices of P be denoted by V. Let w(t) be a reulpiecewise constant column 
vector of m entries with range restricted to V, w(t) C V, and with uJinite number 
of discontinuities on [a, 61. Let 
,t?, = /lF(t) w(t) dt. 
Then the range Re of Is, , for all possible w, is bounded, closed, and convex (in 
Euclidean n-space). Denote the vertices V of P by v(j), j = 1,2, ***, N. Then 
a necessary and su$icient condition that a real n-vector y  E Re is that for constant 
real vectors r 
J(Y) = ;iq [lb max (r%(t) v(j)) dt - rfy] > 0. 
a 3 
Moreover if y  E Re , 
b 
Y= F(t) w(t) dt 
a 
(1.1) 
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where w(t) C V and the number of discontinuities of w(t) has a bound independent 
ofr. 
That J(y) actually exists as defined above will be shown later. 
The referee kindly pointed out that Theorem 1, except for the last state- 
ment could be proved by the methods of [,Z]. 
THEOREM 2 (Optimal control). Let F(t) and P be as in Theorem 1. Let 
a < r < b. Let y  # 0. De$ne 
max (r%(t) v(Q) dt - r’y 
I 
. 
Then if ](y, b) 3 0 there exists a unique T, a < T < b, such that 
J(Y, T) = 0; Jr, 4 < 0, a<r<T. 
Thus by Theorem I there is an optimum bang-bang control on [a, T] with a 
$nite number of discontinuities. 
Theorem 1 is a consequence of the following theorem. 
THEOREM 3. In Theorem I let P be m-dimensional, that is let P contain an 
open set of dimension m. Let the rows of F(t) be linearly independent on (a, b) so 
that r%(t) = 0, a < t < b, implies r = 0. Then (1.1) is valid. Moreover a 
necessary and sujicient condition that y  be an anterior point of $ is that 
rf J(y) > 0 there also exists (a, , b,) such that 
s 
bl 
Y= F(t) 4) 4 
a1 
where w(t) is as in Theorem I and where each one of the following three conditions 
can be satis$ed with an appropriate w(t) 
a,=a,b,<b; a,>a,b,=b; a, > a, b, < b. 
THEOREM 4. Let F(t) and P be as in Theorem I. I f  there exists a piecewise 
continuous [measurable is all that is really required] u(t), a < t 6 b, such that 
u(t) C P and zf 
s 
b 
Y= F(t) u(t) dt 
n 
then 
J(r) > 0; 
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and so by Theorem I, y E $ , and u(t) above can be replaced by w(t). (Thus a 
control can always be replaced by a bang-bang control.) 
THEOREMS 1 L, 2L, 3L AND 4L. If in Theorems I, 2,3 and 4, F(t) is mereb 
required to be Lebesgue integrable on (a, b), and u(t) C P and w(t) C V are 
merely measurable then w(t) is also merely measurable. 
The referee kindly pointed out that Theorems IL-4L are particular cases 
of results of Neustadt [6]. 
Remark. In case P is the cube with vertices (& 1, f 1, a=., * 1) 
rn? (r%(t) v(i)) = 1 r’F(t) 1 , 
and so in this case 
2. Here a number of preliminary results will be obtained. Vectors will be 
column vectors. 
LEMMA 2.1. Let P be as in Theorem 1. Let f be a constant vector and let 
WEP. Then 
f. w < max f - v(j) i 
Proof. Since 
w= z hjVci’, hj>O* CAj=l* 
it follows that 
f* w = zXjf *v(j) <m~xj~o(j)~Xj 
which proves the lemma. 
LEMMA 2.2. Let F(t) and P be as in Theorem 1. Let r be a constant vector, 
1 r 1 = 1. Then there exists a bang-bang w(t) on (a, b) with a finite numbw of 
discontinuities such that 
Proof. Let 
m;x (r%(t) v(j)) = r’F(t) w(t). 
g$(t) = r%(t) v(j), j = 1, a**, N. 
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Then each gj(t) is piecewise analytic being a sum of such functions. Consider 
one of the several closed subintervals of [a, b] on which everygi(t) is analytic 
and denote it by 1. Then on Z either gi(t) - gj(t), i # j, is identically zero or 
has a finite number of zeros. Delete from the sequence {gj(t)> all gi(t), j 3 2, 
which are identical with gl(t) on Z. From the resulting sequence delete all 
members identical with the second member on I, etc. This finally gives a 
subsequence 
where h < N and jI = 1. No two members of this sequence are identical on 
Z and 
y-y&vi(t) = p%,(t), t EZ. (2-l) \ 
Let the finite set of collective zeros of 
on I be denoted by 2. The right side of (2.1) determines 1; as an integer 
valued function K(t) on Z - 2 and K(t) is constant on each of the several 
intervals which form Z - Z. Hence on Z - Z 
Thus this is true on each of the several intervals like Z which make up [a, 61. 
At each of the finite number of points where K(t) is not defined, or is two 
valued, define K(t) so that on (a, b) K(t + 0) = K(t). This completes the 
proof. 
LEMMA 2.3. With J(y) defined as in Theorem I there exists a constant 
vector p, ( p 1 = 1, such that J(y) = J, 
=I 
b 
m?x (p’F(t) v(j)) dt - p’y 
a J 
=s b p%(t) w(t) dt - P’~. a 
Proof. Let 1 I 1 = 1 and let 
G(r) = 1” max (r%(t) v(j)) dt - Y’Y, 
a 1 
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where the integrand above is piecewise constant by Lemma 2.2. Let 
r(,) (the subscript rather than superscript is used only for typographical 
convenience) be a sequence such that 
F+z W(k)) = J. (2.2) 
Since 1 r(,) 1 = 1 it can be assumed that 
exists and 1 p 1 = 1. By Lemma 2.2 there exists r@)(t) such that 
rn:x (r;$(t) v(j)) = 7&,8(t) z@)(t). 
For ( Y  1 = 1 and piecewise constant w(t) let 
H(r, w) = s” r’F(t) w(t) dt - r’y. 
” 
Then since Y(~) -+ p, 
lim (H(p, I@)) - G(rt,))) = 0. 
k+w 
The maximum w(t) is used in G, so 
ff(p, wfk)) < G(P), 
which with (2.2) and (2.3) gives 
J G G(P)- 
By Lemma 2.2 there exists w(t) 
Clearly 
max (p’F(t) v(+)) = p’F(t) w(t). 
i 
f-Q(k) > w> < G(y,). 
Since r(,) -+ p and w is given by (2.5) 
I+% WY(,) > w) = G(P)- 
By using the above two formulas and (2.2) 
G(P) G J. 
By combining with (2.4) this proves the lemma. 
(2.3) 
(2.4) 
(2.5) 
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LEMMA 2.4. J(y) is continuous in y. Indeed 
I J(P) - J(P) I < I Yf2’ - Y’l’ I . 
Proof Let p and w for y  (l) be p(i) and w(l)(t) and for y’s) be pc2) and 
wt2)(t) so that 
J(Y’~‘) = j; &F(t) w’k)(t) dt - p;k,y’“’ 
for k = 1 and 2. Since p(i) is not necessarily a minimizing vector for j(yc2)), 
J(P)) < j: ,&F(t) w’l’(t) dt - P;~,Y’~’ 
= J(P)) + &)(Yfl’ - Yf2’). 
Hence since 1 p 1 = 1 
Joy - J(y’1’) < 1 y’l’ - y’2’ 1 . 
This and the inequality with 1 and 2 interchanged proves the lemma. 
Let F(l)(t) andF2)(t) each be as in Theorem 1. (If P) and F2) are origin- 
ally defined on nonidentical intervals, a common interval can be obtained 
by defining P’ and/or F’2) as 0 where required.) 
LEMMA 2.5. Let F(l) and Ft2) be as above and P as in Theorem 1. Let 
Jo = EL; [jb max (r’Ftk)(t) v(i)> dt - rty] 
0 J 
for k = 1, 2. Then there is a constant K depending on P such that 
/ J2 - J1 1 < K 1” ( F’2’(t) -F(l)(t) I dt. 
a 
Proof. As has already been shown there exists p(i) and w(l)(t), pt2) and 
wf2)(t) such that 
J1 = j; &,F’Yt) w”‘(t) dt - &,Y, 
and similarly for J2. Let w(t) be chosen as in Lemma 2.2 so that 
max p;l,F’2)(t) V(j) = &,F2’(t) w(t), 
i 
226 LEVINSON 
and let 
/ = j: Pp2’(t) 4) dt - &)Y. 
Then since ] - Jz > 0 by the minimizing property of ~(a) , 
Jl - I* = Jl - I + (1 - J2> 2 Jl - I. 
By the maximizing property of w(l)(t) 
11 - J 3 j; p;l)(F’yt) -P)(t)) w(t) dt. 
Hence for K depending only on P 
Jl - J2 > - K 
s 
b 1 W)(t) - F2)(t) 1 dt. 
a 
Since the right side does not change when 1 and 2 are permuted the lemma is 
proved. 
LEMMA 2.6. Let {gk(x)} be a$nite sequence of functions analytic on a closed 
Jinite interval. Let (ck} be complex constants. Then there exists an integer N, , 
independent of {cd, such that if 
is not identically zero, the number of zeros of h(x) in the interval cannot exceed 
Nl- 
Proof. With no restriction the interval can be taken as [0, 11. Let {&(x)> 
be a linearly independent subsequence of {gk(x)} which is a basis for {gk(z)} 
on [0, 11. Then 
44 = ~G&(x). 
Thus there is no restriction in assuming that the (g&(X)) are linearly inde- 
pendent on [0, 11. Multiplying h(x) by a constant, not zero, one can assume 
If N, does not exist there exists an infinite sequence 
h,(x) = zcjdk(x), j = 1, 2, me., 
2 1 cjk / = I, 
k 
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such that if nj is the number of zeros of h,(x) on [0, l] then ni -+ CO asj - CO. 
Because of compactness one can assume 
Let 
Because of the independence of the gk(x), f( x is not identically zero. Because ) 
each gk(x) is analytic on [0, l] all gk(z) are analytic in a rectangle 
-s<X<1+6, IYI Gk 
for some 6 > 0. Denote the boundary of the rectangle by C. By decreasing 6 
slightly if necessary one can assumef(z) # 0 on C. Since cjk -+ bk , 
h&9 -fW 
Hence by RouchC’s theorem the number of zeros of h,(z) inside of C is the 
same as forf(z) forj large and so the number is finite. Thus IV, does indeed 
exist. 
LEMMA 2.7. Let the entries of the piecewise analytic F(t) be j&(t). Then 
there exists an integu u > 0 such that to is linearly independent of the nm 
functions fjk(t) on each of the subintervals [ak , ak+,] of [a, b] on which F(t) 
is analytic. 
Proof. Suppose the number of subintervals [ak , a,,,] of [a, b] on each of 
which F(t) is analytic is n, . Let 
No > nlnm 
and consider the set of functions 
s = {ti}, O<j\<N,. 
On [a k , akill at most nm members of S can be linearly dependent on the nm 
functions fik(t). Thus at least N, - nrnm of the members of S are linearly 
independent of the fiK(t) on every one of the n, subintervals. This proves the 
lemma. 
3. First the necessity of J(r) > 0 will be proved. 
Proof of necessity. Let 
s 
b 
F(t) w(t) dt = y, w(t)C v. 
n 
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Let p be the minimizing r for J(r), Then 
Since 
s 
b 
p/F(t) w(t) dt = p’y. 
a 
max (p%(t) u(j)) > p%(t) w(t), 
i 
it follows that j(y) > 0. 
Next the sufficiency of j(y) 3 0 for Theorem 3 will be considered. 
Proof for J(r) > 0. Choose a constant vector 01 such that 
(q,(i) - .(i)) # 0, 1 <i<j<nT, (3.1) 
where N is the number of vertices of I’. Such an (II exists because the number 
of vectors Dti) - V(j) is finite. 
Let to be as in Lemma 2.7. Let S > 0 and let 
SO that p&(t) has 1z + 1 rows. Let c be real and 
ye= y. 
0 c 
Let ? have n + 1 entries. Let 
Case 1. ]861(y0) > 0 for some 6, > 0. Fix S at S, and incorporate it in 01. 
Drop the subscript S from F and J. Since the integral in /(rJ is bounded, it 
is clear that if c > 0 is large enough and if fj = 0,j = 1, 0-e) rz and fnn+i = 1, 
then the right side is negative since P’y = c. Hence J(<rJ < 0 for large c. 
Since f(rJ is continuous in c by Lemma 2.4, and since J(r,) 3 0, there 
exists a value of c = c,, >, 0 such that if 
+y ) 
( > co 
j(Y) = 0. 
For l(f) let a minimizing r” be p for which there is of course an w(t). I f  
the n + 1st entry of p” is pn+i then 
Pn+1 f 0, 
since the case pn+i = 0 corresponds to J(y) > 0. 
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A discontinuity in w(t) can occur at the end points of the several intervals 
on each of which F(t) is analytic. A discontinuity at a point t inside of such 
an interval can occur only where 
rn? @‘P(t) v(j)) 
occurs at at least two distinct vertices of V, v(j) and a@). Thus 
/#(t) (,W - .(“‘) = 0 
Or recalling the form of the last row of p(t) where 
i=l h=l 
(3.2) 
where the cih do not depend on t andF(t) = (fib(t)). By (3.1) and Lemma 2.7 
this can happen only at a finite number of values of t since otherwise the 
analytic function on the left side of (3.2) vanishes identically on the interval. 
Therefore 
[a, 61 = 2, u I, a-. u In, ) 
where the {Ij} are nonoverlapping open intervals, Ij is the closed interval, 
and on each Ij there is determined a unique kj such that 
p’f;((t) w(t) = p%(t) w%) > InnyP”‘F(t) W’S) = p”%(t) q)(t). 
I 
From the continuity of the left and right sides above on Ij and from their 
inequality on Zj it follows that given 7 > 0 there exists dj(v) > 0 such that 
on Ij(dj), where li(d j) is the interval Ij with the intervals of length d j removed 
from each of its endpoints, 
e-w b(t) - %(t)> > 77, t E lj(Aj), (3.3) 
and d,(T) + 0 as 7 -+ 0. 
Let ek be a vector with n entries 0 and with its kth entry I. Let 
G(i) = p max (#(t) w(j)) dt - J’r. 
a J 
Then, by the minimum property of J(p) 
G(p + =k) 3 I p + rek I J(Y) = 0. 
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By Lemma 2.2 there exists w,(t) such that 
G(,- + 4 = s” @ + ejJ’P(t) we(t) dt - j?‘f - cyic >, 0, 
a 
(3.4) 
where yk is the kth entry of F. By the maximum property of w,(t) 
(P + 4’ p(t) w,(t) 2 (p” + l kJ’ J+(t) w(t). 
Since ) p” I, 1 F(t) 1 and 1 ~9) ( are bounded there is a K such that 
K I E I 2 p”‘&) (4) - w,(t)) 3 0, (3.5) 
where the right inequality follows from the maximum property of w(t). By 
taking 7 > K ( E ) in (3.3) it follows from the above that for all j 
w,(t) = w(t), t E Ij(Aj). 
This (3.5) and the first equation of (3.4) gives 
e(p” + ceR) - jb (p” + l e,)‘&t) w(t) dt + p”‘y - eyk Q 3K 1 E 1 Zdj(~). 
a 
Since C?(p + eek) > 0 and J(p) = 0 
-•E (lb e,‘fl(t) w(t) dt - YL) < 3K I 4 I -%(d. (I 
Since E can be positive or negative 
/ 1” e,‘&) w(t) dt - yk 1 < 3KZdj(7). 
a 
But as 1 E I-+ 0 one can let 7 -+ 0. Hence Ai + 0 and so 
s 
b 
e,‘p(t) w(t) dt = yk , 
a 
or dropping the TV + 1st row 
s 
b 
F(t) w(t) dt = y. 
a 
Hence y  E RB in this case. 
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Case 2. js(yO) < 0 for all small 6 > 0. Now 6 is carried as a parameter 
and as usual 
J&o) = lb p”(S) * t&w 44 3) dt - p”(S) * Yo * 
a 
Since js(yo) < 0, p,+JS) # 0 because otherwise Jb(ro) = J(r) > 0. Much 
as in Case 1 
~tm + 4 = 1” (p”(S) + cek)‘F(t) w,(t, 6) dt -p”(S) - y. - 63/h 
a 
by the minimum property of &yo) < 0. Proceeding as in Case 1 this yields 
finally 
II 
b 
F(t) 44 6) fit - Y G n I &o) I *  (3.6) a 
Let 
Then 
I P(S) I = 1 - I /%2+1(S) I - 
For sequences {q}, {b,}, j = 1, se*, IV, 
max (ai + bj) > rnJ?x a, + rnin b, . 
i 
Hence 
p”‘(S) (f$lj us(t) > mj”x p(S)F(t) v(j) - / p,+*(S) 1 6 / t IU “j” 1 CX’ZJ(~) 1 . 
Since c = 0 in y. 
J,4yo) > 1” max (p’(s)F(t) .(j)) dt - p’(s) Y 
a J 
- 1 P~+~(S) 1 6 rn:x 1 &v(j) I 1: I t lo dt. 
Hence for some K 
Since js(yo) < 0, 
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Thus (3.6) becomes 
hi J” F(t) w(t, S) dt = y. (3.7) a 
It will be recalled that w(t, S) is a piecewise constant vector, with range I’. 
On each of the several intervals on which F(t) is analytic, w(t, 6) can have a 
discontinuity only where 
p(s)P*(t) (w(j) - w(k)) = 0 
for somej and Iz # j. On such an interval [a, , b,] the above can be written as 
where the +,(S) are constants depending on 6. The left side is not identically 
zero because of Lemma 2. 
By Lemma 2.6 a bound N,, exists for the number of zeros of the left side on 
[a, , b,]. Since this is true on each of the several intervals, the total number of 
discontinuities of w(t, S) is bounded independent of S by some Nr . 
Denote the first discontinuity, if any, of w(t, 6) to the right of t = a, 
by ti(S). Since a < ti(S) < b, an infinite subsequence Si -+ 0 exists such that 
Next for an infinite subsequence of w(t, Sj) the second discontinuity con- 
verges. Proceeding in this way the process terminates in at most Ni steps. 
Thus there exists a sequence which will again be called (S,} such that the 
finite number of discontinuities of ~(t, Si) tend to limiting positions on [a, b] 
as j- co. By extracting a subsequence of w(t, Sj) that can again be called 
w(l, S,), it can be assumed that for t between a and tJS,>, w(t, Sj) = vikl), 
where k, is independent of j. A further subsequence can be extracted, which 
can again be called w(t, S,), such that between tl(Sj) and t,(S,), w(t, Sj) = ~(~a), 
where k, is independent of j. This process terminates in a finite number of 
steps. The result is that there exists a piecewise constant w(t) on (a, b) with 
range I’ such that except at the finite number of points of discontinuity of 
w(t), u(t, Si) --t w(t) as j -+ co and 6, + 0. Hence (3.7) yields 
s 
b 
F(t) w(l) dt = y, 
a 
and the proof of the sufficiency is complete for J(r) > 0. 
That the number of discontinuities of w(t) in Case 1 is bounded inde- 
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pendent of y follows immediately from a direct appeal to Lemma (2.6) and 
hence is always true for j(y) > 0. 
To proceed to J(r) = 0 the folIowing lemma is needed. 
LEMMA 3.1. Let the hypothesis of Theorem 3 hold. Then ;f J(y) = 0 there 
exists y(O) such that 
ICY + S(Y - Y(O))) < 0, 0 <s, 
J(Y - S(Y - Y’O’)) > 0, O<S<l. 
Proof. Let u(O) be interior to P and constant. Then for any r 
rnyx r’F(t) (71 (j) - u(O)) + r’F(t) u(O) = rnfx r%(t) v(j). 
Hence if 
s 
b 
F(t) u(O)& = y(O), 
n 
J(y) = 11 rn:x [p%(t) (w(j) - u(O))] dt - p’(y - y(O)), (3.8) 
where J(y) need not be zero. But for any vector f by Lemma 2. I 
maxf’(v(j) - u(O)) = ~~;xf’(w - u(O)) 
j 
For small X > 0, w = u(O) + Af E P. Hence unless f = 0 
qx,‘(,(j) -u(O)) >hf’f>O. 
Since the rows of F(t) are linearly independent on (a, b), p%(t) $ 0 on (a, b) 
and thus the integral on the right of (3.8) is positive. Hence if J(y) < 0, 
p’(y - y(O)) > 0. 
But from the minimum property of J, if 6 > 0, 
J(Y + Yy - y(O))) G J(r) - WY - y’O’) -=c J(y) d 0. (3.9) 
Thus the first inequality is proved. 
For 0 < 6 < I let 
y’l’ = y  - S(y - yo). 
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Suppose ](yu)) < 0, then applying (3.9) to y(l) instead of y  and with 8, > 0 
J(y’1’ + S,(y’l’ - y’0’) < J(y’1’) < 0. 
But if 6, = S/( 1 - 6) this becomes 
Hence if J(y) = 0, J(yu)) > 0 which completes the proof of the lemma. 
This lemma shows that if J(y) = 0 there exists y(j) -+ y, j > 1, such that 
J(y(j)) > 0. Indeed take y(i) = y  - &(y - y(O)), Sj --f 0. Now by the proof 
given for J(y) > 0 it follows that for each y  (j) there exists ~(i)(t) E V such 
that 
I’ b F(t) 
,(j)(t) dt = ~‘9’. (3.10) 
a 
But ,(j)(t) is piecewise constant and the number of its discontinuities are 
bounded independent ofj. Hence proceeding as below (3.7) it follows that a 
subsequence exists which converges to a piecewise constant w(t) E V and 
from (3.10) 
I 
b 
F(t) w(t) dt = y. 
a 
The fact that J(y) > 0 implies y  is an interior point of $ follows from the 
continuity of J(y) with respect to y. On the other hand if y  is an interior 
point of R, J(y) = 0 is impossible since by Lemma 3.1 J(y + S(y - y(O))) < 0 
for 6 > 0. Hence y  + 8(y - y(O)) is not in $ so letting 6 + 0 shows that y  
would be on the boundary of R, . Thus J(y) > 0 for an interior point. 
Finally if J(y) > 0 let 7 3 a and let 
J(~, T) = ,yjy [‘i rnyx [r%(r) n(j)] dt - r’y] . 
Then by Lemma 2.5, 
I Jr> ~2) - J(Y, 71) I < K jT2 I F(t) I dt 
"1 
and J(y, T) is continuous in 7. Hence for some r = b, < b, J(y, b,) > 0 and 
there exists w(t) C V 
s 
bl 
F(t) w(t) dt = y. 
a 
The other cases are handled similarly. This completes the proof of Theo- 
rem 3. 
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4. Here Theorems 1,2 and 4 will be proved. 
Lemma 3.1 shows in essence that J is not affected if one assumes the origin 
is contained in the interior of P; that is in J one can use w - U(O) in place of 
w if y  is also replaced by y  - y(O), where y(O) is defined above (3.8). This also 
shows 
I 
b 
F(t) u(t) dt = y 
n 
is equivalent to 
.c b F(t) w> - u(O)) & = y - p’. a 
Let P be of dimensionality m, < m. By the above remark it can be assumed 
in what follows that P contains the origin u = 0 in its interior. Because P 
has dimension m, there exists an m x m orthogonal matrix B such that if 
u E P, the vector Bu has its last m - mr entries zero. For any r 
r%(t) u = r’(F(t) B'(Bu). 
Since the last m - m, entries of Bu are zero these and the last m - m, 
columns of F(t) B' can be deleted. Denoting the matrix of m - ml columns 
and the vector with m - m, entries obtained in this way by P(t) and u”, 
respectively, 
r’F(t) u = Yqt) ii. 
Denoting the rotated P in m - ml dimensional space by P, P is m - m, 
dimensional and 
max r’F(t) vu(j) = max r%(t) E(j), 
j i 
where +5(j) are the vertices of P. Hence J(r) = j(y), where 
J(y) = pi2 [jb max (v%‘(t) E(j)) dt - yry] . 
a 
Obviously for u(t) E P 
jbF(t) u(t) dt = j" (F(t) B') h(t) dt 
a a 
=s 
b 
I'(t) C(t) dt, 
" 
where z?(t) E P. Given C(t) one adjoins m - m, entries, each 0, and takes 
u=B’ u 
i! 0 . 
Hence $ is unchanged. Thus with no restriction one can assume P is m- 
dimensional in proving Theorem 1. 
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Proof of Theorem 1. By the above one can assume P is of dimension m. 
Let J(y) > 0. Suppose the rows ofF(t) are linearly dependent on (a, b). Then 
there exists Y # 0 such that r%(t) = 0 on (a, b). Suppose r’y # 0. Then 
replacing r by - r if necessary one can assume 
Hence 
r’y > 0. 
s 
b 
max (r%(t) w(j)) dt - r’y < 0. 
a 1 
This contradicts J(y) > 0 and so r’y = 0 if r%(t) = 0. A minimum number 
of rows of F(t) may be deleted to obtain a matrix p(t) which has linearly 
independent rows. 
The same rows of y may be deleted to obtain 7. A solution u(t) for 
s 
b F;;(t) u(t) dt = 7 
a 
provides a solution of the original redundant problem with the same u(t) 
simply by adjoining suitable linear contributions of the rows of the above. 
Clearly 
i’P( t) v, IPI =l, 
is a restriction of 
r%(t) 21, Iyl=lr 
obtained by requiring certain elements of Y to be zero, and similarly for r”‘? 
and r’y. Hence if 
then 
The problem is now in the form satisfying Theorem 3 and the proof that 
J(y) > 0 implies y E RB is immediate. 
It remains to show R, is bounded, closed, and convex. The boundedness 
follows from the fact that 1 F(t) 1 is integrable on (a, b) and that P is bounded. 
The closure follows from the fact that if p(j) E RB , j > 1, then 
If /3(j) + /3(s), then by the continuity of 1 
Hence ,Y”) E R, . 
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Let /3(r) and /3@) E R, . Then 
/I?(j) = f  F(t) w(j)(t) dt, j = 1, 2. 
n 
Hence if X, > 0, ha 2 0, h, + h, = 1, 
s 
b 
xp + xp = F(t) u(t) dt, 
a 
where 
u(t) = hlw”‘(t) + A2w(2’(t) E P for all t, 
since P is convex, By Theorem 4, proved below, it follows that 
X1,B’” + A2jl’2’ E $ 
and the proof is complete. 
Proof of Theorem 4. In the proof of the necessity of J(y) > 0 at the 
beginning of Section 3 replace w(t) by u(t) and the conclusion is j(y) > 0. 
Proof of Theorem 2. Since y  # 0, 
Since J(r, T) is continuous, a < 7 < b, and J(r, b) > 0, it follows that a 
unique T exists as stated. 
5. Here the measurable case Theorems lL-4L will be treated. Many of 
the procedures used in the analytic case remain valid with minor changes. 
Moreover the basic theorem for the analytic case will be useful here. 
As was shown in the analytic case, one can assume with no restriction that P 
is of dimension m and that the rows of F(t) are linearly independent on (Q, b). 
This last means that if for a constant vector r, r%(t) = 0 almost everywhere 
on (a, b) then I = 0. If  J(r) = 0, then just as was shown in the analytic 
case there are y(j) such that y(j) -+ y  as j + co and J(y(i)) > 0. If  J(r) > 0, 
take y(j) = y. Given any 4 > 0, one can approximate to F(t) by an analytic 
F(,)(t) so that 
I 
b IF(t) -J’(j)(t) / dt < ~j . (5.1) 
a 
Hence by Lemma 2.5, and /(r (i), F) > 0 it follows that if Ed is small enough 
J(y(j), Fo,) > 0. The {ej} can be required to satisfy zj + 0 as j -+ co. By 
Theorem 3 there exists a piecewise constant u(j)(t) such that 
1 bFg.)(t) ,(j)(t) dt = #j’. a 
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By using (5.1) there is a K depending only on P such that 
b 
n 
F(t) G)(t) dt - +’ j < Kej . 
Since ~(j)(t) has range V, it is contained in the closed polyhedron P. By 
using weak convergence a subsequence of {W (j)(t)} will converge weakly to a 
measurable ~(5) that will satisfy the same linear inequalities almost everywhere 
that the ~(j)(t) do. Hence u(t) has its range in P. Lettingj -+ co through the 
subsequence 
s 
b 
F(t) u(t) dt = y, u(t) E P. (5.2) a 
In case m = 1, u(t) is a scalar rather than vector function and F(t) is a 
column vector. Also with m = 1, P is a line segment and Y consists of the two 
end points of the line, which can be denoted by wr and ws , wr < w2. Then 
by setting 
u = Wl + (w2 - WJ u” 
the problem is replaced by the equivalent one 
c b F(t) ii(t) dt = y’l’ * a (5.3) 
where 0 < C(t) < I. But as is shown by LaSalle [I] it is an easy consequence 
of Liapounoff’s theorem that (5.3) implies that there is a bang-bang function 
G(t) with range 0 and 1 only, G(t) a characteristic function, such that 
s b F(t) 63(t) dt = y’1’. a 
By setting 
w(t) = Wl + (% - WI) a(t) 
establishes 
b 
F(t) w(t) dt = y 
ll 
for the case m = 1 when J(y) 3 0. 
It will next be shown that the theorem for the case where P is of dimension 
m - 1, m 2 2, implies it for the case where the dimension m and this will 
complete the proof. 
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Let P have dimension m and let v  (l) be one of its vertices. Let u(t) = n(l) 
on a set E. . Denote the complement of E, in (a, b) by E. Then by (5.2) 
jEF(t) u(t) dt + jEoF(t) w(l)& = y. (5.4) 
Since on E, u(t) # v(l), and since u(t) E P, there must exist A(t) such that 
u(t) = h(t) u”(t) + (1 - x(t)) w(l), 0 < A(t) < 1, (5.5) 
where u”(t) lies on at least one of those m - 1 dimensional faces of P which 
do not contain u(l). It is easy to show G(t) and A(t) are unique. If  the equation 
of such a face, PC*), is c’u = k, where c is a vector then since 
x(t) (c’zqt) - c’w’l)) = c’u(t) - c’w’l), 
it follows that 
w (k - c’#)) = c’u(t) - c’?J,fl). (5.6) 
Since ~(1) is not in P(l) the coefficient of h(t) is not zero, and so the equation 
(5.6) determines A(t) as a measurable function of t. Used in (5.5) this deter- 
mines u”(t) lying in the hyper-plane containing P(l), but not necessarily in P(l) 
itself. For the latter purpose it is necessary that a number of linear inequalities 
of the form c’E((t) < k be satisfied or equivalently h(t) c’u”(t) < kh(t). By 
using (5.5) this leads to inequalities involving A(t) linearly. Hence the set of t 
where they are all satisfied will be measurable (and possibly empty). Thus 
there is a measurable set El C E such that for t E El , E(t) E P(l). A similar 
situation prevails on the other m - 1 dimensional faces, P@), .*a, PC“) which 
do not contain u(l), and on the respective sets E, , **., E,, . Let 
E,’ = E, , E,’ = E, - E2 n El’, 
E,’ = E, - E, n (E,‘u E;), etc. 
Thus E is the union of nonoverlapping sets 
E,‘, j = 1, *a*,~. 
With no confusion the prime will now be dropped to give 
E = El + E, + ..a + E,A 
and on Ei 
w(t) = n(t) q(t) + (1 - h(t)) w(l), u”(t) E P(j) (5.7) 
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Clearly 
j F(t) u(t) dt = 2 j F(t) u(t) dt. 
E j=l Ej 
But by (5.7) 
j/(t) u(t) dt = J‘,, (1 - h(t))F(t) o’l’dt + Ii , (54 
f 1 
where 
Ij = 
J’ 
h(t)F(t) zi(t) dt, ii(t) E P(j). 
Ej 
With F(t) replaced by A(t)F(t) on Ei and by 0 on the complement of Ej , 
it follows from the induction assumption since P(j) is of dimension m - 1 
that 
zj = h(t)F(t) G’(t) dt, 
E5 
where the range of u~(ir(t) is the vertices of P(l) and hence the vertices of P 
other than s(r). 
On E define a,(t) by 
is(t) = w(j)(t), tEEi. 
Then adding (5.8) 
jEF(t) u(t) dt = jEF(t) [(l - A(t)) rP) + X(l)&(t)] dt, (5.9) 
where the range of B(t) is the vertices of P other than a(l). 
Let the vertices of P other than o(l) be ~(~1, ..*, ~1~). Now define new sets 
E 2, a--, E, by 
G(t) = w(j) on Ej , j = 2, v-e, N. 
Then these sets are nonoverlapping and 
Hence by (5.9) 
E=E,+...+E,. 
j 
E 
F(t) u(t) dt = $ Hi 
2 
Hj = 
J E,w) [V - h(t)) 
w(l) + h(t) w(j)] dt, j = 2, a.-, N. (5.10) 
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But the bracketed term above has as its range a line segment with end points 
~‘1) and w fj). Hence it is the case m = 1. Thus there exists &(i)(t) with range 
u(l) and v(j) such that 
Hj = 
s 
F(t) W)(t) dt. 
Ej 
By defining w(t) on E by 
w(t) = G(j)(t) on E, , j = 2, **a, N, 
it follows from (5.10) that 
j F(t)u(t)dt = j F(t)w(t)dt, 
E E 
where w(t) has range V. 
By using this in (5.4) and by defining w(t) = v(l) on E, it follows that 
s b F(t) w(t) dt = y, 4 E v, a 
and the sufficiency of J(r) - 0 for Theorem IL is proved. All other results 
now follow as in the analytic case. 
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