Abstract. We consider in this paper approximation properties and applications of Mathieu functions. A first set of optimal error estimates are derived for the approximation of periodic functions by using angular Mathieu functions. These approximation results are applied to study the Mathieu-Legendre approximation to the modified Helmholtz equation and Helmholtz equation. Illustrative numerical results consistent with the theoretical analysis are also presented.
Introduction
The Mathieu functions were first introduced by Mathieu in the nineteenth century, when he determined the vibrational modes of a stretched membrane with an elliptic boundary [27] . Since then, these functions have been extensively used in many areas of physics and engineering (cf., for instance, [25, 23, 19, 4, 21, 5, 32, 8, 17] ), and many efforts have also been devoted to analytic, numerical and various other aspects of Mathieu functions (cf., for instance, [26, 6, 3, 36] ). A considerable amount of mathematical results of Mathieu functions are contained in the books [28, 29, 1] . However, most of these results are concerned with classical properties such as identities, recursions and asymptotics. To the best of our knowledge, there are essentially no results on their approximation properties (in Sobolev spaces) which are necessary for the analysis of spectral methods using Mathieu functions. A main objective of this paper is to derive a first set of optimal approximation results for the Mathieu functions. These approximation results will be the basic ingredients for the numerical analysis of Mathieu approximations to partial differential equations.
Given a PDE in an elliptic or elliptic cylindrical geometry, a spectral method can be developed using two different approaches. In the first approach, we express the equation in the elliptic coordinates and then apply a Fourier approximation in the periodic direction combined with a polynomial approximation in nonperiodic direction(s), see, e.g., [9, 30] . However, unlike in the polar and spherical geometries, all Fourier components are usually coupled together by the nonconstant coefficients in the transformed equation (only the Poisson equation in elliptical geometries can be decoupled (see [24] ) where a mixed Fourier and finite difference solver was proposed for this very particular case). The second approach is to use a Mathieu expansion in the periodic direction which leads to a dimension reduction, as in the polar and spherical geometries. In this paper, we will explore the second approach, derive optimal approximation results for the Mathieu expansions and apply them to study the Mathieu spectral method for the modified Helmholtz equation and the Helmholtz equation.
The rest of the paper is organized as follows. We first review some properties of the Mathieu functions in Section 2. The approximations by Mathieu functions in Sobolev spaces are studied in Sections 3 and 4. The applications of Mathieu approximations in spectral methods for two model Helmholtz-type equations are presented in Sections 5 and 6. Section 7 is devoted to some numerical results and discussions.
We now introduce some notation to be used throughout this paper. Let Ω be a bounded, open domain in R d , d = 1, 2, 3, and let be a generic real weight function defined in Ω. We denote by L 2 (Ω) a Hilbert space of real-or complexvalued functions with inner product and norm
wherev is the complex conjugate of v. The weighted Sobolev spaces H s (Ω) (s = 0, 1, 2, · · · ) can be defined as usual with inner products, norms and semi-norms denoted by (·, ·) s, , · s, and | · | s, , respectively. For real s > 0, H s (Ω) is defined by space interpolation as in [2] . The subscript will be omitted from the notation in cases of = 1. In particular, we have L 2 (Ω) = H 0 (Ω). We will use · or · 0 to denote the usual L 2 -norm, and use · 0, or · L 2 (Ω) to denote the -weighted L 2 -norm. We will use ∂ k x to denote the ordinary derivative d k dx k , whenever no confusion may arise.
We will also use Sobolev spaces involving periodic functions. Namely, for m > 0, we denote by H m p (0, 2π) the subspace of H m (0, 2π) consisting of functions whose derivatives of order up to m − 1 are 2π−periodic.
For any nonnegative integer N, let P N be the set of all algebraic polynomials of degree ≤ N. We denote by C a generic positive constant independent of any function, domain size and discretization parameters. We use the expression A B to mean that there exists a generic positive constant C such that A ≤ CB.
Mathieu functions
We recall that under the elliptic transform: 
with the corresponding eigenvalues classified into two categories: even and odd, denoted by a m (q) and b m (q) for ce m and se m , respectively. The notation ce and se, an abbreviation of "cosine-elliptic" and "sine-elliptic", were first introduced in [7] . Notice that the Mathieu equation (2.4) becomes a harmonic equation when q = 0, so the Mathieu functions reduce to the trigonometric functions, namely
The set of Mathieu functions {ce m , se m+1 } ∞ m=0 forms a complete orthogonal system in L 2 (0, 2π), and they are normalized so that
The parity, periodicity and normalization of the Mathieu functions are exactly the same as their trigonometric counterparts cos and sin, namely, ce m is even and se m is odd, and they have period π when m is even, or period 2π when m is odd. Thanks to the periodicity and parity, the Mathieu functions can be expanded in the Fourier series
where the coefficients {A
j } satisfy some five-term recursive relations (see Appendix A). This motivates most of the algorithms for computing Mathieu functions and their eigenvalues; see, e.g., [28, 1, 26, 36, 5, 3] . A package of Fortran and Matlab programs for manipulating Mathieu functions is also available (cf. [33] ).
For the Helmholtz equation (2.2), the wave number k > 0 so the parameter q = c 2 k 2 /4 in the Mathieu equation is positive. However, for imaginary k in (2.2), q in (2.4)-(2.5) becomes negative and equation (2.2) becomes elliptic. Hence, the Mathieu functions with q > 0 are mostly used in applications involving wave equations, while the Mathieu functions with q < 0 are useful in solving elliptic and parabolic equations [32, 8, 18] . We see that with a change of variable θ → π/2 − θ, the Mathieu equation (2.4) is transformed into an equation of the same type with q < 0. Thus, the Mathieu functions with q < 0 can be defined as follows (see, e.g., [28, 29, 1] ):
(2.11)
While there have been quite a few papers/books devoted to analytic, numerical and various other aspects of Mathieu functions (cf., for instance, [26, 6, 3, 36] ), there are essentially no results on the approximation of periodic functions using Mathieu functions (in Sobolev spaces). Such results are necessary for spectral methods for elliptic geometries.
Mathieu approximations with q > 0
In this section, we consider approximation of periodic functions by Mathieu functions, and establish basic approximation results for Mathieu expansions. For clarity, we first consider the Mathieu functions with q > 0, and the case with q < 0 will be presented in the proceeding section.
To simplify the presentation, we shall use a uniform notation introduced in [29] to denote the odd and even Mathieu functions:
By (2.4), the eigenpairs {(λ m , me m )} satisfy the Sturm-Liouville equation:
where the operator
Let I := (0, 2π). One verifies that the Sturm-Liouville operator A q is compact, symmetric, strictly positive and self-adjoint in the sense that
where ω = cos 2 θ. Hence, we infer from the standard Sturm-Liouville theory (see, e.g., [11] ) that:
• The eigenvalues are all real, positive and distinct, i.e.,
• The eigenfunctions, {me m } ∞ m=0 , form a complete orthogonal system in L 2 (I), and they are normalized so that
where δ mn is the Kronecker delta.
• The Mathieu function me m has exactly m zeros, which are real, distinct and located in [0, 2π].
The following estimate for the eigenvalues is useful in the sequel.
Lemma 3.1. For any q > 0, we have that
Proof. Differentiating the equation (3.3) with respect to q leads to
Multiplying the above equation by me m and integrating the resulting equation over (0, 2π), we deduce from the self-adjoint property of the operator
Therefore, by (3.3), the first term vanishes, and thanks to the orthogonality (3.7),
Since 0 ≤ cos 2 θ ≤ 1, the above identity implies that
Since λ m (0) = m 2 , the desired result (3.8) follows.
3.1. Inverse inequalities. We first point out that the Mathieu functions are orthogonal in H 1 p (I) equipped with the inner product
Indeed, by integration by parts, (3.3) and (3.7),
For any integer M ≥ 0, we define the (M + 1)-dimensional space
Thanks to the orthogonality (3.11), we are able to prove the following inequalities. 
and the following inverse inequality holds
By the orthogonality (3.7), we have
Using the orthogonality (3.11), the Cauchy-Schwarz inequality and Lemma 3.1 yields
Thus, by the definition (3.10),
which implies (3.14) with l = 1. The desired result with l > 1 can be derived by induction.
Remark 3.1. Compared with the Fourier basis, the factor O(M ) in the inverse inequality is optimal.
Error estimations of the
To measure the projection error, we first introduce a Hilbert space associated with the Sturm-Liouville operator defined in (3.4) . Since A q is a compact, symmetric and (strictly) positive self-adjoint operator, the fractional power A 1/2 q is well defined, and there holds (see, e.g., Chapter II of [35] ): 
For real s > 0, the space H s qp (I) and its norm are defined by space interpolation as in [2] .
Formally, one verifies by using (3.3), (3.7) and (3.11) that for any integer n ≥ 0,
Therefore, as with the Fourier expansion, the norm of the space H s qp (I) with real s ≥ 0 can be characterized in the frequency space
We have the following fundamental approximation result.
Proof. We only need to prove this result with integer s ≥ 0. The general case can then be derived by space interpolation. We first assume that s = 2n. By (3.16) and (3.3), 24) where A n q v m are the coefficients of the Mathieu expansion of A n q v. Therefore, 25) which implies (3.23) with s = 2n. We now prove (3.23) with s = 2n + 1. By (3.21) and (3.6),
This completes the proof.
The norm in the upper bound of the estimate (3.23) is expressed in the frequency space, and implicitly depends on the parameter q. To extract more explicit information from (3.23), we shall explore the explicit dependence of the approximation errors on the parameter q = c 2 k 2 /4, and express the norm in terms of the derivatives of v. It is worthwhile to point out that setting q = 0 in Theorem 3.1, we recover the classical Fourier approximation results. So, without loss of generality, we assume that the wave number
It can be shown by induction that for any nonnegative integer n,
where p j (θ; q) andp j (θ; q) are polynomials of 4q of degree j (without constant term, i.e., p j (θ; 0) =p j (θ; 0) = 0) with coefficients being polynomials of sin 2θ or cos 2θ. We conclude that A n q is a continuous mapping from
Similarly, using (3.19) and (3.28)-(3.29) leads to
where we recall from (3.10) that ω = cos 2 θ. As a consequence, we have the embedding relation H 
Notice that the powers of q for derivatives of different order are different; such an explicit estimate is necessary when the wave number k 1 (see Remark 3.2). The following estimate is a direct consequence of Theorem 3.1 and (3.31).
As an example, let v(x) = e ikx with k 1, and q = c 2 k 2 /4. A direct calculation leads to
therefore, we have 
Proof. By (3.22), we have
This ends the proof.
As an important consequence of the above theorem, we have the following estimates in the usual Sobolev space H r p (I) with r ≥ 1.
In general, if k < M and 1 ≤ r ≤ s,
Proof. By (3.28), we have that
and similarly,
Thus, we have that
and for r = 1, 2,
Hence, using Theorems 3.1 and 3.2 leads to |π
, s ≥ 1 and |π
which yield (3.35) and (3.36) . We now prove (3.37) by induction. Assuming that (3.37) holds for j < r, we derive from (3.40) and Theorems 3.1 and 3.2 that for k < M,
Remark 3.3. As in Corollary 3.1, the estimates with explicit dependence on the parameter q can be derived by using (3.31). Similar to the Fourier approximations, the estimate for L 2 -projection in high-order Sobolev spaces is optimal.
We now estimate the projection error in L ∞ -norm.
Theorem 3.4. For any
Proof. We recall the Sobolev embedding inequality (see, e.g., Appendix A.12 of [10] )
so the desired result follows directly from Theorems 3.1 and 3.3.
Mathieu approximations with q < 0
In this section, we extend the analysis of Mathieu approximations to the case with parameter q < 0. Such results play an essential role in the analysis of spectral methods for elliptic and parabolic PDEs in elliptic geometries.
For clarity, let q = −ρ with ρ > 0, and let {ce m , se m } be the Mathieu functions defined in Section 2. In view of the symmetry (2.11), we define where the Sturm-Liouville operator is defined as
As the operator A p defined in (3.4), A ρ is also compact, strictly positive, symmetric and self-adjoint.
The following properties can be derived from the Sturm-Liouville theory or the symmetric property (2.11):
• The set of Mathieu functions {Me m (θ; ρ)} forms a complete orthogonal system in L 2 (I), and
Moreover, they are orthogonal in H 1 p (I) with the inner product
(4.6)
• The eigenvalues {λ m } are real, distinct and arranged in ascending order (cf. (3.6))
and by (3.8),
Define the finite dimensional space 
, and the following inverse inequality holds:
We now consider the 
In most applications, we may assume that the parameter ρ is a finite constant independent of M. One verifies from a direct calculation (refer to (3.28 
where C is a positive constant independent of v (but depending on ρ). In the case of ρ 1, a more precise estimate with an explicit dependence of ρ can be carried out in the same fashion as in (3.31) .
Following the same argument as in the proofs of Theorems 3.1-3.4, we can derive the following approximation results. 
In the preceding part, we presented Mathieu approximation results in Sobolev spaces, which are the main ingredients for the analysis of spectral approximation to PDEs in elliptical geometries, as illustrated in the succeeding two sections.
Application to the modified Helmholtz equation
We first consider the modified Helmholtz equation in an ellipse:
where β ≥ 0, F is a given function and
with c being the semi-focal distance. Using the elliptic transform (2.1) and setting u(µ, θ) = U (x, y), we have that
and the Jacobian from (x, y) to (µ, θ) is h 2 , i.e., dxdy = h 2 dµdθ. Hence, under the elliptic coordinates, equation (5.1) takes the form
We note that curves of constant µ are all ellipses and the curves of constant θ are hyperbolas with foci x = ±c along the x-axis. The transform (2.1) is singular at µ = 0 when the ellipse is reduced to the line segment y = 0 and |x| ≤ c. 1 Therefore, additional condition(s) should be imposed for the solution of (5.6) to be consistent with that of (5.1). We now derive the necessary condition(s) through weak formulations.
The weak formulation of (5.1) is to find U ∈ H 1 0 (Ω) such that
By the Lax-Milgram Lemma, if β ≥ 0, this problem admits a unique solution
Using (5.3), we find that, under the elliptic coordinates, the weak formulation (5.7) becomes: find u ∈ X such that
On the other hand, in order for (5.6) to be consistent with (5.9), the condition
should be supplemented to (5.6).
Dimension reduction.
We now expand the solution in a series of Mathieu functions in θ-direction: 
Its weak formulation is:
with the weight function χ = cosh 2 µ. For each m ≥ 0, the problem is uniquely solvable thanks to the fact λ m , ρ > 0 and the Lax-Milgram lemma.
Moreover, we have the following a priori estimate whose proof is given in Appendix C. 
where the bilinear form B m (·, ·) is defined in (5.14).
Error estimations.
We first recall some relevant approximation results by Legendre polynomials (with a change of variable from (−1, 1) to Λ := (0, 1)). Consider the orthogonal projection 0 Π [16] , we introduce the weighted space to describe the approximation errors:
with the norm and semi-norm
In particular, we have B 0 (Λ) = L 2 (Λ). The following lemma can be derived from the existing Legendre polynomial approximation; see, e.g., [13, 16] .
We first estimate the error betweenû m (the solution of (5.13)) andû where we used the embedding inequality (B.1) for the following derivation:
Therefore, we derive from Lemma 5.2 that for r ≥ 1,
Since by the triangle inequality,
we obtain the desired result by using (5.25) and Lemma 5.2.
We now estimate (5.22) by a duality argument. Given g ∈ L 2 (Λ), we consider the dual problem of (5.13): Find w ∈ 0 H 1 (Λ) such that
By an argument similar to that for Lemma 5.1, this problem admits a unique solution with the regularity
Taking v =ê m in (5.27), we deduce from (5.23), the Cauchy-Schwarz inequality and (5.21) that
Consequently,
We now estimate the global errors between u (the solution of (5.9)) and u MN (the numerical solution defined in (5.16)-(5.17)). For this purpose, we introduce the Sobolev space
where {û m } are the coefficients of the Mathieu expansion of u.
With the above preparations, we now estimate the global error. 
and Using (5.9), (4.2)-(4.6) and a direct calculation leads to
where h 2 is defined in (5.5), and the weight function χ = cosh 2 µ. By Lemma 5.3 and (5.14),
On the other hand, we have from (4.8) and (5.14) that
(5.37) Therefore, we deduce from the above estimates and (5.31)-(5.32) that
. This yields (5.33).
We now prove (5.34). By (5.35), the orthogonality (4.4) and (5.22),
We now present some numerical results. As a first example, we consider (5.9) with β = c = 1 and the exact solution We observe algebraic decays with slopes of roughly 2 − 2γ. We note that the difference between the observed rates and the rates predicted in Theorem 5.1 can be attributed to the fact that the forcing function f is replaced by its Mathieu-Legendre interpolation in the computation and that this interpolation error is not accounted for in Theorem 5.1. 
Application to the Helmholtz equation
Given r > 0, we denote
where c > 0 is the semi-focal distance. For b > a > 0, we denote Ω a,b = D b \D a , i.e., the open domain between the two co-focal ellipses. We consider the following Helmholtz equation
together with a Robin boundary condition at ∂D b expressed in elliptic coordinates (see [14] ):
where v(µ, θ) = V (x, y). We note that this boundary condition is a first-order approximation to the exact Dirichlet-to-Neumann boundary condition (cf. [14] ).
Without loss of generality, we consider only the homogeneous boundary conditions since nonhomogeneous boundary conditions can be easily handled by boundary lifting. Under the elliptic coordinates (2.1), the equation (6.2)-(6.3) becomes
v is 2π-periodic in θ, (6.4) where g(µ, θ) = G(x, y).
Dimension reduction.
We expand the solution and given data in a series of Mathieu functions in the θ-direction
with q = c 2 k 2 /4. For simplicity, hereafter, we denotek = ck. The equation (6.4) is reduced to Let (u, v) := Λ uvdµ. Then, a weak formulation of (6.6) is: (6.8) where χ = cosh 2 µ.
Proof. Observe that Im Tk ,b =k sinh b > 0, so we deduce from the Fredholm alternative theorem (see, for instance, [22, 31, 34] We now derive a sharp a prior estimate with explicit dependence onk.
Proof. In order to derive the desired a priori estimate, we take three different test functions in (6.8), namely,v m , (µ − a)v m andv m . The following weight functions will be used in the sequel:
Step 1. Takingŵ m =v m in (6.8) leads to
whose real and imaginary parts read
Theorem 6.1 asserts that the solutionv m of (6.8) also solves the original problem (6.6). Therefore, we have that for anyŵ m ∈ H 1 (Λ),
Step 2. In order to bound the termk 2 v m 2 0,χ in (6.12), we takeŵ m = 2(µ − a)v m in (6.14) and integrate by parts.
Using the identities 15) and collecting all the real parts, we find
(6.16)
Step 3. We now takeŵ m = 2v m in (6.14). Using the identities 17) and collecting all the real parts, we get
A combination of (6.11), (6.16) and (6.18) leads to
Using the boundary condition at r = b in (6.6) yields
By (6.13) and the Cauchy-Schwarz inequality,
On the other hand, using the Cauchy-Schwarz inequality yields
Notice that cosh 2 b + sinh 2 b = cosh(2b), so the desired result follows from (6.19)-(6.23).
6.2. Spectral-Galerkin approximations. Given a cut-off integer M > 0, we define the Mathieu-Legendre approximation to the solution v of (6.4) by 
As for (6.8), it is clear from the Fredholm Alternative Theorem that (6.25) admits a unique solution. The following result is needed for the error analysis.
Proof. Since the first two test functions w
P N , the proof of Lemma 6.1 needs to be slightly modified to derive (6.26) . For completeness, we sketch the derivation below.
Note that (6.12)-(6.13) hold with v N m in place ofv m . We now take w (6.25) , and find that (6.28) 2Re
We also see that the second and third identities in (6.15) hold with v N m in place of v m . Thus, the real part of (6.25) 
Hence, a combination of (6.12) (replacingv m by v N m ) and (6.29) leads to
Using the Cauchy-Schwarz inequality yields
Similarly, by (6.13) and the Cauchy-Schwarz inequality,
On the other hand, using the Cauchy-Schwarz inequality again yields
Finally, a combination of (6.30)-(6.35) leads to the desired result.
6.3. Error estimations. As in the previous section, we define the space B r (Λ) :
The following approximation result will be used in the error analysis (see Appendix D for the proof).
Lemma 6.3. There exists a mapping π
and
Moreover, for any w ∈ B r (Λ) with r ≥ 1,
With the aid of the a priori estimates and the above approximation result, we derive the following error estimates. 
with C a,b,k being given by (6.27) . 
where
are three constants in (a, b). Next, by the triangle inequality, (6.39) and (6.43)-(6.44),
This ends the proof. 
. Therefore, Theorem 6.2 indicates that for this typical solution, we have that for any r ≥ 1,
Hence, the error will decay exponentially as soon as
< 1. Therefore, we can significantly reduce the computational cost by choosing b closer to a.
We now present some numerical results. We solved (6.25) with the functionĝ m such that the exact solution isv m = exp(ikµ). We refer to [12] for more details on the actual implementation of (6.25). In Figure 6 .1, we plot numerical results which depict the convergence behaviors of our numerical scheme with (b − a)/2 = 1. On the left, we fix k = 100 and plot the L 2 -errors with respect to N . We observe that the error decays exponentially fast as soon as N > k. Next, we denote α =
and plot on the right of Figure 6 .1 the L 2 -errors with three different α. We observe that in all three cases, the error converges exponentially. .
We now estimate the error of the Legendre-Mathieu spectral approximation. Let Q = Λ × I = (a, b) × (0, 2π), and introduce the space 3.3) ).
Proof. We derive from the orthogonality of the Mathieu functions and (6.40) that
Similarly, using (6.40) leads to
We now prove (6.50). One verifies, by using the Hardy inequality (B.3), that for
Hence, by (6.40),
By (3.10)-(3.11), (6.5) and (6.24), we have from (6.52) that
Concluding remarks
The Mathieu functions are classical special functions which are important tools for solving certain partial differential equations in elliptic domains. In particular, they enable us to reduce the Helmholtz or the modified Helmholtz equation in a twodimensional elliptic domain to a sequence of one-dimensional equations that are easy to solve numerically. However, to the best of our knowledge, there was no rigorous approximation result available for Mathieu expansions. This paper established a first set of such approximation results which will serve as basic ingredients for the numerical analysis of Mathieu approximations to PDEs.
More precisely, we developed optimal approximation results for the angular Mathieu functions. These approximation results are very similar to those for the Fourier expansions. Namely, the orthogonal projection based on Mathieu expansions of a periodic function converges in the same way as that based on Fourier expansions.
As examples of applications, we applied the approximation results developed in this paper to establish optimal error estimates for the Mathieu-Legendre approximation to the modified Helmholtz equation and the Helmholtz equation. We also presented illustrative numerical results which are consistent with our theoretical analysis.
Appendix A. Recurrence relations
The coefficients {A = 0.
• Even functions of period 2π (i.e., ce 2m+1 and n = 2m + 1):
(A.3) (a n − 1)A = 0.
• Odd functions of period 2π (i.e., se 2m+1 and n = 2m This ends the proof. 
