Propagation analytique de l’incertitude à travers le calcul matriciel d’une analyse du cycle de vie by Imbeault-Tétreault, Hugues
UNIVERSITÉ DE MONTRÉAL
PROPAGATION ANALYTIQUE DE L’INCERTITUDE À TRAVERS LE CALCUL
MATRICIEL D’UNE ANALYSE DU CYCLE DE VIE
HUGUES IMBEAULT-TÉTREAULT
DÉPARTEMENT DE GÉNIE CHIMIQUE
ÉCOLE POLYTECHNIQUE DE MONTRÉAL
MÉMOIRE PRÉSENTÉ EN VUE DE L’OBTENTION
DU DIPLÔME DE MAÎTRISE ÈS SCIENCES APPLIQUÉES
(GÉNIE CHIMIQUE)
AOÛT 2010
c© Hugues Imbeault-Tétreault, 2010.
UNIVERSITÉ DE MONTRÉAL
ÉCOLE POLYTECHNIQUE DE MONTRÉAL
Ce mémoire intitulé :
PROPAGATION ANALYTIQUE DE L’INCERTITUDE À TRAVERS LE CALCUL
MATRICIEL D’UNE ANALYSE DU CYCLE DE VIE
présenté par : IMBEAULT-TÉTREAULT Hugues
en vue de l’obtention du diplôme de : Maîtrise ès sciences appliquées
a été dûment accepté par le jury d’examen constitué de :
M. STUART Paul, Ph.D., président
Mme DESCHÊNES Louise, Ph.D., membre et directrice de recherche
M. ROSENBAUM Ralph, Ph.D., membre et codirecteur de recherche
M. BAGE Gontran, Ph.D., membre
iii
À tous ceux et celles qui oeuvrent dans ce domaine,
parce qu’ils croient au changement.
iv
Remerciements
Je souhaite remercier le CIRAIG de m’avoir permis de vivre ces deux années de travaux
de recherche au sein d’une équipe formidable réunie autour d’une valeur commune, l’envi-
ronnement. Je suis plus particulièrement reconnaissant à mes superviseurs, Louise Deschênes
et Ralph Rosenbaum, dont les conseils m’ont été essentiels. Je veux également exprimer ma
gratitude à Guillaume Bourgault qui a conçu des outils nécessaires à la réalisation du projet.
En dernier lieu, je tiens à remercier mon partenaire de vie, Raoul, dont l’appui a été constant
durant mon projet.
vRésumé
L’analyse du cycle de vie (ACV) est une des méthodes évaluant les dommages potentiels à
l’environnement causés par un produit, service ou procédé sur tout son cycle de vie. Celui-ci
est composé de l’extraction et de la transformation des matières premières, la fabrication,
la distribution, l’utilisation et l’élimination en fin de vie du produit. Définie par la norme
ISO 14040, cette méthode permet de comparer des scénarios différents afin de déterminer
leurs points faibles sur le plan environnemental et de déterminer lequel cause le moins de
dommages à la nature. En considérant tout le cycle de vie, on évite le déplacement d’impacts
d’une étape à l’autre de celui-ci.
Par son caractère comparatif, l’ACV peut servir d’outil décisionnel quand la protection
de l’environnement est un critère considéré, que ce soit pour l’adoption d’un nouveau procédé
sidérurgique ou bien le choix d’un type d’ampoule à la quincaillerie. Cependant, les données
et les modèles utilisés pour effectuer des ACV contiennent de l’incertitude. Par exemple, il
n’est pas possible de déterminer la quantité précise de carburant fossile utilisé dans la fabri-
cation d’un crayon. Il n’est pas non plus possible de savoir où a été extrait le pétrole raffiné
que l’on brûle dans une voiture. Ceci implique que les résultats sont eux aussi incertains. La
quantification de cette incertitude est primordiale tout au long de la réalisation d’une ACV
afin de la minimiser. À défaut d’obtenir des résultats précis, une analyse de l’incertitude per-
met d’envisager des améliorations futures et de juger de la qualité des données d’incertitude,
puisqu’une mauvaise quantification de l’incertitude peut mener à une interprétation erronée
des résultats. Il est donc impératif de gérer cette incertitude lors de la réalisation d’ACV et
de communiquer les informations s’y rattachant. Or, l’évaluation de l’incertitude n’est pas
une pratique systématique dans le domaine de l’ACV (Ross et al., 2002).
Il existe plusieurs méthodes de gestion d’incertitude appliquées à l’ACV. La méthode
statistique de simulation Monte Carlo est la plus répandue pour suivre la propagation de
l’incertitude des paramètres à travers les calculs. Elle consiste à calculer des milliers de fois
la valeur dont on veut évaluer l’incertitude avec des paramètres variant aléatoirement d’une
fois à l’autre selon leur distribution de probabilité. On obtient ainsi la densité de probabilité
du résultat final. Bien que très utile, cette méthode possède des inconvénients : elle est
gourmande en puissance de calcul et il peut être difficile de déterminer la distribution de
probabilité des données (Rosenbaum, 2006). Une autre façon d’évaluer l’incertitude est le
développement de Taylor (Morgan et Henrion, 1990). En posant les hypothèses nécessaires
sur les paramètres (distribution log-normale, linéarité et indépendance), on détermine la
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variance du résultat en fonction de la variance des données et de leur dérivée. Cette méthode
analytique permet avec les mêmes variables de calculer la sensibilité des données, c’est-à-
dire la variation relative induite dans un résultat par la variation relative d’une donnée. La
méthode analytique a déjà été abordée dans un contexte d’ACV par quelques auteurs (Ciroth
et al., 2004; Hong et al., 2010), mais ne l’a jamais été à l’aide d’une étude de cas complète
ni sur le calcul ACV matriciel.
Le présent projet propose de développer un outil d’évaluation de l’incertitude basé sur la
méthode analytique du développement de Taylor de façon à rendre l’analyse de l’incertitude
plus complète sans ajouter une charge de travail trop grande. Plus précisément :
1. Intégrer analytiquement le calcul de l’incertitude à travers le calcul matriciel ACV en
entier via l’application à une étude de cas ;
2. Valider l’approximation en comparant les résultats avec la simulation Monte Carlo ;
3. Montrer la pertinence de la sensibilité des paramètres entrants procurés par la méthode
analytique lors de l’analyse de l’incertitude ;
4. Évaluer la pertinence de prendre en compte la corrélation entre les paramètres entrants
lorsque deux scénarios sont comparés.
Le logiciel MATLAB a été utilisé afin de créer un script calculant les scores d’impact d’une
étude de cas à partir des matrices économique, élémentaire et de caractérisation extraites de
la banque de données du projet sur Simapro, un logiciel d’ACV. L’étude de cas choisie pour
appliquer et évaluer la méthode analytique est l’étude du TéléPodMC (Charron-Doucet, 2007)
qui présentait une excellente base quant à la disponibilité de l’information sur l’incertitude de
certains paramètres et à cause du fait que la modélisation en SimaPro était déjà disponible,
ce qui a permis de focaliser sur les incertitudes. TéléPodMC était un projet de réduction
de gaz à effet de serre (GES) de l’entreprise Bell Canada. Ce projet visait à minimiser les
déplacements du parc de véhicules de l’entreprise à l’aide d’un dispositif électronique GPS
(le TéléPodMC) présent sur chaque véhicule.
Une fois les scores d’impact obtenus, l’algorithme MATLAB calculait la sensibilité de
chaque paramètre pour ensuite obtenir leur contribution à l’incertitude du résultat final et
l’incertitude du résultat final elle-même. La sensibilité est une composante nécessaire du cal-
cul analytique de l’incertitude, tandis que la contribution est déterminée à l’aide d’un calcul
simple. L’approximation (la méthode analytique) a été validée en comparant les résultats
d’incertitude (GSD2) avec ceux de la simulation Monte Carlo. Pour ce faire, une GSD2MC
a été déterminée avec la moyenne géométrique calculée avec les 2,5e et 97,5e percentiles de
l’échantillon Monte Carlo. Les deux scénarios de l’étude de cas ont été comparés en éva-
luant le rapport des scores d’impact du scénario sans TéléPodMC sur ceux du scénario avec
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TéléPodMC. L’incertitude de ce ratio a été évaluée en prenant compte de la corrélation entre
les paramètres entrants des scénarios dont beaucoup sont carrément les même.
Il a été estimé qu’à partir d’une GSD2 de plus d’environ 2,5, la déviation par rapport
aux valeurs Monte Carlo est supérieure à 10 %. La méthode analytique a effectué ses calculs
en moins d’une minute comparativement à plusieurs heures pour une simulation MC de
10 000 itérations, ce qui représente un grand avantage pour un analyste ACV considérant
le caractère itératif d’une ACV. La sensibilité a permis de découvrir plusieurs paramètres
sensibles dont l’incertitude n’était pas définie. Par la suite, ces paramètres sensibles s’en sont
vus attribuer une et l’incertitude des scores d’impact a été calculée de nouveau, entraînant
une incertitude globale plus élevée. La pertinence de la sensibilité dans le but de déceler les
paramètres clefs a donc été démontrée. Finalement, considérant la forte corrélation entre les
deux scénarios et la correspondance avec les résultats Monte Carlo, la corrélation a bel et
bien été prise en compte par l’équation de Hong et al. (2010).
En conclusion, la méthode analytique permet d’effectuer facilement une analyse complète
de l’incertitude : elle permet de calculer l’incertitude des scores d’impact, leur sensibilité à la
variation des paramètres entrants et la contribution de l’incertitude de ces derniers à l’incer-
titude des scores d’impact, et ce, en moins d’une minute. La comparaison entre l’incertitude
calculée à l’aide de la méthode analytique et les résultats de la méthode Monte Carlo montre
que la première est équivalente à la deuxième si l’incertitude des scores d’impact ne dépasse
pas une valeur d’environ GSD2 = 2,5. La loi log-normale estime mieux la distribution des
scores d’impacts obtenue à l’aide de Monte Carlo. Les valeurs de sensibilité des paramètres
entrants d’une ACV, information qui n’est pas fournie par la simulation Monte Carlo dans
les logiciels d’ACV comme SimaPro, sont essentielles pour déterminer correctement lesquels
ont le plus d’impact sur l’incertitude des scores d’impact et ainsi d’effectuer une analyse de
l’incertitude complète. La contribution, qui est également une information qui n’est pas four-
nie par la simulation Monte Carlo dans SimaPro, permet d’identifier les paramètres entrants
dont l’incertitude contribue le plus à celle des scores d’impact. La corrélation des paramètres
entrants doit être prise en compte lorsque deux scénarios sont comparés avec la méthode
analytique. La comparaison entre deux scénarios a l’avantage de diminuer l’incertitude sur
les résultats en raison des multiples paramètres communs. La considération de la corréla-
tion entre les paramètres d’un seul scénario est plus difficile qu’avec la simulation Monte
Carlo, puisqu’il faut ajouter manuellement un terme dans l’équation de Taylor pour chaque
paramètre qui a servi à calculer plusieurs éléments des matrices ACV.
Il est recommandé de procéder à l’intégration de l’outil analytique dans les logiciels
d’ACV. La facilité de son utilisation, sa rapidité et la quantité d’information essentielle à
l’analyse de l’incertitude qu’elle fournit sont des avantages indéniables par rapport à la simu-
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lation Monte Carlo. Rendre disponible cette méthode permettrait à l’analyse de l’incertitude
de gagner en popularité, améliorant l’interprétation des résultats ACV. L’emploi de la mé-
thode analytique permettrait de surcroît à améliorer la qualité des analyses de l’incertitude,
puisque la sensibilité fait ressortir rapidement les paramètres entrants susceptibles de contri-
buer beaucoup à l’incertitude des scores d’impact. L’analyste ACV est ainsi mieux armé pour
s’attaquer à l’incertitude, et ce, dès le début du projet. Il est également suggéré d’améliorer
la précision de la méthode analytique en explorant des approximations d’ordre supérieur et
possiblement d’autres distributions statistiques.
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Abstract
Life cycle assessment (LCA) is an environmental impact evaluation method covering
the entire life cycle of an object, a service or a process. Life cycle steps include resources
extraction and transformation, manufacturing, transport, use and end of life. Defined by the
ISO 14040 norm, this method can compare different scenarios around the same function in
order to determine which has the least damage on the environment. By considering the whole
life cycle, impact displacements from one step to another are avoided and the environmental
hot spots are identified.
LCA being a comparative method, it can be use as a tool among decision makers or
simply for the consumer. However, LCA data and models contain considerable uncertainty.
For example, it is not possible to know the exact amount of oil burned in the life cycle of a
pen. Consequently, this uncertainty will cause uncertainty in the LCA impact scores. The
quantification of this uncertainty during every step of an LCA is crucial in order to reduce
it. An uncertainty analysis also characterizes the quality of the uncertainty which is also
important because a bad quantification of uncertainty can lead to a misleading interpretation.
However, uncertainty analysis in LCA is not a common practice (Ross et al., 2002).
Many ways of calculating uncertainty on a result exist. The current practice to propagate
input parameter uncertainty through the calculation and obtain the uncertainty of the impact
scores is a probabilistic method called Monte Carlo simulation (Lloyd et Ries, 2007). It
consists of calculating many times the impact scores with different inputs determined by their
previously specified probability distribution. Considering an inventory can count thousands
of inputs, one simulation can take a few hours for minimal accuracy. Hence, this method is
resource intensive while uncertainty assessment is not a common step in LCA. Other methods
of uncertainty propagation has been studied: interval calculation (Chevalier et Téno, 1996),
fuzzy logic (Benetto et al., 2008) and analytical calculation (Heijungs et al., 2005). The
latter is treated in this project as an alternative to Monte Carlo simulation. The basic form
of analytical uncertainty calculation is the first order Taylor approximation.
The goal of this project was to develop an analytical tool based on the Taylor series to
evaluate uncertainty and sensibility in LCA. More precisely, objectives were:
1. To integrate analytical uncertainty calculation over the whole LCA matrix calculation;
2. To validate the approximation by comparison with Monte Carlo simulation via appli-
cation to a case study;
3. To show the relevance of input parameter sensitivity provided by the analytical method
xfor the LCA analyst;
4. To evaluate the relevance of taking correlation into account while comparing two sce-
narios.
The uncertainty calculation has been conducted using a MATLAB algorithm. It first
calculated the impact scores using the economic, elementary and characterization matrices.
Then their uncertainty in addition to the sensitivity and contribution of input parameters
to the impact score uncertainty was determined with Taylor series. The matrices and input
parameter uncertainty were that of a past greenhouse gas reduction project case study at Bell
Canada named TéléPod R©. The project aimed to minimize vehicle displacement with a GPS
tracking device installed into every vehicle of the fleet. There were two scenarios : one with
mileage optimization (TéléPod R©) and the other without. The LCA case study of that project
was reused to conduct a comparative study between the Monte Carlo and Taylor uncertainty
calculations. The case study data was extracted from the product system in Simapro, a
popular LCA software. The analytical approximation was validated by comparing it with
statistical results from Monte Carlo simulation. The comparison metric was the square
geometric standard deviation (GSD2). The analytical algorithm took less than a minute
to calculate the uncertainty of the impact scores, while Monte Carlo simulation (10,000
iterations) took a few hours. Those steps were repeated with the comparison with the two
scenarios of the case study, i.e. with and without TéléPod R©, by using the ratio between the
impact scores of each scenario. The correlation between input parameters was taken into
account analytically and statistically.
Uncertainty results show that the analytical approximation was satisfactory for GSD2.
The results from the comparison with Monte Carlo revealed that, overall, the analytical
approximation estimated the uncertainty of impact scores similarly than Monte Carlo. The
most important variation from Monte Carlo results was of 3.3 % for ecosystem quality. Sen-
sitivities given by the analytical method input parameters of each impact category indicate
which input parameters are subject to influence output uncertainty the most. The common
most sensitive quantities were characterization factors (characterization factors), reference
mileage, percentage of reduction of mileage and fuel consumption per 100 km. Very few
sensitive input parameters had a defined uncertainty. The uncertainty of impact scores was
therefore underestimated.
The strong similarity between both scenarios and the agreement between Monte Carlo and
analytical results showed that the latter is able to take correlation into account. Moreover,
sensitivity analysis of scenario with TéléPod R© alone showed that characterization factors are
particularly sensitive input parameters in addition to be quite uncertain. However, when
comparing both scenarios, their importance to overall uncertainty vanished, characterization
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factors being common parameters to both scenarios.
The analytical uncertainty calculation using matrix formulation and Taylor series allows
estimating the uncertainty of impact scores over the whole LCA calculation more efficiently
than MC simulation by reducing calculation time to an instant and providing more infor-
mation and transparency on overall uncertainty. This paper demonstrates application and
automation of an analytical, matrix-based uncertainty propagation approach in a realistic
LCA case study. Sensitivity represent additional information that is easily and fully auto-
matically provided by this method and is useful during uncertainty assessment. Furthermore,
the comparison of two scenarios with the ratio of the impact scores of both scenarios has
the advantage of keeping uncertainties relevant to the comparison. Expanding on earlier
work, this paper demonstrates the feasibility of readily integrating a somewhat automated
uncertainty analysis into daily LCA practice. This is essential to correct the current situ-
ation where, due to its complexity and effort needed, few or no resources are allocated to
uncertainty analysis when carrying out an LCA.
Further work needs to be conducted to derive more exact analytical expressions to cal-
culate uncertainty by combining additive and multiplicative attributes of the LCA model.
Other types of probability distribution have to be explored to better represent the sum of
lognormal random variables.
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1Chapitre 1
INTRODUCTION
L’incertitude est présente dans tous les domaines. En sciences de la nature, il est nor-
mal de rapporter les incertitudes des mesures effectuées lors d’une expérience. Cependant,
lorsqu’il s’agit de prédire des événements futurs grâce à des modèles, d’autres sources d’in-
certitude s’ajoutent et cette dernière devient difficilement quantifiable. Connaître le degré
de précision d’un modèle n’en demeure pas moins essentiel. Dans le domaine de l’analyse
du cycle de vie (ACV), où l’on ne cherche pas à prédire l’avenir, mais à quantifier des im-
pacts potentiels sur l’environnement d’un produit sur toutes les phases de son cycle de vie,
la quantification de l’incertitude sur les résultats est également problématique. Cette mé-
thode, définie par la norme ISO 14040, peut servir à guider des dirigeants d’entreprises et
de gouvernements. Par conséquent, il est souvent considéré que d’inclure une quantification
de l’incertitude dans des résultats invalide les conclusions d’une étude. D’autant plus que
lorsqu’une analyse d’incertitude est effectuée, peu de temps y est consacré vu les ressources
limitées. Or, un décideur n’est pas en mesure de prendre une décision éclairée si l’incerti-
tude n’est pas bien estimée. Cette étude a été réalisée dans l’effort de simplifier la démarche
d’analyse d’incertitude particulièrement en ACV afin de la rendre plus populaire.
Ce chapitre d’introduction aborde d’abord les concepts de base de l’étude, c’est-à-dire
l’incertitude et l’ACV. Ensuite, elle expose la problématique du domaine et pose la question
de recherche. Les objectifs de recherche et la présentation du plan du mémoire suivent.
1.1 Définitions et concepts de base
1.1.1 Incertitude
L’incertitude est un concept très vaste. Peu d’auteurs prennent le temps de la définir.
Selon Haimes (2009), l’incertitude est l’incapacité à connaître le vrai état d’un système.
Ayyub et Klir (2006), quant à eux, l’interprètent comme l’incomplétude de la connaissance
en général due à des difficultés intrinsèques à acquérir de la connaissance. Les deux vi-
sions sont compatibles puisque l’incapacité à déterminer un état mène nécessairement à une
connaissance incomplète.
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pitre 2). Deux grands types se démarquent : l’incertitude paramétrique et l’incertitude de
modélisation. La première est l’incertitude des paramètres entrants d’un modèle souvent
exprimée à l’aide d’une distribution statistique ou d’un intervalle de confiance. Il est facile
d’évaluer l’incertitude qu’elle génère sur les extrants du modèle en la propageant de façon
analytique ou statistique. En revanche, le deuxième type est beaucoup plus difficile à quan-
tifier. Il s’agit de l’erreur introduite par la façon dont le modèle est fait. Les présents travaux
portent donc sur l’incertitude paramétrique puisque, bien que l’incertitude de modélisation
peut être très importante, cette dernière ne peut pas être propagée par définition comme
celle des paramètres.
Une méthode très répandue pour propager l’incertitude est la simulation Monte Carlo.
Cette méthode statistique consiste à effectuer un calcul un très grand nombre de fois, chacune
avec des paramètres entrants échantillonnés selon leur distribution de probabilité. On obtient
la distribution du résultat en compilant le résultat de chaque itération. D’autres méthodes
analytiques moins populaires existent : les séries de Taylor, la logique floue et l’arithmétique
d’intervalles (Björklund, 2002).
1.1.2 Analyse du cycle de vie
L’ACV est une méthode d’évaluation d’impacts environnementaux potentiels engendrés
tout au long du cycle de vie (du berceau au tombeau) d’un produit, d’un procédé ou d’un
service. Elle est définie par les normes internationales ISO 14040 (ISO, 2006b) et ISO 14044
(ISO, 2006a). Les principales étapes du cycle de vie sont l’extraction des matières premières,
la production, l’utilisation et le traitement en fin de vie (recyclage, mise au rebut, etc.).
Cette technique peut identifier les possibilités d’amélioration des performances environne-
mentales d’un produit, informer des décideurs, aider à choisir des indicateurs de performance
environnementale pertinents et servir à la promotion d’un produit. Sa vue d’ensemble per-
met d’éviter qu’une mesure visant la réduction des impacts du système sur l’environnement
ne soit en fait qu’un déplacement des impacts d’une phase du cycle de vie à une autre.
Il s’agit d’une méthode comparative basée sur une mesure commune aux différents scéna-
rios comparés, c’est-à-dire l’unité fonctionnelle. Toutes les substances émises et consommées
tout au long du cycle de vie en vue de remplir cette unité fonctionnelle sont inventoriées.
Ensuite, l’impact sur un aspect de l’environnement est calculé pour chaque substance. Les
indicateurs souvent employés sont la santé humaine, la qualité des écosystèmes, la pérennité
des ressources et les changements climatiques (Jolliet et al., 2003). En additionnant le score
des substances pour une même catégorie de dommage ou indicateur, on obtient un score
3d’impact. Le calcul s’effectue le plus souvent avec des matrices (Heijungs et Suh, 2002).
1.2 Éléments de la problématique
Par son caractère comparatif, l’ACV peut servir d’outil décisionnel quand la protection
de l’environnement est un critère considéré, que ce soit pour l’adoption d’un nouveau procédé
sidérurgique ou bien le choix d’un type d’ampoule à la quincaillerie. Cependant, les données
et les modèles utilisés pour effectuer des ACV contiennent de l’incertitude. Par exemple, il
n’est pas possible de déterminer la quantité précise de carburant fossile utilisée dans la fabri-
cation d’un crayon. Il n’est pas non plus possible de savoir où a été extrait le pétrole raffiné
que l’on brûle dans une voiture. Ceci implique que les résultats sont eux aussi incertains. La
quantification de cette incertitude est primordiale tout au long de la réalisation d’une ACV
afin de la minimiser. À défaut d’obtenir des résultats précis, une analyse de l’incertitude per-
met d’envisager des améliorations futures et de juger de la qualité des données d’incertitude,
puisqu’une mauvaise quantification de l’incertitude peut mener à une interprétation erronée
des résultats. Il est donc impératif de gérer cette incertitude lors de la réalisation d”une ACV
et de communiquer les informations s’y rattachant. Or, l’évaluation de l’incertitude n’est pas
une pratique systématique dans le domaine de l’ACV (Ross et al., 2002).
Il existe plusieurs méthodes de gestion d’incertitude appliquées à l’ACV. La simulation
Monte Carlo est la méthode la plus populaire pour calculer l’incertitude paramétrique (Lloyd
et Ries, 2007). Bien que très utile, cette méthode possède des inconvénients : elle est gour-
mande en puissance de calcul et il peut être difficile de déterminer la distribution de probabi-
lité des données (Rosenbaum, 2006). C’est pour ces raisons que divers auteurs cherchent des
méthodes de remplacement. L’une d’entre elles est la propagation analytique basée sur les
séries de Taylor (Morgan et Henrion, 1990). Elle permet, en plus d’estimer l’incertitude, de
calculer facilement la sensibilité des données, c’est-à-dire la variation du résultat induite par
la variation d’un paramètre entrant, ainsi que la contribution de chacun à l’incertitude finale.
Il ne s’agit pas d’une méthode itérative et donc elle ne demande pas autant de puissance de
calcul que celle de Monte Carlo. La méthode analytique a déjà été abordée dans un contexte
d’ACV par quelques auteurs (Ciroth et al., 2004; Hong et al., 2010; Heijungs, 2010), mais
elle ne l’a jamais été à l’aide d’une étude de cas complète ni sur le calcul ACV matriciel.
Question de recherche Les séries de Taylor permettent-elles de calculer l’incertitude des
scores d’impact ACV de façon équivalente 1 à la méthode de Monte Carlo ?
1. C’est-à-dire à l’intérieur de 10 % des valeurs obtenues par la méthode de Monte Carlo.
41.3 Objectifs de recherche
Le présent projet propose de développer un outil d’évaluation de l’incertitude basé sur la
méthode analytique du développement de Taylor de façon à rendre l’analyse de l’incertitude
plus complète sans ajouter une charge de travail trop grande à l’analyste ACV. Les objectifs
de recherche sont donc les suivants :
1. Intégrer analytiquement le calcul de l’incertitude à travers le calcul ACV matriciel en
entier via l’application à une étude de cas ;
2. Valider l’approximation en comparant les résultats avec la simulation Monte Carlo ;
3. Montrer la pertinence de la sensibilité des paramètres entrants procurés par la méthode
analytique lors de l’analyse de l’incertitude ;
4. Évaluer la pertinence de prendre en compte la corrélation entre les paramètres entrants
lorsque deux scénarios sont comparés.
1.4 Plan du mémoire
La rédaction de ce mémoire s’est effectuée en concert avec celle d’un article scientifique
qui en constitue le coeur. Tout d’abord, le corps du présent texte débute par une revue de la
littérature au chapitre 2 couvrant l’incertitude en modélisation, les méthodes de propagation
de l’incertitude paramétrique et la gestion de l’incertitude en ACV. Par la suite, le chapitre
3 décrit globalement la méthodologie. Il résume les éléments de méthode qui se trouvent
dans l’article scientifique présent au chapitre 4, détaille ceux qui ne s’y retrouvent pas et
précise quels résultats se trouvent dans l’article et lesquels se trouvent dans les résultats
complémentaires au chapitre 5. Le chapitre 4 est composé de l’article en question soumis à la
revue Environmental Modelling and Software et traite des quatre objectifs énumérés dans la
section 1.3. Il comprend plus précisément la dérivation mathématique des équations utilisées
par la méthode analytique pour déterminer les scores d’impact, leur incertitude, la sensibi-
lité de chaque paramètre entrant et leur contribution à l’incertitude finale, la description de
l’étude de cas dont les données ont servies aux différents calculs et comment deux scénarios
de l’étude de cas ont été analytiquement comparés en prenant compte de la corrélation entre
les paramètres entrants. Les résultats concernant l’incertitude calculée analytiquement et
statistiquement, la sensibilité et la contribution se retrouvent dans l’article du chapitre 4. Le
chapitre 5 montre des résultats complémentaires qui n’ont pas été présentés dans l’article,
c’est-à-dire une analyse statistique plus poussée des résultats. Ensuite, le chapitre 6 expose
une discussion générale du projet notamment en complétant la discussion des résultats de
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lytique. Les conclusions et recommandations se trouvent au chapitre 7, suivies des références
et d’une annexe qui contient le code MATLAB de l’algorithme servant à calculer incertitude,
sensibilité et contribution analytique.
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REVUE DE LITTÉRATURE
Ce chapitre propose une synthèse critique de l’état de l’art dans le domaine de l’incerti-
tude en ACV. Dans un premier temps, cette revue consiste en une recherche d’informations
concernant le sujet de l’incertitude dans le domaine de la modélisation en science, en in-
génierie et en analyse du risque. Puis, elle se tourne vers les différents types d’incertitude,
ses sources et comment elle est représentée. Ensuite, la revue commente les méthodes de
propagation de l’incertitude de type paramétrique dans un modèle. Ce genre d’incertitude
est d’intérêt dans le cadre de ce projet puisqu’il est le plus facile à quantifier en modéli-
sation, le domaine de l’ACV inclus. Finalement, la dernière section critique la façon dont
l’incertitude est gérée en ACV en introduisant la méthode ACV comme telle, en abordant les
sources d’incertitude paramétrique et en appliquant la méthode analytique de propagation
de l’incertitude à la méthode ACV.
2.1 Description de l’incertitude
Cette section synthétise d’abord les différents types d’incertitudes, ainsi que leurs sources,
en vue de déterminer lesquels sont pertinents dans le présent projet. Ensuite, les multiples
façons de représenter l’incertitude sont abordées.
2.1.1 Terminologie de l’incertitude
La classification de l’incertitude qui suit est surtout inspirée par Huijbregts (1998),
Haimes (2009) et Morgan et Henrion (1990) et Heijungs et Huijbregts (2004) qui présentent
une revue de la classification de l’incertitude par plusieurs autres auteurs (Hofstetter, 1998;
Bedford et Cooke, 2001; Funtowicz et Ravetz, 1990; US-EPA, 1997). Dans cet ouvrage,
l’incertitude est séparée en trois groupes : l’incertitude des paramètres, l’incertitude de mo-
délisation et les autres incertitudes. Cette classification a pour but de ne pas perdre de
généralité puisque l’on retrouve des types différents d’un domaine à l’autre.
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L’incertitude paramétrique, ou parameter uncertainty en anglais, est l’incertitude des va-
leurs observées ou mesurées (Lloyd et Ries, 2007). Ces valeurs servent de paramètres entrants
d’un modèle (les inputs). Leur incertitude se propage dans ce dernier et engendre de l’incer-
titude dans les résultats sortants (les outputs). Il s’agit de l’incertitude le mieux quantifiable
des trois types présentés ici puisque, pour obtenir l’incertitude sur le résultat final, il ne
s’agit que de propager l’incertitude des paramètres à l’aide d’une méthode mathématique.
Selon Huijbregts (1998) et Lloyd et Ries (2007), les principales sources d’incertitudes des
paramètres sont l’imprécision des mesures empiriques, leur mauvaise représentativité de la
réalité et le manque de données.
Parmi les sources d’imprécision, Morgan et Henrion (1990) et Haimes (2009) décrivent
l’erreur fortuite et l’erreur systématique d’une mesure. L’erreur fortuite est la variation na-
turelle d’une mesure à l’autre causée par une combinaison d’imperfections dans la mesure.
Cette erreur est toujours présente, mais son amplitude peut être minuscule. Elle est quantifiée
à l’aide de la distribution d’un échantillon de plusieurs mesures. Ce type d’erreur est nommé
erreur aléatoire par Ayyub et Klir (2006) et Bedford et Cooke (2001). En revanche, l’erreur
systématique est l’écart entre la vraie valeur et celle vers laquelle les mesures convergent.
Elle peut être due à une mauvaise calibration d’un instrument par exemple. Dans ce cas,
il peut être impossible de la quantifier tout simplement parce que l’erreur commise est in-
connue. Dans d’autres cas, la méthode de mesure peut engendrer une erreur systématique.
Par exemple, la mesure de la vitesse de la lumière dans un vide partiel dans le but d’ob-
tenir la valeur pour un vide complet introduit une erreur systématique. Un autre exemple
en toxicologie est l’utilisation de facteurs de conversion interespèces afin d’estimer la dose
mortelle d’une substance pour un humain à l’aide de la dose mortelle pour une souris (Mor-
gan et Henrion, 1990). Il est difficile d’évaluer l’ampleur de l’erreur systématique puisque
la vraie valeur n’est pas connue. Un jugement d’expert peut servir à déterminer une valeur
d’incertitude. Dans tous les cas, ignorer l’erreur systématique est une erreur en soi.
La variabilité est également une source d’erreur paramétrique. Elle est souvent confondue
avec l’incertitude proprement dite. Elle s’illustre bien à l’aide d’un exemple : il est possible
d’être très certain de la taille de la population du Québec, mais la grandeur moyenne aura
un écart-type qui décrit la diversité des tailles et non l’ignorance qu’on a à son égard (Mor-
gan et Henrion, 1990; US-EPA, 1997; Haimes, 2009). Il est suggéré d’en faire la distinction
puisque la façon d’en diminuer l’impact est différente de celle de l’incertitude. Augmenter
la connaissance par des études plus poussées permet de réduire l’incertitude d’une donnée,
tandis que la variabilité est diminuée en désagrégeant la population représentée en différents
groupes (ex. sexe, âge, etc.). Cependant, dans ce texte, le terme « incertitude » est utilisé
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distinction. Les sources de variabilité diffèrent d’un modèle à l’autre puisqu’il s’agit d’une
propriété intrinsèque. On parle souvent de la variabilité spatiale et temporelle. Par exemple,
un contaminant émis n’aura pas le même impact selon l’endroit et le moment. Toute autre
variabilité porte le nom d’hétérogénéité individuelle (Haimes, 2009) ou bien variabilité entre
sources et objets (Huijbregts, 1998).
L’incertitude peut trouver son origine dans les ambiguïtés linguistiques (Morgan et Hen-
rion, 1990; Haimes, 2009). Il s’agit d’énoncés qui ne respectent pas le test de clarté. En ce
sens, on parle d’un énoncé qui n’est pas assez précis pour obtenir une valeur précise. Le
débit du fleuve Saint-Laurent est un bon exemple puisqu’il varie dans le temps et l’espace.
Le débit du même fleuve à la hauteur de Trois-Rivières le 29 mars 2010 est plus acceptable.
D’autres types d’incertitudes paramétriques sont mentionnés par Morgan et Henrion (1990)
et Haimes (2009) : manque de consensus d’experts, sensibilité des conditions initiales d’un
système, échantillon trop petit, etc.
Incertitude de modélisation
US-EPA (1997) offre une définition générale de l’incertitude de modélisation (model un-
certainty) en la qualifiant de manque de connaissances scientifiques requises afin de faire des
prédictions basées sur un lien de cause à effet. Cette ignorance est intrinsèque à tout modèle,
puisqu’un modèle est une simplification de la réalité par définition (Bedford et Cooke, 2001).
Cette définition est en accord avec celle de Haimes (2009) qui l’identifie comme l’incertitude
dans la connaissance générale d’un processus. Les modèles sont une représentation simpli-
fiée de la réalité et certaines hypothèses doivent être posées faute de connaissances ou de
ressources pour raffiner le modèle. Ce manque de connaissance au niveau de la modélisa-
tion cause de l’incertitude de plusieurs façons. Voici une consolidation des différentes sources
d’incertitude de modélisation qui se retrouvent dans la littérature (Morgan et Henrion, 1990;
Haimes, 2009; Huijbregts, 1998; US-EPA, 1997; Lloyd et Ries, 2007) :
Approximations mathématiques Des relations mathématiques plus simples que celles
qui décrivent la réalité sont utilisées en modélisation afin de faciliter les calculs. L’exemple qui
revient souvent est la forme de la courbe dose-réponse en toxicologie : elle peut être linéaire ou
exponentielle, ce qui donne des résultats différents (Morgan et Henrion, 1990). L’utilisation
de distributions statistiques discrètes à la place de distributions statistiques continues pour
décrire une variable aléatoire, le nombre fini d’itérations lors d’une simulation Monte Carlo
sont d’autres exemples d’approximation mathématique (Haimes, 2009).
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d’un modèle à représenter la réalité, par exemple l’utilisation d’un modèle statique contre
un modèle dynamique. Cette source d’incertitude est très semblable à l’approximation ma-
thématique puisque le but d’utiliser une forme qui ne représente pas tout à fait la réalité est
de simplifier les calculs. Elle est cependant considérée distinctement par Haimes (2009). Les
modèles de devenir de contaminants, qui possèdent différents degrés de précision (modèle en
régime permanent, à l’équilibre, etc.), sont d’autres exemples.
Utilisation de variables succédanées Il s’agit de l’approximation des vraies valeurs lors-
qu’il est trop difficile ou trop coûteux de les obtenir. L’utilisation de données toxicologiques
sur des rongeurs pour estimer l’impact sur les humains est un exemple(Haimes, 2009). Cette
source d’incertitude peut générer de l’incertitude paramétrique si un intervalle de confiance
est affecté à la donnée succédanée qui sera ensuite propagée jusqu’aux valeurs sortantes du
modèle (Huijbregts, 1998; Lloyd et Ries, 2007).
Exclusion de variables Des variables sont exclues lorsqu’elles sont jugées négligeables
ou bien que les processus qui les utilisent ne sont pas assez bien connus. Négliger une voie
d’exposition de l’humain à une substance toxique est un exemple (Haimes, 2009). Lloyd et
Ries (2007) mentionnent également le choix des frontières du système à l’étude, tandis que
Huijbregts (1998) considère ce choix comme étant de l’incertitude due au choix et non de
l’incertitude de modélisation.
Conditions exceptionnelles et imprévisibilité Lorsqu’un modèle est utilisé hors des
conditions pour lesquelles il a été conçu, de l’incertitude est évidemment introduite dans
le résultat. C’est ce qui peut arriver dans des conditions exceptionnelles pour lesquelles
aucun modèle n’existe. Dans d’autres cas, les caractéristiques d’un système sont difficilement
prévisibles donc les conditions de validité d’un modèle peuvent être facilement rompues
(Haimes, 2009).
Absence de consensus Un manque de consensus entre spécialistes au sujet de mécanismes
ou de comportements d’un système peut être occasionné par des raisons scientifiques (Lloyd
et Ries, 2007) ou non (raisons idéologiques, conflit d’intérêts) (Haimes, 2009).
Variabilité Elle est la variation intrinsèque des relations entre les processus d’un système
(Haimes, 2009; Lloyd et Ries, 2007). Elle diffère de la variabilité des paramètres, puisqu’il
s’agit de la variation de la forme d’un modèle et non de ses paramètres entrants.
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Les exemples précédents montrent que l’incertitude de modèle n’en est pas une qui peut
se traduire en une variation de paramètre entrant du modèle en question. Un résultat peut
posséder une petite incertitude due à la précision des paramètres qui ont servi au calcul, mais
peut constituer un résultat imprécis par l’omission de facteurs importants dans le modèle
(Hammonds et al., 1994). Selon Morgan et Henrion (1990); Haimes (2009); Huijbregts (1998),
l’erreur systématique causée par l’incertitude de modélisation est très susceptible d’être la
plus dominante. Cependant, il est difficile de la gérer. Bedford et Cooke (2001) suggèrent
d’utiliser un paramètre discret indiquant le modèle utilisé et de lui assigner une probabilité.
Cette méthode est déconseillée par Morgan et Henrion (1990) qui suggèrent plutôt de laisser
l’analyste juger.
Autres types d’incertitude
Il existe d’autres types d’incertitude mentionnés dans la littérature qui sont soit trop
généraux ou trop propres à un certain domaine.
Incertitude épistémique Ayyub et Klir (2006) et Bedford et Cooke (2001) décrivent l’in-
certitude épistémique. Du grec épistémê signifiant « connaissance », elle désigne l’incertitude
issue du manque de celle-ci. Elle peut être réduite par une recherche plus en profondeur. Ce-
pendant, cette incertitude est omniprésente parce que les ressources sont toujours limitées.
Elle recoupe les deux types vus précédemment, paramétrique et de modélisation, puisque les
deux types peuvent être générés par l’ignorance du fonctionnement du système.
Incertitude de décision Ce type comprend l’incertitude due aux choix de valeurs so-
ciales (Haimes, 2009) sous trois aspects : la mesure du risque, le coût social du risque et la
quantification des valeurs sociales. Plusieurs variables peuvent être utilisées afin de mesurer
le risque et le choix de l’une ou l’autre peut donner des résultats différents. Ensuite, il faut
traduire cette mesure du risque en argent et une des difficultés est de déterminer le coût so-
cial du risque, dont le coût de la vie. Finalement, déterminer le niveau de risque acceptable
selon la quantification des valeurs sociales est sujet à beaucoup d’incertitude. L’incertitude
de décision est propre à l’analyse de risque et est difficilement applicable à d’autres domaines.
Conclusion sur les types d’incertitudes
La revue des différentes publications sur la terminologie de l’incertitude montre qu’il n’y a
pas de consensus global à ce sujet. Les terminologies sont souvent propres au domaine traité
et il est difficile de les rallier, ce que montrent bien Heijungs et Huijbregts (2004). Il est parfois
aussi difficile de faire la distinction entre les sources et les types d’incertitudes. Malgré tout,
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deux catégories d’incertitudes sont communes à la modélisation en sciences, en ingénierie et
en analyse de risque, l’incertitude des paramètres et de modélisation, tandis que la troisième
catégorie comprend un type d’incertitude exclusif à un domaine précis et un type général
qui peut s’appliquer à tous les domaines. Dans le cadre de ce projet, l’intérêt est porté
sur l’incertitude de paramètre, puisque c’est d’elle qu’il est question lorsque l’incertitude
des paramètres entrants d’un modèle est propagée aux résultats du calcul. L’incertitude de
modélisation est beaucoup plus complexe à traiter. Par exemple, il est possible de quantifier
l’erreur systématique introduite par l’utilisation d’une fonction linéaire à la place d’une
fonction quadratique, mais ce ne l’est pas en définissant un intervalle de confiance sur une
variable du modèle.
2.1.2 Représentation de l’incertitude
Après avoir synthétisé les différents types d’incertitude, cette section décrit et critique les
différentes façons d’exprimer l’incertitude paramétrique, qui est le type pertinent à ce projet.
Il est possible de le faire à l’aide d’un intervalle décrit par une valeur minimale et maximale
(Chevalier et Téno, 1996). Les valeurs limitant l’intervalle peuvent avoir différentes signifi-
cations, dont les données extrêmes mesurées ou bien les limites de l’intervalle de confiance
qui comprend 95 % des données de l’échantillon. Cette façon ne donne pas d’information
sur la distribution de probabilité des valeurs à l’intérieur de l’intervalle. Un autre outil est
la variance qui est une mesure de dispersion de données autour d’une moyenne. Elle est
définie comme le carré de l’écart-type, c’est-à-dire le carré de l’écart moyen des données de
l’échantillon (Saporta, 2006). Décrire un échantillon à l’aide de la variance ne suppose, non
plus, aucune distribution particulière de celui-ci. Il s’agit d’un problème lorsque l’incertitude
doit être propagée dans un système. Les distributions statistiques, ou fonctions de densité
de probabilité, sont des représentations plus précises de la dispersion d’une variable. Diffé-
rentes distributions courantes sont présentées dans la section suivante. Ensuite, la théorie
des ensembles flous, qui est une façon plus élaborée de quantifier l’incertitude à l’instar des
distributions statistiques, est commentée.
Représentation statistique
Les fonctions de densité de probabilité sont un bon moyen pour exprimer l’incertitude de
la plupart des paramètres d’un modèle. Voici une synthèse critique des principales distribu-
tions (Morgan et Henrion, 1990; Heijungs, 2005) également illustrées à la figure 2.1.
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(a) Distribution uniforme (b) Distribution triangulaire (c) Distribution normale
(d) Distribution log-normale (e) Distribution gamma
Figure 2.1 Distributions statistiques
13
Distribution uniforme La distribution uniforme (figure 2.1a) est la distribution statis-
tique la plus simple : chaque valeur possible possède une probabilité égale. Elle sert lorsque
l’intervalle de valeurs est connu, le minimum et le maximum étant les paramètres de la
distribution, mais que l’on ignore lesquelles sont les plus probables.
Distribution triangulaire La distribution triangulaire (figure 2.1b) est également une
distribution très simple. Contrairement à la distribution uniforme, elle permet d’exprimer
une probabilité plus grande pour les valeurs centrales sans toutefois connaître la vraie dis-
tribution. Ses paramètres sont la moyenne et la distance entre celle-ci et le minimum ou le
maximum. Il est également possible de se servir d’une distribution triangulaire asymétrique.
Dans ce cas, les paramètres sont le minimum, le maximum et le mode.
Distribution normale Aussi appelée « gaussienne », il s’agit de la distribution la plus
connue et la plus répandue en statistique classique, puisque, selon le théorème central limite,
la somme d’une infinité de variables aléatoires indépendantes et identiquement distribuées
est normalement distribuée. Cette distribution est symétrique (figure 2.1c) et ses paramètres
sont la moyenne µ et l’écart-type σ.
Distribution log-normale Le logarithme népérien de la distribution log-normale suit une
loi normale, d’où le nom. Ainsi, selon le théorème central limite, le produit d’une infinité de
variables aléatoires indépendantes et identiquement distribuées est log-normalement distri-
bué, le logarithme d’un produit de log-normales étant la somme de normales. La distribution
log-normale est habituellement paramétrée selon la loi normale sous-jacente, c’est-à-dire à
l’aide de la moyenne µ et de l’écart-type σ du logarithme de la variable aléatoire log-normale.
Cependant, il est pratique d’utiliser l’écart-type géométrique à la place de l’écart-type stan-
dard. Dénoté GSD pour geometric standard deviation, l’écart-type géométrique est défini par
eσ. Ainsi, l’intervalle de confiance d’un écart-type (68 % de l’échantillon) est défini comme
suit :
eµ
GSD
6 eµ 6 GSDeµ (2.1)
où eµ est la médiane et la moyenne géométrique de la distribution log-normale (Burmaster
et Hull, 1997). Il s’agit d’une loi asymétrique (figure 2.1d), c’est-à-dire que la médiane, la
moyenne et le mode ne se trouvent pas au même endroit. Elle est très utile lorsque les
valeurs négatives ne sont pas possibles. Elle sert à décrire entre autres des concentrations
de polluants (Slob, 1994). La distribution log-normale est très importante dans le cadre de
ce projet puisque la principale banque de données d’inventaire en ACV possède des données
log-normalement distribuées (Frischknecht et al., 2007).
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Distribution gamma Cette distribution (figure 2.1e) comporte deux paramètres stricte-
ment positifs, le paramètre de forme k et le paramètre d’échelle θ. Supposant un processus
aléatoire de Poisson, la distribution gamma décrit le temps requis à l’occurrence d’un certain
nombre d’événements. Elle peut donc être utilisée pour modéliser la probabilité d’un temps
d’attente. La distribution exponentielle est un cas particulier de la distribution gamma. La
moyenne de la distribution est kθ et la variance, kθ2. Il n’y a pas de forme analytique simple
pour la médiane. Selon la valeur de ses paramètres, la loi gamma peut s’apparenter à la loi
log-normale.
En statistique, la distribution de probabilité d’une variable aléatoire est une propriété
de la variable elle-même. Elle doit donc être déterminée expérimentalement en répétant la
mesure un nombre significatif de fois afin de tracer la fonction de probabilité. Cependant, la
théorie de probabilité de Bayes suggère qu’il est possible d’estimer subjectivement la distri-
bution de probabilité d’une variable aléatoire et non seulement par l’étude d’un échantillon
suffisamment grand. Il peut arriver qu’il ne soit pas possible d’obtenir assez de valeurs afin
de déterminer la distribution d’un échantillon, d’où l’utilisation de la théorie de Bayes. Par
contre, l’introduction de subjectivité dans l’estimation de la loi fait en sorte que deux per-
sonnes peuvent définir différemment une même variable aléatoire (Frey, 1998). La théorie
de Bayes est utilisée afin d’estimer l’incertitude d’une variable lorsque peu d’information est
connue sur celle-ci, ce qui est très souvent le cas en ACV.
Théorie des ensembles flous
Ayyub et Klir (2006) décrivent en détail la théorie classique des ensembles. Selon celle-ci,
un élément appartient ou non à un ensemble. Ainsi, la fonction caractéristique d’un ensemble
peut prendre deux valeurs : 1 si l’élément fait partie de l’ensemble ou 0 s’il n’en fait pas. Selon
la théorie des ensembles flous, la fonction caractéristique d’un ensemble peut aussi prendre
des valeurs entre 0 et 1. Cela signifie qu’un élément peut appartenir à différents degrés
à un ensemble, et pas seulement en faire complètement partie ou pas du tout. Lorsqu’un
ensemble flou est défini par l’ensemble des nombres réels R ou des nombres entiers Z, il s’agit
d’un nombre flou ou bien d’un intervalle flou. La fonction caractéristique ou distribution de
possibilité indique à quel degré les valeurs appartiennent à l’ensemble. Par exemple, un
nombre flou peut posséder une fonction de possibilité triangulaire qui s’exprime de la façon
suivante : A[aL, am, aR] où aL est la plus petite valeur où la fonction de possibilité n’est pas 0,
aR, la plus grande valeur où la fonction de possibilité n’est pas 0 et am, le mode du triangle.
De cette façon, les ensembles flous servent à exprimer l’incertitude des données floues, c’est-
à-dire les données dont le réalisme diminue quand la précision augmente (Chevalier et Téno,
1996). Cette incertitude est ensuite propagée à travers le modèle et donne une distribution de
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possibilité du résultat final. La distribution de possibilité n’est pas nécessairement normalisée
à 1 sur son domaine. Tan (2008) explique que cette approche est plus appropriée pour traiter
de la variabilité des données due au jugement d’experts (ex. prédictions dans le futur) que
la méthode statistique.
La logique floue n’a pas été utilisée au sein de ce projet. Néanmoins, il s’agit d’une théorie
bien présente en ingénierie et fait l’objet d’études récentes en ACV (Benetto et al., 2008;
Tan, 2008; Güereca et al., 2007). L’incertitude a plutôt été exprimée à l’aide de distributions
statistiques, en particulier la distribution log-normale puisque les données proviennent d’une
banque de données dont l’incertitude est exprimée à l’aide de cette distribution. La section
suivante enchaîne avec les méthodes de propagation de l’incertitude des paramètres entrants
d’un modèle jusqu’aux paramètres sortants.
2.2 Propagation de l’incertitude paramétrique
Après avoir traité de différentes façons de représenter l’incertitude, cette section aborde
et juge des méthodes de sa propagation dans un modèle jusqu’aux résultats. Encore une fois,
il s’agit de propager l’incertitude paramétrique puisque les autres types d’incertitudes sont
difficilement quantifiables (voir section 2.1.1). Quatre méthodes sont discutées : l’arithmé-
tique d’intervalles, la logique floue, la méthode des séries de Taylor et la simulation Monte
Carlo. L’accent est mis sur la méthode des séries de Taylor et la simulation Monte Carlo,
puisque ce sont les deux méthodes comparées dans le cadre de ce projet.
2.2.1 Arithmétique des intervalles
Cette forme d’arithmétique sert à composer avec les intervalles définis par une valeur
minimale et maximale sans supposer de distribution statistique précise. Chevalier et Téno
(1996) définissent les opérations arithmétiques de base pour les intervalles. Si un intervalle
est défini par sa limite inférieure a et supérieure a¯, alors on peut effectuer les opérations
suivantes :
[a, a¯] +
[
b, b¯
]
=
[
a+ b, a¯+ b¯
]
(2.2)
[a, a¯]− [b, b¯] = [a− b¯, a¯− b] (2.3)
[a, a¯]× [b, b¯] = [min(ab, ab¯, a¯b, a¯b¯),max(ab, ab¯, a¯b, a¯b¯)] (2.4)
[a, a¯]÷ [b, b¯] = [a, a¯]× [1/b¯, 1/b] , si 0 /∈ [b, b¯] (2.5)
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Cette méthode a ses limites. Elle ne donne aucune information sur la distribution du résultat.
De plus, les propriétés des opérations standards ne sont pas toutes maintenues, ce qui est le
cas de la distributivité (Chevalier et Téno, 1996). Il est tout de même possible de résoudre
un système linéaire d’équations d’intervalles. Cette méthode ne sert que lorsque l’incertitude
est donnée sous la forme d’intervalles, ce qui n’est pas le cas dans ce projet.
2.2.2 Propagation du flou
Lorsque l’incertitude est exprimée à l’aide d’ensembles flous (voir section 2.1.2), il est
possible de propager le « flou » jusqu’au résultat du modèle. Dans un système linéaire, pour
ce faire, il s’agit de faire une « coupe » horizontale dans la distribution de possibilité et de
propager ce nouvel intervalle à l’aide de l’arithmétique des intervalles (voir section 2.2.1). La
coupe α est la fraction de l’amplitude de la distribution de possibilité à laquelle la coupe est
effectuée. La précision de la distribution finale est proportionnelle au nombre d’intervalles de
coupe différents utilisés (Tan, 2008). Cette méthode est également une méthode analytique
et donc présente les mêmes avantages que la méthode des séries de Taylor comparativement
à une méthode statistique (Monte Carlo), mais les calculs deviennent aussi fastidieux lors-
qu’une grande précision est nécessaire. Or, elle a l’avantage de ne pas être limitée par les
hypothèses posées lors de l’utilisation des séries de Taylor. La propagation du flou requiert
une incertitude exprimée à l’aide de nombres ou d’intervalles flous, ce qui n’est pas le cas
dans ce projet.
Les deux méthodes de propagation de l’incertitude qui suivent sont les plus pertinentes
pour ce projet, ce qui est démontré dans les prochaines pages.
2.2.3 Méthode analytique basée sur la série de Taylor
Les séries de Taylor sont très connues en mathématiques afin d’approximer une fonction
autour d’une valeur. Il est possible de s’en servir afin d’estimer la variance d’un résultat à
partir de la variance des variables entrantes. Cette section dérive l’expression permettant de
le faire que l’on retrouve notamment dans Morgan et Henrion (1990), Heijungs et Suh (2002),
Ayyub et Klir (2006) et Bandemer (2006). Il s’agit de la méthode analytique qui est comparée
à la simulation Monte Carlo dans le contexte de ce projet. Une attention particulière y est
donc portée.
Supposons la fonction multivariables y = f(x1, x2, . . . , xi). La valeur moyenne, ou l’es-
pérance mathématique, de chaque variable xi et du résultat y sont exprimées avec x¯i et
y¯ respectivement. Les séries de Taylor permettent d’exprimer la variation par rapport à la
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valeur nominale du résultat, y− y¯, en fonction de la variation des variables entrantes, xi− x¯i :
y − y¯ =
n∑
i=1
(xi − x¯i)
[
∂y
∂xi
]
X¯
+
1
2
n∑
i=1
n∑
j=1
(xi − x¯i)(xj − x¯j)
[
∂2y
∂xi∂xj
]
X¯
+
1
3!
n∑
i=1
n∑
j=1
n∑
k=1
(xi − x¯i)(xj − x¯j)(xk − x¯k)
[
∂3y
∂xi∂xj∂xk
]
X¯
+ . . .
(2.6)
où X¯ indique que les dérivées partielles sont évaluées à la valeur moyenne de chaque variable
(X¯ = (x¯1, x¯2, . . . , x¯n)). Il est possible de ne garder que le premier terme si la fonction est lisse
dans la région de X¯ et si les variations des paramètres sont petites. Dans ce cas, l’espérance
mathématique de la variation autour de y¯ est approximativement nulle (E(y− y¯) ≈ 0) et celle
de y est approximativement la fonction évaluée avec les valeurs nominales (E(y) ≈ y¯ = f(X¯)).
L’expression de la variance s’obtient à l’aide du premier terme de l’éq. 2.6 :
Var(y) = E
[
(y − y¯)2]
≈ E
( n∑
i=1
(xi − x¯i)
[
∂y
∂xi
]
X¯
)2
≈ E
[
n∑
i=1
n∑
j=1
(xi − x¯i)(xj − x¯j)
[
∂y
∂xi
]
X¯
[
∂y
∂xj
]
X¯
]
≈
n∑
i=1
n∑
j=1
E [(xi − x¯i)(xj − x¯j)]
[
∂y
∂xi
]
X¯
[
∂y
∂xj
]
X¯
≈
n∑
i=1
n∑
j=1
Covar [xi, xj]
[
∂y
∂xi
]
X¯
[
∂y
∂xj
]
X¯
(2.7)
Considérant que Var(xi) ≡ Covar(xi, xi) et Covar(xi, xj) = Covar(xj, xi), alors il est possible
de réécrire l’éq. 2.7 comme suit :
Var(y) ≈
n∑
i=1
Var(xi)
[
∂y
∂xi
]2
X0
+ 2
n∑
i=1
n∑
j=i+1
Covar [xi, xj]
[
∂y
∂xi
]
X¯
[
∂y
∂xj
]
X¯
(2.8)
Si les variables X sont indépendantes, alors le terme de covariance peut être ignoré et on
obtient finalement :
Var(y) ≈
n∑
i=1
Var(xi)
[
∂y
∂xi
]2
X¯
(2.9)
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Quelques publications, dont Morgan et Henrion (1990), nomment cette expression l’approxi-
mation de Gauss (Gaussian approximation), tandis que Bandemer (2006) l’appelle la loi de
propagation d’erreur (error propagation law). Elle est exacte si la fonction est linéaire et
que les variables entrantes ne sont pas corrélées. De plus, toujours selon Morgan et Henrion
(1990), le résultat y sera normal si les variables entrantes le sont. Si elles ne le sont pas,
le résultat le sera seulement pour un grand nombre de termes n selon le théorème central
limite.
La méthode analytique basée sur les séries de Taylor nécessite le respect de plusieurs hy-
pothèses (indépendance des variables et linéarité), ce qui limite son domaine de validité qui
doit recevoir une attention particulière, d’où l’objet de cette étude. Elle nécessite également
plus de calculs analytiques dont la complexité dépend du modèle, mais ceux-ci demeurent
relativement simples puisqu’ils consistent en des dérivées. Si une plus grande précision est
désirée, des termes d’ordres supérieurs doivent être pris en compte, ce qui complique consi-
dérablement la tâche. Par contre, une fois le calcul effectué, il n’est pas nécessaire de le
refaire si le modèle ne change pas, et donc il est plus rapide de répéter le calcul de l’in-
certitude comparativement à la simulation Monte Carlo qui doit effectuer un grand nombre
d’itérations.
2.2.4 Simulation Monte Carlo
La simulation Monte Carlo (MC) est une méthode statistique qui peut servir à propager
l’incertitude provenant des paramètres entrants dans un modèle. Elle est une méthode moins
complexe que les méthodes analytiques, mais elle requiert beaucoup plus de ressources en
calcul informatique. Morgan et Henrion (1990),Gentle (2003), Glasserman (2004) et Ayyub
et Klir (2006) en font la description. Le principe de base est plutôt simple. On assigne d’abord
une densité de probabilité à chaque paramètre entrant du modèle sur lequel on effectue une
simulation Monte Carlo. Ensuite, présumant que les paramètres entrants sont indépendants,
on détermine au hasard une valeur à chacun selon leur fonction de densité de probabilité.
On obtient ainsi un scénario pour lequel il est possible de calculer le résultat du modèle. On
répète la procédure un nombre considérable de fois (ex. 1 000) afin d’obtenir un échantillon
assez grand de valeurs sortantes pour estimer la distribution de probabilité du résultat. Selon
la complexité du modèle, une simulation peut prendre un temps substantiel (quelques heures)
afin d’obtenir un degré de précision satisfaisant.
Comme il est impossible d’effectuer une infinité d’itérations, il y a toujours une erreur
sur les résultats calculés à l’aide de MC. Cette erreur est estimée par l’erreur type (standard
error) σ/
√
n, où σ est l’écart type de la distribution résultante et n le nombre d’itérations.
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Cette valeur représente l’écart type de l’écart moyen entre la vraie moyenne et la moyenne
de l’échantillon MC. À titre d’exemple, il faut donc 4 fois plus d’itérations pour couper cette
erreur de moitié (Glasserman, 2004).
Afin de réduire le nombre d’itérations nécessaires pour obtenir un résultat convergent,
une façon différente d’échantillonner la valeur de chaque variable aléatoire à chaque itération
est utilisée en remplacement à l’échantillonnage aléatoire. Il s’agit de l’échantillonnage latin
hypercube sampling (Gentle, 2003; Glasserman, 2004). Chaque distribution des variables
aléatoires est divisée en sections dont la probabilité d’occurrence est égale. L’algorithme
d’échantillonnage s’assure qu’une valeur dans chaque section est tirée. Cette méthode permet
d’obtenir une plus grande précision que l’échantillonnage aléatoire classique avec le même
nombre d’itérations.
Comme il en sera discuté plus en détail à la section suivante, la simulation Monte Carlo est
largement utilisée en ACV pour calculer l’incertitude paramétrique (Lloyd et Ries, 2007). Il
est donc acquis que cette méthode évalue de façon convenable ce type d’incertitude et donc a
servi de comparaison par rapport à la méthode analytique basée sur les séries de Taylor dans
le cadre de ce projet. Les longues simulations qu’elle nécessite et le fait qu’elle ne fournisse
que l’incertitude du résultat d’un modèle sont à l’origine de la recherche d’une méthode plus
rapide et complète pour l’analyse de l’incertitude.
La section suivante aborde les concepts étudiés dans les sections précédentes plus parti-
culièrement dans la littérature rattachée au domaine de l’ACV.
2.3 Gestion de l’incertitude en ACV
À la suite d’une étude des différents types d’incertitude et des différentes façons de
représenter et propager l’incertitude dans un modèle en général, cette section s’intéresse
au sujet de l’incertitude dans le domaine de l’ACV. Mais tout d’abord, une introduction à
l’ACV elle-même est présentée. Par la suite, la section enchaîne avec les principales sources
d’incertitude dans le domaine et termine avec les méthodes de propagation de l’incertitude
appliquées à l’ACV.
2.3.1 Méthode de l’analyse du cycle de vie (ACV)
La présente section décrit les étapes de l’ACV, puis donne plus de détails sur les calculs
s’y rattachant.
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Description des étapes de la méthode ACV
Selon ISO (2006b), une analyse du cycle de vie comporte quatre phases obligatoires qui
se définissent comme suit :
1. La définition des objectifs et du système pose le problème et définit les objectifs et le
champ de l’étude. Cette phase permet de poser les éléments principaux de l’étude : la
fonction du système et l’unité fonctionnelle à laquelle les émissions et les extractions
sont rapportées.
2. L’inventaire des émissions et des extractions quantifie les substances et l’énergie qui
entrent et sortent du système à l’étude par rapport à l’unité fonctionnelle.
3. L’analyse des impacts permet d’évaluer l’impact des émissions et extractions précé-
demment inventoriées sur l’environnement à l’aide de modèles environnementaux.
4. La phase d’interprétation permet d’analyser les résultats en identifiant les points chauds
du système, en effectuant un contrôle de complétude, de sensibilité et de cohérence, et
en formulant les conclusions, limites et recommandations de l’étude conformément aux
objectifs définis lors de la première phase.
Figure 2.2 Principales étapes de l’ACV selon ISO (2006b). Figure tirée de Charron-Doucet
(2007) avec autorisation.
La figure 2.2 présente les relations entre les quatre étapes énumérées. L’ACV est une
méthode itérative, ce qui signifie qu’une interprétation des résultats d’inventaire peut mener
à une redéfinition des frontières du système définies dans la première étape.
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Les quatre étapes présentées ci-haut sont obligatoires. D’autres étapes facultatives peu-
vent agrémenter l’analyse des impacts (ISO, 2006a) :
– La normalisation consiste à relativiser les résultats d’impact par rapport à une valeur
de référence. Celle-ci peut être la totalité des intrants et extrants d’une zone (mondiale,
nationale, régionale ou locale), d’une zone par habitant ou d’un scénario de référence.
– Le regroupement est la combinaison de catégories d’impact dans le but de les trier ou
les classer en s’appuyant sur des choix de valeurs.
– La pondération permet de convertir les résultats d’impact et de les agréger sur la base
d’un choix de valeurs.
– L’analyse de la qualité des données d’ACVI supplémentaires est composée d’une ana-
lyse de contribution, de sensibilité et d’incertitude.
Bien que les quatre étapes obligatoires soient importantes lors de l’analyse du cycle de
vie, seul le calcul de l’inventaire et des impacts du cycle de vie (étapes 2 et 3) est traité en
détail dans les sections suivantes. Il s’agit des étapes les plus pertinentes pour le calcul de
l’incertitude des résultats d’une ACV.
Calcul de l’inventaire du cycle de vie (ICV)
L’ACV vise à estimer les impacts potentiels d’un produit, d’un procédé ou d’un service
sur tout son cycle de vie, c’est-à-dire de l’extraction des matières premières jusqu’à la gestion
des matières résiduelles en fin de vie. Afin de rendre la comparaison entre plusieurs scénarios
possibles, ceux-ci sont reliés par une même fonction avec laquelle on définit l’unité fonction-
nelle. Ensuite, on calcule tout ce qui est nécessaire pour remplir cette unité fonctionnelle.
Pour ce faire, un système de produit est créé. Celui-ci comprend des processus qui possèdent
des flux élémentaires et économiques sortants et entrants. Un flux élémentaire est un flux de
matière entre la biosphère et la technosphère, cette dernière étant l’économie industrielle. En
d’autres mots, il s’agit des substances que l’on prend et que l’on rejette dans la nature. Par
exemple, le CO2 émis lors de l’utilisation d’une voiture ou le pétrole brut extrait d’un puits
sont des flux élémentaires. Les flux économiques, quant à eux, sont les flux de matière entre
processus dans la technosphère. Ainsi, l’aluminium sortant d’une aluminerie ou la quantité
d’essence nécessaire pour utiliser un véhicule sont des flux économiques. Lorsque le système
de produit, c’est-à-dire l’ensemble des processus auxquels on rattache des flux élémentaires
et économiques, est défini, il est possible de calculer l’inventaire des flux élémentaires requis
pour remplir l’unité fonctionnelle (Jolliet et al., 2005).
Heijungs et Suh (2002) décrivent la méthode matricielle de calcul de l’inventaire et des
scores d’impact. La première étape du calcul détermine le vecteur de mise à l’échelle s qui
contient la quantité de chaque flux économique nécessaire au système de produit. Il est calculé
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à l’aide de la matrice économique A et le vecteur de demande finale f par la résolution du
système suivant :
f = As (2.10)
La matrice A contient la quantité de chaque flux économique appelé par chaque flux écono-
mique. Le vecteur f contient généralement un seul élément non nul qui est le flux économique
dont on veut faire l’analyse. Par la suite, l’inventaire g des substances et de l’énergie entrant
et sortant du système est calculé avec s et la matrice B qui contient les flux élémentaires
émis et consommés par chaque flux économique :
g = Bs (2.11)
La quête de données d’inventaire peut être très ardue. À défaut de mettre la main sur des
données primaires provenant d’un manufacturier par exemple, des banques de données de
processus génériques existent. La plus répandue est la banque de données suisse Ecoinvent. La
version 2.0, l’une des plus récentes, contient près de 4 000 processus industriels (Frischknecht
et al., 2007).
Calcul des impacts du cycle de vie
Il est possible de déterminer si un scénario est meilleur qu’un autre à l’aide de leur in-
ventaire lorsque les valeurs de tous les flux élémentaires sont plus grandes pour un scénario.
Cependant, cette situation n’a jamais lieu étant donné le nombre de flux (Jolliet et al., 2005).
Puisqu’un effet sur l’environnement est extrêmement variable d’une substance à l’autre, il
n’est pas possible d’effectuer une comparaison basée seulement sur la masse. Il faut donc
avoir recours à des modèles environnementaux simulant, par exemple dans le cas d’un mo-
dèle de toxicologie humaine, le devenir d’un contaminant, l’exposition de la population et
l’effet sur la santé (Rosenbaum et al., 2008). Les modèles environnementaux ont pour but de
calculer des facteurs de caractérisation (FC) propres à un flux élémentaire (ex. dioxyde de
carbone). On multiplie la quantité caractérisant le flux élémentaire (ex. la masse) avec un FC
afin de la convertir en une unité propre à une catégorie d’impact. À titre d’exemple, l’unité
commune utilisée pour les changements climatiques est le kilogramme de CO2 équivalent.
Après avoir effectué la conversion pour chaque flux élémentaire, il est possible d’additionner
l’impact engendré par chaque substance pour donner le score d’impact. Une méthode répan-
due d’analyse d’impacts environnementaux est Impact2002+ (Jolliet et al., 2003) qui évalue
les dommages sur les changements climatiques, la qualité des écosystèmes, la santé humaine
et la pérennité des ressources.
D’un point de vue mathématique, afin d’obtenir les scores d’impact h à l’aide de l’in-
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ventaire, la matrice C des facteurs de caractérisation pour chaque catégorie d’impact et flux
élémentaire est multipliée par le vecteur d’inventaire g :
h = Cg (2.12)
En combinant les équations 2.10, 2.11 et 2.12, les scores d’impact sont calculés grâce à
l’expression suivante :
h = CBA−1f (2.13)
Il est nécessaire de connaître les expressions mathématiques du calcul matriciel de l’ACV,
puisqu’il faut trouver la dérivée du calcul pour calculer la propagation des paramètres à l’aide
de la méthode analytique basée sur les séries de Taylor. Il est possible d’effectuer le calcul
de façon séquentielle, mais cela comporte des inconvénients, ce qui explique pourquoi la
méthode matricielle est la plus répandue. Une discussion plus détaillée est présentée à la
section 2.3.3.
2.3.2 Quantification de l’incertitude paramétrique en ACV
Selon la section précédente, l’inventaire et les scores d’impact sont calculés à l’aide de
la matrice A, B et C. Ces matrices sont composées d’intrants et d’extrants de processus
élémentaires et de facteurs de caractérisation. L’incertitude sur ces valeurs est à l’origine
de l’incertitude paramétrique décrite à la section 2.1.1. Quelques sources y sont énumérées
dont l’erreur fortuite, l’erreur systématique et la variabilité. Cette partie présente comment
l’incertitude paramétrique est quantifiée au niveau de l’inventaire ACV et des méthodes
d’évaluation des impacts.
Incertitude paramétrique dans l’inventaire ACV
Dans les logiciels d’ACV comme SimaPro, l’incertitude est quantifiée à l’aide de distribu-
tions statistiques. L’analyste peut donc préciser l’incertitude paramétrique lorsqu’il conçoit
le système de produit. Pour ce qui est des processus contenus dans la très répandue banque de
données Ecoinvent, une méthode est utilisée afin de quantifier l’erreur. Weidema et Wesnaes
(1996) décrivent la méthode qui sert à calculer les indicateurs de qualité des données, data
quality indicators (DQI), sur cinq aspects : la fiabilité 1 (ex. méthode d’échantillonnage), la
complétude 2 (ex. représentation statistique de la population, grandeur de l’échantillon) et
la variabilité 3 temporelle, spatiale et technologique. Les DQI permettent donc de revoir la
1. reliability
2. completeness
3. correlation
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stratégie de collecte de données si nécessaire et d’estimer la fiabilité des résultats en concert
avec l’incertitude. Le niveau de fiabilité et de complétude n’est pas déterminé par les critères
de qualité de données (data quality goals), contrairement à la variabilité. Par exemple, le
niveau de représentativité géographique dépend d’où est produit le bien en question. En
contrepartie, la fiabilité et la complétude sont des attributs de la donnée elle-même et ne
changent pas d’une étude à l’autre, selon les critères de qualité des données. Dans le but de
propager la qualité de données au résultat, les DQI doivent être combinés avec l’incertitude
déjà existante des paramètres. Weidema et Wesnaes (1996) décrivent deux types d’incerti-
tude : l’incertitude de base que contient chaque donnée et l’incertitude autre qui provient de
DQI différents de 1.
Les DQI peuvent servir à mieux définir l’incertitude d’une donnée. Lorsque l’un des
cinq DQI est différent de 1, on estime une incertitude rattachée à ce DQI sous la forme
d’un coefficient de variation. Ensuite, on combine l’incertitude de chaque DQI différent de
1 avec la racine carrée de la somme des carrés des coefficients de variations des DQI et de
l’incertitude de base due à la variabilité. Malheureusement, l’utilisation de cette équation
n’est pas justifiée mathématiquement dans l’article de Weidema et Wesnaes (1996).
C’est avec les DQI que l’incertitude est calculée dans la version 2.0 de la banque de
données Ecoinvent. Frischknecht et al. (2007) décrivent la méthode qui a été utilisée. La
plupart du temps, il n’est pas possible de déterminer une incertitude de façon statistique à
partir d’un échantillon, ce dernier étant souvent constitué d’une seule valeur. Dans ce cas, des
incertitudes de base tirées d’avis d’experts selon le type de flux sont utilisées. Ces incertitudes
prennent la forme de GSD2, la distribution log-normale étant la distribution privilégiée dans
Ecoinvent. Ce choix est justifié selon Hofstetter (1998) dans le domaine de l’analyse de risque
et peut être appliqué en ACV. Ensuite, l’incertitude supplémentaire est déterminée avec les
DQI comme dans Weidema et Wesnaes (1996) en assignant une valeur entre 1 et 5 à chaque
aspect de qualité de données à l’aide de la matrice pedigree. Cependant, la banque de données
utilise un aspect supplémentaire, la taille de l’échantillon, bien que cet aspect soit couvert
dans la complétude. Des valeurs de GSD2 sont déterminées par jugement d’experts pour
chaque indicateur et valeur entre 1 et 5 (tableau 2.1). Finalement, l’incertitude finale est
calculée à l’aide de l’équation suivante :
GSD2 = e
√
(lnGSD21)
2+(lnGSD22)
2+(lnGSD23)
2+(lnGSD24)
2+(lnGSD25)
2+(lnGSD26)
2+(lnGSD2b )
2 (2.14)
GSD21 Incertitude de fiabilité
GSD22 Incertitude de complétude
GSD23 Incertitude de corrélation temporelle
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GSD24 Incertitude de corrélation géographique
GSD25 Incertitude de corrélation technologique supplémentaire
GSD26 Incertitude de taille d’échantillon
GSD2b Incertitude de base
Il s’agit de la même équation que l’on retrouve dans Weidema et Wesnaes (1996), mais
appliquée à la loi log-normale. Le fondement mathématique manque une fois de plus. Afin
de propager l’incertitude dans l’inventaire final, les auteurs proposent de faire usage de la
simulation Monte Carlo.
Tableau 2.1 Valeurs de GSD2 pour chaque valeur de DQI utilisée pour compléter l’incerti-
tude dans Ecoinvent. Tiré de Frischknecht et al. (2007).
Indicateurs de qualité 1 2 3 4 5
Fiabilité 1,00 1,05 1,10 1,20 1,50
Complétude 1,00 1,02 1,05 1,10 1,20
Corrélation temporelle 1,00 1,03 1,10 1,20 1,50
Corrélation géographique 1,00 1,01 1,02 – 1,10
Corrélation technologique supplémentaire 1,00 – 1,20 1,50 2,00
Taille d’échantillon 1,00 1,02 1,05 1,10 1,20
Incertitude paramétrique des facteurs de caractérisation
En analyse du cycle de vie, les facteurs de caractérisation (FC) sont les facteurs avec
lesquels on multiplie les flux élémentaires de l’inventaire afin de tout ramener à une unité
unique pour chaque catégorie d’impact. Ces facteurs sont issus de modèles environnemen-
taux qui simulent l’effet d’un flux élémentaire sur différents aspects de l’environnement. Un
exemple mentionné précédemment est l’indicateur de l’impact des changements climatiques
exprimé en kilogrammes de CO2 équivalentes. Le FC de cette catégorie d’impact est donc le
potentiel de réchauffement climatique (global warming potential) issu d’un modèle climatique
du Groupe d’experts intergouvernemental sur l’évolution du climat (GIEC). Malgré que les
modèles environnementaux, particulièrement les modèles toxicologiques et écotoxicologiques,
comportent une grande incertitude (Rosenbaum et al., 2008; Huijbregts et al., 2000; Hert-
wich et al., 2000; Huijbregts, 1998; Tukker, 1998), cette dernière n’est pas quantifiée dans les
méthodes d’analyse d’impact en ACV. Par ailleurs, SimaPro, un logiciel très répandu dans
le domaine ne permet pas d’associer une incertitude aux facteurs de caractérisation.
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Ross et al. (2002) affirment que très peu d’études remettent en question la précision des
méthodes d’impact du cycle de vie, ce qui est toujours le cas. Rosenbaum et al. (2008) es-
timent que l’incertitude des FC des impacts sur la santé humaine et l’écotoxicité en eau douce
est d’un facteur de 100 à 1 000 et 10 à 100, respectivement. Ces valeurs sont utilisées dans
ce projet afin de compléter l’analyse d’incertitude de l’étude de cas qui ne comprend natu-
rellement aucune incertitude sur les FC. De cette façon, la contribution de cette incertitude
a pu être quantifiée.
Après avoir discuté de l’incertitude paramétrique de l’inventaire et de l’évaluation des
impacts ACV, la section suivante enchaîne avec la propagation de cette incertitude aux scores
d’impacts.
2.3.3 Méthode analytique de propagation de l’incertitude paramé-
trique appliquée à l’ACV
Cette section renseigne sur la façon de propager l’incertitude des paramètres entrants
du calcul ACV jusqu’aux scores d’impacts à l’aide de la méthode analytique basée sur les
séries de Taylor vue à la section 2.2.3. Elle aborde également les préoccupations concernant
la corrélation entre les paramètres et le choix de l’hypothèse normale contre log-normale. Le
calcul à l’aide de la simulation Monte Carlo n’est pas abordé dans cette section puisqu’elle
ne nécessite pas de traitement propre à l’ACV.
Expression analytique de l’incertitude des scores d’impact
Quelques auteurs ont abordé l’application de la méthode analytique dans le domaine de
l’ACV ou dans un domaine connexe. Pour commencer, Slob (1994) applique la méthode ana-
lytique basée sur le développement de Taylor afin de calculer l’incertitude paramétrique du
résultat d’un modèle multiplicatif, c’est-à-dire dont le calcul ne consiste qu’en multiplications
et divisions, ce qui est souvent le cas en analyse de risques. Les équations présentées sont
donc valides pour un modèle de ce genre. Cette hypothèse implique aussi que les variables
entrantes du modèle sont log-normales. MacLeod et al. (2002), quant à eux, présentent une
expression mathématique plus générale servant à calculer l’incertitude paramétrique du ré-
sultat de modèles de sort de substances chimiques en posant les mêmes hypothèses, tout
en sachant que les modèles en question ne sont pas purement multiplicatifs. Pour dériver
l’expression mathématique, l’approximation de Taylor de la variance (éq. 2.9) a été utilisée
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et une transformation logarithmique a été effectuée :
Var(ln y) ≈
n∑
i=1
Var(ln xi)
[
∂ ln y
∂ lnxi
]2
X¯
(2.15)
Cette manipulation tire sa justification du fait que le logarithme d’un produit égale une
somme de logarithmes. De plus, si xi est log-normal, alors lnxi est normal. Par conséquent,
ln y le sera aussi et donc y sera log-normal. Comme vu à la section 2.1.2, la distribution
log-normale peut être définie à l’aide de la GSD. La transformation de l’éq. 2.15 en ce sens
s’effectue de la façon suivante :
Var(ln y) ≈
n∑
i=1
Var(ln xi)
[
∂ ln y
∂ lnxi
]2
X¯
σ2y ≈
n∑
i=1
σ2i
[
∂y
∂xi
xi
y
]2
X¯
(2.16)
où σ2i est la variance de la distribution normale du logarithme naturel du paramètre entrant
xi. En réalité, MacLeod et al. (2002) définissent un peu différemment σ, mais ici la définition
de la section 2.1.2 est préférée, bien que le résultat reste le même. Ainsi, σ = lnGSD, que
l’on substitue dans l’éq. 2.16. De plus, le terme entre crochets se nomme la sensibilité S :
Si =
∂y
∂xi
xi
y
(2.17)
On obtient donc l’équation
(lnGSDy)
2 ≈
n∑
i=1
(lnGSDi)
2S2i (2.18)
Cette relation tient également pour GSD2 :
(lnGSD2y)
2 ≈
n∑
i=1
(lnGSD2i )
2S2i (2.19)
Dans la même publication, les valeurs d’incertitude calculées avec l’éq. 2.19 sont comparées
avec une simulation Monte Carlo. Les résultats montrent que l’approche analytique estime
de façon satisfaisante l’incertitude pour deux modèles de devenir de contaminants de ni-
veau III de répartition basés sur la fugacité. Bien que la méthode n’est pas appliquée sur
un calcul d’ACV, il est permis de penser que les résultats seraient aussi concluants étant
donné que le calcul d’ACV n’est pas purement multiplicatif, comme les modèles utilisés dans
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MacLeod et al. (2002). Hong et al. (2010) ont repris la même expression mathématique pour
calculer l’incertitude de l’impact sur les changements climatiques d’une pièce d’automobile.
Cependant, les paramètres entrants du calcul sont les quantités d’un inventaire déjà calculé,
c’est-à-dire qu’il ne reste qu’à multiplier les flux élémentaires avec les facteurs de carac-
térisation (voir section 2.3.1). Il manque donc l’application de la méthode sur une partie
importante du calcul qui est la mise sur pied de l’inventaire.
Heijungs (2010) a tout récemment publié les coefficients de sensibilité requis par le calcul
analytique de l’incertitude (voir éq. 2.19). Ces coefficients sont obtenus avec la dérivée par-
tielle de l’éq. 2.13 par rapport aux paramètres entrants, c’est-à-dire les éléments des matrices
A, B et C et du vecteur f. Heijungs (2010) a été publié après que les coefficients ont été
dérivés dans le cadre de ce projet, ce qui a permis de confirmer leur validité.
Ciroth et al. (2004) ont, quant à eux, appliqué la méthode analytique à une ACV vir-
tuelle à l’aide de calculs séquentiels. Cette méthode, contrairement à la méthode matricielle,
commence le calcul avec un processus central, en calculant les flux entrants et sortants, puis
passe ensuite aux processus sous-jacents. Le système de produit de l’ACV virtuel a été formé
à l’aide de 60 processus uniques. Les paramètres des différents flux ont été déterminés aléa-
toirement selon une distribution normale. En plus de calculer l’incertitude analytiquement
avec l’éq. 2.9, Ciroth et al. (2004) l’ont également fait à l’aide d’une approximation de second
ordre. Les résultats de comparaison avec une simulation Monte Carlo révèlent que plus l’in-
certitude augmente, moins les deux approximations sont valides et que celle de second ordre
est mieux que celle de premier ordre. L’incertitude sur des paramètres entrants d’étapes
différentes du calcul a eu un impact différent sur l’incertitude finale. Les auteurs ont donc
déterminé des valeurs maximales d’incertitude à ne pas dépasser afin de conserver la validité
de l’approximation selon le type de paramètre entrant. Ils ont ainsi déterminé que l’incer-
titude maximale des facteurs d’échelle est beaucoup plus petite que celle des FC. Bien que
ces limites soient applicables à la méthode séquentielle, les auteurs mentionnent que cette
dernière est semblable à la méthode matricielle et donc que les limites y sont transposables.
Prise en compte de la corrélation entre les paramètres
L’éq. 2.19 suppose que les variables du système sont indépendantes. Cependant, en ACV,
il est possible que certains paramètres entrants soient corrélés. C’est le cas lorsque des élé-
ments des matrices de l’éq. 2.13 sont calculés avec un paramètre commun. Smith et al. (1992)
ont étudié l’impact qu’a le fait de ne pas considérer la corrélation pour des modèles additifs
et multiplicatifs en analyse de risques, tandis que Steen (1997) discute de ce problème en
ACV plus spécifiquement. Les auteurs affirment que le danger est de sous-estimer l’incerti-
tude si les variables sont positivement corrélées, et l’inverse pour des variables négativement
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corrélées. Ce danger est présent autant lors de l’utilisation de la méthode analytique basée
sur les séries de Taylor que de la simulation Monte Carlo. Cependant, il est possible que te-
nir compte de la corrélation amène peu de changements à l’incertitude finale si les variables
corrélées sont peu contributrice à l’incertitude ou si la plupart des paramètres entrants sont
indépendants.
La corrélation est aussi présente lorsque deux scénarios d’ACV sont comparés. Dans le
logiciel SimaPro, par exemple, une comparaison entre scénarios est effectuée en soustrayant
les impacts d’un scénario à ceux d’un second. Cela permet de calculer la probabilité qu’un
des deux scénarios soit plus écologique que l’autre. Dans ce cas, la corrélation entre les
scénarios est grande puisque les mêmes processus sont souvent utilisés, comme les FC ou
les émissions lors du transport et la production d’électricité. Il faut donc s’assurer que cette
corrélation est prise en compte. Bien qu’elle le soit lors de la simulation MC dans SimaPro,
ce n’est pas automatiquement le cas avec la méthode analytique puisque les flux de deux
scénarios différents sont considérés comme des variables différentes tandis que beaucoup
sont les mêmes. Hong et al. (2010) exposent une expression mathématique pour corriger ce
problème lorsque la méthode analytique est utilisée pour calculer l’incertitude d’une ACV.
Une démonstration est présente à la section 4.2.8. La façon employée de comparer deux
scénarios n’est pas une soustraction, mais plutôt un rapport, puisque, la distribution des
scores d’impact étant supposée log-normale, les valeurs négatives sont prohibées. La formule
en question est la suivante :(
lnGSD2I/II
)2
=
∑
i
S2Ii
(
lnGSD2i
)2
+
∑
j
S2IIj
(
lnGSD2j
)2
+
+
∑
k
(SIk − SIIk)2
(
lnGSD2k
)2 (2.20)
SIi , SIIj Sensibilités des paramètres exclusifs au scénario I et au scénario II respectivement
GSDi, GSDj Écarts-types géométriques des paramètres exclusifs au scénario I et au scénario
II respectivement
SIk , SIIk Sensibilités des paramètres communs relativement au scénario I et au scénario II
respectivement
GSDk Écarts-types géométriques des paramètres communs aux deux scénarios
Hypothèse normale contre log-normale
Jusqu’à maintenant, deux applications différentes de la méthode analytique ont été abor-
dées : l’approximation de la variance (éq. 2.9) et l’approximation de l’écart-type géométrique
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(éq. 2.19). La première est une estimation du premier ordre. Elle est donc exacte pour une
somme de variables aléatoires. Elle ne suppose aucune fonction de probabilité précise des
variables entrantes, mais si elles suivent la loi normale, la variance obtenue décrira une
distribution normale. De surcroît, par le théorème central limite, une somme infinie de va-
riables aléatoires aura une distribution normale. Cette dernière est par défaut employée en
statistiques classiques.
La deuxième méthode est une approximation du premier ordre de l’écart-type géomé-
trique. Ceci implique que le modèle de calcul est purement multiplicatif et que les variables
entrantes possèdent une distribution log-normale. Par extension au théorème central limite,
un produit infini de variables aléatoires aura une distribution log-normale. Analogiquement
au cas normal, le produit de variables aléatoires log-normales sera log-normalement distribué.
Pour les deux approches, deux critères de validité sont en jeu :
1. La distribution des paramètres entrants ;
2. La forme du modèle (additif ou multiplicatif).
Au sujet de la distribution des paramètres entrants, bien que la distribution normale soit très
répandue, Slob (1994) discute de l’utilisation de distributions log-normales dans le cas des
modèles multiplicatifs. Tout d’abord, pour de petites incertitudes, les distributions normale
et log-normale sont équivalentes. De plus, l’auteur amène, par extension au théorème central
limite, qu’il est possible de supposer que la nature est à peu près multiplicative et donc que
la distribution log-normale est pertinente. Elle a également l’avantage de ne pas posséder de
valeurs négatives ce qui est pertinent pour beaucoup de mesures. L’auteur cite des exemples
de données qui suivent la loi log-normale : ingestion humaine d’eau, ingestion de dioxine
et de cadmium et le poids corporel. Finalement, l’auteur argumente que l’évaluation de
l’incertitude est elle-même incertaine et donc que la forme de la distribution statistique n’est
pas l’aspect le plus important. On suggère donc d’utiliser la loi log-normale à moins que des
données invalident l’hypothèse.
Concernant la forme du modèle, dans le cas où le système n’est pas purement additif
ou multiplicatif, il est admis que l’approximation est bonne si les variations sont petites.
Cependant, le calcul d’ACV (éq. 2.13) n’est ni purement additif ni purement multiplicatif,
mais consiste en une somme de produits de variables aléatoires. En se basant sur l’hypothèse
log-normale, il est possible de dire plus précisément qu’il s’agit d’une somme de variables
log-normales. Le problème est que la distribution statistique du résultat d’un tel modèle n’a
pas de forme analytique. Ce sujet est abordé par plusieurs auteurs de différents domaines,
dont le génie électrique et les finances : Beaulieu et al. (1995), Milevsky et Posner (1998), Wu
et al. (2005) et Lam et Le-Ngoc (2006). Les paragraphes suivants commentent les différentes
méthodes proposées par ces auteurs.
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Beaulieu et al. (1995) comparent quatre méthodes dont trois approximant le résultat
d’une somme de log-normales à l’aide d’une log-normale, dont Fenton-Wilkinson et Schwartz-
Yeh. L’intérêt de l’article était tourné vers la queue de la distribution, c’est-à-dire vers l’infini,
où la méthode Fenton-Wilkinson donne de bons résultats malgré sa simplicité. Aucune mé-
thode ne se démarque, chacune ayant ses avantages sur une plage donnée.
Milevsky et Posner (1998) offrent une solution analytique pour la somme infinie de va-
riables log-normales corrélées afin d’estimer la somme finie de log-normales. La distribution
de la somme infinie suit une loi gamma réciproque.
Wu et al. (2005) expliquent qu’il existe déjà quelques méthodes pour estimer la distribu-
tion d’une somme de log-normales. La méthode Fenton-Wilkinson est une solution analytique
qui est précise pour la queue de la courbe tandis que la Schwartz-Yeh l’est pour la tête de la
courbe. La méthode proposée consiste à utiliser une log-normale paramétrée de façon à avoir
plus de précision dans la queue ou bien dans la tête. Elle demande la résolution numérique
d’une équation non linéaire qui implique le développement de Gauss-Hermite et la fonction
de génération de moments (MGF).
Lam et Le-Ngoc (2006) proposent d’estimer le résultat d’une somme de log-normales à
l’aide d’une distribution gamma logarithmiquement décalée (log shifted gamma). Cependant,
la méthode se limite à des distributions indépendantes et identiquement distribuées (iid).
2.4 Conclusion de la revue de littérature
Ce projet de maîtrise consiste à utiliser une méthode analytique pour propager l’incer-
titude des paramètres d’une ACV en vue de trouver une alternative à la simulation Monte
Carlo, la méthode la plus populaire dans le domaine pour propager l’incertitude. La méthode
statistique peut prendre beaucoup de temps à réaliser étant donné le nombre important d’ité-
rations à effectuer qui s’élève en moyenne à 7 000 selon Lloyd et Ries (2007) en ACV. Une
méthode plus rapide et plus simple serait souhaitable, d’autant plus que l’analyse de l’in-
certitude n’est pas une pratique commune dans le domaine (Ross et al., 2002). Quelques
autres méthodes de propagation de la variation des paramètres entrants d’un modèle ont
été discutées dans ce chapitre : l’arithmétique des intervalles, la propagation du flou et les
séries de Taylor. La première façon de procéder est très simple, mais ne met pas à profit
l’information statistique que procurent les distributions de probabilité des divers flux de la
banque de données d’inventaire ACV Ecoinvent qui a été exploitée dans l’étude de cas de ce
projet. L’approche de la logique floue est prometteuse, mais l’incertitude des paramètres du
système de produit de l’étude de cas n’est pas exprimée à l’aide de nombres ou d’intervalles
flous. Finalement, la méthode analytique basée sur les séries de Taylor est applicable dans les
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circonstances du projet, puisqu’elle est compatible avec l’incertitude des paramètres entrants
qui est caractérisée pour la plupart des paramètres par la loi log-normale. De plus, les déri-
vées partielles nécessaires au calcul de propagation sont faciles à déterminer par la simplicité
du calcul ACV (voir section 2.3.1) et permettent d’obtenir la sensibilité des paramètres, une
information cruciale pour les analystes ACV effectuant une analyse d’incertitude.
La partie 2.3.3 a commenté les publications concernant le calcul analytique de l’incerti-
tude dans le domaine de l’ACV. Tout d’abord, MacLeod et al. (2002) ont adapté la méthode
analytique à des variables suivant une distribution log-normale, loi qui dicte les quantités des
flux de la banque de données Ecoinvent. Ciroth et al. (2004) ont effectué le calcul séquentiel
de l’incertitude à l’aide d’une étude de cas virtuelle, tandis que la méthode de calcul des
scores d’impact utilisée dans le logiciel SimaPro emploie la forme matricielle. Hong et al.
(2010) ont calculé l’incertitude à partir d’un inventaire déjà déterminé du panneau avant
d’une automobile. Enfin, Heijungs (2010) a publié les facteurs de sensibilité requis par le
calcul analytique de l’incertitude.
En résumé, aucune étude de propagation analytique de l’incertitude à travers le calcul
matriciel complet d’une étude de cas ACV munie de paramètres entrants log-normalement
distribués n’a été effecutée à ce jour. C’est pourquoi ce projet propose de réaliser une telle
étude et de comparer les résultats avec la simulation Monte Carlo, une méthode établie pour
calculer de l’incertitude. S’il s’avère que les valeurs obtenues analytiquement sont compa-
rables à celle de la méthode statistique, cela signifiera qu’elle a le potentiel de remplacer la
façon de faire actuelle. D’autant plus que la méthode analytique fournit facilement la sen-
sibilité des paramètres entrants sur les résultats ainsi que leur contribution à l’incertitude
finale, ce qui peut être ardu à obtenir à l’aide de la simulation Monte Carlo.
Le chapitre suivant explique la méthodologie employée afin de réaliser étude comparative
de l’incertitude propagée analytiquement et statistiquement à travers le calcul matriciel
complet d’une étude de cas ACV munie de paramètres entrants log-normalement distribués.
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Chapitre 3
MÉTHODOLOGIE
Le présent chapitre expose la structure de la méthodologie utilisée dans le cadre de ce
projet. Les éléments méthodologiques qui se trouvent dans l’article scientifique au chapitre
suivant sont résumés dans cette section, tandis que ceux ne s’y retrouvant pas sont expli-
qués en détails. Quatre sections correspondant aux quatre objectifs de l’étude, c’est-à-dire
l’intégration du calcul analytique de l’incertitude à la méthode ACV, la comparaison avec la
simulation Monte Carlo, l’analyse de sensibilité et la comparaison de scénarios, composent
ce chapitre. En dernier lieu, l’étude de cas qui a fourni les données de ce projet est décrite.
La figure 3.1 résume la méthodologie employée.
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Figure 3.1 Schéma des étapes de la méthodologie employée.
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3.1 Intégration du calcul analytique de l’incertitude à la
méthode ACV
Afin d’intégrer le calcul analytique de l’incertitude à la méthode ACV, un script MATLAB
a été écrit, dont le code est présenté à l’annexe B. Il était composé des étapes principales
suivantes :
1. Calcul des scores d’impact de l’étude de cas ;
2. Calcul de la sensibilité de chaque paramètre entrant ;
3. Calcul et affichage de l’incertitude des scores d’impact ;
4. Affichage des paramètres sensibles ;
5. Calcul et affichage de la contribution de l’incertitude des paramètres entrants à l’in-
certitude des scores d’impact ;
Ces étapes nécessitent d’abord l’importation des matrices économique (A), élémentaire (B)
et de caractérisation (C) de l’éq. 2.13. Elles ont été préalablement extraites de la banque
de données SimaPro de l’étude de cas à l’aide d’un autre algorithme MATLAB écrit par M.
Guillaume Bourgault (École Polytechnique de Montréal). Suite à l’extraction, une vérification
a été effectuée afin de s’assurer que les scores d’impact calculés avec SimaPro et sur MATLAB
soient bien les mêmes.
La sensibilité de chaque paramètre entrant par rapport à chaque score d’impact était
évaluée à l’aide de l’éq. 2.17. Ensuite, le calcul de l’incertitude s’effectuait grâce à l’équation
générale 2.19. Les sections 4.2.3 et 4.2.8 de l’article contiennent les détails sur l’expression
mathématique exacte employée, notamment à propos de la détermination des dérivées par-
tielles contenues dans la sensibilité.
L’incertitude des paramètres entrants était contenue dans les matrices GSDA, GSDB
et GSDC sous forme d’écarts-types géométriques au carré. Ces matrices ont également été
extraites du logiciel SimaPro. Quelques quantités dans le système de produit possédaient
une distribution normale, dont l’incertitude était exprimée à l’aide d’un écart-type classique.
Ceux-ci ont été transformés en écarts-types géométriques de la façon suivante :
GSD2 = 1 +
σ
µ
(3.1)
Cette transformation a pour effet d’introduire une erreur dans la limite inférieure de l’inter-
valle de confiance de 95 % pour les données avec une grande incertitude. Il est discuté à la
section 4.2.5 que cette erreur n’a pas eu d’impact important sur les résultats.
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Il est possible dans SimaPro de définir des paramètres pouvant être utilisés pour calculer
les valeurs des flux d’un processus. Ces paramètres servent lorsqu’une valeur est employée
dans plusieurs processus différents. Ils établissent donc une corrélation entre des éléments de
matrice. Il a été nécessaire d’en tenir compte en ajoutant un terme à l’éq. 2.19 pour chaque
paramètre global défini dans SimaPro.
Les résultats d’incertitude sous forme d’écarts-types géométriques obtenus à l’aide de la
méthode analytique (GSD2an), ainsi que la moyenne géométrique, les 2,5e et 97,5e percentiles
de la distribution des scores d’impacts sont présentés au tableau 4.5 de l’article. Les para-
mètres entrants les plus sensibles ainsi que leur valeur de sensibilité et d’incertitude sont
affichés de façon décroissante par le script MATLAB. En dernier lieu, l’algorithme calcule la
contribution de l’incertitude de chaque paramètre entrant à l’incertitude des scores d’impact
et affiche les plus grands contributeurs en ordre décroissant.
Une liste d’étape à suivre a été dressée à l’annexe A afin de guider un analyste dans
l’application de la méthode analytique à une étude de cas.
3.2 Comparaison avec la simulation Monte Carlo
Les résultats analytiques ont été comparés avec la simulation Monte Carlo des scores
d’impact de chaque scénario de l’étude de cas. Les distributions finales obtenues ont été
estimées à l’aide de la loi log-normale. La procédure suivie afin de déterminer les valeurs
d’écarts-types géométriques à partir des échantillons Monte Carlo (GSD2MC) est détaillée à
la section 4.2.3 de l’article. La validité de cette approximation est discutée à la section 4.2.5.
La GSD2MC , la moyenne géométrique µgeo, ainsi que les 2,5e et 97,5e percentiles de la distri-
bution des scores d’impacts sont présentés au tableau 4.5 de l’article aux côtés des résultats
analytiques. Cependant, ce tableau est placé en annexe de l’article, il est donc peu abordé.
Des commentaires plus complets à son sujet se trouvent dans les résultats complémentaires
à la section 5.1.
Dans le but d’analyser plus en détails les résultats de la simulation Monte Carlo, la droite
de Henry (Q-Q plot ou probability plot) de l’échantillon de chaque catégorie d’impact a été
tracée à la section 5.2. Ces droites permettent de juger de la log-normalité d’un échantillon
de données (Burmaster et Hull, 1997). En abscisse du graphique, on retrouve la fonction
de répartition inverse z(p) de la loi normale centrée réduite (Z ∼ N (0, 1)). Elle donne la
valeur de z correspondant à la valeur de la probabilité cumulative p. Par exemple, z(0.5) = 0
puisque la loi normale centrée réduite est symétrique par rapport à 0. En ordonnée, il s’agit
des valeurs de score d’impact issues de la simulation Monte Carlo. Chaque point sur le
graphique correspond à un couple (z(pi); lnh(pi)), h(pi) étant une valeur de l’échantillon de
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la simulation Monte Carlo du score d’impact h. 1 000 des 10 000 valeurs d’échantillon ont
été utilisées pour générer les graphiques. L’utilisation du logarithme népérien des données
permet de vérifier si l’échantillon suit une loi log-normale. C’est le cas si les points suivent
une ligne droite. Ainsi, en plus des points, chaque figure possède une régression linéaire
accompagnée du facteur de corrélation au carré R2 (à ne pas confondre avec la catégorie
d’impact R).
3.3 Analyse de sensibilité et de contribution
L’étude de la sensibilité consiste à déceler les paramètres entrants qui causent une grande
variation des résultats finaux lorsqu’ils varient peu. Elle a été réalisée à l’aide des valeurs
de sensibilité procurées par le script MATLAB. L’affichage de la GSD2an a permis de ju-
ger de la complétude de l’analyse d’incertitude initiale de l’étude de cas en vérifiant si les
paramètres les plus sensibles détenaient une incertitude définie (Rosenbaum, 2006). Vu le
nombre considérable de données à afficher, les paramètres de la même famille (ex. les facteurs
de caractérisation de la catégorie des changements climatiques pour des émissions de CO2
fossile dans l’air) ont été regroupés lorsqu’ils possédaient tous la même GSD2. Selon l’éq.
2.19, la sensibilité d’un regroupement est la racine carrée de la somme des sensibilités au
carré de chaque paramètre du groupe. Le sommaire des processus sensibles pour un scénario
de l’étude de cas est présenté au tableau 4.1 à la section 4.2.8 de l’article.
L’analyse de contribution sert à identifier les paramètres entrants contribuant le plus à
l’incertitude des résultats finaux. Ils sont caractérisés par une incertitude et une sensibilité
élevée. Cependant, un paramètre possédant une sensibilité démesurée et une incertitude
petite, ou l’inverse, peut constituer un contributeur non négligeable (Rosenbaum, 2006). Le
résumé des paramètres les plus contributeurs pour un scénario de l’étude de cas se situe
aux figures 4.1 et 4.2 de l’article. Le regroupement des paramètres est plus simple qu’auprès
de la sensibilité, puisqu’il ne s’agit que d’additionner les pourcentages de contribution des
paramètres d’une même famille (ex. production d’électricité).
3.4 Comparaison de scénarios
La comparaison entre deux scénarios de l’étude de cas a été effectuée à l’aide du ratio
des scores d’impact de chaque scénario. L’incertitude sur cette valeur est déterminée grâce
à l’éq. 2.20. La sensibilité et la contribution ont également été calculées. Dans le script
MATLAB, les paramètres communs aux deux scénarios ont été déterminés par la sensibilité.
Si un paramètre entrant, c’est-à-dire un élément d’une matrice, détient une sensibilité dans
37
les deux scénarios, cela signifie qu’il est commun et donc sa sensibilité par rapport au ratio
des deux scénarios est calculée avec la différence entre la sensibilité des deux scénarios.
Les écarts-types géométriques (GSD2), la moyenne géométrique µgeo, ainsi que les 2,5e et
97,5e percentiles de la distribution des scores d’impacts trouvés avec la méthode analytique
et la simulation Monte Carlo sont présentés au tableau 4.4 à la section de l’article. Le
sommaire des processus sensibles pour un scénario de l’étude de cas est présenté au tableau
4.4 de l’article, tandis que les paramètres contributeurs sont synthétisés à la figure 4.3.
3.5 Étude de cas : Télépod
Figure 3.2 Schéma de fonctionnement du dispositif TéléPodMC. Figure tirée de Charron-
Doucet (2007) avec autorisation.
L’étude de cas choisie afin d’appliquer et évaluer la méthode analytique de calcul d’incer-
titude est le projet TéléPodMC (Charron-Doucet, 2007). Cette étude présentait une excellente
base quant à la disponibilité de l’information sur l’incertitude de certains paramètres et parce
que la modélisation en SimaPro était accessible facilement, ce qui a permis de focaliser les
travaux sur les incertitudes. Il s’agissait d’un projet de réduction de gaz à effet de serre
(GES) de l’entreprise Bell Canada. Il visait à minimiser les déplacements du parc de véhi-
cules de l’entreprise à l’aide d’un dispositif électronique GPS présent sur chaque véhicule
nommé TéléPodMC. La figure 3.2 en résume le fonctionnement. L’ACV était effectuée dans
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le but de déterminer si les gains écologiques liés aux réductions de GES étaient annulés par le
cycle de vie du TéléPodMC. Un objectif supplémentaire de l’étude était de comparer l’ACV
à la norme ISO 14064-2 dans la quantification des émissions et des puits de GES. L’unité
fonctionnelle de l’étude était : « L’acquisition d’un crédit d’une tonne équivalente de CO2
entre 2005 et 2008 grâce au projet TéléPodMC. » Comme il était estimé que le programme a
permis d’éviter l’émission de 3 203 tCO2e durant cette période, le flux de référence consistait
en 1/3 203 de toutes les émissions du projet TéléPodMC. Pour les besoins de la présente
étude, les émissions totales ont été considérées. Les deux scénarios examinés étaient la flotte
de véhicules munie du TéléPodMC et la flotte sans le TéléPodMC. L’étude a révélé non seule-
ment que le TéléPodMC a engendré des gains environnementaux, mais également que l’ACV
permet de corriger certaines lacunes présentes dans la norme ISO 14064-2. L’auteur a adopté
la bonne pratique en évaluant l’incertitude des indicateurs d’impact. La méthode statistique
de simulation Monte Carlo, la plus courante, a été utilisée. Toutefois, les sources importantes
d’incertitudes n’ont pas été déterminées au cours de cet exercice. D’autres détails concernant
la méthodologie en rapport à l’étude de cas sont présents à la section 4.2.3 de l’article.
3.6 Résumé de la structure des résultats
Cette section termine le chapitre de méthodologie en résumant la structure de la présen-
tation des résultats, ceux-ci se trouvant dans l’article au chapitre suivant et dans les résultats
complémentaires au chapitre 5.
Les résultats présentés dans l’article sont :
– La comparaison entre les distributions de chaque score d’impact issue de la méthode
analytique et de la simulation Monte Carlo d’un scénario (tableau 4.5) ;
– La liste des paramètres sensibles d’un scénario (tableau 4.1) ;
– La synthèse de la contribution des paramètres entrants d’un scénario (figures 4.1 et
4.2) ;
– La comparaison entre les distributions de chaque score d’impact issues de la méthode
analytique et de la simulation Monte Carlo de la comparaison entre deux scénarios
(tableau 4.3) ;
– La liste des paramètres sensibles de la comparaison entre deux scénarios (tableau 4.4) ;
– La synthèse de la contribution des paramètres entrants de la comparaison entre deux
scénarios (figure 4.3).
Les résultats présentés dans les résultats complémentaires sont :
– Les commentaires sur le tableau 4.5 de l’article comparant les distributions des scores
d’impact issues de la méthode analytique et de la simulation Monte Carlo ;
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– La droite de Henry de l’échantillon Monte Carlo de chaque score d’impact pour un
scénario (figures 5.1, 5.2, 5.3 et 5.4).
Le prochain chapitre est composé de l’article scientifique qui contient de l’information
supplémentaire sur la méthode, ainsi que la plupart des résultats.
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Chapitre 4
PROPAGATION ANALYTIQUE DE
L’INCERTITUDE À TRAVERS LE
CALCUL ACV MATRICIEL
4.1 Présentation de l’article
Ce chapitre contient l’article scientifique rédigé dans le cadre de ce projet et soumis à
la revue Environmental Modelling and Software le 5 août 2010. Il complète la description
entamée au chapitre précédent de la méthodologie employée, rapporte les principaux résultats
et présente une discussion sommaire de ceux-ci. Les coauteurs de cet article sont Ralph K.
Rosenbaum (École Polytechnique de Montréal et Université technique du Danemark), Olivier
Jolliet (Université du Michigan) et Louise Deschênes (École Polytechnique de Montréal).
4.2 Analytical Propagation of Uncertainty in LCA Using
Matrix Formulation
4.2.1 Abstract
The required data for setting up the inventory of elementary flows and, afterward, the
impact scores in LCA contain considerable uncertainty. The current method to propagate
uncertainty and obtain the uncertainty of the impact scores is Monte Carlo simulation. This
method is resource intensive while uncertainty assessment is not a common step in LCA. An
analytical approach based on Taylor series expansion is a good candidate to overcome the
withdraws of Monte Carlo. This approach was first applied to the LCA matrix formulation
and then tested on a real case study. The resulting analytical uncertainties were compared
with Monte Carlo results. Sensitivities and contributions of input parameters to output un-
certainties were also analytically calculated. This paper gives an uncertainty analysis of the
comparison between two scenarios of the case study. The analytical method approximated
well the output uncertainties. Moreover, the sensitivity analysis revealed that the uncer-
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tainty of the most sensitive input parameters have not been initially considered in the case
study. The uncertainty analysis of the comparison between scenario was useful to highlight
the effects of correlation on uncertainty calculation. This paper shows the importance of
analytical method in uncertainty calculation, which could hopefully lead to more complete
uncertainty analysis in LCA practice.
4.2.2 Introduction
The current practice to propagate input parameter (IP) uncertainty to LCA impact scores
is a probabilistic method called Monte Carlo (MC) simulation (Lloyd et Ries, 2007). It
consists in calculating iteratively the impact scores with different inputs determined by their
previously specified probability distribution. Considering an inventory can count thousands
of inputs, one simulation can take a few hours for minimal accuracy. Hence, this method is
resource intensive as uncertainty assessment is not a common step in LCA (Ross et al., 2002).
Other methods of uncertainty propagation have been studied: interval calculation (Chevalier
et Téno, 1996), fuzzy logic (Benetto et al., 2008) and analytical calculation (Heijungs et al.,
2005). The latter is treated in this paper as an alternative to MC simulation. The basic form
of analytical uncertainty calculation is the first order Taylor approximation. Ciroth et al.
(2004) have developed a sequential method based on the Taylor approximation to propagate
parameter uncertainty in LCA. The approximation was extended by MacLeod et al. (2002)
to lognormally distributed input parameters of chemical faith models. Hong et al. (2010)
used these equations to propagate the uncertainty of the inventory of an LCA case study
and took correlation between different scenarios into account. Heijungs (2010) completed
the elaboration of the equations for uncertainty propagation in a matrix-based LCA that
was initiated by Heijungs et Suh (2002).
This work aims to integrate the equations from MacLeod et al. (2002) over the entire
LCA matrix calculation from Heijungs et Suh (2002) in order to evaluate output uncertainty,
input sensitivity and their contribution to output uncertainty. This paper shows the validity
of the approximation by a comparison with MC simulation via application to a realistic,
normal-scale LCA case study. The usefulness of sensitivity, i.e. the influence of the variation
of an input parameter on the result, provided by the analytical method to the LCA analyst
during the setup of the product system is evaluated. The contribution of input parameters to
output uncertainty and the impact of correlation between input parameters when comparing
multiple scenarios are also analyzed.
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4.2.3 Material and methods
Uncertainty Propagation, Sensitivity and Contribution
Heijungs et Suh (2002) explain in detail how an inventory of elementary flows and impact
scores, i.e. the results of an LCA, can be calculated with matrices. Suppose vector h contains
impact scores:
h = CBA−1f (4.1)
where A is the technology matrix containing the amount of each economic flow needed or
produced by each economic flow, B the intervention matrix containing the amount of each
elementary flow emitted or consumed by each economic flow, C the impact matrix containing
characterization factors (CFs) of all elementary flows for each impact category and f the final
demand vector representing the reference flow of an LCA.
In order to calculate the uncertainty on h, Taylor series have been used. MacLeod et al.
(2002) presented an expression derived from those series to quantitatively determine the
uncertainty of an environmental chemical fate model, suitable for the overall LCA impact
score uncertainty: (
lnGSD2h
)2
=
∑
x
S2x
(
lnGSD2x
)2 (4.2)
where GSDx is the geometric standard deviation for input parameter x, GSDh the impact
score geometric standard deviation vector and Sx the sensitivity vector for input parameter
x.
Sensitivity Sx is defined as the relative variation of the output caused by a variation of
the input x:
S =
∂h
∂x
x
h
(4.3)
where ∂h/∂x is the vector containing the derivative of the elements of h according to x. This
information, independent of the input or output uncertainty, is very useful once a screening
LCA is completed because the analyst can then focus on the uncertainty of highly sensitive
inputs.
Input parameters are elements of the matrices defining h according to eq. 4.1 (right hand
side of the equation). By separating the sum into several sums of elements of the same
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matrix and substituting the expression of sensitivity (eq. 4.3), one obtains:
(
lnGSD2h
)2
=
∑
i,j
(
−CBA−1 ∂A
∂aij
A−1f
aij
h
)2(
lnGSD2aij
)2
+
+
∑
k,l
(
C
∂B
∂bkl
A−1f
bkl
h
)2 (
lnGSD2bkl
)2
+
+
∑
m,n
(
∂C
∂cmn
BA−1f
cmn
h
)2 (
lnGSD2cmn
)2
+
+
∑
p
(
CBA−1
∂f
∂fp
fp
h
)2 (
lnGSD2fp
)2
(4.4)
where aij, bkl, cmn and fp are the elements of A, B, C and f respectively, ∂A/∂aij, ∂B/∂bkl,
∂C/∂cmn and ∂f/∂fp the partial derivatives of a matrix according to one of its element and
GSDaij , GSDbij , GSDcij and GSDfp the geometric standard deviations for A, B, C and f
elements. The matrix product in parentheses at the beginning of each term of eq. 4.4 is the
expression of sensitivity for the corresponding matrix. The elements of the partial derivative
matrices (∂A/∂aij, ∂B/∂bkl, ∂C/∂cmn and ∂f/∂fp) are all equal to zero with the exception
of the element according to which the matrix is derived, which has a value of 1. The complete
derivation of eq. 4.4 is presented in 4.2.8.
Eq. 4.2 and 4.4 entail that the following hypotheses are satisfied (Morgan et Henrion,
1990):
1. A multiplicative model
2. Lognormal distributions (GSD2)
3. Independence of input parameters
Eq. 4.1 shows that the model is indeed multiplicative, but also additive. Hence, hypothesis 1
could pose a problem. Hypothesis 2 is relevant in the context of environmental science where
lognormal distributions are widely used to describe random variables such as contaminant
concentrations. In the context of LCA, uncertainties in Ecoinvent, a widely used emissions
inventory database, are all assumed as lognormal. Finally, it is possible that some input
parameters were calculated with another parameter that is not explicitly part of the product
system, so hypothesis 3 may not be true if only the elements of matrices found in eq. 4.1 are
considered.
Contribution κ of the uncertainty of an input parameter to the output uncertainty is
simply calculated with the corresponding term on the right hand side of eq. 4.4 over the
total uncertainty. For example (MacLeod et al., 2002):
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κaij =
S2aij
(
lnGSD2aij
)2
(
lnGSD2h
)2 (4.5)
Comparison Between Scenarios
A way to compare two scenarios of an LCA is to calculate the ratio between the impact
scores. Many parameters, such as emissions for transport and electricity production, or
impact characterization factors for example, will likely be shared by both scenarios, breaking
hypothesis 3. Hong et al. (2010) took this correlation into consideration and calculated the
GSD2 of the ratio of scenario I (with the least environmental impact) impact scores over
those of scenario II (with the highest environmental impact):(
lnGSD2I/II
)2
=
∑
i
S2Ii
(
lnGSD2i
)2
+
∑
j
S2IIj
(
lnGSD2j
)2
+
+
∑
k
(SIk − SIIk)2
(
lnGSD2k
)2 (4.6)
where SIi and SIIj are the sensitivities of independent processes i and j relative to scenario I
and II respectively, SIk and SIIk the sensitivities of common parameters k relative to scenarios
I and II respectively and GSDk the geometric standard deviation of common parameters k
for both scenarios.
A simple demonstration of eq. 4.6 is presented in 4.2.8. As evoked by Hong et al. (2010),
the comparison metric I/II, i.e. the ratio between impact scores of scenario I over those of
scenario II, is more appropriate with lognormal distribution than the difference I-II usually
used in LCA, e.g. SimaPro software, because the possible negative values of the latter met-
ric are not compatible with the lognormal distribution. Moreover, the result of a ratio of
lognormal variables is by definition lognormal.
Comparison Between Monte Carlo and Analytical Uncertainty Results
A MC simulation of 10,000 iterations was conducted to compare the resulting uncertainty
with the analytical method. The 2.5th and 97.5th percentiles (p(0.025) and p(0.975)) obtained
analytically and with MC for each impact category were the comparison metrics. The
analytical percentiles were found with the square standard deviation GSD2 and the impact
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score h according to:
pan(0.025) =
h
GSD2an
(4.7)
pan(0.975) = h×GSD2an (4.8)
Because one does not obtain the same GSD2 whether eq. 4.7 or eq. 4.8 are used on a non
lognormally distributed MC result, the geometric mean of the GSD2 from both equations
has been used to compare MC with analytical calculation:
GSD2MC =
√
pMC(0.975)
pMC(0.025)
(4.9)
Case Study
The analytical uncertainty calculation was conducted on an LCA of a GHG reduction
project for a telecom company’s fleet of service vehicles. The installation of a GPS device
optimizing displacements on every vehicle aimed to reduce the driven distance for the same
amount of tasks. Two scenarios were studied: one without the GPS device installed and
thus GHG reduction (scenario I) and the other with installed GPS and a consequent GHG
reduction (scenario II). The strong correlation between them made this case study well
suited to test eq. 4.6. Scenario II was chosen to compare analytical uncertainty results
with MC values because it included processes of scenario I plus the processes related to the
displacement optimization device in each vehicle.
In total, 881 economic flows were used to determine the inventory of 689 elementary flows
of the product system, which represents a typical LCA. Primary data and the Ecoinvent 1.3
database adapted to the Canadian grid mix was used to setup the inventory. The impact
assessment was performed using IMPACT 2002+v2.1, whose endpoint impact categories are
climate change (CC), ecosystem quality (EQ), human health (HH) and resources (R).
Two thirds of the input parameters had a defined lognormal uncertainty, while the re-
maining third had none. Most defined uncertainties came from the Ecoinvent database. In
processes created by the analyst, only fossil carbon dioxide, fossil methane and nitrogen
dioxide elementary flows were attributed an uncertainty of 5 %, 40 % and 50 % respectively,
as suggested by IPCC (2000). Very few parameters (46 out of 53,325), including the ones
just mentioned, had a normal distribution. These uncertainties have been converted to log-
normal for the analytical method. For high uncertainties as 40 % and 50 %, this had the
effect of reducing the confidence interval by the increase of the lower bound.
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4.2.4 Results
Input Sensitivity
Sensitivities provided by the analytical method with eq. 4.3 for each impact category
indicated which IPs were likely to influence the output the most. Table 4.1 summarizes
sensitive IPs for scenario II. The table unveils a few observations common to all impact
categories. First, the common most sensitive quantities were characterization factors (CFs),
reference mileage, percentage of mileage reduction and fuel consumption per 100 km. It
should be noted that those IPs, except CFs, in addition to percentage of idling reduction,
idling reference time and fuel consumption per idling hour are not explicit matrix elements,
but rather parameters involved in the calculation of several matrix elements of matrix A
as the amount of fuel required for vehicle operation, mileage of scenario II (reduced due to
tracking device), etc. IPs in processes along the fuel production value chain (e.g. crude oil
extraction, gasoline transport to regional storage, etc.) were identified to be sensitive as
well but could not be presented in table 4.1 in a compact way. Very few sensitive IPs had
a defined uncertainty. This was a problem because, as an example, EQ CFs are known to
originate from a very uncertain model (Pennington et al., 2006). The uncertainty of impact
scores was therefore underestimated.
Output Uncertainty
The analytical algorithm took less than a minute to calculate the uncertainty, while MC
simulation required a few hours for 10,000 iterations. Uncertainty results showed that the
analytical approximation is satisfactory for GSD2. A detailed comparison between analytical
and statistical output uncertainty for each impact score of scenario II is presented in table
4.5 as supporting information.
In an effort to quantify the scale of missing uncertainty as seen in section 4.2.4, sensitive
parameters were given an estimated GSD2. Table 4.2 shows uncertainties given to sensitive
parameters and their sources. It should be noted that while CO2 CF is very sensitive, it is
the reference gas in climate change indicator and thus its CF does not have any uncertainty.
The resulting output uncertainties with these estimated GSD2 went from a GSD2 of 1.03 to
1.06 for CC, from 1.49 to 11.59 for EQ, from 1.25 to 7.50 for HH and from 1.08 to 7.80 for
R. Unfortunately, MC simulation in SimaPro, a popular LCA software, did not allow to
assign a probability distribution to CFs, therefore no comparison could be made with the
new uncertainties for scenario II alone.
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Table 4.1 Sensitive parameters for scenario II (i.e. with mileage optimization) impact scores
and their sensitivity S and square geometric standard deviation GSD2
Input parameters S GSD2
Climate change
CF (fossil CO2 in air) 0.78 1
Reference mileage 0.38 1
CO2, fossil, in air, during vehicle operation 0.28 1.05
% of mileage reduction 0.10 1
% of idling reduction 0.05 1
Idling reference time 0.05 1
Fuel consumption per 100 km 0.05 1
Ecosystem quality
CF (Cu, Zn, Al, in soil) 0.52 1
Reference mileage 0.41 1
Cu, Zn, in soil, during vehicle operation 0.21 1
Al in soil from disposal of drilling waste 0.16 3.36in fuel production
% of mileage reduction 0.10 1
Fuel consumption per 100 km 0.08 1
Human health
CF (NOx, arene, SO2, particulates, in air) 0.43 1
Reference mileage 0.40 1
Fuel consumption per 100 km 0.18 1
NOx in air during vehicle operation 0.14 1
% of mileage reduction 0.09 1
Resources
CF: Oil, crude, in ground 0.89 1
Reference mileage 0.38 1
Oil, crude, in ground 0.38 1.05
Fuel consumption per 100 km 0.32 1
% of mileage reduction 0.10 1
% of idling reduction 0.05 1
Fuel consumption per idling hour 0.05 1
Idling reference time 0.05 1
Input Uncertainty Contribution
Figure 4.1 and 4.2 show the contribution plots, which have been calculated with eq. 4.5,
before and after completion of uncertainties. The IP uncertainties most contributing to the
impact score uncertainties are the ones contained in fuel production processes according to
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Table 4.2 Input parameter uncertainties added after sensitivity analysis of scenario II (i.e.
with mileage optimization)
Input parameters GSD2 Source
HH and EQ CFs 100 Rosenbaum et al. (2008),Humbert et al. (2005)
R CFs 10 Expert judgement
Cu, Zn, in soil, during 6 Ecoinvent (Operation,vehicle operation passenger car)
% of mileage 1.5 Estimationreduction from observations
% of idling 1.5 Estimationreduction from observations
NOx, in air, during 1.5 Ecoinvent (Operation,vehicle operation passenger car)
CC CFs (except CO2) 1.35 IPCC (2007)
Idling reference time 1.2 Expert judgement
Reference mileage 1.05 Primary data
Fuel consumption 1.05 Ecoinvent (Operation,per 100 km passenger car)
Fuel consumption 1.05 Ecoinvent (Operation,per idling hour passenger car)
figure 4.1. The completion of uncertainty clearly changed the uncertainty profile of impact
scores. In figure 4.2, the significant CF uncertainties dominate EQ, HH and R impact scores,
while CC is dominated by “Km and idling parameters”, which includes reference mileage,
percentage of mileage reduction, idling reference time and percentage of idling reduction.
Comparison Between Scenarios
The comparison between scenarios I and scenario II was conducted according to eq. 4.6.
Because sensitivities of common IPs were subtracted, making uncertainty of CFs much less
important, it was possible to compare analytical results with a MC simulation. Table 4.3
compares analytical and probabilistic output uncertainty for each impact score of scenario
I/II and describes analytical and probabilistic output distributions with three parameters:
2.5th percentile, geometric mean µgeo and 97.5th percentile. Results from both methods are
nearly identical, confirming the validity of eq. 4.6. In fact, if CF uncertainty is omitted in the
analytical calculation, the results are identical. Table 4.4 shows sensitivities of IPs to I/II.
Sensitive IPs were regrouped according to types of IPs having the same or similar GSD2. The
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CC EQ HH R
Fuel production 51% 99% 97% 72%
Vehicle operation 38% 0 0 0
Electricity production 5% 0 0 23%
Others 6% 1% 3% 5%
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Figure 4.1 Contribution of input parameter uncertainty to the uncertainty of the scenario
with mileage optimization (sc. II) impact scores before completion of missing sensitive un-
certainties
sensitivity of each group is then the square root of the sum of squared sensitivities from IPs
of the same type (see eq. 4.2). The table reveals that sensitivities are greatly reduced, except
for the percentage of mileage reduction and percentage of idling reduction because they are
IPs exclusive to scenario II. This highlights the importance of sensitive and uncertain IPs
exclusive to only one of the scenarios. This time all sensitive IPs had a defined GSD2.
Figure 4.3 confirms these results by showing that contributions to uncertainty of scenario
I/II are dominated by the two IPs just mentioned. Even though CFs are common inputs,
they still contribute a little to output uncertainty because of a high GSD2, except for CC for
which they did not play an important role in the first place.
4.2.5 Discussion
Sensitivity
It was observed that part of the output uncertainty of scenario II was initially missing
because many sensitive input parameters did not have any quantified uncertainty. This shows
that overall uncertainty was underestimated and that efforts to quantify the uncertainty on
these input parameters are needed. The analytical method allows the LCA analyst to be
made aware of which input parameters are the most sensitive and need special attention as
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Figure 4.2 Contribution of input parameter uncertainty to the uncertainty of the scenario
with mileage optimization (sc. II) impact scores after completion of missing sensitive uncer-
tainties
soon as a screening LCA is performed instead of having to conduct sensitivity analysis by
varying one parameter at a time.
Uncertainty
Overall results (tables 4.3 and 4.5) revealed that the analytical approximation estimated
the uncertainty of impact score results similar to those obtained using MC. The small devi-
ation from MC values among scenario I/II is attributed to CFs uncertainties not taken into
account in SimaPro. For scenario II, the most important variation from MC results was of
3.3 % for EQ.
The appropriateness of the analytical approximation is based on the three hypotheses
listed in section 4.2.3, i.e. multiplicative model, lognormally distributed and independent
IPs. Lognormality did not pose a problem because GSD2CC was perfectly approximated even
if it was sensitive to the only 46 normally distributed IPs of the product system. The hy-
pothesis of independence between IPs was not fulfilled because some elements of matrix A
were calculated with the same parameters. Calculating output uncertainty according to un-
certainty for these common inputs solved the problem. Finally, hypothesis of a multiplicative
model was not fulfilled. Matrix equation 4.1 is a product but it generates equations of mixed
multiplications and sums of independent variables. The first order approximation is thus not
exact. An exact expression could be derived using Taylor series but with added complexity.
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Table 4.3 Comparison between analytical and Monte Carlo uncertainty results from ratio for
scenario I over scenario II (I/II) for climate change (CC), ecosystem quality (EQ), human
health (HH) and resources (R) impact categories; p(0.025) = 2.5th percentile, µgeo = geo-
metric mean, p(0.975) = 97.5th percentile and GSD2 = square geometric standard deviation
CC EQ HH R
An. MC An. MC An. MC An. MC
p(0.025) 1.10 1.10 1.06 1.07 1.09 1.10 1.09 1.10
µgeo 1.14 1.14 1.11 1.11 1.14 1.14 1.14 1.14
p(0.975) 1.20 1.20 1.17 1.17 1.19 1.19 1.19 1.20
GSD2 1.04 1.04 1.05 1.04 1.05 1.04 1.05 1.04
Moreover, adding lognormally distributed random variables does not result in a lognormal
distribution.
Based on the uncertainty results, a domain of uncertainty where the approximation is
valid was estimated. By extrapolating the ratio between MC and analytical GSD2, it was
found that an error of 10 % is reached near GSD2 = 2.5. This was confirmed by setting
GSD2 = 10 for the “reference mileage” parameter which gave output uncertainties around
2.5 and a deviation from MC of 11 % for CC, 17 % for EQ, 9 % for HH and 11 % for R.
The similar analytical method used by Ciroth et al. (2004) had also a limitation. The
author suggested uncertainty thresholds (i.e. uncertainties over which the analytical approx-
imation is not valid) ranging from as low as 20 % to no threshold at all for input parameters
depending on the calculation step. However, it is difficult to compare these thresholds with
the limit based on the output uncertainty discussed previously. In Hong et al. (2010), where
the analytical method is tested on CC only, no thresholds are suggested, but again the 2.5th
and 97.5th percentiles were underestimated compared to MC simulation.
Input Uncertainty Contribution
Input uncertainty contribution plots (fig. 4.1, 4.2 and 4.3) completed the uncertainty
analysis by identifying the input parameters contributing the most to output uncertainty.
With this information, the LCA analyst can then take measures to reduce it. Sensitivity
analysis is insufficient to conduct uncertainty assessment because a very sensitive IP with
little uncertainty may still not be a main contributor to output uncertainty.
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Table 4.4 Sensitive parameters of ratios of scenario I over scenario II (I/II) impact scores
and their sensitivity S and square geometric standard deviation GSD2
Input parameters S GSD2
Climate change
% of mileage reduction 0.10 1.5
% of idling reduction 0.05 1.5
Reference mileage 0.02 1.05
Idling reference time 0.01 1.05
CO2, fossil, in air, during vehicle operation 0.01 1.05
Ecosystem quality
% of mileage reduction 0.10 1.5
% of idling reduction 0.01 1.5
Reference mileage 0.01 1.05
CF (Cu, Al, in soil) 0.01 100
Fuel consumption per hour (idling) 0.01 1.05
Human health
% of mileage reduction 0.09 1.5
% of idling reduction 0.05 1.5
Reference mileage 0.02 1.05
Idling reference time 0.01 1.05
NOx in air during vehicle operation 0.01 1.5
Fuel consumption per hour (idling) 0.01 1.05
Resources
% of mileage reduction 0.10 1.5
% of idling reduction 0.05 1.5
Reference mileage 0.04 1.05
Fuel consumption per hour (idling) 0.02 1.05
Idling reference time 0.01 1.05
Fuel consumption per 100 km 0.01 1.05
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Figure 4.3 Contribution of input parameter uncertainty to the uncertainty of impact score
ratios for scenario I over scenario II (I/II)
Comparison Between Scenarios
The strong similarity between both scenarios and the agreement between MC and an-
alytical results showed that the latter is able to take correlation into account. Moreover,
sensitivity analysis of scenario II alone showed that CFs are particularly sensitive IPs in
addition to being quite uncertain. However, when comparing scenarios I and II, their im-
portance to overall uncertainty vanished, CFs being common parameters in both scenarios.
It must be kept in mind that, in case of two very different scenarios where CF sensitivities
significantly differ from one another, CFs could play a more important role in the total un-
certainty of the comparison metric than it has here. Thus efforts in quantifying uncertainties
for CFs are still relevant. Nevertheless, the comparison between two scenarios as it was con-
ducted has the advantage of decreasing the output uncertainties, CFs and many processes
being typically common to both options.
4.2.6 Conclusions
The analytical uncertainty calculation using matrix formulation and Taylor series allows
estimating the uncertainty of impact scores over the whole LCA calculation more efficiently
than MC simulation by reducing calculation time to an instant and providing more infor-
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mation and transparency on overall uncertainty. This paper demonstrates application and
automation of an analytical, matrix-based uncertainty propagation approach in a realistic
LCA case study. Sensitivity represent additional information that is easily and fully auto-
matically provided by this method and is useful during uncertainty assessment. Furthermore,
the comparison of two scenarios with the ratio of the impact scores of both scenarios has
the advantage of keeping uncertainties relevant to the comparison. Expanding on earlier
work, this paper demonstrates the feasibility of readily integrating a somewhat automated
uncertainty analysis into daily LCA practice. This is essential to correct the current situ-
ation where, due to its complexity and effort needed, few or no resources are allocated to
uncertainty analysis when carrying out an LCA.
Further work needs to be conducted to derive more exact analytical expressions to cal-
culate uncertainty by combining additive and multiplicative attributes of the LCA model.
Other types of probability distribution have to be explored to better represent the sum of
lognormal random variables.
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Expression for Uncertainty Calculation
This section shows the derivation of the expression used to calculate analytical uncertainty
from equations 4.2. By separating the sum into several sums of elements of the same matrix,
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Table 4.5 Comparison between analytical and Monte Carlo uncertainty results from scenario
II (i.e. with mileage optimization) for climate change (CC), ecosystem quality (EQ), human
health (HH) and resources (R) impact categories; p(0.025) = 2.5thpercentile, µgeo = geo-
metric mean, p(0.975) = 97.5thpercentile, GSD2 = square geometric standard deviation and
(GSD2)′ = GSD2 calculated with completed uncertainties (see section 4.2.4); GSD2 does not
have any unit
CC EQ HH R
107 kg CO2 106 PDF m2 yr DALY 108 MJ primary
An. MC An. MC An. MC An. MC
p(0.025) 1.21 1.21 2.70 3.29 5.20 5.36 1.75 1.75
µgeo 1.25 1.25 4.01 3.69 6.49 6.34 1.88 1.87
p(0.975) 1.28 1.29 5.95 6.80 8.11 8.62 2.02 2.04
GSD2 1.03 1.03 1.49 1.44 1.25 1.27 1.08 1.08
(GSD2)′ 1.06 - 11.59 - 7.50 - 7.80 -
one obtains: (
lnGSD2h
)2
=
∑
i,j
S2aij
(
lnGSD2aij
)2
+
+
∑
k,l
S2bkl
(
lnGSD2bkl
)2
+
+
∑
m,n
S2cmn
(
lnGSD2cmn
)2
+
+
∑
p
S2fp
(
lnGSD2fp
)2
(4.10)
The step following eq. 4.10 is to find the expression of the derivative contained in the
sensitivities. As an example, the derivative in Saij (eq. 4.3) is, according to eq. 4.1 and
Harville (1997):
∂h
∂aij
=
∂(CBA−1f)
∂aij
= CBA−1
∂f
∂aij
+CB
∂(A−1)
∂aij
f +
+C
∂B
∂aij
A−1f +
∂C
∂aij
BA−1f (4.11)
56
The derivation rules are the same as for a product of scalars. All but one term of the above
equation is nonzero because every matrix is independent of A except A itself. Hence, the
equation reduces to:
∂h
∂aij
= CB
∂A−1
∂aij
f (4.12)
While the derivative of an inverse matrix is not straightforward, an identity can be found in
Harville (1997) to derive it:
∂A−1
∂aij
= −A−1 ∂A
∂aij
A−1 (4.13)
Substituting this identity in eq. 4.12, one obtains:
∂h
∂aij
= −CBA−1 ∂A
∂aij
A−1f (4.14)
where the partial derivative is a matrix of zeros except for the element (i, j), which is 1.
Therefore:
Saij = −CBA−1
∂A
∂aij
A−1f
aij
h
(4.15)
Similar steps can be followed with the remaining terms of eq. 4.10. Then, the resulting
expression is eq. 4.4.
Expression for Uncertainty of the Comparison Between Two Scenarios
An alternative demonstration of the expression found in Hong et al. (2010) is presented
here:
(lnGSD2I/II)
2 =
∑
p
S2I/IIp(lnGSD
2
p)
2 (4.16)
SI/IIp is the sensitivity of IP xp to ratio I/II:
SI/IIp =
∂(I/II)
∂xp
xp
I/II
(4.17)
=
∂I
∂xp
II− ∂II
∂xp
I
II2
xp
I/II
(4.18)
evoking the derivative of a ratio of two functions. Knowing that
SIp =
∂I
∂xp
xp
I
(4.19)
57
SIIp =
∂II
∂xp
xp
II
(4.20)
one can express SI/IIp as
SI/IIp =
SIp
I
xp
II− SIIp IIxp I
II2
xp
I/II
=
I×II
xp
(SIp − SIIp)
II2
xpII
I
= SIp − SIIp (4.21)
Then, equation 4.4 becomes
(lnGSD2I/II)
2 =
∑
p
(SIp − SIIp)2 (lnGSD2p)2 (4.22)
By rearranging indices, we obtain the same expression as equation 8 in Hong et al. (2010).
(
lnGSD2I/II
)2
=
∑
i
S2Ii
(
lnGSD2i
)2
+
∑
j
S2IIj
(
lnGSD2j
)2
+
+
∑
k
(SIk − SIIk)2
(
lnGSD2k
)2 (4.23)
where SIi and SIIj are the sensitivities of independent processes i and j relative to sce-
nario I and II respectively, GSDi and GSDj the geometric standard deviation of independent
processes i and j relative to scenario I and II respectively, SIk and SIIk the sensitivities of
common parameters k relative to scenarios I and II respectively and GSDk the geometric
standard deviation of common parameters k for both scenarios.
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Chapitre 5
RÉSULTATS COMPLÉMENTAIRES
Le présent chapitre montre les résultats complémentaires à ceux présentés dans l’article
scientifique au chapitre précédent. Ce dernier a déjà présenté une multitude de résultats
sous forme de tableaux et de figures. D’abord, il a été possible d’y observer au tableau 4.1 la
liste des paramètres sensibles du scénario avec TéléPodMC accompagnés de leur GSD2 qui a
permis de déceler ceux dont l’incertitude n’était pas définie. Ensuite, les figures synthétisant
la contribution des paramètres entrants à l’incertitude des scores d’impacts du même scénario
avant (fig. 4.1) et après (fig. 4.2) la complétion de l’incertitude qui a suivi l’analyse de la
sensibilité effectuée à l’aide du tableau 4.1. Elles ont montré que le profil de l’incertitude a
grandement changé après la complétion de l’incertitude et par le fait même, l’utilité de la
sensibilité a été prouvée. La comparaison entre les distributions du ratio entre le scénario
sans TéléPodMC et celui avec TéléPodMC issues des deux méthodes a suivi au tableau 4.3 et
a montré la concordance des valeurs. La même comparaison a été réalisée avec les résultats
pour le scénario avec TéléPodMC seulement (tab. 4.5), mais le tableau a été placé en annexe
et n’a pas été commenté en profondeur, ce qui est accompli dans la section suivante. Les
autres résultats présents dans l’article sont la liste des paramètres sensibles (tab. 4.4) et
la synthèse de la contribution (fig. 4.3) pour le ratio entre les deux scénarios. Ces derniers
résultats ont confirmé que la corrélation entre les paramètres entrants doit être prise en
compte.
En complément aux résultats résumés ci-dessus, cette section contient les droites de
Henry des échantillons de Monte Carlo de chaque score d’impact pour le scénario avec le
TéléPodMC. Ces courbes renseignent sur la log-normalité des échantillons, information qui
servira à discuter de la valider de l’hypothèse log-normale de la méthode analytique au
prochain chapitre.
5.1 Comparaison entre la méthode analytique et Monte
Carlo
Le tableau 4.5 comparant les incertitudes obtenues à l’aide de la méthode analytique avec
ceux obtenus par la méthode Monte Carlo a été montré en annexe de l’article, mais n’a pas
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été commenté. Il décrit les résultats d’incertitude sortante à l’aide de la GSD2 et trois autres
paramètres caractérisant la distribution statistique des résultats : la moyenne géométrique
µgeo et les 2,5e et 97,5e percentiles. Les percentiles des résultats analytiques ont été déterminés
avec les équations 4.7 et 4.8. L’écart-type géométrique des résultats de la simulation Monte
Carlo a été déterminé avec l’éq. 4.9. Il est possible d’observer que l’approximation analytique
est satisfaisante pour GSD2 de façon globale. Cependant, tandis que les distributions des
catégories « changements climatiques » (CC) et « pérennité des ressources » (R) sont presque
identiques, une déviation par rapport à Monte Carlo est présente auprès de la catégorie
« qualité des écosystèmes » (EQ) et, à plus petite échelle, de « santé humaine » (HH). En
jetant un regard sur les percentiles de ces deux derniers indicateurs, il peut être constaté
que la distribution analytique les sous-estime, tandis que la moyenne géométrique est plus
grande. Cela indique que la distribution est positivement plus asymétrique. Cet effet est
aussi observable auprès de CC et R, mais de façon beaucoup plus subtile. Hong et al. (2010)
mentionnent également cette observation dans leurs résultats et l’expliquent par le caractère
en même temps additif et multiplicatif du modèle.
5.2 Droites de Henry
Les figures 5.1, 5.2, 5.3 et 5.4 montrent les droites de Henry pour les quatre catégories
d’impact. Ces graphiques servent à déterminer si un échantillon de données suit une loi
normale ou log-normale. Il est possible de voir que la distribution la plus susceptible de
suivre une loi log-normale est celle des changements climatiques (fig. 5.1) puisqu’il s’agit de
la catégorie d’impact avec le facteur de corrélation R2 le plus élevé. Celle qui en est le moins
susceptible est la qualité des écosystèmes (fig. 5.2) avec le R2 le plus faible. L’échantillon
de la pérennité des ressources (fig. 5.4) semble suivre une droite à l’intérieur de l’intervalle
approximatif de z(p) = [−2; 2] (2 écarts-types). La santé humaine se situe entre la pérennité
des ressources et la qualité des écosystèmes en ce qui a trait à la courbure de l’échantillon.
Ces droites, à l’aide du facteur de corrélation R2 font ressortir le fait que la loi log-normale
est moins appropriée pour représenter les valeurs de la simulation Monte Carlo des scores
d’impacts avec une incertitude plus élevée. En effet, dans l’ordre croissant de R2, on retrouve
CC, R, HH et EQ, qui correspondant à l’ordre de la catégorie la moins incertaine à la plus
incertaine, selon le tableau 4.5. Ainsi, pour les incertitudes élevées, l’approche analytique
serait moins adéquate par l’hypothèse d’approximation de premier ordre comme observé par
Ciroth et al. (2004), mais également dans par l’hypothèse de distribution log-normale des
scores d’impact.
Dans la littérature, Hong et al. (2010) montrent la droite de Henry pour l’impact sur
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les changements climatiques d’un panneau avant d’automobile. Avec un GSD2 de 1,09, la
distribution du score d’impact a obtenu un facteur de corrélation R2 de 0,9988 avec une
loi log-normale. Il s’agit de résultats comparables au graphique 5.1. D’autres droites pour
les changements climatiques sont montrées avec des GSD2 de 1,64 et 2,05 et obtiennent des
valeurs de R2 au-dessus de 0,99, ce qui ne permet pas d’appuyer les résultats recueillis auprès
de la catégorie EQ dont la valeur de R2 est beaucoup plus faible. Une discussion à ce sujet
est réalisée au chapitre suivant.
Cette section a présenté les résultats qui complètent ceux de l’article scientifique qui se
trouve au chapitre précédent. Ils ont amené de l’information supplémentaire à propos de
la validité de l’approximation analytique en comparaison avec les données de la simulation
Monte Carlo. Les résultats étant maintenant complets, leur discussion peut donc être menée
au chapitre suivant.
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Figure 5.1 Droite de Henry du score en changements climatiques (CC) du scénario II (avec
optimisation du kilométrage)
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Figure 5.2 Droite de Henry du score en qualité des écosystèmes (EQ) du scénario II (avec
optimisation du kilométrage)
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Figure 5.3 Droite de Henry du score en santé humaine (HH) du scénario II (avec optimisa-
tion du kilométrage)
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Figure 5.4 Droite de Henry du score en pérennité des ressources (R) du scénario II (avec
optimisation du kilométrage)
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Chapitre 6
DISCUSSION GÉNÉRALE
L’objectif de ce chapitre consiste à compléter la discussion des résultats entamée dans
l’article scientifique au chapitre 4, entre autres à l’aide des résultats présentés au chapitre 5.
C’est ce qui est accompli dans les deux premières sections qui discutent de l’intégration du
calcul analytique de l’incertitude en ACV et la comparaison entre les résultats analytiques et
ceux de la simulation Monte Carlo. Ensuite, la discussion est élargie afin de jeter un regard
critique sur l’ensemble du projet en mettant en exergue les avantages, les limitations et les
améliorations futures de la méthode analytique.
6.1 Intégration du calcul analytique de l’incertitude à la
méthode ACV
La discussion sur l’incertitude débutée à la section 4.2.5 de l’article affirme que l’ap-
proximation de Taylor estime convenablement l’incertitude jusqu’à une valeur de GSD2 du
résultat d’environ 2,5. Ce résultat est basé sur la comparaison entre les résultats analytiques
et de la simulation Monte Carlo pour le scénario avec TélépodMC ou scénario II (tab. 4.5). Il
est également mentionné qu’il a été nécessaire de prendre en compte les paramètres globaux
définis dans le logiciel SimaPro qui ont servi au calcul de plusieurs flux dans le système de
produit. La corrélation créée par ces paramètres entre plusieurs éléments des matrices A et
B a été prise en compte en ajoutant manuellement des termes à l’éq. 4.4. Cela implique le
calcul supplémentaire de la dérivée de h par rapport au paramètre xi en question (∂h/∂xi).
Plus le paramètre aura servi à calculer différents flux, plus la dérivée sera compliquée à
calculer. Cette tâche supplémentaire n’est pas souhaitable dans le contexte d’ACV puisque
l’analyse d’incertitude doit prendre le moins d’efforts possible, vu le peu de temps qui y est
attribué dans une ACV. Un calcul trop compliqué pourrait décourager un analyste à utiliser
la méthode. Si les relations sont linéaires, il est possible de créer un processus, correspondant
au paramètre global, qui contient les flux qui sont calculés avec ce paramètre et en définissant
la valeur du flux pour le paramètre égale à 1. De cette façon, le paramètre global devient un
élément de la matrice A indépendant des autres et la dérivée est calculée automatiquement
par le script MATLAB. Cependant, cette procédure chamboule la structure normalement
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employée par les analystes ACV qui suivent les différentes étapes du cycle de vie.
6.2 Comparaison entre la méthode analytique et la simu-
lation Monte Carlo
Un problème qui a été soulevé dans les résultats de la comparaison entre la méthode
analytique et la simulation MC est la validité de l’approximation log-normale. Les droites
de Henry des figures 5.1, 5.2, 5.3 et 5.4 montrent que la distribution du score d’impact de
la qualité des écosystèmes est la moins probable d’être log-normale avec un facteur de cor-
rélation R2 de 0,722. Une des explications soulevées est le fait que le modèle ACV n’est pas
purement multiplicatif, mais également additif, explication également amenée par Hong et al.
(2010). Le tableau 4.5 indiquait que la distribution des échantillons MC était plus asymé-
trique que celle déterminée à l’aide de la méthode analytique. Afin de mieux comprendre les
effets de l’addition de variables log-normales sur l’asymétrie de la répartition d’une somme,
une comparaison entre la GSD2 calculée à partir des 2,5e et 97,5e percentiles de la somme de
variables aléatoires possédant la même GSD2 a été effectuée. La figure 6.1 présente le rapport
GSD297,5%/GSD
2
2,5% d’une telle somme en fonction de la GSD
2 de chaque terme de l’addition
(en abscisse) et du nombre de termes qu’elle possède (différentes courbes). Le graphique
montre que la distribution de la somme devient plus asymétrique qu’une distribution log-
normale, c’est-à-dire que GSD297,5%/GSD
2
2,5% devient plus grand, lorsque la GSD
2 des termes
augmente. Cependant, le nombre de termes (ou nombre de variables) semble freiner cet effet
par le théorème central limite qui stipule que la somme infinie de variables aléatoires tend à
être normale à son tour. En résumé, les résultats montrent que l’asymétrie augmente avec la
GSD2 et que l’effet est plus fort avec peu de termes. Cela est consistant avec les résultats de
contribution d’incertitude qui montrent que 99 % de l’incertitude du score EQ est attribuée à
seulement trois paramètres 1, tandis qu’il s’agit de la catégorie d’impact dont la distribution
est la plus asymétrique selon le tableau 4.5. Toutefois, les résultats de Hong et al. (2010) ne
semblent pas appuyer cette hypothèse, puisque leurs résultats sont beaucoup plus près de
la log-normalité pour des GSD2 semblables ou supérieurs à EQ malgré le fait que seulement
quelques paramètres contribuent à l’incertitude.
Malgré que la loi log-normale ne soit pas idéale, il est intéressant de comparer les résultats
avec une hypothèse normale. Le tableau 6.1 met en contraste la valeur des coefficients de
1. « Disposal, drilling waste, 71.5% water, to landfarming/CH U » dans « Well for exploration and
production, onshore/GLO/I U » (54 %), « Aluminum » dans « Disposal, drilling waste, 71.5% water, to
landfarming/CH U » (24 %) et « Well for exploration and production, onshore/GLO/I U » dans « Crude
oil, at production onshore/RU U » (22 %)
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Figure 6.1 Influence du nombre de variables et de leur écart-type géométrique (GSD2termes)
sur l’asymétrie (GSD297,5%/GSD
2
2,5%) de la distribution d’une somme de variables log-normales
à GSD2 identiques. Il est important de noter que la mesure de l’asymétrie utilisée n’est pas
le coefficient d’asymétrie (skewness en anglais) calculé à l’aide du troisième moment par
rapport à la moyenne d’une distribution.
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corrélation calculés avec la droite de Henry pour une hypothèse normale et log-normale.
Les chiffres montrent que la loi log-normale est mieux ajustée aux données Monte Carlo des
scores d’impact puisque les valeurs de R2 sont toujours plus élevés avec cette hypothèse. Les
échantillons étant distribués asymétriquement, une loi asymétrique comme la log-normale
estime mieux la distribution de l’échantillon que la loi normale qui est symétrique.
Tableau 6.1 Coefficients de corrélation (R2) par catégorie d’impact et par type de distri-
bution
Catégories d’impact R2normal R2log−normal
Changements climatiques 0,997 0,998
Qualité des écosystèmes 0,535 0,722
Santé humaine 0,842 0,930
Pérennité des ressources 0,967 0,979
La revue de littérature a abordé différentes méthodes d’approximation d’une somme
de variables log-normales qui sont susceptibles de mieux décrire la distribution des scores
d’impacts (voir section 2.3.3). Deux méthodes, Fenton-Wilkinson et Schwartz-Yeh, estiment
le résultat à l’aide d’une log-normale. La première donne de meilleurs résultats pour la
queue de la distribution, tandis que la seconde en estime mieux la tête. Cette dernière
présenterait donc plus de potentiel. La méthode de Wu et al. (2005) peut être paramétrée afin
d’obtenir plus de précision dans la tête ou dans la queue, mais sa complexité est supérieure.
Milevsky et Posner (1998) approximent la somme de variables log-normales à l’aide d’une
loi gamma réciproque dont les propriétés sont moins bien connues qu’une log-normale et
qui rend plus difficile la représentation de l’incertitude avec des paramètres. Finalement,
Lam et Le-Ngoc (2006) proposent une méthode pour des distributions indépendantes et
identiquement distribuées, ce qui n’est pas le cas ici. La complexité accrue de ces méthodes
a fait en sorte qu’elles n’ont pas été expérimentées dans le cadre de cette étude.
Finalement, un autre problème avec l’hypothèse log-normale est le fait que les analystes
ACV utilisent différents types de distributions statistiques dont la distribution uniforme (voir
section 2.1.2). Souvent en ACV, peu d’information est disponible et donc ces distributions ne
sont pas issues d’observations d’échantillons. Le choix de la distribution est donc subjectif.
De ce fait, il est aussi acceptable d’utiliser une autre distribution statistique comme la log-
normale dans ce cas-ci. Cependant, la conversion des distributions en celle-ci rajoute du
travail à l’analyse de l’incertitude à l’aide de la méthode analytique. Il faut donc connaître
dès le début de l’étude la méthode d’analyse de l’incertitude afin de déterminer la distribution
à utiliser.
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6.3 Limitations de la méthode analytique
Tout d’abord, la méthode analytique basée sur les séries de Taylor étant une approxima-
tion, son champ d’application est limité. Dans le cadre de ces travaux, il a été déterminé que
pour la GSD2 d’un score d’impact d’environ 2,5, l’approximation n’est plus valide. Des incer-
titudes au-delà de cette valeur sont possibles au sein des catégories d’impact très imprécises
comme la qualité des écosystèmes et la santé humaine, ce qui peut poser problème. Cepen-
dant, lorsque deux scénarios sont comparés, la corrélation entre les paramètres de ceux-ci
fait en sorte que l’incertitude diminue et il est donc plus susceptible que celle-ci reste en
dessous de 2,5.
En deuxième lieu, la sensibilité calculée à l’aide de la méthode analytique est déterministe,
c’est-à-dire que les dérivées sont évaluées aux valeurs moyennes des paramètres entrants. Ce-
pendant, selon Kurowicka et Cooke (2006) il faut tenir compte des distributions statistiques
des paramètres entrants et calculer la sensibilité de façon stochastique. Il faudrait alors ef-
fectuer une simulation Monte Carlo pour évaluer l’incertitude sur la sensibilité causée par la
variation de l’état du système lors du calcul de la dérivée.
En dernier lieu, les calculs d’incertitude dans cette étude sont limités à des paramètres
entrants log-normaux. Cependant, les analystes ACV utilisent d’autres distributions de pro-
babilité pour décrire l’incertitude des paramètres, dont la distribution uniforme. Bien qu’il
soit souvent raisonnable de simplement changer la distribution pour une log-normale, cela
rajoute une charge de travail lors de l’analyse d’incertitude, ce qui va à l’encontre des objec-
tifs de l’étude. De plus, la corrélation des éléments des matrices A, B et C engendrée par des
paramètres extérieurs aux matrices complique la tâche du calcul de l’incertitude, puisqu’il
faut rajouter des termes manuellement à l’éq. 2.19 afin de tenir compte de cette corrélation.
Encore une fois, cela rajoute du travail à l’analyse de l’incertitude auprès de l’analyste ACV,
ce qui n’est pas souhaitable.
6.4 Améliorations futures
Une amélioration potentielle de la méthode se situerait dans l’évaluation de l’incertitude
à l’aide d’une approximation de Taylor de degré supérieur. Ceci permettrait de repousser la
limite de validité de l’approximation linéaire de GSD2 = 2,5 à l’instar de ce qui a été observé
par Ciroth et al. (2004).
Les scénarios de l’étude de cas employée pour ces travaux étaient très semblables. Le
premier consistait en la flotte de véhicules sans TéléPodMC, tandis que le deuxième était la
flotte avec le dispositif de gestion des déplacements. La seule portion du système de produit
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qui différait était le cycle de vie du TéléPodMC. Ceci a permis de convenablement évaluer
la prise en compte de la corrélation dans le calcul de l’incertitude du rapport entre les
scores d’impact des deux options. Cependant, il serait pertinent d’effectuer le calcul avec des
scénarios très différents pour voir à quel point l’incertitude du rapport I/II diminuerait en
comparaison aux scénarios seuls.
La présente étude a discuté d’autres façons d’évaluer analytiquement l’incertitude issue
d’une somme de paramètres log-normaux, dont les méthodes de Fenton-Wilkinson, Schwartz-
Yeh et Wu et al. (2005) qui utilisent également une log-normale pour approximer la distribu-
tion de la sommation. Il serait également intéressant d’évaluer la méthodologie de Milevsky
et Posner (1998) qui utilisent plutôt une loi gamma réciproque. Il faudrait alors préciser la
manière d’exprimer un intervalle de confiance à l’aide de cette distribution peu commune.
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Chapitre 7
CONCLUSIONS ET
RECOMMANDATIONS
Cette conclusion débute par la synthèse des travaux effectués dans le cadre de cette étude.
Ensuite, une série de recommandations est formulée.
7.1 Synthèse des travaux
La méthode analytique permet d’effectuer facilement une analyse complète de l’incerti-
tude : elle permet de calculer l’incertitude des scores d’impact, leur sensibilité à la variation
des paramètres entrants et la contribution de l’incertitude de ces derniers à l’incertitude des
scores d’impact, et ce, en moins d’une minute. La comparaison entre l’incertitude calculée
à l’aide de la méthode analytique et les résultats de la méthode Monte Carlo montre que
la première est équivalente à la deuxième si l’incertitude des scores d’impact ne dépasse
pas une valeur d’environ GSD2 = 2,5. L’incertitude sur les résultats est considérablement
sous-estimée lorsque les facteurs de caractérisation ne possèdent pas de marge d’erreur dé-
finie. La loi log-normale estime mieux la distribution des scores d’impact obtenue à l’aide
de Monte Carlo que la loi normale. Les valeurs de sensibilité des paramètres entrants d’une
ACV, information qui n’est pas fournie par la simulation Monte Carlo dans les logiciels
d’ACV comme SimaPro, sont essentielles pour déterminer correctement lesquels ont le plus
d’influence sur l’incertitude des scores d’impact, ce qui permet d’effectuer une analyse de
l’incertitude complète. La contribution des paramètres entrants à l’incertitude des résultats,
qui est également une information qui n’est pas fournie par la simulation Monte Carlo dans
SimaPro, permet d’identifier les paramètres entrants dont l’incertitude contribue le plus à
celle des scores d’impact. La corrélation des paramètres entrants doit être prise en compte
lorsque deux scénarios sont comparés avec la méthode analytique. La comparaison entre
deux scénarios a l’avantage de diminuer l’incertitude sur les résultats en raison des multiples
paramètres communs. La considération de la corrélation entre les paramètres d’un seul scé-
nario créée par la définition de paramètres globaux est plus difficile qu’avec la simulation
Monte Carlo, puisqu’il faut ajouter manuellement un terme dans l’équation de Taylor pour
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chaque paramètre qui a servi à calculer plusieurs éléments des matrices ACV.
7.2 Recommandations
À la lumière de la synthèse des travaux, des recommandations sont formulées dans cette
section. Principalement, il est recommandé de procéder à l’intégration de l’outil analytique
dans les logiciels d’ACV. La facilité de son utilisation, sa rapidité et la quantité d’informa-
tion essentielle à l’analyse de l’incertitude qu’elle fournit sont des avantages indéniables par
rapport à la simulation Monte Carlo. Rendre disponible cette méthode permettrait à l’ana-
lyse de l’incertitude de gagner en popularité, améliorant l’interprétation des résultats ACV.
L’emploi de la méthode analytique permettrait de surcroît à améliorer la qualité des ana-
lyses de l’incertitude, puisque la sensibilité fait ressortir rapidement les paramètres entrants
susceptibles de contribuer beaucoup à l’incertitude des scores d’impact. L’analyste ACV est
ainsi mieux armé pour s’attaquer à l’incertitude, et ce, dès le début du projet.
Il est également suggéré d’améliorer la précision de la méthode analytique pour les scores
d’impact possédant une incertitude supérieure à GSD2 = 2,5 en explorant des approximations
d’ordre supérieur et possiblement d’autres distributions statistiques. Lorsque l’incertitude sur
les facteurs de caractérisation est considérée, ce qui n’est pas le cas dans la pratique actuelle,
cette valeur maximale est facilement dépassée.
En ce sens, peu d’information existe concernant l’incertitude des facteurs de caractérisa-
tion qui sont sujets à contribuer grandement à l’incertitude finale. Par exemple, la nouvelle
méthode d’évaluation des impacts ACV, ReCiPe, ne fournit aucune incertitude quantifiée
sur ses facteurs de caractérisation. Il est donc primordial d’augmenter la recherche visant à
chiffrer l’incertitude de ces paramètres en y allouant les ressources suffisantes.
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Annexe A
Étapes d’application du calcul
analytique de l’incertitude
Cette marche à suivre vise les praticiens de l’ACV afin de rendre l’application du calcul
analytique de l’incertitude plus aisé.
1. Obtenir les matrices A, B et C et le vecteur f. Dans le cas d’un système de produit
construit dans SimaPro, il est possible de les exporter (excepté f) à l’aide d’un code
MATLAB écrit par Guillaume Bourgault (guillaume.bourgault@polymtl.ca) qui, par
la suite, les importe dans l’environnement MATLAB. Le vecteur f doit être défini par
l’utilisateur à l’aide d’un vecteur nul à l’exception d’un élément qui possède la valeur
1. Ce dernier élément correspond au flux de référence qui appelle tous les autres flux
nécessaires. f est créé lors de l’exécution du script de l’annexe B à l’étape 2 et 5. Les
matrices sont nécessaires au calcul de l’incertitude (voir éq. 4.4).
2. Réaliser une analyse de sensibilité des éléments des matrices A, B et C 1. Même si
les paramètres d’entrée du système de produit n’ont pas tous une incertitude ou bien
que les corrélations ne sont pas toutes définies (étape 4), une étude de sensibilité peut
être effectuée tôt dans le processus de l’analyse du cycle de vie afin d’identifier les
paramètres d’entrée qui risquent le plus de contribuer à l’incertitude des indicateurs
d’impact. Pour ce faire, il faut calculer la dérivée de chacun par rapport chaque indi-
cateur d’impact (produit entre parenthèses de chaque terme de l’éq. 4.4). Le code de
l’annexe B effectue cette étape automatiquement puisque la sensibilité est nécessaire
au calcul de l’incertitude des indicateurs d’impact. Par la suite, l’incertitude des para-
mètres d’entrée peut être complétée en se concentrant sur les plus sensibles. Il arrive
que plusieurs éléments sensibles soient calculés à l’aide d’un paramètre commun qui
n’est pas l’élément d’une matrice. Il faut donc lui donner une incertitude, ainsi qu’aux
éléments de matrice qui s’en servent et ajouter un terme à l’équation éq. 4.4 afin de
tenir compte de cette incertitude (voir étape 4).
3. Obtenir les matrices d’incertitude GSDA, GSDB et GSDC et du vecteur d’incertitude
GSDf (s’il y a lieu). Les éléments de ces matrices consistent en l’incertitude exprimée
1. L’élément non nul du vecteur f est par défaut le plus sensible.
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en écart-type géométrique de l’élément correspondant de la matrice A, B ou C ou
du vecteur f. Il faut donc préalablement s’assurer que les incertitudes du système de
produit sont exprimées sous cette forme. Le code de Bourgault permet d’importer ces
matrices de Simapro à MATLAB.
4. Définir les corrélations entre les éléments de matrices. Il s’agit d’ajouter des termes
à l’équation éq. 4.4 pour chaque paramètre possédant une incertitude et servant à
calculer un ou plusieurs éléments d’une ou plusieurs matrices. Par exemple, supposons
la matrice A suivante :
A =
 a11 a12 a13a21 c22d c23d
a31 a32 a33
 (A.1)
Les éléments (2,2) et (2,3) sont des quantités d’essence calculées à l’aide d’une distance
parcourue d et d’une consommation par km cij. En supposant que seule la distance d
possède une incertitude (GSDd), le terme à rajouter pour le paramètre d à l’éq. 4.4 est
le suivant : (
−CBA−1∂A
∂d
A−1f
d
h
)2(
lnGSD2d
)2 (A.2)
Cette expression a la forme de la première série de termes de l’équation éq. 4.4, d
s’étant substitué à aij, puisque le paramètre d se trouve dans la matrice A. De plus,
∂A/∂d, c’est-à-dire la matrice de la dérivée partielle de chaque élément de A selon d
est :
∂A
∂d
=
 0 0 00 c22 c23
0 0 0
 (A.3)
Il ne faut pas oublié que, dans ce cas, les élément a22 et a23 ne doivent pas avoir d’in-
certitude (GSDa22 et GSDa23 égalent 1) puisqu’elle est déterminée par celle de leurs
paramètres, c’est-à-dire GSDd, c22 et c23 ne possédant pas d’incertitude. Sinon, l’in-
certitude est surestimée. La difficulté de cet exercice est de situer les valeurs de flux
contenant un paramètre commun dans les matrices. Dans le code de l’annexe B, les
termes doivent être ajoutés à l’équation qui définit la variable somme un peu avant la
section Contribution and sensitivity matrix.
5. Calculer l’incertitude des scores d’impact et la contribution de l’incertitude des para-
mètres d’entrée à celle-ci. Une fois la sensibilité des paramètres d’entrée calculée et
la corrélation entre eux définie, il est possible de calculer l’incertitude des indicateurs
d’impact à l’aide de l’éq. 4.4. La contribution se calcule à l’aide de l’éq. 4.5. Le code
de l’annexe B affiche dans l’ordre, l’incertitude des indicateurs d’impact, la liste des
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paramètres les plus sensibles par catégorie d’impact et les paramètres qui contribuent
le plus à l’incertitude de chaque catégorie d’impact.
82
Annexe B
Script de calcul analytique de
l’incertitude
% author : HUGUES IMBEAULT-TÉTREAULT
% institude : CIRAIG, ÉCOLE POLYTECHNIQUE DE MONTRÉAL
% date : APRIL 6TH 2010
% This Matlab script calculates the uncertainty of LCA impact scores from
% uncertainty on input parameters (GSD^2). It also displays sensitivity and
% contribution of each input parameters to the impact score uncertainty.
clear all
tic
load variables_de_base_1.mat % LOADS LCA MATRICES (economic flows A,
% elementary flows B, characterization
% factors C) AND MORE
ref_flux = 1615; % ELEMENT OF FINAL DEMAND VECTOR THAT IS NOT 0
categorie1 = 31;
C = grosC(categorie1:34,:); % CREATION A MATRIX C FROM THE SELECTION OF
% ONLY A FEW IMPACT SCORES FROM A BIGGER C
% (GROSC)
sigma_C = sparse(size(C,1),size(C,2)); % CASE OF CHARACTERIZATION FACTORS
% WITHOUT UNCERTAINTY
inv_A=inv(A);
CBinvA = C*B*inv_A;
sigma_f = sparse(length(A),1); % CASE OF REFERENCE FLOW WITHOUT UNCERTAINTY
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format short g
clear incertitude terms_A terms_B terms_C terms_f
% LISTS OF NON ZERO MATRIX ELEMENTS
[ rA, cA ] = find(A);
nzA = [ rA, cA ];
[ rB, cB ] = find(B);
nzB = [ rB, cB ];
[ rC, cC ] = find(C);
nzC = [ rC, cC ];
clear rA cA rB cB rC cC
%%%%%%%%%%%% LCA
f = zeros(length(A),1); % FINAL DEMAND VECTOR
f(ref_flux,1)=1;
s=inv_A*f; % SCALING VECTOR
g = B*s; % INVENTORY
score = C*g; % IMPACT SCORES
%%%%%%%%% TERM A %%%%%%%%%%%%%%%%%%%%
% UNCERTAINTY TERMS OF ELEMENTS OF A
dadaijs = sparse(size(A,1),size(s,2));
sensitivityA = zeros( size(nzA,1), size(C,1) );
for i = 1:size(nzA,1)
if nzA(i,1) ~= nzA(i,2) % sensitivity of the elements of the diagonal
% is meaningless
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dadaijs(nzA(i,1)) = s(nzA(i,2));
sensitivityA(i, :) = ( CBinvA * dadaijs * A( nzA(i,1), nzA(i,2) )
./ score )’;
dadaijs(nzA(i,1)) = 0;
end
end
clear dadaijs
sparse(sensitivityA);
%%%%%%%%% TERM B %%%%%%%%%%%%%%%%%%%%
% UNCERTAINTY TERMS OF ELEMENTS OF B
dbdbijs = sparse(size(B,1),size(s,2));
sensitivityB = zeros( size(nzB,1), size(C,1) );
for i = 1:size(nzB,1)
dbdbijs(nzB(i,1)) = s(nzB(i,2));
sensitivityB(i, :) = ( C * dbdbijs * B( nzB(i,1), nzB(i,2) )
./ score )’;
dbdbijs(nzB(i,1)) = 0;
end
clear dbdbijs
sparse(sensitivityB);
%%%%%%%%% TERM C %%%%%%%%%%%%%%%%%%%%
% UNCERTAINTY TERMS OF ELEMENTS OF C
dhdcij = sparse(size(score,1),size(score,2));
sensitivityC = zeros( size(nzC,1), size(C,1) );
for i = 1:size(nzC,1)
dhdcij(nzC(i,1)) = g(nzC(i,2));
sensitivityC(i, :) = ( dhdcij * C( nzC(i,1), nzC(i,2) )
./ score )’;
dhdcij(nzC(i,1)) = 0;
end
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clear dhdcij
sparse(sensitivityC);
%%%%%%%%% TERM F %%%%%%%%%%%%%%%%%%%%
% UNCERTAINTY TERMS OF ELEMENTS OF F
sensitivityf = zeros( length(f), size(C,1) );
dfdfi = zeros(size(f));
for i = 1:length(f)
dfdfi(i) = 1;
sensitivityf(i,:) = ( CBinvA * dfdfi * f(i) ./ score )’;
dfdfi(i) = 0;
end
clear dfdfi
%%%%%%%%%% UNCERTAINTY RESULTS %%%%%%%%%%%
terms_A = zeros(size(nzA,1),size(C,1));
for h = 1:size(C,1) % pour chaque catégorie d’impact
for i = 1:size(nzA,1) %pour chaque élément non nul de A
if sigma_A(nzA(i,1),nzA(i,2))
terms_A(i,h) = (sensitivityA(i,h))^2 *
(log(sigma_A(nzA(i,1),nzA(i,2))))^2;
end
end
end
terms_B = zeros(size(nzB,1),size(C,1));
for h = 1:size(C,1) % pour chaque catégorie d’impact
for i = 1:size(nzB,1) %pour chaque élément non nul de B
if sigma_B(nzB(i,1),nzB(i,2))
terms_B(i,h) = (sensitivityB(i,h))^2 *
(log(sigma_B(nzB(i,1),nzB(i,2))))^2;
end
end
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end
terms_C = zeros(size(nzC,1),size(C,1));
for h = 1:size(C,1) % pour chaque catégorie d’impact
for i = 1:size(nzC,1) % pour chaque élément non nul de C
if sigma_C(nzC(i,1),nzC(i,2))
terms_C(i,h) = (sensitivityC(i,h))^2 *
(log(sigma_C(nzC(i,1),nzC(i,2))))^2;
end
end
end
terms_f = zeros(length(A),size(C,1));
for h = 1:size(C,1) % pour chaque catégorie d’impact
for i = 1:size(terms_f,1) % pour chaque élément non nul de f
if sigma_f(i)
terms_f(i,h) = (sensitivityf(i,h))^2 * (log(sigma_f(i)))^2;
end
end
end
somme = sum(terms_A) + sum(terms_B) + sum(terms_C) + sum(terms_f);
incertitude = exp(sqrt(somme)); % UNCERTAINTY OF IMPACT SCORES
fprintf(1,’\n\n%s\t%s\n’,’Uncertainty Results:’,
char(flux_economiques(ref_flux,1)))
fprintf(1,’\n%s\t%s\t%s\n’,’Impact Categories’,’exp(mu)’,’GSD2’)
fprintf(1,’\n%s\t%g\t%g’,’CC’,score(3),incertitude(3))
fprintf(1,’\n%s\t%g\t%g’,’EQ’,score(2),incertitude(2))
fprintf(1,’\n%s\t%g\t%g’,’HH’,score(1),incertitude(1))
fprintf(1,’\n%s\t%g\t%g\n’,’R’,score(4),incertitude(4))
%%%%%%%%%% CONTRIBUTION AND SENSITIVITY MATRIX %%%%%%%%%%%%%%%
consen = [ ones(size(terms_A,1),1) nzA abs(sensitivityA) terms_A;
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2*ones(size(terms_B,1),1) nzB abs(sensitivityB) terms_B;
3*ones(size(terms_C,1),1) nzC abs(sensitivityC) terms_C;
4*ones(size(terms_f,1),1) (1:length(terms_f))’ zeros(size(terms_f,1),1)
abs(sensitivityf) terms_f];
%%%%%%%%% SENSITIVITY DISPLAY %%%%%%%%%%%%
fprintf(1,’\n\n%s\n’,’Sensitivity’)
for j = 1:size(C,1)
sensitivitysorted = sortrows(consen, -(j+3));
fprintf(1,’\n\n%s\n’,char(categories(categorie1+j-1)))
fprintf(1,’%s\t%s\t%s\t%s\t%s\n’,’Process’, ’Flow’, ’Comp’,’Sensitivity’
, ’GSD2’)
i = 1;
while sensitivitysorted(i,j+3) >= 0.001
switch sensitivitysorted(i,1)
case 1
fprintf(1,’%s\t%s\t\t%g\t%g\n’,
char(flux_economiques(sensitivitysorted(i,3),1)),
char(flux_economiques(sensitivitysorted(i,2),1)),
sensitivitysorted(i,j+3), sigma_A(sensitivitysorted(i,2),
sensitivitysorted(i,3)))
case 2
fprintf(1,’%s\t%s\t%s\t%g\t%g\n’,
char(flux_economiques(sensitivitysorted(i,3),1)),
char(flux_elementaires(sensitivitysorted(i,2),2)),
char(flux_elementaires(sensitivitysorted(i,2),1)),
sensitivitysorted(i,j+3),sigma_B(sensitivitysorted(i,2),
sensitivitysorted(i,3)))
case 3
fprintf(1,’%s\t%s\t%s\t%g\t%g\n’,
char(categories(categorie1+j-1)),
char(flux_elementaires(sensitivitysorted(i,3),2)),
char(flux_elementaires(sensitivitysorted(i,3),1)),
sensitivitysorted(i,j+3),sigma_C(sensitivitysorted(i,2),
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sensitivitysorted(i,3)))
case 4
fprintf(1,’%s\t%s\t%g\t%g\n’, ’Reference flow’,
char(flux_economiques(sensitivitysorted(i,2),1)),
sensitivitysorted(i,j+3),sigma_f(sensitivitysorted(i,2)))
end
i = i + 1;
end
end
%%%%%%%%% CONTRIBUTION DISPLAY %%%%%%%%%%%%
fprintf(1,’\n\n%s\n’,’Contribution’)
for j = 1:size(C,1)
contribsorted = sortrows(consen, -(j+3+size(C,1)));
fprintf(1,’\n\n%s\n’,char(categories(categorie1+j-1)))
fprintf(1,’%s\t%s\t%s\t%s\t%s\t%s\n’,’Process’, ’Flow’, ’Comp’,
’Contribution’, ’GSD2’,’Sensitivity’)
i = 1;
while contribsorted(i,j+3+size(C,1))/somme(j) >= 0.001
switch contribsorted(i,1)
case 1
fprintf(1,’%s\t%s\t\t%g\t%g\t%g\n’,
char(flux_economiques(contribsorted(i,3),1)),
char(flux_economiques(contribsorted(i,2),1)),
contribsorted(i,j+3+size(C,1))/somme(j),
sigma_A(contribsorted(i,2),contribsorted(i,3)), contribsorted(i,j+3))
case 2
fprintf(1,’%s\t%s\t%s\t%g\t%g\t%g\n’,
char(flux_economiques(contribsorted(i,3),1)),
char(flux_elementaires(contribsorted(i,2),2)),
char(flux_elementaires(contribsorted(i,2),1)),
contribsorted(i,j+3+size(C,1))/somme(j),
sigma_B(contribsorted(i,2),contribsorted(i,3)),
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contribsorted(i,j+3))
case 3
fprintf(1,’%s\t%s\t%s\t%g\t%g\t%g\n’,
char(categories(categorie1+j-1)),
char(flux_elementaires(contribsorted(i,3),2)),
char(flux_elementaires(contribsorted(i,3),1)),
contribsorted(i,j+3+size(C,1))/somme(j),
sigma_C(contribsorted(i,2),contribsorted(i,3)),
contribsorted(i,j+3))
case 4
fprintf(1,’%s\t%s\t%g\t%g\t%g\n’, ’Reference flow’,
char(flux_economiques(contribsorted(i,2),1)),
contribsorted(i,j+3+size(C,1))/somme(j),
sigma_f(contribsorted(i,2)), contribsorted(i,j+3))
end
i = i + 1;
end
end
toc
