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Abstract
We study the relation of the spin-statistics theorem to the geomet-
ric structures on phase space, which are introduced in quantisation pro-
cedures (namely a U(1) bundle and connection). The relation can be
proved in both the relativistic and the non-relativistic domain (in fact
for any symmetry group including internal symmetries) by requiring that
the exchange can be implemented smoothly by a class of symmetry trans-
formations that project in the phase space of the joint system system.
We discuss the interpretation of this requirement, stressing the fact that
any distinction of identical particles comes solely from the choice of co-
ordinates - the exchange then arises from suitable change of coordinate
system. We then examine our construction in the geometric and the
coherent-state-path-integral quantisation schemes. In the appendix we
apply our results to exotic systems exhibiting continuous “spin” and “frac-
tional statistics”. This gives novel and unusual forms of the spin-statistics
relation.
1 Introduction
The relation between spin and statistics is a theorem of relativistic quantum
field theory. In the original proof of Pauli [1] the spin-statistics theorem arises
as a consequence of: i) the existence of a representation of the Poincare´ group,
ii) positivity of energy, iii) the necessity that two fields at spacelike separation
either commute or anticommute.
This particular proof was valid for free fields: for generic field theories one
has to recourse to the axiomatic method: identify a number of postulates as fun-
damental for a relativistic quantum field theory and recover general properties
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of the fields as consequence of these axioms. Then indeed, the spin-statistics
connection is verified as a theorem [2].
These proofs and their variations assume either the postulate (iii) we gave
earlier or a logically equivalent form for it (see [3] for an analysis). However
familiar this postulate might be, it is not apparently intuitive in the context of
a quantum theory in which fields are the sole fundamental objects. It is true that
commutativity at spacelike separations is an indication of locality, in the sense
that measurements of commuting quantities can be carried out simultaneously.
However, this is not true for anticommutativity. Hence, the physical significance
of postulate (iii) arises from the consideration of the relation between quantum
fields and relativistic free particles with spin. This requires the introduction of
the duality field - particle in our interpretation.
This is one reason, why there has been an effort to prove the relation between
spin and statistics in the context of particle quantum mechanics, without making
any reference to quantum fields. Another motivation for this effort comes from
the fact that non-relativistic quantum mechanics (with the Galilei group as a
group of covariance) is a logically complete theory. For this reason it would be
desirable to prove the spin-statistics relation making reference solely to concepts
of this theory.
Many proofs of the spin-statistics theorem have been found in this context.
They typically employ a configuration space representation for the wave func-
tions. The configuration space for a single particle is taken as a product of R3,
for the translational degrees of freedom, times the two-sphere S2 or the rotation
group SO(3) to account for the spin degrees of freedom.
However, all such proofs use axioms or principles, which lie outside the scope
of particle mechanics. Hence, Finkelstein and Rubinstein considered particles
as extended solitonic objects and used topological arguments from rubber band
twisting [4, 5]; Balachandran et al introduced antiparticles and symmetries rem-
iniscent of the field theoretic CTP [6]; Berry and Robbins employed a particular
construction for the transported basis of the spins (using the Schwinger repre-
sentation of spins) [7, 8]. All constructions need essentially to satisfy a condition
identified in [9].
In this paper we shall study the manifestation of the spin statistics relation
on the classical phase space of the particles rather than the configuration space.
The phase space itself as a symplectic manifold does not have enough structure
to support a spin-statistics theorem; we need to add some additional structure
to move towards quantum theory. In geometric quantisation [10, 12] this a U(1)
bundle and a connection compatible with the symplectic form.
There are various reasons why we think it is of interest to see the spin-
statistics relation in this perspective:
i) We are of the opinion that indistinguishability is a statistical rather than
an intrinsic (or ontological) property of physical systems. By this we mean that
if it is not possible to distinguish between two particles at all times by properties
either intrinsic or extrinsic to them, then any statistical scheme we introduce in
order to describe the combined system has to treat these particles as identical.
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It makes no difference, whether the corresponding probability theory is quan-
tum or classical 1. Hence, the study the spin-statistics relationship enables us
to compare the quantum and classical notions of indistinguishability, and their
consequences, with the aim to identify their geometric origins. The quantum to
classical transition is also of interest in this context.
ii) There exists a theory of symplectic group actions (e.g. the Poincare´ group)
in close analogy and with the same degree of generality as the theory of group
representations on a Hilbert space. The spin degrees of freedom arise natu-
rally by the consideration of the symplectic actions of the spacetime symmetry
group and do not have to be put in by hand. Furthermore, by stating the spin-
statistics relation in a geometric language we may find such relations in more
general systems, than ones that have so far been studied (such systems may not
involve actual spin degrees of freedom).
iii) The geometric structure that is responsible for the non-trivial spin-statistics
relation is known as prequantisation of a symplectic manifold. This is present
in all quantisation algorithms either as an object that needs to be introduced
a priori (geometric quantisation, Klauder’s quantisation [13]) or as a structure
that arises a posteriori after the quantum theory has been constructed (from the
study of coherent states). It can, therefore, be argued that this is the minimal
structure one needs to add to classical mechanics, before starting the construc-
tion of quantum theories. As such, we expect our results to be relevant to
formulations of quantum theory, which try to sidestep the Hilbert space formal-
ism (see [15, 16] for our perspective).
In our effort to prove the spin-statistics connection, we find, like all previous
works, that one needs to introduce an additional postulate. Indeed, we identify
a postulate that is simple from a geometrical perspective and show its equiva-
lence to the spin-statistics connection. However, it is equally ad hoc as far as
the relation with the standard formulation of quantum mechanics is concerned.
In fact, our study does not need to take into account the full quantisa-
tion algorithm: the spin-statistics connection can be phrased at the level of
prequantisation, i.e. before constructing the physical Hilbert space. This lat-
ter construction can be achieved in different ways through the introduction
of additional structures: in standard geometric quantisation a polarisation, in
Klauder’s theory a homogeneous metric by which to support a Wiener process.
Our condition is compatible with such additional structures. However, it re-
mains equally ad hoc in virtue of standard quantum theory. The reason is that
the probabilistic/statistical concepts of quantum theory make only indirect (if
at all) reference to the geometrical objects that were used in their construction.
In the next section we give a brief, but self-contained summary of the ba-
1Note, however, that in a deterministic theory particles are distinguishable by virtue of
their initial conditions.
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sic ideas of geometric quantisation. We then explain how the combination of
subsystems is effected. The study of the systems with SO(3) symmetry is our
guide, in order to identify a general group-theoretic postulate that is equivalent
to the spin-statistics connection. It is then easy (but rather involved) to gener-
alise for the Poincare´ and Galilei groups, and also to systems with more exotic
spin and statistics structure. This generalisation is found in the appendix.
Overall, our presentation relies on Souriau’s monograph [10], to which we
refer for a detailed treatment of the existing material we have found necessary
to include in our paper. We use a different notation, though.
2 Geometric quantisation
2.1 Prequantisation
The state space of classical mechanics is a symplectic manifold, i.e. a manifold
Γ equipped with a non-degenerate two-form Ω, which is closed (dΩ = 0). Ω is
known as the symplectic form; its physical significance lies in the fact that it
provides a map from observables f (functions on Γ) to vector fields Xf (that
generate one-parameter groups of diffeomorphisms) through the assignment
df = ιXfΩ (2. 1)
(Here ι denotes the interior product). Vector fields that can be written as Xf
for some f are called Hamiltonian. The Poisson bracket between two functions
f and g is then defined as X{f,g} = −[Xf , Xg].
A group action on the manifold is called symplectic if its generating vector
fields are all Hamiltonian.
Passing from classical to quantum mechanics necessitates the introduction
of complex-valued objects. The most natural way to achieve this is through
a gauge U(1) symmetry. This allows us to implement the rule that Poisson
bracket goes to operator commutator.
More precisely the prequantisation of a symplectic manifold (Γ,Ω) consists
of a fiber bundle (Y,Γ, π) with total space Y , base space Γ, fiber and structure
group U(1), with π : Y → M the projection map 2. In addition Y is equipped
with a connection, whose form ω satisfies dω = π∗Ω.
An immediate consequence of this definition is that one cannot prequantise
all symplectic manifolds: an integrability condition arises, which the symplec-
tic form has to satisfy. This comes from the fact that a connection generates
parallel transport along paths. If A is a potential of a connection ω , then the
holonomy along a loop γ exp(i
∫
γ A) equals
∫
Σ dA =
∫
Σ Ω, where Σ is a two-
surface spanning γ. Since the holonomy is independent of the choice of Σ,
∫
ΣΩ
is an integral multiple of 2π [12].
We need to point out two facts that we will use in what follows:
2One also employs the associated line bundle (L,Γ, pi′), which has C as fiber.
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i) The inequivalent prequantisations -if any exist- of a symplectic manifold are
classified by the characters of its homotopy group. Hence a simply-connected
manifold has a unique prequantisation.
ii) If there exists a symplectic potential (i.e. an one-form θ on Γ such that
dθ = Ω globally) the prequantizing bundle is trivial.
2.2 Group actions
To any function on Γ there corresponds a unique vector field Yf on Y , such
that ω(Yf ) = π∗f and ιYf dω = π∗df . Vector fields of the type Yf generate
diffeomorphisms on Y that are known as quantomorphisms.
A group G that acts on Y by symplectomorphisms as (g ∈ G, ξ ∈ Y )→ g · ξ
has also a symplectic action on Γ as (g ∈ G, x ∈ Γ) → π(g · ξ), for any ξ such
that π(ξ) = x. The action of G on Y is then called a lifting of the symplectic
action of G on Γ. Because of topological obstructions not all symplectic group
actions can be isomorphically lifted. Often one needs introduce a larger group
G′ acting on Y , which is a covering group of G.
We shall denote the defining U(1) action on the bundle as (z ∈ U(1), ξ ∈
Y )→ z · ξ.
2.3 The next step
One can construct a Hilbert space from the cross-sections of the line bundle as-
sociated with Y . From this, a natural assignment of functions on Γ to operators
on this Hilbert space follows. The Hilbert space is, however, too big compared
with the ones of standard quantum mechanics. One needs to restrict in one of
its subspaces.
Standard geometric quantisation proceeds by choosing a polarisation P ,
which amounts to choosing a maximal Lagrangian subspace Px
3 of the com-
plexified tangent space TCx Γ at each point x ∈ Γ. The physical Hilbert space is
constructed by all cross-sections of the bundle that are constant along the vec-
tor fields of the polarisation. For instance, in the position representation of the
free particle the polarisation is generated by the vector fields ∂∂pi . In general,
there is substantial freedom in the choice of polarisation, but when the system
has a symmetry,it is preferable to choose a polarisation that is preserved by the
symplectic action of the corresponding group.
A different way to proceed is to consider the space of complex-valued func-
tions on Γ and then identify a projection operator onto the physical Hilbert
space. In Klauder’s coherent state quantisation the projector is constructed by
a path integral, in which the connection form plays dominant role. An homoge-
neous metric on Γ is also necessary, in order to support a Wiener process for the
path integral’s definition. The relation between these two types of quantisation
is found in [14].
3I.e. a subspace in which the symplectic form vanishes.
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There are other variations of these themes of quantisation schemes based
on geometry. We only want to point out that the justification of the geometric
structures introduced in the quantisation are viewed as intermediate steps to-
wards the construction of the Hilbert space. Once arriving there, all physical
interpretation takes place through the Hilbert space concepts. In particular,
there does not exist an apparent relation between geometric objects and the
statistical ones of standard quantum theory.
3 Combination of subsystems
In classical mechanics (or any classical statistical system) the combination of
subsystems is effected through the Cartesian product. That is, if (Γ1,Ω1) and
(Γ2,Ω2) are phase spaces associated with two physical systems, then the com-
bined system is described by the Cartesian product Γ1×Γ2 and the symplectic
form Ω = Ω1 ⊕ Ω2
4.
As we mentioned in the introduction, the notion of identical systems is mean-
ingful also in a classical setting, as it is essentially a statistical one. Two systems
are identical if they cannot be distinguished at all times by virtue of any internal
or external characteristics.
Even though two particles can always be distinguished by virtue of their
initial conditions in a deterministic theory, symplectic geometry is also an arena
for statistical description of physical systems. Symmetries are generated by a
Hamiltonian flow, but this is the case for dynamics only if time-translation is a
symmetry. This is not the case in, for instance, open systems.
If we have then two identical systems, any function on Γ × Γ, has to be
symmetric with respect to the exchange
(x1, x2)→ (x2, x1). (3. 1)
The existence of this symmetry amounts to having a probabilistic description
in terms of functions on a phase space ΓS . The latter is obtained the following
way. We first define the diagonal set ∆ = {(x, x), x ∈ Γ}. Then ΓS is defined
as the quotient of Γ × Γ − ∆ with respect to the permutation (3.1). If p :
Γ × Γ − ∆ → ΓS is the corresponding projection map, there exists a unique
symplectic form ΩS on ΓS , such that p∗ΩS = Ω⊕ Ω.
This definition is easily extended for more than a pair of identical systems.
For n systems we define the diagonal ∆ = {(x1, x2, . . . , xn) ∈ Γ
n|∃i, j, s.t. xi =
xj}. The resulting space ΓS is the quotient of Γ
n−∆ with respect to the group
of permutations.
When two systems (Y1,Γ1, π1;ω1) and (Y2,Γ2, π2;ω2) are combined at the
prequantisation level, the total system is described by a fiber bundle with basis
space Γ1 × Γ2 and a total space Y , which is constructed as follows. We define
the 1-form ω˜ = ω1 ⊕ ω2 on Y1 × Y2 and then identify the null direction of ω˜,
4If X1, Y1 are vector fields on Γ1 and X2, Y2 on Γ2, then Ω1 ⊕ Ω2 is defined by Ω1 ⊕
Ω2[(X1,X2), (Y1, Y2)] = Ω1(X1, Y1) + Ω2(X2, Y2). It is similarly defined for al tensor fields.
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i.e a vector field Z on Y1 × Y2, such that ω˜(Z) = 0. This defines a foliation on
Y1 × Y2. In fact, a leaf of this foliation is characterised by the group action
(ξ1, ξ2) ∈ Y1 × Y2 → (z · ξ1, z
−1 · ξ2), z ∈ U(1). (3. 2)
Hence one can define Y as the quotient of Y1 × Y2 by this group action. The
one-form ω˜ naturally projects into an 1-form ω on Y . Also the projection map
is π : Y → Γ1 × Γ2 is defined as π([ξ1, ξ2]) = (π1(ξ1), π2(ξ2)), where we denoted
as [ξ1, ξ2] the equivalence class of (ξ1, ξ2) under the group action (3.2). The
action of U(1) on Y along the fibers is then z · [ξ1, ξ2] := [z · ξ1, z · ξ2].
Let us consider now the case of identical systems. From a pair of Γ ’s
one can construct uniquely the bundle (Y,Γ × Γ, π). There exists the action
of the permutation group on Γ × Γ − ∆, which can be lifted on Y . If Γ is
simply connected, so is Γ×Γ−∆ and there are two possible ways by which the
permutation group may act [17]. Either
[ξ1, ξ2]→ [ξ2, ξ1],
or
[ξ1, ξ2]→ [(−1) · ξ2, ξ1]. (3. 3)
Now if i : Γ × Γ −∆ → Γ × Γ is the inclusion map, the actions above also
pass into the pull-back bundle i∗Y . From each of these actions we obtained two
different quotient spaces from i∗Y and essentially to different bundles over ΓS
for the prequantisation of the combined system. They correspond respectively to
Bose-Einstein and Fermi-Dirac statistics and their total spaces will be denoted
as YB and YF respectively. It is easy to see that the connection 1-form and the
projection maps pass down from Y to YS or YB .
In fact, the same results are valid for combination of more than two systems.
The inequivalent prequantisations of a connected manifold are classified by the
characters of its homotopy group. If Γ is connected then the homotopy group of
ΓS is the permutation group, which has only two characters, namely χ+(P ) = 1
and χ−(P ) = σ(P ); here P denotes a permutation and σ(P ) its parity.
4 The spin-statistics relation
Symplectic geometry has the attractive feature of an intimate relation with Lie
group theory. Given a Lie group, one can determine all symplectic manifolds,
upon which it acts with symplectic transformations. They are essentially orbits
of the coadjoint action of the group on the dual of its Lie algebra (for details
see [10, 11]).
This fact provides one of the motivation for studying the spin-statistics re-
lation in the present context, because spin degrees of freedom appear naturally
from the representation theory of groups containing space rotations and they
do not have to be postulated ad hoc.
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For instance, in analogy with Wigner representation theory for the Poincare´
group, one can get the symplectic manifolds corresponding to a free massive or
massless relativistic particle with spin.
4.1 SO(3) and spin
The easiest way to understand the appearance of spin classically is through the
study of the symplectic actions of the group SO(3) of rotations in 3-dimensional
space (ignoring all translational degrees of freedom). The symplectic manifolds
upon which SO(3) acts transitively have the topology of a two sphere S2 =
{(x1, x2, x3) ∈ R
3;x21 + x
2
2 + x
2
3 = 1}, with the symplectic form
Ω =
1
2
sǫijkx
idxj ∧ dxk (4. 1)
(It is a different symplectic manifold for each choice of s). The group SO(3)
acts as xi → Oijx
j in terms of its fundamental representation.
The prequantisation of S2 is achieved with the use of spinors. First, one
can show that a necessary and sufficient integrability condition for S2 to be
prequantizable is s to equal n/2, with n an integer, i.e. the usual quantum
notion of a spin.
Let us consider a two-spinor
ξ =
(
z1
z2
)
, (4. 2)
which is normalised to unity ξ¯ξ = 1. All such unit spinors span a 3-sphere S3.
There exists a natural projection map π : S3 → S2 given by
[π(ξ)]i = ξ¯σiξ, (4. 3)
and a natural connection form
ω = −iξ¯dξ, (4. 4)
and a U(1) action along the fibers eiφ · ξ = eiφξ. The ensuing bundle is known
as the Hopf bundle.
For each choice of n we have the action of the group of n-th roots of unity
on S3:
e2ipir/n · ξ, r = 0, . . . , n− 1. (4. 5)
The prequantisation of a system characterised by a given value of s is a bundle
with total space Yn, which is the space of orbits [ξ]n of S
3 under the action
(4.5). The projection πn : Yn → S
2 is defined as πn([ξ]n) = π(ξ), while the
connection form on Yn has as pullback on S
3 the connection
ωn = −inξ¯dξ (4. 6)
It is easy to check that dωn = (πn)∗Ω for the value s = n/2.
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Again using the properties of spinors one obtains a lift of the SO(3) action,
or rather of its double cover SU(2) on Yn. If α ∈ SU(2) then to it there
corresponds an SO(3) matrix Oij(α) = 12Tr(α
†σiασj) acting or R3 and hence
on S2. (As is well known, the map α → O(α) is two-to-one.) The action of
SU(2) on S3, which lifts the SO(3) symplectic action on S2, is ξ → αξ. Since
this action commutes with the action (4.5), it passes through the equivalence
classes into the bundle Yn that prequantises the spin system, with arbitrary
value of n.
Due to the equivalence relation coming from (4.5), if X is an element of the
Lie-algebra of SU(2), the corresponding SU(2) group element for the action on
Yn is
cos(s|X |)1−
i
|X |
sin(s|X |)σiXi (4. 7)
This shows that a rotation of |X | = 2π performs the transformation
ξ → (−1)nξ, (4. 8)
i.e. for even values of n the action of the SU(2) matrix −1 is identified with the
action of unity.
Consider now the combination of two spin systems with spin s = n/2. Ac-
cording to the general construction presented earlier the total space for the
bundle characterising the system is an equivalence class of a pair of unit spinors
[ξ1, ξ2] modulo the equivalence relation
(ξ1, ξ2) ∼ (e
iφξ1, e
−iφξ2) and (ξ1, ξ2) ∼ (ei2pir/nξ1, ei2pir
′/nξ2), r, r
′ = 0, . . . , n−1.
There is a natural projection to S2 × S2 as well as the two possible actions
of the permutation group
[ξ1, ξ2]→ [ξ2, (−1)
fξ1], (4. 9)
We denoted f = 0 for the bosonic and f = 1 for the fermionic action, each value
corresponding to the two possible prequantisations of the combined system.
Clearly, if G is the symmetry group of a phase space Γ, then G × G is a
symmetry on Γ× Γ and its action can be lifted on its prequantizing bundle.
The action of a symmetry group like SO(3) or the Poincare´ group can be
thought of as corresponding to a change of coordinate system. In the case of
identical systems, it is natural to assume that the exchange takes place through
a continuous change of coordinates.
In the spin system the SO(3) group action has as integral curves of its
generators circles on S2. If we restrict to transformations generated by one
element X of the Lie algebra of SO(3), we notice that there are two possible
routes from one point x1 to another x2, corresponding to a smooth path of
SO(3) actions. The reason is that two points can be connected by two segments
of the circle that is defined by the group action, say γ and γ′. We take the
convention that γ starts from x1 and ends at x2 and γ
′ starts at x2 and ends at
x1.
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Let us denote by g1 and g2 the elements of the group SU(2) that satisfy:
(g1, g2) · [ξ1, ξ2] := [g1 · ξ1, g2 · ξ2] = (−1)
f [ξ2, ξ1]. One has then that
(g2g1) · ξ1 = (−1)
fξ1. (4. 10)
Since the systems are identical one can represent a state of the system, by
two non-coinciding points on a single sphere S2. Let us consider that the
exchange g1x1 = x2 and g2x2 = x1 is effected by an one-parameter group
of SO(3) actions for each point, that have a common generator. That is, we
restrict to an exchange that takes place within the orbit of a single generator,
hence both subsystems have to move in the same circle. If the first derivative
of the map t→ g(t)x exists, then the transformation is along an integral curve
of the vector fields generating the SO(3) action on the sphere.
According to our earlier discussion, our restriction implies that there are two
choices for the orbit of the transformation:
i. x1 → x2 through γ and x2 → x1 through γ
−1 (or similarly for γ′).
ii. x1 → x2 through γ and x2 → x1 through γ
′.
In the first case the orbit of the transformation necessarily passes through the
diagonal set and cannot be continuous on the phase space ΓS of the combined
system. The second case implies that the action of g2g1 on x1 is a rotation of
2π, hence (g2g1) · ξ1 = (−1)
nξ1. Comparing with (4.10) we get
f = n mod 2, (4. 11)
which amounts to the spin-statistics theorem. (The reader may easily verify that
the conclusions remain unchanged, if we allow rotations of more than 2π along
the circle: unless g2g1 is a rotation of an odd number times 2π the diagonal set
is crossed by the transformation.)
The generalisation to systems of n particles is immediate as any permutation
of n objects can be written as a product of exchanges each involving two of them.
4.2 Generalisation
Note that G×G acts on Γ× Γ, but its action does not descend on ΓS , because
the diagonal is not preserved. This action can be decomposed into one of the
type (x1, x2) → (gx1, gx2) and one of the type (x1, x2) → (gx1, g
−1x2). The
latter type does not preserve the diagonal, while the former generically does. It,
therefore, descends into an action of G on ΓS , the diagonal action. It is clear
from our previous discussion that the exchange takes place along the orbits of
one-parameter subgroups, which correspond to the diagonal action of G on ΓS .
This allows us to identify a postulate, which leads to an analogue of the
spin-statistics connection for any quantum mechanical systems, which is char-
acterised by the transitive symplectic action of a group G on the classical state
space. In other words, this postulate refers to elementary systems associated to
the group G.
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Postulate 1: In combination of two identical systems, each characterised by
a symmetry group G, it should be possible to obtain the permutation (3.3) by
smooth transformations along the orbits of the diagonal action of G on ΓS.
This statement can be made explicit as follows:
We assume that the Lie group G acts transitively by symplectomorphisms on
Γ. Then we demand that there should exist two elements Z1 and Z2 of the Lie
algebra of G, each a scalar multiple of the other, such that
i) one can define the paths (t ∈ [0, 1], (x1, x2)) → (e
Z1tx1, e
Z2tx2), on Γ × Γ
that do not cross the diagonal.
ii) if g1 = e
Z1 , g2 = e
Z2 , then g1x1 = x2 and g2x2 = x1.
iii) in the lift in the bundle Y we should have [g1 · ξ1, g2 · ξ2] = e
iθ · [ξ2, ξ1], where
eiθ is the phase associated with the exchange.
Then we expect that the spin-statistics relation arises as a consequence.
It is important to emphasise that our postulate singles one particular class
of paths by which the exchange should be performed: these are the orbits of
one-parameter subgroups of G, in its diagonal action on ΓS .
Zero spin Our postulate suffices to establish the spin-statistics connection for
single spins. Moreover, it is compatible with the bosonic character of the spin
zero particles. In the relativistic case the phase space is R6. It is parametrised
by a 4-vector x for a fixed value of x0 (say x0 = 0) and a unit timelike vector I
5. Then the symplectic form reads
Ω = mdxµ ∧ dIµ = dp
i ∧ dxi, (4. 12)
where pi = mIi and the Poincare´ groups acts as x → Λx + C, I → ΛI. Here
Λ ∈ SO(3, 1) and C ∈ R4.
The prequantisation proceeds by constructing a trivial bundle R6×S1, with
elements (x, I, eiφ). The connection form is ω = pidxi + dφ. The action of
the Poincare´ group lifts then (x, I, eiφ) → (Λx + C,ΛI, eiφ), i.e. it is trivial
on the fibers. This implies that the only possible choice of prequantisation for
combined systems is the bosonic one, because there does not exist any symmetry
transformation that could reproduce the fermionic action of the permutation
group.
Relativistic particles: In appendix A we demonstrate that postulate 1 pro-
vides the correct spin statistic relation also for the case of relativistic and non-
relativistic particles with spin. The proof involves no concepts other than the
5A more covariant way to construct it is by the unit timelike vector I and the equivalence
class of spacetime points, where x ∼ x′ if x− x′ is parallel to I.
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ones we used in the case of a single spin, but is provided in some detail for
reasons of completeness.
Non-relativistic particles: For non-relativistic systems one can obtain the
description of spin by studying the symplectic actions of the Galilei group. The
phase space is a product of the sphere and R6, which we have already studied.
The symmetry group, however, does not factorise into a piece acting on R6 and
one acting on S2. However, it is easy for the reader to verify that our postulate
1 reproduces the spin-statistics connection, with reference now to the Galilei
group, rather than the Poincare´.
Non-trivial systems: In effect, the spin-statistics theorem in the familiar
setting of particles in three spatial dimensions is equivalent to the statement
that a rotation by 2π of a single particle is physically identical with an exchange
[9]. Postulate 1 reproduces this fact in a general group-theoretical language,
thereby providing a generalisation that can be used in a wider class of systems.
We demonstrate this in Appendix B. There we study the case of the relativistic
particle in three dimensions, where rather surprisingly only bosonic statistics
seem to be acceptable. Also we study a simple example for combination of
systems with non-simply connected phase spaces. Such systems employ non-
trivial prequantizing bundles, hence they have more alternatives than Bose-
Fermi for statistics and provide novel versions of the spin-statistics theorem.
4.3 After prequantisation
We proceed to study the possible consequences of the spin-statistics relation,
with respect to the remaining part of the geometric quantisation procedure.
4.3.1 Wave functions
Standard geometric quantisation proceeds by specifying a complex polarisation
P on the phase space of the system. Let us denote by ΞP (Γ) the space of
vector fields, such that at each x ∈ M the corresponding tangent vector lies
in the polarisation. Let us also consider the line bundle (B,Γ, π˜), which is
associated to the bundle (Y,Γ, π) of the prequantisation of Γ. This bundle
has total space B = Y × R+, projection map π(ξ, r) = π(ξ) and U(1) action
eiφ · (ξ, r) = (eiφ · ξ, r), for ξ ∈ Y and r ∈ R+.
The connection form ω induces a covariant derivative∇ on the cross-sections
ofB. A cross-section ψ ofB corresponds to a quantum mechanical wave function
if ∇Xψ = 0 for all vector fields X ∈ ΞP (M), i.e. if the cross-section vanishes in
the directions of the polarisation.
Clearly in a system of two identical particles on Γ, the wave functions are
cross-sections ψ(x1, x2) of a bundle over Γ × Γ. Assuming that |ψ|
2(x1, x2)
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remains invariant from the exchange 6, and that both Γ carry the same polar-
isation, we obtain the two possible behaviors for ψ according to the choice of
the action of the permutation (3.3)
ψ(x2, x1) = (−1)
fψ(x1, x2) (4. 13)
A continuous cross-section ψ satisfying (4.13) for either choice of f can be viewed
as as a cross-section of either of the bundles YB or YF defined earlier.
Given a group action on Γ, one can often construct polarisations that are
left invariant under the symplectomorphisms by which the group acts; this is
true, for instance, for the Poincare´ group. Therefore, if g(t) is an one-parameter
group of transformations of such a group, then the transformation
ψ → g(t) · ψ(x) = ψ(g−1(t)x), x ∈ Γ (4. 14)
can be defined acting on the wave functions. A smooth cross-section will remain
smooth, whenever the g(t) is smooth, as we have demanded.
One can then define the action of G×G on the wave functions of a combined
system (on Γ× Γ)
ψ(x1, x2)→ ψ(g1(t)x1, g2(t)x2). (4. 15)
This action descends into the action on wave functions on ΓS (of either the
bosonic or fermionic type) if it preserves the diagonal i.e. if for x1 6= x2 ,
g1(t)x1 6= g2(t)x2 for all t ∈ [0, 1]. In that case one can write the law
ψ(x1, x2)→ ψ(e
Zt1x1, e
Zt2x2), (4. 16)
where Z is an element of the Lie algebra of G and t1, t2 ∈ R.
In light of these remarks, postulate 1 can be rephrased as
Postulate 1a: One can perform the exchange (4.13) by means of a smooth
transformation of the type (4.16) acting on wave functions defined on ΓS .
4.3.2 Path integrals
In Klauder’s coherent state quantisation, one considers the Hilbert space of
complex valued functions on the phase space Γ and identifies a relevant physical
subspace by means of a projection operator, which is defined by a positive
hermitian kernel K(x1|x2), x1, x2 ∈ Γ. A wave function Ψ on the physical
Hilbert space is a function on Γ that can be written in the form
Ψαl,x′l(x) =
∑
l
αlK(x|x
′
l) (4. 17)
Such functions are parametrised by a finite number of complex numbers αl
and points x′l ∈ Γ. A group of transformations on phase space amounts to a
6The exchange is inherited from the principal bundle Y so the value of r =
√
ψ¯ψ is not
affected.
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transformation K(x|x′) → K(gx|gx′), which can be immediately translated in
terms of wave functions.
The kernel K is constructed by path integration as
K(x1|x2) = lim
ν→∞
∫
Dx(·)ei
∫
x(·)
A− 12ν
∫
dth(x˙x˙), (4. 18)
where x(·) is a path on phase space in the time interval [0, T ], A is a U(1) poten-
tial one-form on Γ (its pullback by π on the bundle Y is ω), h is a homogeneous
Riemannian metric on Γ and the path integration refers to the Wiener measure
as supported by the metric g and constrained by x(0) = x1, x(T ) = x2. This
quantisation scheme, then, introduces a homogeneous metric in order to arrive
at the physical Hilbert space.
A manifold upon which a Lie group G acts transitively is a homogeneous
space. Namely, there exists a metric that accepts G as a group of isometries
and the integral curves of the group action correspond to geodesics. Hence,
a transformation x1 → gx1, x2 → gx2 corresponds to diffeomorphisms, which
leave the connection form and the metric invariant.
In the combination of two systems the metric goes to h1 ⊕ h2. When the
systems are identical, there exists a metric on h such that its pullback on Γ×Γ
equals h ⊕ h. The holonomy is exp(i
∫
(x1(·),x2(·))AS), with AS a potential cor-
responding to the U(1) connection over ΓS . Under the exchange the potentials
transform according to the structure of the bundle over ΓS . Effectively, the
holonomies transform as (3.3) and since the term with the metric remains in-
variant under the exchange, we obtain
K(x1, x
′
1|x2, x
′
2) = (−1)
fK(x′1, x1|x
′
2, x2) (4. 19)
This leads, through (4.17), to equation (4.13) for the wave function.
If G is a symmetry group of Γ then on the kernels for the quantum theory
on Γ× Γ there exists the action of the symmetry group G×G as
K(x1, x2|x
′
1, x
′
2)→ K(g1x1, g2x2|g1x
′
1, g2x
′
2) (4. 20)
Again, it is not always projected on kernels defined on ΓS as it does not preserve
the diagonal. However, the diagonal action is preserved. It is important to stress
that the corresponding vector fields on ΓS generate isometries of the metric on
ΓS . The exchange would then not affect the Wiener measure for the process on
ΓS .
Postulate 1 is equivalent to the following one
Postulate 1b: The exchange (4.19) can be performed by a transformation
along the integral curves of the diagonal action of G on ΓS .
4.4 Internal degrees of freedom:
We would like to consider the spin-statistics connection for degrees of freedom
that correspond to internal symmetries (isospin, flavour, ...). One possible pro-
cedure would be to introduce a symplectic manifold Γint for these degrees of
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freedom. Typically Γint would be a coadjoint orbit of the corresponding sym-
metry group (SO(3), SU(3), etc).
However, this procedure does not work, because the internal degrees of free-
dom are genuinely discrete: isospin in nuclear physics takes only the value
“proton” or the value “neutron”: there is absolutely no physical meaning to
a classical symplectic manifold underlying isospin or flavor. The internal sym-
metry label the type of particles: in a first-quantised version these symmetries
can only act on the indices of the wave function; in a second quantised version
on the indices of the fields. They do not enter the process of quantisation.
The correct way is to consider that the different values of the internal degrees
of freedom correspond to different copies of the particle phase space. Hence,
in the description of isospin we have an elementary phase space consisting of
Γ0 = Γ
(n) × Γ(p). Now Γ(n) is isomorphic to Γ(p), however, the presence of
the internal characterisation as neutron or proton does not render the particles
identical: so the physical phase space that describes a neutron and a proton
should not be quotiened out by the permutation group. The same would hold
for the corresponding prequantising bundles.
An exchange of isospin corresponds to a map Ex : Γ0 → Γ0, such that for
(x, y) ∈ Γ(n) × Γ(p), we have Ex[(x, y)] = (y, x). Clearly, such a transformation
cannot be effected by the Cartesian product of Poincare´ groups that is the
symmetry group of Γ0.
However, if the physical state of the system is invariant under Ex, the neu-
tron and the proton are identified. Hence, the correct physical space is ΓS and
the corresponding prequantising bundle YB or YF . The sign (−1)
f characteris-
ing the bundle is then interpreted in terms of isospin exchange. Hence, our result
f = nmod2 would be interpreted as saying that the particles with half-integer
spin produce a phase of (−1) in the isospin exchange.
In other words, we can either say that we have two identical particles, or that
we have two particles characterised by internal quantum numbers, the exchange
of which is a symmetry of the physical description. In absence of interactions
that break the internal symmetry, there is no way to distinguish between parti-
cles with internal quantum numbers (a neutron is distinguished from a proton
by virtue of the electromagnetic interaction): hence, at the fundamental level
the spin-statistics theorem for internal degrees of freedom is tautological with
the spin-statistics theorem for identical particles.
5 Conclusions
Souriau in his monograph notes that “... geometry does not provide the re-
lation between spin and the character χ (of the permutation) as suggested by
experiments...”. We showed that, on the contrary, there is a simple geometric
postulate that leads to this relation, but the question remains at the level of
the relevance of the geometric description to the basic statistical principles of
quantum theory.
There are two points one can make in relation to our result.
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First, a transitive group acting on phase space may be viewed passively as
corresponding to coordinate changes: this is definitely true for the Poincare´
group. The demand then that the exchange should be implementable with
a smooth group action might be said to correspond to a statement that the
distinction between two particles done in basis of their coordinates is arbitrary
and one should be able to exchange them in the statistical description by means
of a change of reference frame. Even though our results at present cannot yet
fully ascertain this statement, they definitely assert the relevance of the action
of the symmetry group to the existence of a spin-statistics theorem.
The requirement that the coordinate transformation proceeds continuously
(indeed smoothly) is also of interest. More so, because the description of iden-
tical systems on ΓS is specially relevant when we consider continuous wave
functions. The Hilbert space formulation focuses on the measurability prop-
erties of the quantum state (over the spectrum of any self-adjoint operator) -
similarly as in classical probability Our results might be taken as a hint that
continuity (or smoothness) over the phase space is an important ingredient of
quantum probability.
In any case, we have showed the spin-statistics connection by means of ge-
ometric structures over the phase space, while employing the statistical notion
of indistinguishability. Nowhere, was there any need to employ Hilbert space
concepts. Indeed, the whole analysis is consistent with formulations of quan-
tum theory phrased solely in terms of geometrical objects -even classes of hidden
variable theories. This latter point has indeed been an underlying motivation for
this work. In light of our results, it is important to find a relation between our
geometric description of the spin-statistics theorem and the standard one that
relies on the positivity of the Hamiltonian of the corresponding field. This ne-
cessitates a geometric understanding of the procedure of “second quantisation”,
which is a focus of our present research.
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A Relativistic particles
The symplectic actions of the Poincare´ group are classified in complete analogy
with Wigner’s classification of Hilbert space representations. IfMµν and Pµ are
the generators of the Lorentz and translation group respectively, we can define
the Pauli-Lubanski four-vector
Wµ =
1
2
ǫµνρσPνMρσ. (A. 1)
Then the mass m defined by PµP
µ = m2, and the spin s defined by WµWµ =
−s2m2 are invariants of the action.
The case s = 0 was explained in section 4.2.
A.1 s 6= 0, m 6= 0
The phase space is R6×S2. It is parametrised by a 4-vector x for a fixed value
of x0, by a unit timelike vector I (corresponding as earlier to 4-momentum)
and a unit spacelike vector J (corresponding to a normalised Pauli-Lubanski
vector), such that IµJ
µ = 0. Note that for a fixed value of I, J takes value in
a two-sphere (one can readily check that for the case I = (1,0)).
The symplectic form is [10]
Ω = mdxµ ∧ dIµ +
s
2
ǫµνρσI
µJν(dIρ ∧ dIσ − dJρ ∧ dJσ), (A. 2)
with the Poincare´ group acting as (x, I, J)→ (Λx+ C,ΛI,ΛJ).
The prequantisation can be achieved with the use of the Dirac spinors. We
remind that a Dirac spinor consists of a pair of two-spinors as
ψ =
(
ξ1
ξ¯2
)
, (A. 3)
while the γ matrices are defined as
γµ =
(
0 σ˜µ
σµ 0
)
, (A. 4)
where σµ = (1, σi) and σ˜µ = (1,−σi).
Again, it can be shown that one has to restrict to the choice of s = n/2.
The explicit construction of the prequantisation is as follows:
Consider the space Y which is the Cartesian product of R3 (in which the
spatial variables xi live) times a manifold S, which consists of Dirac spinors ψ
which satisfy the equation
ψ¯ψ = 1 ψ¯γ5ψ = 0. (A. 5)
As usually we have denoted ψ¯ = ψ†γ0 and γ5 = iγ0γ1γ2γ3.
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There exists a projection map π(xi, ψ) = (xi, Iµ = ψ¯γµψ, Jµ = ψ¯γµγ5ψ),
while the U(1) action up the fibers is
eiφ · (x, ψ) = (x, eiφψ) (A. 6)
Thus a U(1) bundle (Y,R6 × S2, π) is constructed.
As in the case of a single spin, we have the action of the group of n-th roots
of the unity on the fibers
ei2ψr/n · (x, ψ), r = 0, . . . , n− 1 (A. 7)
Taking the quotient of this action we can obtain a bundle (Yn,R
6 × S2, πn),
which has as elements equivalence classes [x, ψ]n and projection map πn([x, ψ]n) =
π(x, ψ). Upon this bundle one can a connection form, whose pullback on Y is
ωn = −inψ¯dψ −m
′Iµdxµ, (A. 8)
where m′ = nm.
One can lift the action of the Lorentz group SO(3, 1) to the one of its double
cover SL(2,C). An element α ∈ SL(2,C) acts on Dirac spinors by means of
the matrix
U(α) =
(
α 0
0 α†
)
(A. 9)
By virtue of the map ψ → ψ¯γµψ, we verify that for each α there corresponds
an element Λ(α) of SO(3, 1) such that
Λµν(α) =
1
4
Tr
(
U¯γµUγν
)
=
1
2
Tr(α†σ(νασ˜µ)), (A. 10)
where U¯ = γ0U †γ0. The map is two-to-one as ±α go to the same SO(3, 1)
element.
The action then of SL(2,C)⋉R4 on Yn is
[x, ψ]n → [Λ(α)x + C,αψ]n. (A. 11)
Note that we have written as [x, ψ] the equivalence class of elements of Y modulo
the action (4.19). We should note again that for even values of n the action of
−1 ∈ SL(2,C) is identified - due to (4.19)- with the one of unity. Hence for a
rotation of 2π we have
(x, ψ)→ (x, (−1)nψ) (A. 12)
We are at the position now to consider the combination of identical rela-
tivistic particles say (x1, I1, J1) and (x2, I2, J2). Any two points x1, x2 can be
identified by a space translation; we can, therefore, focus on the I and J degrees
of freedom and the corresponding action of the Lorentz group. We can choose
a coordinate system such as I1 = (1,0), J1 = (0,n), with n ∈ S
2. Consider
now the special case that I2 = I1 and J2 = (0,n2), the group actions reducing
to the ones of SO(3). The analysis of section 4.1 passes unchanged in this case.
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In particular, we can write the path from n1 to n2 as e
Z1tn1 and from n2 to n1
as eZ2tn2, Z1 and Z2 being elements of the Lie algebra of SO(3) and t ∈ [0, 1].
According to our previous analysis, if motion takes place such that the diagonal
set is not crossed eZ1eZ2 corresponds to a rotation of 2π.
Now we keep I1, J1 fixed in its previous value, but we consider a generic value
of I2, J2 by the action of a Lorentz transformation Λ on I2 = (1,0, J2 = (0,n2)
we considered earlier. The corresponding paths will transform under the adjoint
group action ΛeZ1tΛ−1 and ΛeZ2tΛ−1. However, the whole analysis remains
identical; if two paths intersect then this property is preserved by the adjoint
action. In particular (ΛeZ1Λ−1)(ΛeZ1Λ−1) still corresponds to a rotation of 2π
and hence an action on the bundle as (4.8). The spin-statistics connection then
follows.
A.2 m = 0, s 6= 0
This case can be proven in a similar fashion to the previous one. The construc-
tion of the phase space is more intricate, though. For massless particles the
Pauli-Lubanski vector is parallel to the momentum four-vector, which is null.
The state of the system is, then, more conveniently specified by the use of a
spacetime point xµ, a null vector I corresponding to the momentum four-vector
and another null vector J , such that IµJ
µ = −1. Let us denote the space
consisting of the triple (I, J, x) as M .
We then construct the closed two-form
Ω = −χsǫµνρσI
µJνdIρ ∧ dJσ + dXµ ∧ dIµ, (A. 13)
where χ = ±1 is the helicity of the particle. The Poincare´ group acts as follows
as (x, I, L) = (Λx+C,ΛI,ΛJ). Note that from the pair I, J one can define the
vectors K∓ = 1√2 (I ∓J), which are unit timelike and spacelike respectively and
satisfy K− ·K+ = 0.
We can repeat a similar procedure as in the massive case, in order to get a
prequantisationon a bundle Y together with an action of the SL(2C)⋉R4 on
Y , with the property that a rotation of 2π corresponds to (x, ψ)→ (x, (−1)nψ)
[10].
Concerning the combination of subsystems, one can repeat without a change
the analysis of the last two paragraphs of A.1; only now it has to make reference
to the vectors K− and K+, which we defined earlier. This establishes the spin-
statistics connection for the massless relativistic particles. The only difference
is that the phase space is topologically R4 × S2, because the symplectic form
(A.13) has a null direction corresponding to the vector fields
ασ
(
χs
∂
∂xσ
+ ǫµνρσIνJρ
∂
∂Jµ
)
(A. 14)
where αµ is a four-vector that satisfies αµI
µ = 0. These null directions have
to be excised if we are to construct the physical phase space for the massless
particles.
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B Topologically non-trivial systems
B.1 Three dimensions
An important feature of the phase space analysis is that it can be phrased
with respect to any symmetry group: it is not just restricted to groups associ-
ated with change of reference frames in four-dimensional Minkowski spacetime.
For instance, it is meaningful for the study of systems in three dimensional
Minkowski spacetime. The symmetry group there is SO(2, 1)⋉R3 with SO(2)
being its subgroup that generates spatial rotations. The phase space of the rel-
ativistic particle consists of xµ at constant time x0 and a unit timelike vector
Iµ. The symplectic form depends on two parameters: the mass m and the spin
s. However, the topology is R4, hence there exists no sphere corresponding to
the spin degrees of freedom. Rather “spin” arises out of a non-trivial symplectic
two-form
Ω = mdxµ ∧ dIµ + smǫµνρI
µdIν ∧ dIρ (B. 1)
However in R4 all closed two-forms are exact, the phase space has a global
symplectic potential and hence the prequantizing bundle is trivial. The spin s
then takes all real values in the quantum theory.
Also in complete correspondence with the system in 4.3.1 the SO(2,1) group
acts trivially on the fibers. Our postulate then implies that in three dimensions
the only possible statistics are the Bose statistics.
We should note that Bose statistics is the only possibility in all systems with
a simply-connected phase space that have a global symplectic potential. This
includes cotangent bundles over simply connected configuration spaces.
B.2 Fractional statistics
It is important to remark that there is no alternative to the Bose-Fermi statistics
if the phase space of the single particle is simply connected. However, for a
connected, non-simply connected state spaces Γ, the possible prequantisations
are classified by the characters χ of the homotopy group π1(Γ), that is all
homomorphisms from π(Γ) to U(1).
This comes from the fact that if Γ˜ is the universal cover of Γ, there exists by
definition an action of π(Γ) on Γ˜, such that its space of orbits is Γ. If Γ˜ admits
a prequantisation to a bundle (Y˜ ,Γ, π) and the action of π(Γ) can be lifted then
one can quotient as in section 4.3.2 to obtain the prequantizing bundle for Γ. If
(g ∈ π1(Γ), ξ ∈ Y˜ ) → g · ξ denotes an action of π1(Γ) in the bundle, then also
(g ∈ π1(Γ), ξ ∈ Y˜ ) → χ(g)g · ξ is an inequivalent action that can be used to
construct an inequivalent prequantisation of Γ.
Fractional statistics of particles were postulated for motion of particles in
two spatial dimensions in the presence of a solenoid with flux Φ [18]. We can
crudely substitute for the effects of the solenoid by excising a point from the
configuration space of the particle making the configuration space and hence
the phase space non-simply connected. In fact, the resulting phase space has
topology R2 × (R2 − {0}) = R3 × S1. The homotopy group is clearly Z and
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all possible characters of the group are of the form χα(n) = e
iαn, for arbitrary
values of α ∈ R. Now, R4 is the universal cover of Γ and this has a unique
prequantisation with a trivial bundle. We shall denote it as Γ˜.
Let us denote the action of π(Γ) = Z on Γ as (n ·(x, I)→ (n ·x, I). Explicitly
this equals
(x1, x2)→ (x1 + n, x2 + n) (B. 2)
These coordinates are not the homogeneous coordinates (x, y) on R2 that cor-
respond to the definition of the spatial translations. The latter read in terms of
them as x = e(x1+x2)/2 cosπ(x1 − x2), y = e
(x1+x2)/2 sinπ(x1 − x2). Effectively
the action n · x corresponds to a rotation of 2nπ around the origin.
The possible actions of Z on the trivial bundle R4 × U(1) are then n ·
(x, I, eiφ) → (n · x, I, einαeiφ). Each of these actions gives a different bundle
Yα as a quotient, this being a different prequantisation of Γ. This fact is often
referred to as implying the need of multivalued wave-functions [18]. Clearly
from the perspective of geometric quantisation each choice of α is an intrinsic
property of the quantum system and defines a physically different Hilbert space,
with wave functions corresponding to cross-sections of different bundles.
We should note that at least the spatial rotations (around the origin) are well
defined in our resulting phase space. Its action is in terms of the coordinates
x and y: (x, y) → (x cosφ + y sinφ,−x sinφ + y cosφ). This action commutes
with the action of Z and is therefore well defined on Γ. A rotation of 2πn is
equivalent to a transformation x→ n · x and hence a phase change of einα.
Consider now the combination of two such systems. The phase space has
as universal cover R4 ×R4 which has a unique trivial prequantisation. On this
bundle we have the action of Z× Z as
(x1, x2, I1, I2, e
iφ) = (n · x1,m · x2, I1, I2, e
iα1n+iα2meiφ) (B. 3)
What constitutes identity of particles is now an issue, because of the nature
of the parameters α1 and α2 that have no classical analogue. From the standard
quantum treatment of such systems α depends on the details of the experimental
setup. If the system represents a solenoid with magnetic flux Φ through a plane,
then α = qΦ, where q is the charge of the particles [18]. Both q and Φ are
parameters characterising uniquely a given system (they are an intrinsic and an
extrinsic property respectively), hence identity necessitates both particles to be
characterised by the same value of α. Now, the resulting phase space for the
system is obtained by excising the diagonal, i.e. the set of all x1 and x2 such
that n · x1 = m · x2 or otherwise (n − m) · x1 = x2. Transformations of the
form (n,−n) do not preserve the diagonal and hence cannot be used to define
Γ× Γ−∆ as a quotient of Γ˜× Γ˜− ∆˜. This implies that π1(Γ× Γ−∆) = Z, a
fact that as can be also checked directly.
So on Γ˜× Γ˜−∆ we have a pullback of the bundle on Γ˜× Γ˜ and an action
of Z of the form
(x1, x2, I1, I2, e
iφ) = (n · x1, n · x2, I1, I2, e
2iαneiφ). (B. 4)
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Taking the quotient with respect to this action we obtain the bundle that
prequantises the combined system, before the implementation of the exchange
symmetry (this bundle is what we referred to as i∗Y in section 3). The action
of the permutation group is established by the demand that two repeated ex-
changes ought to give an identity. If the exchange induces a phase change eiθ
on the fibers one needs have e2iθ = e2inα for some integer n. Then eiθ = ±einα.
But equation (B.4) states that for even n the action of einα is identical to that of
unity. Hence there are only four distinct ways of implementing the phase change:
the standard two of Bose and Fermi statistics with multiplication in the fibers
by 1 and (-1) respectively, but also two more corresponding to multiplication
by +eiα and −eiα respectively.
This means that the permutation group acts as
([x1, x2, I1, I2, e
iφ]α → [x1, x2, I1, I2, (−1)
feilαeiφ)]α, (B. 5)
where both f and l take values 0 and 1. The brackets [. . .]α denote equivalence
classes with respect to the action (B.4).
For α an integer multiple of π we have only Bose and Fermi statistics. In
this case the charge of the particle is quantised q = n piΦ .
If we employ our principle in this phenomenological system, we will notice
that the condition that the smooth paths implementing the rotation do not cross
the diagonal again imply that the total rotation g1g2 (as explained in section
4.1) has to take place an odd number of times 2π. This corresponds to a phase
change of eiα. Hence, of all possible statistics the one characterised by f = 0
and l = 1 is selected. Note that for α = (2k + 1)π this is Fermi statistics, for
α = 2kπ it is Bose, in the general case it is neither.
To summarise, the system we described admits generically four different
statistics for the combined systems and only one of them is allowed by our
version of the spin-statistics theorem. This analysis is an illustration of how the
framework of geometric quantization and our analysis can be employed to deal
with combination of identical systems that admit action of a symmetry group
and is not restricted to the standard case of particle in three spatial dimensions.
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