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Abstract
In this paper, we provide sufficient conditions for the existence of at least three solutions to a three-
point boundary value problem for higher-order ordinary differential equations. The nonlinear term f in
the differential equation under consideration may depend on higher-order derivatives of arbitrary order and
this is where the main novelty of this work lies. By applying the two pairs of upper and lower solutions
method of Henderson and Thompson, as well as degree theory, the existence of at least three solutions of
the problem is given.
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1. Introduction
Consider the nth order ordinary differential equation
u(n)(t)+ f (t, u(t), u′(t), . . . , u(n−1)(t))= 0, t ∈ (0,1), (1)
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u(0) = u′(0) = · · · = u(n−2)(0) = u(n−2)(1)− ξu(n−2)(η) = 0, (2)
where η ∈ (0,1), ξ > 0 are two constants, satisfying 0 < ξη < 1.
Boundary value problems for ordinary differential equations play a very important role in
both theory and applications. They are used to describe a large number of physical, biologi-
cal and chemical phenomena. The works of Love [19], Prescott [22], and Timoshenko [25] on
elasticity, the monographs by Mansfield [21] and Soedel [24] on deformation of structures, the
studying of plasma physics and electrical potential in an isolated neutral atom of Agarwal and
O’Regan [1], and the work of Dulácska [10] on the effects of soil settlement are rich sources of
such applications.
Higher-order boundary value problems were discussed in many papers in recent years, for
instance, see [4–8,11–13,16,18,20,23] and references therein. However, Anuradha et al. [4], Bai
and Wang [5], Baxley and Houmand [6], Du et al. [8], Graef et al. [11,12], Ma [20] all studied
the situation when the nonlinear term f only depended on t and u, but did not involve the higher-
order derivative. Shi and Chen [23] considered the nonlinear term f depending on t , u and even
order derivative, but did not involve the odd order derivative. Under the resonance case, sufficient
conditions for the existence of solutions to nth order boundary value problems were investigated
in [8,16,18]. In this article, we discuss the existence of multiple solutions (at least three) to the
nonresonance problem (i.e. 0 < ξη < 1) where the differential equation with the nonlinear term
f may depend on higher-order derivatives.
The methods used in our work follow similar lines to those established by Henderson and
Thompson [15], i.e. the method of two pairs of upper and lower solutions. By applying this
method, Du et al. [9] and Khan and Webb [17] discussed second order three-point boundary
value problems respectively, which generalized the two-point boundary value problems consid-
ered in [15]. Agarwal, Thompson and Tisdell [3] used this method and degree theory to establish
existence results for multiple solutions to a second order differential equation with nonlinear
two-point boundary conditions, which apply to many different types of boundary conditions in-
cluding those of Dirichlet, Neumann, periodic and Sturm–Liouville, and complement the results
in [15]. Moreover, in [3] a very nice problem from chemical reactor theory was considered and
the existence of three distinct solutions was proven. This type of physical application naturally
motivates our study.
In this paper, we assume that there exist two pairs of upper and lower solutions for prob-
lem (1), (2) where the nonlinear f satisfies a Nagumo growth condition with respect to higher-
order derivatives. We use the upper and lower solutions to modify f and establish a priori bounds
on solutions of the modified problem. Then we use topological degree theory to discuss the ex-
istence of multiple solutions for problem (1), (2).
For further works on multiple solutions to differential equations, we refer the reader to [1–3,
6,9,11,13–15,20,23].
2. Preliminary results
For x ∈ Cn−1[0,1], we denote the norm ‖x‖∞ = max{|x(t)|: t ∈ [0,1]}, and ‖x‖ =
max{‖x‖∞,‖x′‖∞, . . . ,‖x(n−1)‖∞}.
The following lower and upper solutions are used to obtain a priori bounds on solutions to
Eqs. (1), (2).
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α(n)(t)+ f (t, α(t), α′(t), . . . , α(n−1)(t)) 0, 0 < t < 1, (3)
and
α(i)(0) 0, i = 0,1, . . . , n − 2, α(n−2)(1)− ξα(n−2)(η) 0. (4)
Similarly, we call β an upper solution for problem (1), (2), if β ∈ Cn,1([0,1]),
β(n)(t)+ f (t, β(t), β ′(t), . . . , β(n−1)(t)) 0, 0 < t < 1, (5)
and
β(i)  0, i = 0,1, . . . , n − 2, β(n−2)(1)− ξβ(n−2)(η) 0. (6)
We say α (β) is a strict lower solution (strict upper solution) for problem (1), (2) if the above
inequality (3) (or (5)) is strict for t ∈ (0,1).
Remark 1. Let f : [0,1] × Rn → R be continuous and u be a solution of (1), (2), if α(β) is a
strict lower solution (strict upper solution) for (1), (2) with α(n−2)  u(n−2) (u(n−2)  β(n−2)),
then α(n−2) < u(n−2) (u(n−2) < β(n−2)) on (0,1).
Definition 2. Let α be a lower solution and β an upper solution for problem (1), (2) satisfying
α  β and α(i)  β(i) (i = 1,2, . . . , n− 2) on [0,1]. We say that f satisfies a Nagumo condition
with respect to α and β , if there exists a function Φ ∈ C([0,∞); (0,+∞)) such that∣∣f (t, x1, x2, . . . , xn)∣∣Φ(|xn|), (7)
for all (t, x1, x2, . . . , xn) ∈ [0,1]×[α(t), β(t)]×[α′(t), β ′(t)]×· · ·×[α(n−2)(t), β(n−2)(t)]×R,
and
∞∫
0
s
Φ(s)
ds = ∞. (8)
To obtain a solution of boundary value problem (1), (2), we need a mapping whose kernel
G(t, s) is the Green’s function of problem −u(n) = 0, with boundary conditions (2). From [2], it
is clear that
g(t, s) = ∂
n−2G(t, s)
∂tn−2
, (9)
is the Green’s function of the problem −u′′ = 0, u(0) = 0, u(1) − ξu(η) = 0, which is given by
the following lemma.
Lemma 1. (See [12].) Let g(t, s) be the Green’s function for the problem −u′′(t) = 0 with bound-
ary condition u(0) = 0, u(1) − ξu(η) = 0. Then
g(t, s) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
s ∈ [0, η]: 1
1 − ξη
{
s
[
(1 − t)− ξ(η − t)], s  t,
t
[
(1 − s) − ξ(η − s)], t  s;
s ∈ [η,1]: 1
1 − ξη
{
s(1 − t)+ ξη(t − s), s  t,
t (1 − s), t  s;
(10)
and g(t, s) 0, (t, s) ∈ [0,1] × [0,1], mes{(t, s) ∈ [0,1] × [0,1]: g(t, s) = 0} = 0.
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theorem.
Lemma 2 (Additivity of degree). If Ω = Ω1 ∪ Ω2 ∪ Ω3, where Ωi are open, bounded sets and
pairwise disjoint, then
deg(f,Ω,0) = deg(f,Ω1,0)+ deg(f,Ω2,0)+ deg(f,Ω3,0), (11)
provided the degree in (11) is defined.
3. Existence of multiple solutions
The result in this section will guarantee the existence of at least three solutions to prob-
lem (1), (2).
Theorem 1. Assume that
(A1) There exist two strict lower and upper solutions α1, α2 and β1, β2 of (1), (2), satisfying
α
(i)
1  α
(i)
2  β
(i)
2 , α
(i)
1  β
(i)
1  β
(i)
2 , α
(i)
2  β
(i)
1 on [0,1],
i = 0,1, . . . , n− 2;
(A2) Let f (t, x1, x2, . . . , xn) : [0,1] × Rn → R be a continuous function and nondecreasing
with respect to x1, x2, . . . , xn−2, for (t, x1, x2, . . . , xn) ∈ [0,1] × [α1(t), β2(t)] ×Rn−1;
(A3) f satisfies Nagumo condition with respect to α1 and β2.
Then problem (1), (2) has at least three solutions u1, u2 and u3 satisfying
α
(i)
j  u
(i)
j  β
(i)
j , i = 0,1, . . . , n− 2, j = 1,2, on [0,1], (12)
u
(i)
3  β
(i)
1 and u
(i)
3  α
(i)
2 , i = 0,1, . . . , n − 2, on [0,1]. (13)
Proof. From assumption (A3), we can choose C > 0, such that
C∫
λ
s
Φ(s)
ds > λ, (14)
where λ = maxt∈[0,1] β(n−2)2 (t)− mint∈[0,1] α(n−2)1 (t). Let
L = max{∥∥α(n−1)1 ∥∥∞,∥∥β(n−1)2 ∥∥∞,C,2λ}.
We define the auxiliary functions f1, . . . , fn−1 and F : [0,1] ×Rn → R as
f1(t, x1, x2, . . . , xn) =
⎧⎨
⎩
f (t, β2, x2, . . . , xn), x1 > β2(t), t ∈ [0,1],
f (t, x1, x2, . . . , xn), α1(t) x1  β2(t), t ∈ [0,1], (15)
f (t, α1, x2, . . . , xn), x1 < α1(t), t ∈ [0,1],
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⎧⎨
⎩
f1(t, x1, β
′
2, x3, . . . , xn), x2 > β
′
2(t), t ∈ [0,1],
f1(t, x1, x2, x3, . . . , xn), α′1(t) x2  β ′2(t), t ∈ [0,1],
f1(t, x1, α
′
1, x3, . . . , xn), x2 < α
′
1(t), t ∈ [0,1],
(16)
...
fn−1(t, x1, x2, . . . , xn)
=
⎧⎪⎨
⎪⎩
fn−2(t, x1, . . . , xn−2, β(n−2)2 , xn), xn−1 > β
(n−2)
2 (t), t ∈ [0,1],
fn−2(t, x1, . . . , xn−2, xn−1, xn), α(n−2)1  xn−1  β
(n−2)
2 , t ∈ [0,1],
fn−2(t, x1, . . . , xn−2, α(n−2)1 , xn), xn−1 < α
(n−2)
1 (t), t ∈ [0,1],
(17)
and
F(t, x1, x2, . . . , xn) =
⎧⎨
⎩
fn−1(t, x1, . . . , xn−1,L), xn > L, t ∈ [0,1],
fn−1(t, x1, . . . , xn−1, xn), |xn| L, t ∈ [0,1],
fn−1(t, x1, . . . , xn−1,−L), xn < −L, t ∈ [0,1].
(18)
Thus F is a continuous function on [0,1] × Rn, satisfying∣∣F(t, x1, x2, . . . , xn)∣∣M, for (t, x1, x2, . . . , xn) ∈ [0,1] × Rn, (19)
where M is a constant and satisfies M > max{‖α1‖∞,‖β2‖∞}.
Consider the modified problem
u(n)(t)+ F (t, u,u′, . . . , u(n−1))= 0, t ∈ (0,1), (20)
with the boundary conditions (2).
To finish the proof from the definition of F , it suffices to show that problem (20) with (2) has
at least three solutions u1, u2 and u3 satisfying
α
(i)
j (t) u
(i)
j (t) β
(i)
j (t),
∣∣u(n−1)j (t)∣∣ L,
t ∈ [0,1], i = 0,1, . . . , n− 2, j = 1,2,3, (21)
since F = f in the region. We divide the proof into two steps.
Step 1. Suppose that the problem (20) with (2) has a solution u, then u satisfies (21), moreover,
u is a solution of problem (1), (2).
We first show that α(n−2)1  u(n−2)  β
(n−2)
2 on [0,1]. We only need to show u(n−2)  β(n−2)2
on [0,1]. Similarly, we can prove α(n−2)1  u(n−2) on [0,1], hence we omit it. If u(n−2)  β(n−2)2
on [0,1] is not true, then there exists t ∈ [0,1] with u(n−2)(t) > β(n−2)2 (t). Set
ω(t) := u(n−2)(t)− β(n−2)2 (t).
Then ω(t0) = max{u(n−2)(t)− β(n−2)2 (t): t ∈ [0,1]} > 0 for some t0 ∈ [0,1].
Case (I). If t0 = 0, then u(n−2)(0) > β(n−2)2 (0). From (6), we have the contradiction β(n−2)2 (0)
0 = u(n−2)(0).
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ω′′(t0) = −F
(
t0, u(t0), u
′(t0), . . . , u(n−1)(t0)
)− β(n)2 (t0)
= −fn−1
(
t0, u(t0), u
′(t0), . . . , u(n−2)(t0), β(n−1)2 (t0)
)− β(n)2 (t0)
= −fn−2
(
t0, u(t0), u
′(t0), . . . , u(n−3)(t0), β(n−2)2 (t0), β
(n−1)
2 (t0)
)− β(n)2 (t0). (22)
Subcase (i). If u(n−3)(t0) > β(n−3)2 (t0), from the above inequality (22), one has
ω′′(t0) = −fn−3
(
t0, u(t0), u
′(t0), . . . , u(n−4)(t0), β(n−3)2 (t0), . . . , β
(n−1)
2 (t0)
)− β(n)2 (t0).
(23)
If u(n−4)(t0) > β(n−4)2 (t0), from the inequality (23), we have
ω′′(t0) = −fn−4
(
t0, u(t0), u
′(t0), . . . , u(n−5)(t0), β(n−4)2 (t0), . . . , β
(n−1)
2 (t0)
)− β(n)2 (t0).
(24)
If u(n−4)(t0) β(n−4)2 (t0), from the inequality (23) and (A2), we have
ω′′(t0) = −fn−4
(
t0, u(t0), u
′(t0), . . . , u(n−4)(t0), β(n−3)2 (t0), . . . , β
(n−1)
2 (t0)
)− β(n)2 (t0)
−fn−4
(
t0, u(t0), u
′(t0), . . . , u(n−5)(t0), β(n−4)2 (t0), . . . , β
(n−1)
2 (t0)
)− β(n)2 (t0).
(25)
In view of (24) and (25), either u(n−4)(t0) > β(n−4)2 (t0) or u(n−4)(t0)  β(n−4)2 (t0), we always
could have the following inequality:
ω′′(t0)−fn−4
(
t0, u(t0), u
′(t0), . . . , u(n−5)(t0), β(n−4)2 (t0), . . . , β
(n−1)
2 (t0)
)− β(n)2 (t0).
(26)
Similar to the above argument, we could discuss the following two cases u(i)(t0) > β(i)2 (t0), or
u(i)(t0) β(i)2 (t0), i = 0,1, . . . , n− 5, and have the following inequality
ω′′(t0)−f
(
t0, β2(t0), β
′
2(t0), . . . , β
(n−1)
2 (t0)
)− β(n)2 (t0) > 0, (27)
which contradicts ω′′(t0) 0.
Subcase (ii). If u(n−3)(t0) β(n−3)2 (t0), from the inequality (22) and (A2), one has
ω′′(t0) = −fn−3
(
t0, u(t0), u
′(t0), . . . , u(n−3)(t0), β(n−2)2 (t0), β
(n−1)
2 (t0)
)− β(n)2 (t0)
−fn−3
(
t0, u(t0), u
′(t0), . . . , u(n−4)(t0), β(n−3)2 (t0), . . . , β
(n−1)
2 (t0)
)− β(n)2 (t0).
(28)
Similar to the argument in Subcase (i), we could obtain the contradiction (27).
Case (III). If t0 = 1, then
ω(1) > 0. (29)
From (6), we have ω(0) 0, thus there exists σ ∈ [0,1) such that
ω(σ) = 0 and ω(t) > 0, for all t ∈ (σ,1]. (30)
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and (29), we have
ω(t1) ω(η) = u(n−2)(η)− β(n−2)2 (η)
 1
ξ
[
u(n−2)(1)− β(n−2)2 (1)
]
= 1
ξ
ω(1) > 0.
Moreover, ω′(t1) = 0 and ω′′(t1) 0. Similar to Case (II), we have the same contradiction.
If σ ∈ (0, η), then for all t ∈ [σ,1], we have that ω(t)  0. We consider the following two
subcases: ω′(t)  0, t ∈ [σ,1] or there exists some t2 ∈ (σ,1), such that ω(t2) > 0, ω′(t2) = 0,
ω′′(t2) 0.
For the first case ω′(t) 0, t ∈ [σ,1], similar to Case (II), we have
ω′′(t) > 0
or
ω(t) > 0, ω′′(t) > 0, for all t ∈ (σ,1],
which implies that the graph of ω is concave upward on (σ,1], and so
ω(η)
η
<
ω(1)
1
.
On the other hand, we have
ω(1) = u(n−2)(1)− β(n−2)2 (1) ξ
[
u(n−2)(η) − β(n−2)2 (η)
]= ξω(η),
from 0 < ξη < 1, we obtain
ω(η)
η
 ω(1)
1
,
which is a contradiction.
For the second case, similar to the argument of Case (II), we could have contradiction.
Thus we show u(n−2)  β(n−2)2 on [0,1], and show
α
(n−2)
1  u
(n−2)  β(n−2)2 on [0,1]. (31)
By integrating the inequality (31) on [0, t], according to (4) and (6), we obtain α(i)1  u(i) 
β
(i)
2 on [0,1], i = 0,1, . . . , n− 3.
Now we show that |u(n−1)|  L on [0,1]. If the assertion is not true, without loss of the
generality, we suppose that there exists t ∈ [0,1], satisfying u(n−1)(t) > L. Let t3 be the point
where u(n−1)(t) − L attains its positive maximum over [0,1]. From mean value theorem and
α
(n−2)
1  u(n−2)  β
(n−2)
2 on [0,1], there exists θ ∈ (0,1), such that
u(n−1)(θ) = u(n−2)(1)− u(n−2)(0) β(n−2)2 (1)− α(n−2)1 (1) λ < L.
Since u(n−1) ∈ C[0,1], then there exists interval [t4, t5] ⊆ [0,1] (or [t5, t4] ⊆ [0,1]), such that
u(n−1)(t4) = λ, u(n−1)(t5) = L, λ < u(n−1)(t) < L, t ∈ (t4, t5). (32)
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t ∈ (t4, t5).
Then ∣∣∣∣∣
t5∫
t4
u(n−1)(t)u(n)(t)
Φ(u(n−1)(t))
dt
∣∣∣∣∣
∣∣∣∣∣
t5∫
t4
u(n−1)(t) dt
∣∣∣∣∣ λ. (33)
In view of (14) and (32), we have∣∣∣∣∣
t5∫
t4
u(n−1)(t)u(n)(t)
Φ(u′′(t))
dt
∣∣∣∣∣=
∣∣∣∣∣
L∫
λ
s
Φ(s)
ds
∣∣∣∣∣> λ. (34)
Then (33) contradicts (34). So that |u(n−1)| L on [0,1]. Thus u is the required solution.
Step 2. We show that problem (20) with (2) has at least three solutions u1, u2 and u3.
Let
Ω = {u ∈ Cn−1[0,1]: ‖u‖ < PM +L},
where P > max{maxt∈[0,1]
∫ 1
0 |G(t, s)|ds,1}, G(t, s) is Green’s function the problem (1), (2).
Define S : C[0,1] → Cn−1[0,1] by
(Sφ)(t) =
1∫
0
G(t, s)φ(s) ds,
for all φ ∈ C[0,1] and t ∈ [0,1]. It is clear that S is completely continuous.
Define H : Cn−1[0,1] → C[0,1] as
H(φ)(t) = F (t, φ(t), φ′(t), . . . , φn−1(t)).
Then u ∈ Cn−1[0,1] is a solution of (20) with (2) if and only if (I − SH)(u) = 0. For u ∈ Ω ,
from (19), we have
SH(x) =
1∫
0
G(t, s)F
(
s, u(s), u′(s), . . . , un−1(s)
)
ds M
1∫
0
G(t, s) ds < PM < PM +L.
Clearly SH(Ω) ⊂ Ω and SH is completely continuous. Then we have
deg(I − SH,Ω,0) = deg(I,Ω,0) = 1.
Let
Ωα2 =
{
u ∈ Ω: u(n−2) > α(n−2)2 on (0,1)
}
,
Ωβ1 = {u ∈ Ω: u(n−2) < β(n−2) on (0,1)}.1
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(n−2)
1 , α
(n−2)
2  α
(n−2)
1 > −L, and β(n−2)1  β(n−2)2 <L, it follows that
Ωα2 = ∅ = Ωβ1, Ωα2 ∩Ωβ1 = ∅, Ω
∖ {
Ωα2 ∪Ωβ1
} = ∅.
According to (A1) and Remark 1, there is no solution on ∂Ωα2 ∪ ∂Ωβ1 . From Lemma 2, one has
deg(I − SH,Ω,0) = deg(I − SH,Ω ∖ {Ωα2 ∪Ωβ1},0)+ deg(I − SH,Ωβ1,0)
+ deg(I − SH,Ωα2,0).
If we show that
deg
(
I − SH,Ωβ1 ,0)= deg(I − SH,Ωα2,0) = 1,
then
deg
(
I − SH,Ω ∖ {Ωα2 ∪Ωβ1},0)= −1,
and hence there are solutions in Ωα2 , Ωβ1 and Ω \ {Ωα2 ∪ Ωβ1}, respectively.
We show that deg(I − SH,Ωα2 ,0) = 1. The proof that deg(I − SH,Ωβ1 ,0) = 1 is the same
and hence omitted. Similar to the definitions of f1, we define
f ∗1 (t, x1, x2, . . . , xn) =
⎧⎨
⎩
f (t, β2, x2, . . . , xn), x1 > β2(t), t ∈ [0,1],
f (t, x1, x2, . . . , xn), α2(t) x1  β2(t), t ∈ [0,1],
f (t, α2, x2, . . . , xn), x1 < α2(t), t ∈ [0,1],
f ∗2 (t, x1, x2, . . . , xn) =
⎧⎨
⎩
f ∗1 (t, x1, β ′2, x3, . . . , xn), x2 > β ′2(t), t ∈ [0,1],
f ∗1 (t, x1, x2, x3, . . . , xn), α′2(t) x2  β ′2(t), t ∈ [0,1],
f ∗1 (t, x1, α′2, x3, . . . , xn), x2 < α′2(t), t ∈ [0,1],
...
f ∗n−1(t, x1, x2, . . . , xn)
=
⎧⎪⎨
⎪⎩
f ∗n−2(t, x1, . . . , xn−2, β
(n−2)
2 , xn), xn−1 > β
(n−2)
2 (t), t ∈ [0,1],
f ∗n−2(t, x1, . . . , xn−2, xn−1, xn), α
(n−2)
2  xn−1  β
(n−2)
2 , t ∈ [0,1],
f ∗n−2(t, x1, . . . , xn−2, α
(n−2)
2 , xn), xn−1 < α
(n−2)
2 (t), t ∈ [0,1].
Now from I − SH|Ωα2 , we define its extension I − SH
∗ : Ω → Cn−1[0,1], as follows.
F ∗(t, x1, x2, . . . , xn) =
⎧⎨
⎩
f ∗n−1(t, x1, . . . , xn−1,L), xn > L, t ∈ [0,1],
f ∗n−1(t, x1, . . . , xn−1, xn) |xn|L, t ∈ [0,1],
f ∗n−1(t, x1, . . . , xn−1,−L), xn < −L, t ∈ [0,1].
Thus F ∗ is a continuous function on [0,1] × Rn and satisfies∣∣F ∗(t, x1, x2, . . . , xn)∣∣M,
for all (t, x1, x2, . . . , xn) ∈ [0,1] × Rn, where M is given in (19).
Define H ∗ : Cn−1[0,1] → C[0,1] as follows
H ∗(φ)(t) = F ∗(t, φ(t), φ′(t), . . . , φn−1(t)).
Then u ∈ Cn−1[0,1] is a solution of (I − SH∗)(u) = 0 if and only if u is a solution of
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with (2). Similar to the above argument, it follows that u is a solution of (35) with (2) only if
u ∈ Ωα2 . Thus
deg
(
I − SH∗,Ω \ Ωα2
)= 0.
Similarly, we show that SH∗(Ω) ⊂ Ω . Then we have
deg
(
I − SH∗,Ω,0)= 1.
Thus
deg(I − SH,Ωα2,0) = deg
(
I − SH∗,Ωα2,0
)
= deg(I − SH∗,Ω \Ωα2,0)+ deg(I − SH∗,Ωα2 ,0)
= deg(I − SH∗,Ω,0)= 1.
Therefore there are three solutions for problem (1), (2). Then the proof is finished. 
We now present an example to illustrate that the assumptions of Theorem 1 can easily be
verified.
Example 1. We are concerned with the following third order boundary value problem:
u′′′(t)+ h(u′)+ g(u′′) = 0, t ∈ (0,1), (36)
u(0) = u′(0) = u′(1)− 1
2
u′
(
1
3
)
= 0, (37)
where f (t, u(t), u′(t), u′′(t)) = h(u′)+ g(u′′), ξ = 12 , η = 13 , such that 0 < ξη < 1.
We suppose that g,h : R → R are continuous, h is nondecreasing and near the origin
g(0) = 0, h(0) < 0, h(−a) > 0, and h(b) < 0 for some a > 0 and b > 0 (which may be large),
while near the origin, they behave as follows:{
h(x)−c, for 0 x  c8 ,
h(x) > 2c, for c8  x 
c
4 ,
and {
g(y) > 3c, for y ∈ [−c,− c√
2
] ∪ [ c√
2
, c],
g(y) 0, for y ∈ [− c√
2
, c√
2
],
for small c. Moreover, we assume |g(y)| c1 + c2|y|p , 1 p  2. Take
α1(t) = −at, α2(t) = c6 t
2(3 − 2t), t ∈ [0,1].
Then we have α1, α2 ∈ C3,1([0,1]) satisfying the boundary conditions:
α1(0) = 0, α′1(0) = −a < 0, α′1(1)−
1
2
α′1
(
1
3
)
= −a
2
< 0,
α2(0) = 0, α′2(0) = 0, α′2(1)−
1
α′2
(
1
)
= − c < 0.
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α′′′1 (t)+ f
(
t, α1(t), α
′
1(t), α
′′
1 (t)
)= h(−a) + g(0) > 0,
α′′′2 (t)+ f
(
t, α2(t), α
′
2(t), α
′′
2 (t)
)= −2c + h(ct (1 − t))+ g(c(1 − 2t))> 0.
Thus, α1 and α2 are strict lower solutions of problem (36), (37).
Now we take
β1(t) = 0, β2(t) = bt, t ∈ [0,1].
Then β1, β2 ∈ C3,1([0,1]) satisfying the boundary conditions:
β1(0) = β ′1(0) = 0, β ′1(1)−
1
2
β ′1
(
1
3
)
= 0,
β2(0) = 0, β ′2(0) = b > 0, β ′2(1)−
1
2
β ′2
(
1
3
)
= b
2
> 0.
Moreover, for every t ∈ (0,1), we have
β ′′′1 (t) + f
(
t, β1(t), β
′
1(t), β
′′
1 (t)
)= h(0) + g(0) < 0,
β ′′′2 (t) + f
(
t, β2(t), β
′
2(t), β
′′
2 (t)
)= h(b) + g(0) < 0.
Thus, β1 and β2 are strict upper solutions of problem (36), (37). Further, we note that
α1(t) α2(t) β2(t), α1(t) β1(t) β2(t), α2(t) β1(t) on [0,1].
Moreover, for every (t, u,u′) ∈ [0,1] × [−a, b] × [−a, b], we have∣∣f (t, u,u′, u′′)∣∣ ∣∣g(u′′)∣∣+ ∣∣h(u′)∣∣m+ ∣∣g(u′′)∣∣ c1 + c2|u′′|p +m = Φ(|u′′|),
where 1 p  2 and m = max{|h(u′)|: u′ ∈ [−a, b]}. Since
∞∫
0
s
Φ(s)
ds =
∞∫
0
s
c1 + c2sp + m ds = ∞.
It follows that f satisfies a Nagumo condition. Hence all the conditions of Theorem 1 are satis-
fied, and so the problem has at least three solutions satisfying
α1(t) ui(t) α2(t), 0 t  1, i = 1,2,3.
Acknowledgments
The authors wish to express their thanks to the referee for his or her very careful corrections and valuable suggestions.
The first author wish to express special thanks to Dr. Chris C. Tisdell for his suggestions and help.
References
[1] R.P. Agarwal, D. O’Regan, Singular Differential and Integral Equations with Applications, Kluwer Academic, Dor-
drecht, 2003.
[2] R.P. Agarwal, D. O’Regan, P.J.Y. Wong, Positive Solutions of Differential, Difference and Integral Equations,
Kluwer Academic, Boston, 1999.
[3] R.P. Agarwal, H.B. Thompson, C.C. Tisdell, On the existence of multiple solutions to boundary value problems for
second order ordinary differential equations, Dynam. Systems Appl., in press.
1218 Z. Du et al. / J. Math. Anal. Appl. 335 (2007) 1207–1218[4] V. Anuradha, et al., Existence results for superlinear semi-positive solutions BVPs, Proc. Amer. Math. Soc. 124
(1996) 757–763.
[5] Zhanbing Bai, Haiyan Wang, On positive solutions of some nonlinear fourth-order beam equations, J. Math. Anal.
Appl. 270 (2002) 357–368.
[6] J.V. Baxley, C.R. Houmand, Nonlinear higher order boundary value problems with multiple positive solutions,
J. Math. Anal. Appl. 286 (2003) 682–691.
[7] Zengji Du, Weigao Ge, Mingru Zhou, Singular perturbations for third-order nonlinear multi-point boundary value
problem, J. Differential Equations 218 (1) (2005) 69–90.
[8] Zengji Du, Fubao Zhang, Weigao Ge, Positive solutions for higher-order boundary value problem with sign chang-
ing nonlinear terms, Differential Equations Dynam. Systems 14 (3–4) (2006) 239–253.
[9] Zengji Du, Chunyan Xue, Weigao Ge, Multiple solutions for three-point boundary value problem with nonlinear
terms depending on the first order derivative, Arch. Math. 84 (2005) 341–349.
[10] E. Dulácska, Soil Settlement Effects on Buildings, Developments Geotechn. Engrg., vol. 69, Elsevier, Amsterdam,
1992.
[11] John R. Graef, Chuanxi Qian, Bo Yang, A three point boundary value problem for nonlinear fourth order differential
equations, J. Math. Anal. Appl. 287 (2003) 217–233.
[12] John R. Graef, Bo Yang, Positive solutions to a multi-point higher order boundary value problem, J. Math. Anal.
Appl. 316 (2006) 409–421.
[13] Yanping Guo, Weigao Ge, Positive solutions for three-point boundary value problems with dependence on the first
order derivative, J. Math. Anal. Appl. 290 (2004) 291–301.
[14] Xiaoming He, Weigao Ge, Triple solutions for second order three-point boundary value problems, J. Math. Anal.
Appl. 268 (2002) 256–265.
[15] J. Henderson, H.B. Thompson, Existence of multiple solutions for second order boundary value problems, J. Dif-
ferential Equations 166 (2000) 443–454.
[16] G.L. Karakostas, P.Ch. Tsamatos, Nonlocal boundary vector value problems for ordinary differential equations of
higher-order, Nonlinear Anal. 51 (2002) 1421–1427.
[17] R.A. Khan, J.R.L. Webb, Existence of at least three solutions of a second-order three-point boundary value problem,
Nonlinear Anal. 64 (2006) 1356–1366.
[18] Xiaojie Lin, Zengji Du, Weigao Ge, Solvability of multi-point boundary value problems at resonance for higher-
order ordinary differential equations, Comput. Math. Appl. 49 (2005) 1–11.
[19] A.E.H. Love, A Treatise on the Mathematical Theory of Elasticity, fourth ed., Dover, New York, 1944.
[20] Ruyun Ma, Multiple positive solutions for a semipositone fourth-order boundary value problem, Hiroshima Math.
J. 33 (2003) 217–227.
[21] E.H. Mansfield, The Bending and Stretching of Plates, Internat. Ser. Monogr. Aeronautics and Astronautics, vol. 6,
Pergamon, New York, 1964.
[22] J. Prescott, Applied Elasticity, Dover, New York, 1961.
[23] Guoliang Shi, Sshaozhu Chen, Positive solutions of even higher-order singular suplinear boundary value problems,
Comput. Math. Appl. 45 (2003) 593–603.
[24] W. Soedel, Vibrations of Shells and Plates, Dekker, New York, 1993.
[25] S.P. Timoshenko, Theory of Elastic Stability, McGraw–Hill, New York, 1961.
