First the general framework for a generalized over-relaxed proximal point algorithm using the notion of H -maximal monotonicity (also referred to as H -monotonicity) is developed, and then the convergence analysis for this algorithm in the context of solving a general class of nonlinear inclusion problems is examined along with some auxiliary results on the resolvent operators corresponding to H -maximal monotonicity.
Introduction
Let X be a real Hilbert space with the norm . and the inner product ., . . Here we consider the inclusion problem as follows: find a solution to
where M : X → 2 X is a set-valued mapping on X.
Based on the celebrated work of Rockafellar [1] on the proximal point algorithm and among its applications to certain computational methods, such as the Hestenes-Powell method of multipliers in nonlinear programming, Eckstein and Bertsekas [2] introduced a modified version of the proximal point algorithm and derived a new generalized alternating direction method of multipliers for convex programming. Rockafellar [1] considered the minimization of a lower semicontinuous proper convex function f on a Hilbert space in a more general form where the proximal point algorithm in exact form generates a sequence {x k } by taking x k+1 to be the minimizer of f (x) + 1 2ρ k x − x k 2 for ρ k > 0, and further investigated in a more general framework where the condition on exact minimization at each iteration was weakened, and the subdifferential ∂ f was replaced by an arbitrary maximal monotone mapping M. The convergence rate was shown to be linear for ρ k large, and it turned out to be superlinear for ρ k → ∞. Furthermore, Eckstein and Bertsekas [2] showed by splitting an operator that the Douglas-Rachford splitting method for finding zero of the sum of two monotone operators was a special case of the proximal point [3] applied the primal Douglas-Rachford splitting method for a class of monotone operators with applications to the traffic equilibrium problem. Recently, Pennanen [4] considered the over-relaxed version of the proximal point algorithm studied by Eckstein and Bertsekas [2] , while showing that the sequence converges linearly to a solution of (1). Pennanen [4] has further applied this version of proximal point algorithm to study a localized version of the maximal monotonicity, and has shown that it ensures the local convergence of the over-relaxed proximal point algorithm.
Motivated by these algorithmic developments [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] , we generalize the over-relaxed proximal point algorithm based on the notion of H -maximal monotonicity (also referred to as H -monotonicity) [9] for solving general inclusion problems in Hilbert space settings. This concept generalizes the general theory of maximal monotone set-valued mappings in a Hilbert space setting. Recently, Fang and Huang [9] introduced the notion of H -maximal monotonicity, while investigating the solvability of a general inclusion problem, and this was followed by the generalization to (H, η)-maximal monotonicity by Fang, Huang and Thompson [10] . They applied (H, η)-maximal monotonicity in the context of approximating the solutions of inclusion problems using the generalized resolvent operator technique. The generalized resolvent operator technique can also be applied to other problems, such as equilibria problems in economics, global optimization and control theory, operations research, management and decision sciences, and mathematical programming. For more details on the resolvent operator technique and its applications, we refer the reader to .
H-maximal monotonicity
In this section we discuss some results based on the basic properties of H -maximal monotonicity (also referred to as H -monotonicity in literature) and its variant forms. Let M : X → 2 X be a multi-valued mapping on X . We shall denote both the map M and its graph by M, that is, the set {(x, y) : y ∈ M(x)}. This is equivalent to state that a mapping is any subset M of X × X , and M(x) = {y : (x, y) ∈ M}. If M is single-valued, we shall still use M(x) to represent the unique y such that (x, y) ∈ M rather than the singleton set {y}. This interpretation shall much depend on the context. The domain of a map M is defined (as its projection onto the first argument) by 
Definition 2.1. Let M : X → 2 X be a multi-valued mapping on X . The map M is said to be:
(vi) (r )-firmly nonexpansive if there exists a positive constant r such that
(xi) (r )-expanding if there exists a positive constant r such that
Note that Definition 2.1(ii) ⇒ Definition 2.1(xi). Example 2.1. Let H : X → X be (r )-strongly monotone on X . Let f : X → R be a functional such that ∂ f is monotone, that is,
It follows that H + ∂ f is pseudomonotone, which is in fact, maximal monotone. This is equivalent to state that ∂ f is H -maximal monotone [9] . Note that Example 2.1 holds for a real reflexive Banach space setting as well.
H-over-relaxed proximal point algorithm
This section deals with an introduction to a generalized version of the over-relaxed proximal point algorithm and its applications to approximation solvability of the inclusion problem (1) based on the H -maximal monotonicity. 9]). Let X be a real Hilbert space, let H : X → X be (r )-strongly monotone, and let M : X → 2 X be H -maximal monotone. Then the generalized resolvent operator associated with M and defined by
Lemma 3.2. Let X be a real Hilbert space, let H : X → X be (r )-strongly monotone, and let M : X → 2 X be H -maximal monotone. Then the generalized resolvent operator associated with M and defined by
and consequently,
where r − ρ > 1.
Proof. The proof is similar to that of [17, Lemma 3.4].
Theorem 3.1. Let X be a real Hilbert space, let H : X → X be (r )-strongly monotone, and let M : X → 2 X be H -maximal monotone. Then the following statements are equivalent: 
and hence,
In the following theorem, we apply the generalized over-relaxed proximal point algorithm to approximate the solution of (1), and as a result, we end up achieving linear convergence. } is generated by the generalized proximal point algorithm
and y k satisfies
Then the sequence {x k } converges linearly to a solution of (1) with convergence rate
Proof. Suppose that x * is a zero of M. From Theorem 3.1, it follows that any solution to (1) is a fixed point of J M ρ k ,H oH . For all k ≥ 0, we express H (H (x k )) ). Next, using Lemma 3.2, we find the estimate
Since H is (r )-strongly monotone (and hence (r )-expanding, that is,
It follows that
We note that the estimate for the rate of convergence is strictly positive if α > 1 and even if ρ becomes +∞, while if we choose α = 1 and ρ k ↑ ∞, the convergence rate becomes superlinear under the assumption of Theorem 3.2. Moreover, the estimate for convergence rate when α k < 1 seems to be achievable. Remark 3.1. We note that the generalized over-relaxed proximal point algorithm used in Theorem 3.2 reduces to the over-relaxed proximal point algorithm studied in [4] for H = I as follows: Let X be a real Hilbert space, and let M : X → 2 X be maximal monotone. Then, for an arbitrarily chosen initial point x 0 , the sequence {x k } is generated by the over-relaxed proximal point algorithm
and y k satisfies 
Specialization to the algorithm and applications
In this section, we apply a special case of the generalized over-relaxed proximal point algorithm (in Theorem 3.2) to approximate a solution to the inclusion problem (1) Thus, we set δ k = 1 k for k > 0. This algorithm can also be applied to other inclusion problems in different settings. } converges linearly to a solution of (1) with convergence rate
1 k < ∞, α = lim sup k→∞ α k , and ρ = lim sup k→∞ ρ k .
